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Preface

The annual conferences on Group Decision and Negotiation have become an important
meeting point for researchers interested in the many aspects of collective
decision-making. What started out as a one-time event at the beginning of the mil-
lennium has developed into a series of conferences that have been held (with one
exception) every year since 2000. GDN is a truly global conference uniting researchers
from all over the world, which up to now has been held in five continents: once each in
Australia (Perth 2002), South America (Recife 2012), and Asia (Nanjing 2018), four
times in North America (Banff 2004, Mt. Tremblant 2007 and Toronto 2009, all in
Canada, and Bellingham, USA 2016), and 11 times in Europe (Glasgow 2000,
La Rochelle 2001, Istanbul 2003, Vienna 2005, Karlsruhe 2006, Coimbra 2008,
Delft 2010, Stockholm 2013, Toulouse 2014, Warsaw 2015, and Stuttgart 2017).

In 2019, GDN returned to Europe. We are very grateful to Loughborough
University for hosting the first joint GDN and Behavioral OR conference. This joint
meeting of the INFORMS/GDN Section and EURO Working Group Behavioral OR
brought together two closely connected, but still distinct, communities.

In total, 98 papers grouped into nine different streams were submitted for the
conference, covering a wide range of topics related to group decisions, negotiations,
and behavioral OR. The largest streams were BOR (22 papers), Preference Modeling
for GDN (14 papers) and Collaborative Decision-Making Processes (14 papers). After
a thorough review process, 17 of these papers were selected for inclusion in this
volume entitled Group Decision and Negotiation: Behavior, Models and Support. We
have organized the volume according to the five main streams of the conference:
“Preference Modeling for GDN,” “Collaborative Decision-Making Processes,”
“Conflict Resolution,” “Behavioral Operations Research,” and “Negotiation Support
Systems and Studies (NS3).”

The section “Preference Modeling for Group Decision and Negotiation” contains
five papers that present different models in various contexts. Frej, de Almeida, and
Roselli in their paper “Solving Multicriteria Group Decision-Making (MCGDM)
Problems Based on Ranking with Partial Information” present a group decision process
based on the FITradeoff method. They propose improved graphical visualization fea-
tures based on behavioral studies using neuroscience tools. The second paper by Luo,
“How to Deal with the Multiple Sources of Influences in Group Decision-Making?
From a Nonordering to an Ordering Approach,” extends the classic social choice
functions to signed and weighted social influence functions. In the following paper,
Aslan, Dindar, and Laine investigate the properties of seat-wise majority voting to
choose a committee in their paper “Choosing a Committee Under Majority Voting.”
The paper “Reciprocity and Rule Preferences of a Rotating Savings and Credit
Association (ROSCA) in China: Evolutionary Simulation in Imitation Games” by Zhao
and Horita analyzes how peoples’ preference for a ROSCA are related to the
reciprocity level in a particular society. The last paper of this section, by Leoneti and



Ziotti, entitled “Modeling the Conflict Within Group Decision-Making: A Comparison
Between Methods That Require and do not Require the Use of Preference Aggregation
Techniques” presents a comparison of MCDM methods for their application within a
group decision-making process with respect to the preference aggregation procedures.

The second section is related to “Collaborative Decision-Making Processes” and
contains four papers. Sakka, Bosetti, Grigera, Camilleri, Fernández, Zaraté, Bismonte,
and Sautot, in their paper “UX Challenges in GDSS: An Experience Report” present
three user tests of a collaborative framework called GRoUp Support (GRUS) con-
ducted in three different countries. In the second paper “A Voting Procedures Rec-
ommender System for Decision-Making.” Coulibaly, Zaraté, Camilleri, Konate, and
Tangara propose the use of GRECO (Group vote RECOmmendation), which currently
implements Borda, Condorcet, plurality, Black and Copeland voting procedures.
Another important aspect in decision-making processes is the generation of the
objectives. This topic is considered by Ferretti in the paper “Why Is it Worth it to
Expand Your Set of Objectives? Impacts from Behavioral Decision Analysis in
Action,” where two real interventions of value-focused thinking to support both private
and public organizations in generating objectives within strategic decision-making
processes are described. The last paper of this section by Tseng and Kou, entitled
“Identifying and Ranking Critical Success Factors for Implementing Financial Edu-
cation in Taiwan Elementary Schools” presents the results of a two-round Delphi
survey to identify the critical success factors for successfully implementing financial
education.

In the section on “Conflict Resolution,” three papers of different contexts are pre-
sented. Zeleznikow and Prawer discuss the role of armed international conflict in their
paper “War as a Technique of International Conflict Resolution – An Analytical
Approach.” Fang, Xu, Perc, and Chen in the paper entitled “The Effect of Conformists’
Behavior on Cooperation in the Spatial Public Goods Game” studied social dilemmas,
investigating the effects of rational and irrational conformity behavior on the evolution
of cooperation in a public goods game. Abraham and Ramachandran present the paper
“Effect of Pollution on Transboundary River Water Trade,” which studies the impact of
pollution on river water allocation between riparian states during conflict and
cooperation.

The next section contains three papers related to “Behavioral Operations Research
(BOR).” The first one by Roszkowska and Wachowicz, entitled “Cognitive Style and
the Expectations Toward the Preference Representation in Decision Support Systems”
presents a study of the decision-makers’ expectations regarding the results in DSS (e.g.,
ranking vs. ratings) when decision-makers can express their preferences in different
ways (numbers and words). The second paper deals with anger in e-negotiation. In their
paper “Cue Usage Characteristics of Angry Negotiators in Distributive Electronic
Negotiation,” Venkiteswaran and Sundarraj conducted an experiment for analyzing the
usage of cues (statements and para-linguistic cues including emoticons) by angry
negotiators. The last paper of this section is by Ishii, entitled “Opinion Dynamics
Theory Considering Trust and Suspicion in Human Relations.” This paper discusses
trust and distrust among people in a society, and specifically considers mass media
effects.
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The final section “Negotiation Support Systems and Studies (NS3)” contains two
papers describing new developments in NSSs. Schmid and Schoop, in their paper “A
Framework for Gamified Electronic Negotiation Training,” present a novel approach
for e-negotiation trainings by including game elements in an NSS. A study of the use of
pattern recognition in e-negotiation data for descriptive and predictive tasks is pre-
sented by Kaya and Schoop in the paper “Application of Data Mining Methods for
Pattern Recognition in Negotiation Support Systems.”

The preparation of the conference and of this volume required the efforts and
collaboration of many people. In particular, we thank the general chair of GDN 2019,
Marc Kilgour, for his continuous contribution for the GDN Section. Special thanks also
go to all the stream chairs: Raimo Hämäläinen, Luis Alberto Franco (BOR), Liping
Fang, Keith W. Hipel, D. Marc Kilgour (Conflict Resolution), Tomasz Wachowicz
(Preference Modeling for Group Decision and Negotiation), Pascale Zaraté (Collabo-
rative Decision Making Processes), Bilyana Martinovski (Emotion in Group Decision
and Negotiation), Xusen Cheng, G.J. de Vreede (Crowdsourcing), Haiyan Xu, Shawei
He (Risk Evaluation and Negotiation Strategies), Mareike Schoop, and Philipp Melzer
(Negotiation Support Systems and Studies - NS3). We also thank the reviewers for
their timely and informative reviews: Ana Paula Costa, Andreas Schmid, Annika Lenz,
Ayşegül Engin, Barbara Göbl, Bilyana Martinovski, Bogumil Kaminski, Christian
Stummer, Colin Williams, Dmitry Gimon, Ewa Roszkowska, Ginger Ke, Hannu
Nurmi, Ilkka Leppanen, Jing Ma, Kevin Li, Leandro C. Rego, Lihi Naamani-Dery,
Love Ekenberg, Maisa Silva, Marc Fernandes, Marc Kilgour, Marcella Urtiga,
Masahide Horita, Pascale Zaraté, Patrick Buckley, Per van der Wijst, Peter Kesting,
Philipp Melzer, Przemyslaw Szufel, Raimo Hämäläinen, Rustam Vahidov, Sabine
Koeszegi, Shikui Wu, Simone Philpot, Tobias Langenegger, Tomasz Szapiro, Tomasz
Wachowicz, Will Baber, and Yi Xiao.

We also are very grateful to Ralf Gerstner, Alfred Hofmann, and Christine Reiss at
Springer for the excellent collaboration.

April 2019 Danielle Costa Morais
Ashley Carreras

Adiel Teixeira de Almeida
Rudolf Vetschera
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Solving Multicriteria Group Decision-Making
(MCGDM) Problems Based on Ranking

with Partial Information

Eduarda Asfora Frej(&) , Adiel Teixeira de Almeida ,
and Lucia Reis Peixoto Roselli

CDSID - Center for Decision Systems and Information Development,
Universidade Federal de Pernambuco – UFPE, Av. Acadêmico Hélio Ramos,

s/n – Cidade Universitária, Recife, PE 50740-530, Brazil
eafrej@cdsid.org.br

Abstract. This paper presents an interactiveDecision Support System for solving
multicriteria group decision-making (MCGDM) problems, based on partial
information obtained from the decision makers (DMs). The decision support tool
was built based on the concept offlexible elicitation of the FITradeoffmethod,with
graphical visualization features and a user-friendly interface. The decision model
is based on searching for dominance relations between alternatives, according to
the preferential information obtained from the decision-makers from tradeoff
questions. A partial (or complete) ranking of the alternatives is built based on these
dominance relations, which are obtained from linear programming models. The
system shows, at each interaction, an overview of the process, with the partial
results for all decision-makers. The visualization of the individual rankings by all
DMs can help them to achieve an agreement during the process, since they will be
able to see how their preferred alternatives are in the ranking of the other DMs. The
applicability of the system is illustrated herewith a problem for selecting a package
to improve safety of oil tankers.

Keywords: Multicriteria group decision-making (MCGDM) � FITradeoff �
Partial information � Ranking

1 Introduction

Preference elicitation is one of the most challenging issues related to multicriteria
decision situations within the scope of additive aggregation models, due to the amount
and difficulty of information generally required in the elicitation process, associated
with the natural limited cognitive capacity of decision makers (DMs). According to the
Multiattribute Value Theory (MAVT - [13]), alternatives are scored straightforwardly
according to an additive aggregation function, as Eq. (1) shows. In (1), v aj

� �
is the

global value of alternative aj, ki is the scale constant of criterion i, and vi xij
� �

is the value
function of the outcome xij, which represents the payoff of alternative aj in criterion ci,
and n is the number of criteria.
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v aj
� � ¼

Xn

i¼1
kivi xij

� � ð1Þ

In (1), the values of the scale constants of the criteria do not only represent the level
of importance of the criteria, but involve a scaling factor as well. Due to this reason, the
values of ki should be determined based on the range of consequence values of each
criterion, by taking into account the tradeoffs amongst them, and not considering only
relative importance, as in outranking methods [6]. Traditional methods proposed to
elicit values of criteria scaling constants such as the tradeoff elicitation procedure [13]
and the swing procedure [11] require high cognitively demanding information from the
DMs, and sometimes they may not be able to face such a tedious and time consuming
process or to provide the preferential information in the detailed way required [3, 14,
15, 23]. Moreover, when multiple actors are involved in the decision process, it
becomes even more complex, since each one seeks to exert their own influence on the
process, according to their individual interests. De Almeida and Wachowicz [8]
highlight the fact that decisions involving multiple DMs are much more challenging
compared to decisions with only one DM, since the different viewpoints, preferences
and aspirations of the multiple actors increase the complexity of the problem, in
addition to the conflicting objectives already considered.

Motivated by these issues, elicitation methods that require partial/imprecise/
incomplete information about the DMs’ preferences were developed. These methods
consider, in general, that DMs do not have a precisely defined preference structure, and
are not able to provide exact values for parameters and/or consequences values [29]. In
general, the information provided can be in the form of ranking, bounds, holistic
judgments and/or arbitrarily linear inequalities involving the values of criteria scaling
constants or the value function. In order to compute a recommendation based on this
information, the following possible synthesis steps can be applied: linear programming
problems models [1, 2, 7, 15–17, 19–24]; decision rules [9, 10, 23–26]; surrogate
weights [4, 5, 11, 27] and simulation and sensitivity analysis [18, 22, 23].

Most of these previous approaches lack a structured elicitation process for conducting
the preference assessment together with the decision-maker, by assuming that the
information in forms of ranking/bounds/linear inequalities are previously given. In this
context, this works presents an interactive decision support system which aims to aid
multiple criteria decision processes in which multiple decision-makers are involved,
based on the Flexible and Interactive Tradeoff elicitation method, developed by de
Almeida et al. [17] for individual decision making concerning choice problems. The
preference elicitation of the group of DMs is conducted through a structured elicitation
process based on tradeoff questions between adjacent criteria put to theDMs.Based on the
answers provided by the DMs, it is possible to construct linear inequalities, which act as
constraints for a linear programming problem model that searches for dominance rela-
tions between alternatives. Based on these dominance relations, a ranking of the alter-
natives is built for each DM [12]. With the individual alternatives’ ranking of each DM,
the agreement achievement process for the choice group decision problem can be aided by
an analyst, which shows the possible resulting scenarios for the actors involved. This
whole process is aided by graphical visualization features provided by the DSS.

4 E. A. Frej et al.



The main contribution of this paper in terms of novelty is a practical decision
support tool for solving multiple criteria group decision-making problems, which was
developed by the authors based on the mathematical model of the FITradeoff method.
The software conducts the elicitation process based on an interactive process with the
DMs, with the possibility of visualizing partial results through graphics in the middle of
the process. Flexibility features of the FITradeoff for individual decision-making were
incorporated into the group decision system, but also other features were added to the
system in order to aid collective decision-making processes. The support tool devel-
oped here is able to be used in the most different contexts and problems that involve
multiple objectives and more than one decision-maker. The software is available by
request to the authors.

This paper is organized as follows. Section 2 describes the partial informationmethod
for ranking alternatives used by the group decision support tool proposed here. Section 3
presents an overview of the group decision process based on the flexible and interactive
tradeoff elicitation. The applicability of the system is illustrated in Sect. 4 with a problem
previously approached by [28], in which a group of DMs aim to choose new measures to
improve the safety of oil tankers, and thus help to prevent pollution of the sea from the
ships. Finally, the main conclusions and final remarks are presented in Sect. 5.

2 Ranking Alternatives with Partial Information

Most of the partial information methods already developed in the literature try to find
the best solution for a choice problem, according to the information given by the DM.
When it comes to the ranking problematic, however, the complexity of the problem
increases a lot, because sometimes the partial information given the DMs is not enough
to rank a set of alternatives, even though a choice problem may be solved.

In this context, Frej et al. [12] developed a model to rank alternatives with partial
information obtained by asking tradeoff questions to the DM. These questions are
based on strict preference statements between different levels of the diverse criteria of
the problem. Based on these statements, inequalities related to the criteria scale con-
stants can be obtained, and these inequalities act as constraints for the linear pro-
gramming problem (LPP) model that tries to find pairwise dominance relations
between alternatives, and then build a ranking of them based on this information.
The LPP model is shown below (Eqs. 2–7).

Max djz ¼
Pn

i¼1 kivi xij
� ��Pn

i¼1 kivi xizð Þ; j ¼ 1; . . .;m; z ¼ 1; . . .;m; j 6¼ z:

s:t: :
ð2Þ

k1 [ k2 [ . . .[ kn ð3Þ

kivi x
0
i

� �� kiþ 1; i ¼ 1; . . .; n� 1: ð4Þ

kivi x
00
i

� �� kiþ 1; i ¼ 1; . . .; n� 1: ð5Þ
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Xn

i¼1
ki ¼ 1 ð6Þ

ki � 0; i ¼ 1; . . .; n: ð7Þ

The objective function (2) tries to maximize the difference between the global value
(calculated by Eq. (1)) of two alternatives, aj and az. The decision variables are the
criteria scale constants ki, and m is the number of alternatives of the problem. The first
constraint (3) is the ranking of criteria weights given by a DM, which is the first form of
partial information gathered by him/her. The second and third constraints (4, 5) are
related to the preference statements given by the DM obtained by the tradeoff questions
made for him/her. x

0
i and x

00
i are the values of criterion i for which the preferences

between consequences were stated (for details, see [12]). The constraint in (6) guar-
antees the normalization of weights, and the constraint in (7) is regarding the non-
negativity of these values.

This LPP model runs for each pair of alternative aj; az in order to find dominance
relations between them. Let d�jz be the optimal solution of LPP (2–7), with the maxi-
mum value of the difference between alternatives aj and az. It was proved by Frej et al.
[12] that if d�jz\0, then az dominates aj; if d�jz � e and d�zj � e (where e is small value
defined by the DM, which acts as an indifference threshold), then alternatives aj and az
are indifferent to each other; and if d�jz [ e and d�zj [ e, alternatives aj and az are
incomparable to each other according to the current level of information obtained from
the DM. Based on these dominance relations, it is possible to build a ranking of the
alternatives, which may be partial if there is some incomparability arises, or complete
otherwise.

For group decision-making, the information of the individual rankings (either
partial or complete) during the process can help the group to achieve an agreement.
Someone can see, for instance, that his/her second ranked alternative is the first place
for the others, while his/her first alternative is, for instance, in the last position for the
others. In this sense, sometimes the other DMs may try to convince this person to
abdicate of his/her first alternative and consider the second one, since the final outcome
would be better for the group as a whole. Based on this motivation, a group decision
support tool based on the ranking decision model described above is presented in the
next Section, in order to show how this feature can aid the group decision process, and
help to find the best compromise solution.

3 Flexible and Interactive Tradeoff Elicitation for Group
Decision

The group decision support tool presented here is a flexible system for aiding multi-
criteria group decision-making processes, based on the ideas of the Flexible and
Interactive Tradeoff support tool [7], which was originally developed for solving
individual choice problems, based on the concept of potentially optimal alternatives
throughout a flexible decision process, with graphical visualization features.

6 E. A. Frej et al.



The decision support system allows that multiple decision-makers state their
preferences at the same time, and the results of all of them can be visualized jointly.
The input data of the system are the consequences matrix and the individual criteria
order for each DM. Since the performance of each alternative with respect to each
criterion is factual – and not preferential – information of the problem, the conse-
quences matrix is considered to be the same for all DMs. However, the criteria order
may be different for each DM, since this is indeed preferential information. Moreover,
FITradeoff allows different DMs to consider different criteria in their evaluation: the
weight of certain criterion which a DM does not want to consider is forced to be zero in
the mathematical model, and thus this DM does not have to include this criterion in his
ranking of criteria weights neither has to answer tradeoff questions concerning this
criterion. This issue is illustrated later in Sect. 4.

The elicitation is conducted based on an interactive question-answering process
with the decision makers. The questions are related to comparison between fictitious
alternatives, with respect to which the DMs should state their preferences, by con-
sidering tradeoffs between adjacent criteria (according to the criteria order previously
defined by each DM). More details of how these questions are designed in the
FITradeoff system can be found in [7]. In order to give an example, let us consider a
hypothetical alternative A, with an intermediate outcome x1 in the first-ranked criterion,
and the worst outcome for the others (the value function for the worst outcome is set
to 0, and it is set to 1 for the best outcome, since the value function is normalized in a
0–1 scale), so the global value of A, according to Eq. (1), is k1v1 x1ð Þ; and now let us
consider hypothetical alternative B, with the best outcome for the second-ranked cri-
terion and the worst outcome for the others, so that the global value of B is k2,
according to Eq. (1). Depending of the value of x1 and according to the DM’s pref-
erences, he/she will choose which one of these hypothetical alternatives is preferred to
him. If A is preferred to B for a certain value of x1 ¼ x01, for instance, then the global
value of A is greater than the global value of B, so that an inequality similar to (4) is
obtained. If B is preferred to A for a certain value of x1 ¼ x001, then an inequality similar
to (5) is obtained. Thus, these inequalities act as constraints for the LPP model (2–7), so
that pairwise dominance relations are computed and a (partial or complete) ranking for
the respective DM is constructed, according to level of partial information obtained
from him/her until that point. At each interaction cycle, a new question is answered by
this DM, so that a new inequality is obtained and incorporated to the LPP model, which
runs again, so that an updated ranking of the alternatives is obtained. Therefore, at each
step, with new information provided by each DM, their rankings are refined, and each
DM keeps answering elicitation questions until a complete ranking of the alternatives is
achieved for him/her. However, the flexibility of the process allows the DMs to
visualize these partial rankings obtained during the process at any time, and this may
help them to achieve an agreement before the end of the elicitation process.

The decision makers should choose in which way they want to conduct this
interactive question-answering process: independently or simultaneously. In the inde-
pendent elicitation process, each DM answers the elicitation questions in separate
moments; the first decision maker starts the elicitation process and answers preference
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questions until a complete order of the alternatives is achieved for him/her or until
he/she is satisfied with the results obtained. Then the second decision maker starts the
elicitation process and answers preference questions until a complete order of the
alternatives is achieved for him/her or until he/she is satisfied with the results obtained,
and so the process goes on until all DMs had finished. In the simultaneous elicitation
process, the first DM answers the first preference question, then the second DM
answers his first preference question, and so on; the first DM answers the second
preference question only when all DMs had answered their first preference questions.
The difference between these two ways of conducting the elicitation is in the process
itself; in fact, there is no difference in the results obtained by one way or another, but
the simultaneous elicitation has the advantage that the partial results of all DMs can be
analyzed together, since they are always in the same step of the process.

The next Section illustrates the system, based on an application of package
selection for improving safety oil tankers.

4 Selecting a Package for Improving Safety Oil Tankers
with FITradeoff System

The decision problem addressed here to illustrate the use of the flexible and interactive
elicitation for group decision-making problems concerns the situation presented by
Ulvila and Snider [28]. The authors present a negotiation situation in the International
Conference on Tanker Safety and Pollution Prevention, which aimed to adopt new
measures to improve the safety of oil tankers, and thus help to prevent pollution of the
seas from ships. The United States and several other countries were parts of the
negotiation process, and four packages of actions (U.S proposal, Package 1, Package 2
and MARPOL 73) were evaluated with respect to eleven criteria: world oil outflow
(WO), oil in own waters (OOW), safety (SF), cost (CT), dollars per ton (DPT), ease of
passing cost to consumer (EPC), charter party (CP), tanker surplus (TS), shipyards
(SP), competitive advantage (CA), and enforceability (EF). The scores of each
alternative in each criterion were defined in a 0–100 scale, for standardization purposes.
The value of 0 represents the worst outcome for the criteria, and the value of 100
corresponds to the best outcome. Table 1 shows the consequences matrix for this
problem.

Table 1. Consequences matrix for the tanker safety problem [28]

Packages WO OOW SF CT DPT EPC CP TS SP CA EF

MARPOL 73 0 0 0 100 0 100 100 0 0 0 0
US Proposal 81 100 100 0 0 0 0 100 100 100 100
Package 2 100 0 50 95 100 95 95 0 20 20 10
Package 1 80 100 85 30 32 30 10 95 90 90 90
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A total of twenty-one countries would participate in the conference, but the authors
chose ten of them to illustrate the analysis. The identities of these countries – except for
the US - were omitted in the description of the application, represented by A, B, C, etc.
Criteria weights were elicited from a small group that represented each country in the
evaluation. Table 2 shows the weights assigned for each criterion, by country. The
problem was solved by Ulvila and Snider [28] based on concepts of MAVT, through
an additive aggregation function, and a score for each alternative was calculated for
each DM.

4.1 Decision Process with FITradeoff System

The first step is the input of the data of the problem. The input file should contain the
consequences matrix and the criteria order for each decision-maker. The order of
weights for each DM (see Table 3) was obtained based on the weights in Table 2.
These weights were also used to simulate the answers of the questions made by the
system for each DM. It should be highlighted here that the FITradeoff system allows
that different decision-makers consider different criteria in their evaluation. The tanker
safety problem addressed here illustrates such case, since in Table 2 it can be seen that
some criteria weights are equal to zero for some decision makers, which means that
they do not want to consider these criteria in their evaluation. For instance, the criteria
EPC and TS are not considered in the evaluation of DM “A” (countries are here treated
as decision-makers, for simplification purposes).

In order to input the data, the user uploads an Excel spreadsheet in the DSS, that
should contain the consequences matrix – as in Table 1 – and the criteria order for each
DM, as Table 3 shows. The criteria order of Table 3 was obtained based on the original
values of weights shown in Table 2. Some criteria may also be tied – when they have
the same weight value, and thus they receive the same index in Table 3 (see, for
instance, criteria OOW and SF for DM “US”).

Table 2. Criteria weights for each country [28]

Countries WO OOW SF CT DPT EPC CP TS SP CA EF

US 0.15 0.24 0.24 0.08 0.1 0 0 0 0.02 0 0.17
A 0.03 0.09 0.09 0 0.09 0 0.03 0 0.14 0.26 0.29
B 0.03 0.17 0.05 0.03 0 0 0.12 0.25 0.15 0.1 0.1
C 0.03 0.17 0.05 0.03 0 0 0.12 0.25 0.15 0.1 0.1
D 0 0.04 0.04 0.43 0.17 0.13 0.04 0 0.02 0.07 0.04
E 0.02 0.04 0.06 0.22 0.07 0.22 0.07 0.04 0.18 0.07 0
F 0 0.3 0.15 0.3 0.03 0.06 0 0 0 0 0.15
G 0.17 0.17 0.2 0.29 0.03 0 0 0 0 0 0.14
H 0 0 0 0.3 0.03 0 0.2 0.1 0 0.03 0.33
I 0.07 0.07 0.1 0.15 0.12 0 0.12 0 0 0.12 0.24
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Figure 1 shows an example of the first elicitation question made for the first DM in
the order of the input file, which is “US” (see the box “Current Decision Maker” in the
top right side of Fig. 1). The elicitation questions ask the DM to choose between two
consequences, A and B, by considering tradeoffs amongst different criteria. In the case
of Fig. 1, consequence A has an intermediate outcome for criterion C1 (OOW) and the
worst outcome for the other criteria; and consequence B has the best possible outcome
for criterion C7 (SP) and the worst outcome for all other criteria. At this point, the DM
can choose one of the options given to answer the question: preference for consequence
A, preference for consequence B, indifference between the two consequences, or even
“no answer”, if he/she does not want to answer that question, maybe because it is too
difficult for him/her, or simply because the DM thinks he is not able to answer the
question in a consistent way. In this case, another question will be formulated, without

Table 3. Criteria order for each DM

Criteria order WO OOW SF CT DPT EPC CP TS SP CA EF

US 4 1 1 6 5 0 0 0 7 0 3
A 7 4 4 0 4 0 7 9 3 2 1
B 8 2 7 8 0 0 4 1 3 5 5
C 7 2 5 4 7 0 0 5 0 3 1
D 0 5 5 1 2 3 5 0 9 4 5
E 10 8 7 1 4 1 4 8 3 4 0
F 0 1 3 1 6 5 0 0 0 0 3
G 3 3 2 1 6 0 0 0 0 0 5
H 0 0 0 2 5 0 3 4 0 5 1
I 7 7 6 2 3 0 3 0 0 3 1

Fig. 1. Elicitation question
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loss of information in the process. The box “Current Decision Maker” in the right side
of the screen shows some information regarding the elicitation process of the current
DM: number of questions answered, which is zero in this case, since this is the first
questions made for him; number of potentially optimal alternatives (2) at that point; and
number of ranking levels (3).

By clicking on the button “Show Current Results”, in the right side of the screen in
Fig. 1, it is possible to visualize the partial results obtained for each DM until that
point. Figure 2 shows the screen of FITradeoff system with the partial results, with two
tables: the first one shows the potentially optimal alternatives for each DM, calculated
as in the standard FITradeoff method [7], and the second one shows the ranking of the
alternatives, which can be a partial ranking or a complete ranking, obtained by the
dominance relations found by the LPP model presented in Sect. 2.

By analyzing Fig. 2, it is possible to see that, at this point of the process, a complete
order of the alternatives has been achieved for some of the DMs, such as “A” and “B”,
just with the information of the ranking of criteria weights. For some other DMs, a
partial order of the alternatives was reached at this point (see the rankings for DMs
“US”, “C” and “F”). For other DMs, no ranking levels were established at this step.

The idea in FITradeoff elicitation process is that as the DMs provide more pref-
erential information, the weight space is updated in such a way that the ranking
becomes more complete at each interaction. By assuming that the decision makers
would follow the standard decision process, by answering to the questions made in

Fig. 2. Partial results
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FITradeoff according to the weights given in Table 2, the results achieved for each DM
would be those displayed in Table 4.

By analyzing Table 4, it can be seen that Package 1 (PCK1) was considered as the
best alternative for DMs US, F, G and I, and also for DM C, for which this alternative
was tied with US Proposal (US P.) in the first place of the ranking. Therefore, for five
of the ten DMs, Package 1 would be the best option. Package 2 (PCK2) was considered
as the best alternative for three DMs, D, E and H. And US Proposal was the best one
for DMs A, B and C. MARPOL 73 (MP73) was not considered the best alternative for
any of the DMs, and it also possible to see that this alternative occupies the last position
in the ranking of all DMs, except for D and H. Regarding the ranking of the alterna-
tives, it can be seen that DMs US, F, G and I have obtained exactly the same ranking in
the end of the process. The rankings of DMs A and B differ from the ranking of these
DMs only because of the switch of the first and second positions.

Regarding the number of questions answered by the DMs during the elicitation
process, some DMs needed a high number of questions to complete the whole process
(e.g. DMs US, C, E and H), while others had a solution found without the need to
answer to any questions, because only with the information of the ranking of criteria
weights, a complete ranking of the alternatives was found. However, the DMs are not
necessarily required to answer all these questions in order to reach a final solution. The
flexibility features of the system allow them to maybe reach an agreement before the
end of the process, as discussed in the next topic.

4.2 Discussion of Results

The key feature of the FITradeoff system is its flexibility. DMs can visualize partial
results at each step during the process, and they can possibly reach an agreement before
the end of the elicitation process, based on the analysis of the partial results provided by
the system in tables and graphical tools.

For instance, let us consider the partial results obtained just with the information of
ranking of criteria weights, i.e., before the question-answering process starts. The
results of POA (Potentially Optimal Alternatives) and ranking at this step were shown
in Fig. 2. The system provides individual graphical visualization of the best alternatives
for each DM, and also a collective graphic with the best alternatives for all DMs, as
shown in Fig. 3.

Table 4. Final results for each DM

DM US A B C D E F G H I

Interaction
cycles

14 0 0 16 14 29 4 12 16 10

Final ranking 1 PCK1 US P. US P. US P., PCK1 PCK2 PCK2 PCK1 PCK1 PCK2 PCK1
2 US P. PCK1 PCK1 PCK2 MP73 PCK1 US P. US P. PCK1 US P.
3 PCK2 PCK2 PCK2 MP73 PCK1 US P. PCK2 PCK2 MP73 PCK2
4 MP73 MP73 MP73 – US P. MP73 MP73 MP73 US P. MP73
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At this point, all the four alternatives of the problem are presented in the collective
graphic, since they are potentially optimal for at least one DM. By analyzing Fig. 3, it is
possible to see that alternativeMARPOL73has the best performance for three criteria (EPC,
CT and CP), but, on the other hand, it has the worst possible outcome for the eight other
criteria. It should be noticed thatwhen an alternativedoes not appear in the graphic for certain
criterion, it means that this alternative has the worst outcome for this criterion; e.g. for
criterion TS, alternativesMARPOL 73 and Package 2 do not appear in the graphic, because
they have the worst possible outcome in these criterion (as can be seen in Table 1). Another
feature of the flexibility of the DSS is the possibility of deselect alternatives in the box in the
right side of the screen, so that the graphic shows only a subset of alternatives, chosen by the
users. SinceMARPOL 73 has a very bad outcome in most of the criteria, one could deselect
this alternative in order to analyze just the other three alternatives, as Fig. 4 shows.

Figure 4 illustrates the comparison of the three better alternatives for this problem.
It can be seen that Package 2 has a good performance in five of the eleven criteria, and
has a very low outcome in the six other criteria. Alternatives US Proposal and Package

Fig. 3. Collective bar graphic for all DMs

Fig. 4. Collective bar graphic for all DMs, without MARPOL 73
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1 appear to have very close performances for this problem. They have similar – and
good – outcomes in seven of the eleven criteria. However, Package 1 seems to have an
advantage over US Proposal in the other four criteria: EPC, CT, CP and DPT. For these
criteria, the performance of Package 1 is low, but is better than performance of US
Proposal, which has the worst outcome in all these four criteria.

An analyst who should be guiding the whole elicitation process could help the DMs
with this kind of analysis. By following this rationality, the analyst could show to theDMs
the advantages of Package 1 over the other alternatives, andmaybe they could agree on the
fact that Package 1 could indeed be the best alternative for the group as a whole. The
analysis of the individual rankings in Table 4 also supports an advantage for Package 1. It
can be seen that most of the DMs have this alternative in first or second place of the
ranking. Only DM “D” ranks this alternative in third place, and none of the DMs ranks
Package 1 in the last position of the ranking. It should be highlighted here that this analysis
is available since the beginning of the decision making process, when the DMs have
answered no questions yet, which shows that the elicitation could be shortened based on
graphical analysis. Behavioral studies on graphical visualization, using neuroscience
tools, have been conducted [30] in order to improve the design and insightful information
for the interaction between analyst and DMs. These studies are being applied in order to
facilitate the process for reaching agreement between DMs [31].

It may happen, however, that the individuals do not reach an agreement even with the
support of the analyst, especially in cases inwhich extremeopinions arise; in this case, some
aggregating decision rules (such asminimax,maximin,minimax regret, etc.) could be used
in order to find the best collective solution for the group as a whole. As for future studies,
these rules should be better analyzed for implementation in the decision support tool.

5 Conclusions

In this work, a group decision support tool for solving MCDM/A problems based on
partial information about the DMs’ preferences is developed. The elicitation is con-
ducted based on a question-answering process with the decision makers. They can
decide to conduct the process simultaneously or independently, depending on their
availability. Simultaneous elicitation has the advantage of the possibility of reaching an
agreement before the end of the elicitation process, based on the analysis of the partial
results of each DM in the middle of the process.

Throughout an application of a package selection for improving safety of oil tan-
kers, it was shown here that the analysis of the individual rankings, together with
graphical visualization features of the system, may help the DMs to shorten the elic-
itation process and maybe reach an agreement without the need of answering a high
number of questions. This leads to saving time and effort of the decision makers. The
role of an analyst in showing the partial outcomes and promoting discussions between
the DMs is also crucial in this process.

For future research, it would be interesting to investigate the validation of the
FITradeoff method through simulation studies, in order to support the empirical results
obtained by applications already made, and also to measure the actual saving in terms
of time and effort of the DMs.
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Abstract. We consider settings of group decisions where agents’
choices/preferences are influenced (and thus changed) by each other.
Previous work discussed at length the influence among agents and how
to obtain the result of influence resulting choice/preference but mainly
considered the influence of one agent at a time or the simultaneous influ-
ence of more than one agent but in a nonordering (such as unidimensional
utility or belief, binary opinion or choice) context. However, the question
regarding how to address multiple influences in an ordering (specifically,
ordinal preference) context, particularly with varied strengths (stronger
or weaker) and opposite polarities (positive or negative), remains. In
this paper, we extend classical social choice functions, such as the Borda
count and the Condorcet method, to signed and weighted social influ-
ence functions. More importantly, we extend the KSB (Kemeny) dis-
tance metric to a matrix influence function. Firstly, we define the rule
for transforming each preference ordering into a corresponding matrix
(named the ordering matrix) and set a metric to support the compu-
tation of the distance between any two ordering matrices (namely, any
two preferences). Then, the preference (theoretically existing) that has
the smallest weighted sum of distances from all influencing agents’ pref-
erences will be the resulting preference for the influenced agent. As the
weight of influencing agents can be either positive or negative (as friends
or enemies) in a real-world situation, it will play a role in finding the
“closest” possible preference from the positively influencing preferences
and finding the “farthest” possible preference from the negatively influ-
encing preferences.

Keywords: Group decision-making · Preference ordering ·
Social choice function · Social network · Social influence function

1 Introduction

The influence among behaviors and preferences in a multi-agent (such as group
decision-making) system is quite common and has been noted and discussed
by scholars from varied disciplines, including artificial intelligence (particularly
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multi-agent systems), economics, and decision theory [3–12,19,20,23–27]. In the
context of a group decision, an agent always has the motivation to influence1

others’ choices or preferences to make them support his or her own preferred
alternative (candidate), thus increasing the possibility that his or her preferred
alternative becomes the result of the collective choice. Further, influences in real-
world settings are diversified in both polarity and strength, such as a positive
influence from a friend (ally) versus a negative influence from an enemy (oppo-
nent) [23,24] and a strong influence from an intimate friend (family, relative)
versus a weak influence from a common friend [23]. Actually, the strength of
influence can be affected by many factors, for example: the actual or perceived
power, force or authority of the influencer [23]; or how much the influenced one
trusts the influencer, considering that the higher the trust is, the greater is the
weight of the influence [12].

Previous work discussed at length the influence among agents (decision-
makers), such as the influence of one agent at a time on another agent or
the simultaneous influence of more than one agent but regarding only cardinal
utility, belief, opinion, or choice [3–12,19,20,23–27] rather than ordinal prefer-
ence. Actually, in the above mentioned work, agents’ preference orderings are
not specifically presented and discussed; thus, influences among agents can only
work in a nonordering form directly from the influencing agents’ (cardinal) utili-
ties, beliefs, opinions or choices to the influenced agent’s utility, belief, opinion or
choice but not from the influencing agents’ (ordinal) preferences among all alter-
natives to the influenced agent’s preference. Thus, the above influence models
can only support the influence study in the context of a nonranked group deci-
sion (such as the plurality) but not the ranked group decision (such as the Borda
count and the Condorcet method). However, it is widely recognized that non-
ranked methods have considerable drawbacks compared with ranked methods,
as most of the preference information will be ignored.

In addition, previous work [3–12,20,23,27] considered the variation in
strength of different influences but barely considered the variation in polarity
of different influences2 (similar to assuming that all of influences are positive).
In fact, positive and negative influences are both common, and together consti-
tute the real-world influence.

Therefore, determining how to address influences of multiple agents simulta-
neously in an ordering (more specifically, ordinal preference) approach, especially
with varied strengths (stronger or weaker) and opposite polarities (positive or
negative) and to obtain the resulting preference of an influenced agent are mean-
ingful topics that have not been yet truly discussed.

1 Say in the form of convincing.
2 [23] considered the polarity of individual influences but just in a nonordering (car-

dinal utility) context.
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2 Background

2.1 Social Choice Theory

Social choice refers to combining individual choices, preferences, or welfare to
reach a collective choice, preference or social welfare. Social choice functions
include any method that can help determine the social choice based on individ-
uals’, which mainly include group decision (most typically, voting), negotiation
and so on. A widely used classification of social choice functions considers ranked
and nonranked methods. In nonranked methods, only one most preferred alter-
native (candidate) can be chosen by each individual, while ranked methods allow
a full ordering among all alternatives (candidates) to be displayed by each indi-
vidual.

Nonranked Social Choice Functions

Plurality is the most simple and natural solution to choose a winner: each agent
casts one vote for only one alternative, and the alternative with the highest
number of votes wins [16].

Majority is relatively stricter, requiring an alternative to receive more than half
of the votes, not just the highest number, to be the winner [16]. If no alternative
can obtain more than half of the votes, the voting process cannot be finished in
just one round. There are other remedies for this situation, such as the two-round
system (namely, the second ballot).

Ranked Social Choice Functions

Borda count allows each agent to rank all alternatives on his or her ballot. The
alternatives each obtain a number of scores based on their ranks on all of the
agents’ ballots according to a score allocation scheme, where the scores decrease
with respect to the rank [16]. A typical scheme is as follows: if there are m
alternatives, the i-th ranked alternative is allocated a score of m − i + 1, for
instance, scores of m,m−1, ..., 1 correspond to the 1st, 2nd, ..., and mth ranked
alternatives [16]. The scores each alternative receive from all agents’ ballots are
summed, and the alternative with the highest summed score is declared the
winner.

Condorcet methods allow each agent to rank all alternatives according to his or
her preference. The alternative that is pairwise preferred to all other alternatives
by the majority of agents is named the Condorcet winner. The Condorcet method
for m alternatives in essence is to hold C2

m = 1
2m(m − 1) majority elections

between all possible pairs of alternatives [16].
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2.2 Social Network Theory

A social network is a social structure made up of a set of social actors (called
nodes or agents) and a set of bilateral relations between them (called ties or
links). The field of social networks has emerged as a very successful interdis-
ciplinary area of research, drawing attention from the sociology [13–15,18,19],
mathematics (graph theory) [17], computer science (AI) [12,25–27], economics
[3–11,20], politics (international relations) [23], and so on. According to previous
work, interpersonal ties are generally varied in strength as stronger or weaker
[13–15,22] and opposite in polarity, namely, positive or negative [17,18,23,24].

Weak and Strong Ties. Granovetter [15] stated, “The ‘strength’ of an inter-
personal tie is a linear combination of the amount of time, the emotional inten-
sity, the intimacy (or mutual confiding), and the reciprocal services which char-
acterize each tie”, and argued that weak ties are usually more important than
strong ties, as strongly linked persons (such as our families and close friends)
tend to stay in the same circle with us, and the information they possess usually
overlaps considerably with what we already grasp. Thus, weak ties are responsi-
ble for the majority of new information transmission [15], and such an idea can
be concluded as the strength of weak ties.

Krackhardt [22] proposed a contrary idea of the strength of strong ties and
stated, “People resist change and are uncomfortable with uncertainty. Strong
ties constitute a base of trust that can reduce resistance and provide comfort
in the face of uncertainty”, thus it will be argued that change is not facilitated
by weak ties but rather by strong ties. Though weak ties are powerful ways to
convey awareness of new things, they are weak at transmitting behaviors that are
in some way risky or costly to adopt [22]. Briefly, the weak/strong ties paradox
exists. Actually, Granovetter [13] also admitted that “weak ties provide people
with access to information and resources beyond those available in their own
social circle; but strong ties have greater motivation to be of assistance and are
typically more easily available”.

Positive and Negative Ties. There are positive ties with friends, families
and so on; however, it is also possible to face negative ties in real-world settings
with enemies, opponents, or any person with a negative appreciation. The most
classical work is the structural balance theory proposed by Heider [18], which
discussed the balance or unbalance of a triangular relationship composed of
three bilateral relationships (ties) that can be positive or negative (respectively
representing amity or enmity relations). The product of signs of negative or
positive ties determines the balanced situation of a triangular relationship such
that if the product is negative, then the triangule is unbalanced; otherwise,
it is balanced, which is based on fundamental psychological rules, such as the
psychological transitivity: “My friend’s friend is my friend” and “My friend’s
enemy is my enemy”.

Then, Harary [17] discussed the networks composed of positive/negative ties
from the mathematical perspective, developed the signed graphs, and further
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discussed the conditions for a signed graph to be balanced: only if every triangu-
lar relation in this signed graph is balanced, it is called balanced; if at least one
triangular relation in this signed graph is ever unbalanced, then it is unbalanced.
It is proven that if a network of interrelated positive and negative ties is bal-
anced, then it should consist of two subnetworks such that each has positive ties
between all its nodes and negative ties between nodes in distinct subnetworks,
which means a social system is split into two cliques3; however, one of the two
subnetworks may be empty, which might occur in very small networks [17].

In conclusion, we should note that the social ties discussed above were
assumed to be symmetric, while this may not be the case in influencing rela-
tions.

2.3 Social Influence Model

Social influence is a model capturing the influencing relations among agents
when behaviors or preferences of agents are affected by others. Social influence
may take many forms and can be seen in conformity, peer pressure, leadership,
persuasion [4], and so on.

Recently, in the fields of artificial intelligence (particularly multi-agent sys-
tem) [12,25–27], economics [3–11,19,20] and politics [23,24], the dynamics of
influence have been intensely studied, especially in the framework of social net-
works, using ties between agents to represent influencing relationships between
them. In fact, the influence is usually asymmetrical [23]: there is no reason that
the way agent i influences agent j should be the same as the way agent j influ-
ences agent i (thus, directed ties but not undirected ties are needed in a graph).
Further, the influence is usually a mutual and iterative process [8]: it may well
be the case that agent i influences agent j, which then influences agent k, which
in turn influences agent i.

Many of these models assume a unidimensional value such as belief or utility
for each agent, which will be affected by his or her “neighbors”, depending on
the social structure. In this line, the model of “reaching a consensus” [3] and the
model of “decisional power” [19] might be foundational. More recently, Jackson
[20] systematically discussed a social network environment where one agent’s
utility will be influenced (in the form of learning) by the agent’s own and all
other agents’ utilities according to a weight allocation. Actually, the influence
among all agents in a social network can be represented as a matrix composed
of entries that each represent the weight of influence between two agents.

The study on influence by Grabisch and Rusinowska [6–11] should also be
mentioned. They discussed and compared influence functions, command game
[9] and follower functions [10], that are embedded in social networks [6–8]; they
assumed that players are to make a binary choice, where each has an inclination
to say either “yes” or “no”, and due to the influence of other players, the choice
of a player may be different from his or her original inclination; they defined such

3 The most classical example is the formation of two conflicting alliances Central
Powers and Allied Powers before World War I, which has been fully discussed by [1].
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a transformation as influence. Besides, they [7] generalized the yes/no model to
a multi-choice framework, but each choice is assigned with a number (utility
value), thus, the influencing subject and influenced object are still cardinal but
not ordinal preference; they [7] also discussed both positive and negative influ-
ences but in a group (coalitional) way rather an individual way; further, they [8]
generalized a yes/no model of influence in a social network with a single step of
mutual influence to a framework with iterated influence.

Most recently, [12] proposed a model combining judgment aggregation and
social networks, where an agent’s binary (yes/no) opinions will be affected by his
or her neighbors in the network depending on the trust the agent has in them;
however a binary context was still assumed, not mentioning preference ordering;
though they discussed individual influences, negative influences of neighbors were
not discussed, rather, it was assumed that all neighbors’ opinions have positive
influences.

3 Matrix Influence Function: Modeling

To successfully support the consideration of a multiple-influence mechanism in
an ordering context, we introduce a matrix influence function4, making use of
the classical KSB (Kemeny) distance metric [2,21,28,29] and extending it into a
signed and weighed version. In fact, [2] generalizes the work by [21] that obtains
a distance measure on strict partial orderings as the unique metric satisfying
several natural axioms [28]. This metric, called the KSB metric (named based
on the initials of the three contributors [2,21]), is defined in terms of a matrix
representation of preference orderings.

Definition 1. (Group Decision-making Society with Mutual-Influence on Pref-
erence) Assume a society S = {N,M,P,W}, where N = {1, 2, ..., n} is the set of
all agents (a general term for decision-makers, voters, game players, etc.); M =
{o1, o2, ..., om} is the set of all alternatives (candidates); P = {P(1), P(2), ..., P(n)}
is the set of agents’ preferences; all possible preference orderings according to
the set of alternatives M will include m! kinds , the set can thus be defined as
P[M] = {p1, p2, ..., pm!}; W is the matrix whose entries are weights of influence
between each of two agents, W = [w(i,j)] (i, j ∈ N), in which w(i,j) means the
weight of influence from agent i to agent j, the weight value indicates both the
strength and polarity of the influence, w(i,j) > 0 means a positive influence,
w(i,j) < 0 means a negative influence, and w(i,j) = 0 means there is no influence
from agent i to agent j.

It should be noted that the weight of influence might not be symmetrical
between two agents, i.e., w(i,j) �= w(j,i). For instance, a very common real-world
scenario is that you think someone is your friend, but he or she does not think
similarly but thinks of you as a bother.

4 As this influence rule first asks that all feasible preference orderings be transformed
into corresponding matrices, it can thus be named the matrix influence function.
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Definition 2. (Ordering Matrix) is a matrix transformed from preference order-
ing, which can be written as OM = [omo,o′ ], in which o, o′ (o, o′ ∈ M =
{o1, o2, ..., om}) are two different alternatives. An ordering matrix is in canon-
ical form if the column and row are ordered lexicographically with the set of
alternatives:

OM =

⎛
⎜⎜⎜⎜⎝

o1 o2 . . . om

o1 omo1,o1 omo2,o1 . . . omom,o1

o2 omo1,o2 omo2,o2 . . . omom,o2

. . . . . . . . . . . . . . .

om omo1,om omo2,om . . . omom,om

⎞
⎟⎟⎟⎟⎠

For the preference ordering of agent i, namely, P(i), its corresponding order-

ing matrix is OMP(i) = [omP(i)

o,o′ ]:

om
P(i)

o,o′ =

⎧⎪⎨
⎪⎩

1 if o is strictly preferred to o′ by P(i)

−1 if o′ is strictly preferred to o by P(i)

0 if o is just o′ itself
i ∈ N

In the above, we assume that there is a strict ordering among all different alter-
natives.

Definition 3. (Distance between Preference Orderings) is a distance in the
sense of the number of swapping adjacent alternatives to make two preference
orderings identical. Assume there are two agents i and j with respective prefer-
ences P(i) and P(j); let om

P(i)

o,o′ and om
P(j)

o,o′ be their corresponding entries from
respective ordering matrices OMP(i) and OMP(j) ; then, the distance between P(i)

and P(j) is (let Dis be the distance function):

Dis(P(i), P(j)) =
∑
o∈M

∑
o′∈M

|omP(i)

o,o′ − om
P(j)

o,o′ | i, j ∈ N

Definition 4. (Matrix Influence Rule) Let P ′
(i) be the preference of agent i after

being influenced; the result is one possible preference ordering (p ∈ P[M]) which
has the minimum weighted sum of distances from all influencing preferences:

P ′
(i) = arg min

p∈P[M]
[
∑
j∈N

w(j,i)Dis(P(j), p)] i ∈ N

If this influence function considers the iteration of influence and multiperiod
interactions, let P(i)(t + 1) be the preference of agent i after the tth mutual
influence, and let P(j)(t) be the preference of agent j at the tth mutual influence:

P(i)(t + 1) = arg min
p∈P[M]

[
∑
j∈N

w(j,i)Dis(P(j)(t), p)] i ∈ N
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As the weight of influence can be either positive or negative (such as a positive
influence from a friend or a negative influence from an enemy), it will play a role
in finding the “closest” possible preference compared with positively influencing
agents’ preferences and finding the “farthest” possible preference compared with
negatively influencing agents’ preferences.

4 An Example of Multiple Sources of Influence

We propose an example to display and compare how different approaches, includ-
ing the nonordering approach and the ordering approach, can be used to address
the simultaneous influence of more than one agent. As shown in Fig. 1, we assume
there are four agents (named M,F1, F2, E) making choices on three alternatives
(a, b, c). We start from the perspective of agent M : agent M (“Me”) is collectively
influenced at the same time by agents F1 (Friend 1), F2 (Friend 2), E (Enemy),
and usually M (“Myself”), with preferences of c � b � a, a � c � b, b � c � a,
and a � b � c and with weights of influence of 4, 2, −1, and 2. Usually, a person
is positively influenced by his or her friends (with friends, some might have closer
relations than others, differentiated by a larger or smaller value of the positive
weight), negatively influenced by his or her enemies (which means trying to be
far from enemies’ preferences), and positively influenced by (or referring to) his
or her own former preference.

Fig. 1. An example of simultaneous influence of more than one agent

It is quite common that we will be influenced not only by others (friends,
enemies) surrounding us but also by ourselves. My latter self will inevitably be
influenced by my former self, and the weight of my own influence is usually
positive.5 Such kinds of setup of one’s own influence can explain why some
5 Only in some extreme cases, say a person encounters serious setbacks and loses his

or her self-confidence, then his or her own influence could be negative.
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people are hard to be influenced by others while some other people are easy to
be influenced because the former individuals’ own influences may have higher
weights.

5 Social Influence Function: A Nonordering Approach

In a nonranked choice context, every agent can choose only his or her first
preferred alternative but not present a full ordering among all alternatives in
his or her ballot. As agents can only observe other agents’ choices about their
most preferred alternatives, the influences among agents can only work in a
nonordering way, from the influencing agents’ 1-of-m choices to the influenced
agent’s choice.6 As illustrated by the example in Fig. 1, the influences flow from
all influencing agents’ 1-of-3 choices to agent M ’s choice. As each agent’s choice
is made according to his or her first preferred alternative, the influencing choice
will be c for agent F1, a for agent F2, b for agent E, and a for agent M .

5.1 Plurality Influence Rule

The plurality rule (the alternative that obtains the highest number of votes wins)
can be extended to a signed and weighted version referred to as a multi-influence
aggregation method that is used to measure the weighted sum of the influence
scores of each alternative obtained from all the influencing agents’ choices.

Definition 5. (Plurality Influence Score) is an influence score depending on
how many times an alternative is most preferred by all influencing agents:

IPo (i) =
∑

Oj
1=o

w(j,i) i ∈ N, o ∈ M

where IPo (i) represents the plurality score of influence on agent i obtained by
alternative o and Oj

1 indicates the first preferred alternative by agent j ∈ N.

To compare the plurality influence scores among three alternatives in the
example in Fig. 1, the sum of the weighted plurality scores of influence on agent
M obtained by alternative a is IPa (M) = w(F2,M) + w(M,M) = 2 + 2 = 4 (2
from agent F2 and 2 from agent M), that obtained by alternative b is IPb (M) =
w(E,M) = −1 (from agent E), and that obtained by alternative c is IPc (M) =
w(F1,M) = 4 (from agent F1). Thus, both alternative a and c have the highest
weighted score of influence (or, more briefly, weight of influence) on agent M
according to the plurality influence rule, it is not clear for the result of the
influenced choice for agent M .

6 We cannot address the full preference orderings influencing and being influenced, as
such information about orderings is inaccessible.
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5.2 Majority Influence Rule

The majority rule (the alternative that obtains more than half of votes wins) can
also be extended to a signed and weighted version referred to as a multi-influence
aggregation method.7

Definition 6. (Majority Influence Score) can be understood as the plurality
influence score counted with more than one rounds, eliminating portion of alter-
natives each round, until an alternative obtains more than half of the total influ-
ence scores:

∑
j∈N

w(j,i)

2 .

If we use a second-round majority influence rule, then only alternative a and
c can be compared in the second round of influence. The sum of the weighted
majority scores of influence on agent M obtained by alternative a is IPa (M) =
w(F2,M) + w(M,M) = 2 + 2 = 4, and that obtained by alternative c is IPc (M) =
w(F1,M) + w(E,M) = 4 − 1 = 3 (4 from agent F1 and −1 from agent E as
alternative b has been eliminated). Thus, alternative a has the highest weighted
score of influence on agent M according to the majority influence rule, which
will be the result of the influenced choice for agent M .

6 Social Influence Function: An Ordering-Based
Approach

In a ranked choice context, every agent can present a full ordering among all
alternatives in their ballots. As agents can view other agents’ full preference
orderings of the alternatives, the influences among agents can work in an ordering
way, from the influencing agents’ preference orderings to the influenced agent’s
preference ordering. As illustrated by the example in Fig. 1, the influences flow
directly from all influencing agents’ preference orderings, including agent F1’s
ordering c � a � b, agent F2’s ordering a � c � b, agent E’s ordering b � c � a,
and agent M ’s original preference ordering before the influence, a � b � c, to
agent M ’s influenced preference ordering. To address the simultaneous influences
of more than one agent in an ordering approach, new influence functions (rules)
need to be built and developed.

6.1 Borda Influence Rule

The Borda count (allocating scores according to alternatives’ ranks) can be
extended to a signed and weighted version referred to as a multi-influence aggre-
gation method that is used to measure the weighted sum of the influence scores
of each alternative obtained from all the influencing agents’ preference orderings.

7 Actually, [11] also discussed a majority influence rule but just in a binary decision
context.
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Definition 7. (Borda Influence Score) is an influence score depending on the
ranks of an alternative in all influencing agents’ preference orderings:

IBo (i) =
∑

Oj
r=o

(m − r + 1) × w(j,i) i ∈ N, o ∈ M

where IBo (i) represents the Borda score of influence on agent i obtained by alter-
native o, r ∈ {1, 2, ...,m} represents the rank in an ordering, and Oj

r indicates
the rth preferred alternative by agent j ∈ N.

To compare the Borda influence scores obtained by three alternatives in the
example in Fig. 1, the following points are considered: (1) the Borda score of
influence on agent M obtained by alternative a is IBa (M) = w(F1,M) × 1 +
w(F2,M) ×3+w(E,M) ×1+w(M,M) ×3 = 4×1+2×3+(−1)×1+2×3 = 15 (in
which 4×1 means the Borda score of influence of alternative a given by agent F1

is 1, as a is least preferred by agent F1, and the weight of influence from agent
F1 to agent M is 4); (2) the Borda score of influence on agent M obtained by
alternative b is IBb (M) = w(F1,M) ×2+w(F2,M) ×1+w(E,M) ×3+w(M,M) ×2 =
4 × 2 + 2 × 1 + (−1) × 3 + 2 × 2 = 11; (3) the Borda score of influence on agent
M obtained by alternative c is IBc (M) = w(F1,M) × 3 + w(F2,M) × 2 + w(E,M) ×
2 +w(M,M) × 1 = 4 × 3 + 2 × 2 + (−1) × 2 + 2 × 1 = 16. Thus, c has the highest
weighted Borda score of influence on agent M , a has the second highest score,
and b has the lowest score; then, according to the Borda influence rule, the result
of the influenced preference for agent M will be c � a � b.

6.2 Condorcet Influence Rule

The Condorcet method (holding pairwise comparison between each of two alter-
natives) can also be extended to a signed and weighted version referred to as a
multi-influence aggregation method that is used to measure the weighted sum
of the influence score of each alternative obtained in every pairwise comparison
with other alternatives of all the influencing agents’ preference orderings.

Definition 8. (Condorcet Influence Score) is a relative influence score of an
alternative depending on which other alternative is to be compared in all influ-
encing agents’ preference orderings:

ICo�o′(i) =
∑
o�jo′

w(j,i) i ∈ N, o, o′ ∈ M

where ICo�o′(i) represents the Condorcet score of influence on agent i obtained by
alternative o compared with alternative o′ and o �j o

′ indicates any agent j ∈ N

preferring alternative o to alternative o′.

To compare the pairwise Condorcet influence scores among three alternatives
in the example in Fig. 1, there will be C2

3 = 3 pairs of comparison: (1) a and b,
the Condorcet score of influence on agent M obtained by alternative a compared
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with alternative b is ICa�b(M) = w(F2,M) + w(M,M) = 2 + 2 = 4 (in which
the former 2 and the latter 2, respectively, mean that agent F2 and agent M
deem a better than b and both their weights are 2), and the Condorcet score
of influence on agent M obtained by alternative b compared with alternative
a is ICb�a(M) = w(F1,M) + w(E,M) = 4 − 1 = 3, ICa�b(M) > ICb�a(M); thus, a
has a stronger influence than b on agent M ; (2) a and c, the Condorcet score
of influence on agent M obtained by alternative a compared with alternative
c is ICa�c(M) = w(F2,M) + w(M,M) = 2 + 2 = 4, and the Condorcet score of
influence on agent M obtained by alternative c compared with alternative a is
ICc�a(M) = w(F1,M) + w(E,M) = 4 − 1 = 3, ICa�c(M) > ICc�a(M); thus, a also
has a stronger influence than c on agent M ; (3) b and c, the Condorcet score
of influence on agent M obtained by alternative b compared with alternative
c is ICb�c(M) = w(E,M) + w(M,M) = −1 + 2 = 1, and the Condorcet score of
influence on agent M obtained by alternative c compared with alternative b is
ICc�b(M) = w(F1,M) + w(F2,M) = 4 + 2 = 6, ICb�c(M) < ICc�b(M); thus, c has a
stronger influence than b on agent M . In conclusion, according to the Condorcet
influence rule, alternative a can be named the Condorcet influence winner for
agent M , as it can beat any other alternative in a pairwise comparison of the
weighted score of influence, and a full preference ordering for agent M after
being influenced will be a � c � b.

7 Matrix Influence Function: Application

Finally, we use the matrix influence function that is a signed and weighted ver-
sion of the KSB metric [2,21,28,29] in the context of multi-influence; then, the
feasible ordering that has the minimum weighted sum of distances from all influ-
encing agents’ preference orderings compared with all other feasible orderings
should be chosen as the result of the influenced preference. Different from social
influence functions we built in the above (such as the Borda influence func-
tion and the Condorct influence function) that focus on individual alternatives
(such as finding which alternative has the highest score, or which alternative is
pairwise preferred compared with all other alternatives), the matrix influence
function directly handles full preference orderings.

To compare the distance between any two preference orderings, first, the
ordering matrix OM for each feasible preference ordering (regardless of whether
it is possessed by an agent already or just exists theoretically) should be given,
as illustrated by the example in Fig. 1 and as shown in Table 1:

Further, based on the rule discussed above, it finds one possible preference
p (p ∈ {a � b � c, a � c � b, b � a � c, b � c � a, c � a � b, c � b � a}) that
has the minimum weighted sum of distances from all the influencing agents’
preference orderings (P(F1), P(F2), P(E), P(M)):

P ′
(M) = arg min

p
[4Dis(P(F1), p) + 2Dis(P(F2), p) − Dis(P(E), p) + 2Dis(P(M), p)]

There are both positive influence from a friend and negative influence from
an enemy. Thus, the distance we compute here is not only weighted but also
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Table 1. The ordering matrices of all feasible preference orderings

OMa�b�c = OMP(M) =

a b c

a 0 −1 −1

b 1 0 −1

c 1 1 0

OMa�c�b = OMP(F2) =

a b c

a 0 −1 −1

b 1 0 1

c 1 −1 0

OMb�a�c =

a b c

a 0 1 −1

b −1 0 −1

c 1 1 0

OMb�c�a = OMP(E) =

a b c

a 0 1 1

b −1 0 −1

c −1 1 0

OMc�a�b =

a b c

a 0 −1 1

b 1 0 1

c −1 −1 0

OMc�b�a = OMP(F1) =

a b c

a 0 1 1

b −1 0 1

c −1 −1 0

signed. It will play a role in finding the “closest” preference that is possible
while computing the distance with positively influencing preferences and finding
the “farthest” preference that is possible while computing the distance with
negatively influencing preferences.

The computation outcome of all 6 possible orderings’ weighted sums of dis-
tances from all influencing agents’ preference orderings is shown in Table 2, and
the result of the influenced preference ordering for agent M should be a � c � b,
which possesses the minimum weighted sum of distances: 8 × 4 + 0 × 2 + 12 ×
−1 + 4 × 2 = 28.

Table 2. Finding the result of the influenced preference by the matrix influence rule

c �F1 b �F1 a (4) a �F2 c �F2 b (2) b �E c �E a (−1) a �M b �M c (2) Dis

a � b � c 12 × 4 4 × 2 8 × −1 0 × 2 48

a � c � b 8 × 4 0 × 2 12 × −1 4 × 2 28

b � a � c 8 × 4 8 × 2 4 × −1 4 × 2 52

b � c � a 4 × 4 12 × 2 0 × −1 8 × 2 56

c � a � b 4 × 4 4 × 2 8 × −1 8 × 2 32

c � b � a 0 × 4 8 × 2 4 × −1 12 × 2 36

8 Discussion, Conclusion and Future Work

We consider the scenario of group decisions where agents’ decision-making behav-
iors and preferences can influence and be influenced by each other. To address



30 H. Luo

the multiple influences among agents and obtain the preference of an agent after
being influenced by others, previous work discussed the situation of influence of
one agent (at a time) on another agent or the simultaneous influence of more
than one agent in a utility, belief, opinion, or choice context, mainly using car-
dinal values-based approaches but not ordinal preference-based approaches. In
addition, the variation in the signed and weighted individual influence has not
been fully discussed. In this paper, we discuss how to address multiple sources
of influence with varied strengths and opposite polarities in an ordering-based
approach by extending classical social choice functions to signed and weighted
social influence functions, such as the Condorcet influence function and the
Borda influence function. In particular, we extend the KSB distance metric to a
matrix influence function and define the rule regarding how to transform each
preference ordering into a matrix (named an ordering matrix ) and set a mea-
sure to compute the distance between any two orderings in the sense of influence.
However, our work is not yet sufficient, as other prospects remain:

– We have discussed how to acquire the resulting choice or preference when
we choose one or another social influence function. It is common that dif-
ferent social influence functions lead to different results. Thus, how to find
a suitable benchmark to measure how good a social influence function is or
what properties a good social influence function should possess needs to be
discussed in the future, similar to the comparison and evaluation of social
choice functions (group decision methods, voting methods, and so on).

– We have not provided enough material to support these social influence func-
tions to accurately characterize influences among agents in practice. In the
future, the contributions of other disciplines such as cognitive science and
experimental psychology would be valuable.

– We have preliminarily considered the variable of time and the iteration of
influence in a general matrix influence function but have not yet experimented
with these concepts. In the future, agent-based simulation could be used to
demonstrate the dynamics of multiperiod influences in group decision-making,
particularly with consideration of the network topology and constraints.

Acknowledgment. This study is supported by a Natural Science Foundation of
China Grant (71804006) and a National Natural Science Foundation of China and
European Research Council Cooperation and Exchange Grant (7161101045).

References

1. Antal, T., Krapivsky, P.L., Redner, S.: Social balance on networks: the dynamics
of friendship and enmity. Physica D Nonlinear Phenomena 224(1), 130–136 (2006)

2. Bogart, K.P.: Preference structures I: distances between transitive preference rela-
tions? J. Math. Sociol. 3(1), 49–67 (1973)

3. Degroot, M.H.: Reaching a consensus. J. Am. Stat. Assoc. 69(345), 118–121 (1974)
4. Demarzo, P.M., Vayanos, D., Zwiebel, J.: Persuasion bias, social influence, and

unidimensional opinions. Q. J. Econ. 118(3), 909–968 (2003)



How to Address Multiple Sources of Influence in Group Decision-Making? 31

5. Golub, B., Jackson, M.O.: Naive learning in social networks and the wisdom of
crowds. Am. Econ. J. Microecon. 2(1), 112–149 (2010)

6. Grabisch, M., Rusinowska, A.: A model of influence in a social network. Theory
Decis. 69(1), 69–96 (2010)

7. Grabisch, M., Rusinowska, A.: A model of influence with an ordered set of possible
actions. Theory Decis. 69(4), 635–656 (2010)

8. Grabisch, M., Rusinowska, A.: Iterating influence between players in a social net-
work. In: 16th Coalition Theory Network Workshop (2011)

9. Grabisch, M., Rusinowska, A.: Measuring influence in command games. Soc. Choice
Welfare 33(2), 177–209 (2009)

10. Grabisch, M., Rusinowska, A.: Influence functions, followers and command games.
Games Econ. Behav. 72(1), 123–138 (2011)

11. Grabisch, M., Rusinowska, A.: A model of influence based on aggregation function.
Math. Soc. Sci. 66(3), 316–330 (2013)

12. Grandi, U., Lorini, E., Perrussel, L.: Propositional opinion diffusion. In: Interna-
tional Conference on Autonomous Agents and Multiagent Systems, pp. 989–997
(2015)

13. Granovetter, M.: The strength of weak ties: a network theory revisited. Sociol.
Theory 1(6), 201–233 (1983)

14. Granovetter, M.: The impact of social structure on economic outcomes. J. Econ.
Perspect. 19(1), 33–50 (2005)

15. Granovetter, M.S.: The strength of weak ties. Am. J. Sociol. 78(6), 1360–1380
(1973)

16. Hao, F., Ryan, P.Y.: Real-World Electronic Voting: Design, Analysis and Deploy-
ment. CRC Press, Boca Raton (2016)

17. Harary, F., et al.: On the notion of balance of a signed graph. Michigan Math. J.
2(2), 143–146 (1953)

18. Heider, F.: Attitudes and cognitive organization. J. Psychol. 21(1), 107 (1946)
19. Hoede, C., Bakker, R.: A theory of decisional power. J. Math. Sociol. 8, 309–322

(1982)
20. Jackson, M.O.: Social and Economic Networks. Princeton University Press, Prince-

ton (2008)
21. Kemeny, J.G., Snell, J.L.: Mathematical Models in the Social Sciences. The MIT

Press, Cambridge (1972)
22. Krackhardt, D.: The strength of strong ties: the importance of philos in organiza-

tions. In: Nohria, N., Eccles, R.G. (eds.) Networks and Organizations: Structure,
Form, and Action, pp. 216–239. Harvard Business School Press (1992)

23. Luo, H.: Agent-based modeling of the UN security council decision-making: with
signed and weighted mutual-influence. In: Social Simulation Conference 2018
(2018)

24. Luo, H., Meng, Q.: Multi-agent simulation of SC reform and national game. World
Econ. Polit. 6, 136–155 (2013). in Chinese

25. Maran, A., Maudet, N., Pini, M.S., Rossi, F., Venable, K.B.: A framework for
aggregating influenced CP-nets and its resistance to bribery. In: Twenty-Seventh
AAAI Conference on Artificial Intelligence (2013)

26. Maudet, N., Pini, M.S., Venable, K.B., Rossi, F.: Influence and aggregation of pref-
erences over combinatorial domains. In: International Conference on Autonomous
Agents and Multiagent Systems (2012)

27. Salehi-Abari, A., Boutilier, C.: Empathetic social choice on social networks. In:
International Conference on Autonomous Agents and Multi-agent Systems, pp.
693–700 (2014)



32 H. Luo

28. Wicker, A.W., Doyle, J.: Interest-matching comparisons using CP-nets. In:
Twenty-Second AAAI Conference on Artificial Intelligence (2007)

29. Wicker, A.W., Doyle, J.: Comparing preferences expressed by CP-networks. In:
AAAI Workshop on Advances in Preference Handling, pp. 128–133 (2008)



Choosing a Committee Under
Majority Voting

Fatma Aslan1,2(B) , Hayrullah Dindar2 , and Jean Lainé1,3
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Abstract. We consider the elections of a seat-posted committee, and
investigate the propensity of seat-wise majority voting to choose a com-
mittee that fulfills the majority will with respect to preferences over
committees. Voters have seat-wise preferences and preferences over com-
mittees are derived from seat-wise preferences by means of a neutral
preference extension. Neutrality means that the names of candidates do
not play any role. The majority committee paradox refers to a situation
where a Condorcet winner exists for each seat, and a Condorcet winner
committee also exists but does not coincide with the combination of seat-
wise Condorcet winners. The majority committee weak paradox refers to
a situation where the combination of seat-wise Condorcet winners is not
a Condorcet winner among committees. We characterize the domains of
preference extensions immune to each of the paradoxes.
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Separable preferences
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Arrovian social choice theory provides a theoretical framework for evaluat-
ing social choice functions, which aggregates individual ordinal preferences over
social alternatives, or candidates, into a collective outcome. In the case where
the outcome is a single candidate, asking voters to report their ranking of candi-
dates is not problematic. However, if a committee of several candidates is to be
chosen, this informational requirement is hardly implementable in practice. Con-
sider an election of a faculty council involving a dean, a vice-dean for research
and a vice-dean for teaching. If there are four candidates per seat, fully express-
ing preferences means ranking the 64 possible outcomes. Clearly, as the number
of seats or the number of candidates for each seat increase, referring to Arrovian
social choice functions becomes less and less useful in practice. Designing a seat-
wise procedure is a frequent solution that overcomes this difficulty. In a seat-wise
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procedure, voters report their preferences over candidates seat-wise, and candi-
dates are selected seat-wise. It is well-known that a seat-wise procedure may
not lead to the outcome that would prevail for a direct choice procedure where
voters report their preferences over the outcomes. This happens when individ-
ual preferences exhibit complementarities among candidates, but this may even
prevail with separable preferences which prohibits any sort of complementarity.

The potential inconsistency between seat-wise and direct procedures results
from the fact that seat-wise preferences describe only partially preferences over
outcomes. A rather rich literature dealing with this inconsistency and other
potential drawbacks of seat-wise procedures deals with multiple referenda, which
is equivalent to a committee choice problem with two candidates per seat. In this
setting, each voter is characterized by an ideal committee, and simple majority
voting provides a natural seat-wise choice procedure that we denote by Maj.
Compound majority voting paradoxes studied in the literature express the fact
that Maj may lead to outcomes exhibiting some undesirable properties. The
Anscombe’s paradox (Anscombe 1976; Wagner 1984; Laffond and Lainé 2013)
shows that a majority of voters may disagree with the outcome of Maj on a
majority of seats. The multiple elections paradox (Brams et al. 1998; Scarsini
1998) prevails when the winner for Maj receives zero votes in the direct elections
(or, equivalently, may be ranked first by no voter). The Ostrogorski paradox
(Ostrogorski 1902; Rae and Daudt 1976; Bezembinder and Van Acker 1985; Deb
and Kelsey 1987; Kelly 1989; Shelley 1994; Laffond and Lainé 2006) prevails when
another outcome beats the one of Maj according to majority voting under the
assumption that committees are compared by means of the Hamming distance
criterion.1,2

The Hamming distance criterion provides a specific way to relate seat-wise
preferences and preferences over committees. Other ways can be considered, each
referring to a particular preference extension. Formally, when there are only two
candidates per seat, a preference extension rule maps each ideal committee to
a (weak) ordering of committees. A usual property retained for a preference
extension is separability: if a and b are the two candidates for some seat s, and
if a voter ranks a above b, she will rank two committees identical in all seats
but s according to her preference over a and b.3 Kadane (1972) shows that
even under the assumption of a separable extension, Maj may select a Pareto

1 Hamming distance criterion in this specific setting simply means that voters prefer
the committee(s) agreeing with her ideal on a higher number of seats.

2 Laffond and Lainé (2009) show that Maj always selects a Pareto optimal element in
the Top-Cycle of the majority tournament among outcomes (Schwartz 1972) while
Maj may select an outcome which does not belong to the Uncovered set (Miller
(1977); Moulin (1986)). An overview of compound majority paradoxes in multiple
referenda is provided in Laffond and Lainé (2010).

3 Lacy and Niou (2000) show that under a non-separable preference extension rule,
Maj may select a Condorcet-loser outcome (i.e., an outcome majority defeated by all
other outcomes). However, if separability holds, Maj always chooses the Condorcet
winner outcome (i.e., the outcome majority defeating all other outcomes) whenever
it exists (Kadane 1972).
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dominated committee. Moreover, Özkal-Sanver and Sanver (2006) show that if
there are at least three seats, no anonymous seat-wise procedure guarantees
that a Pareto optimal committee will be chosen for all separable preference
extensions. However, for the Hamming preference extension rule, Maj always
produce a Pareto-optimal committee (Brams et al. 2007). Çuhadaroğlu and Lainé
(2012) prove that under a mild richness assumption, the Hamming preference
extension defines the largest domain of separable preference extensions for which
Maj always picks a Pareto optimal outcome.4

All the above mentioned studies deal with the case of two candidates per
seat. Less attention has been paid to situations where there are more than two
candidates per seat. Benôıt and Kornhauser (2010) generalize the result of Özkal-
Sanver and Sanver (2006): if any separable preference extension is admissible,
and if there are at least three seats or when there are precisely two seats with
more than two candidates per seat, a seat-wise procedure selects a Pareto opti-
mal outcome if and only if it is dictatorial. While this strong result disquali-
fies seat-wise procedures in the full domain of separable preferences extensions,
it suggests investigating whether they can perform better under some domain
restrictions. This is the route followed in this paper, which addresses the follow-
ing question: can we characterize the class of preference extensions under which
Maj selects a Condorcet winner committee, that is a committee preferred to all
other committees by a majority of voters?

One difficulty is that Maj is not well-defined with at least three candidates
per seat. Indeed, it is well-known that a Condorcet winner for each seat (i.e.,
a candidate preferred to all other candidates by a majority of voters) may fail
to exist. However, well-known restrictions upon voters’ preferences ensure the
existence of a seat-wise Condorcet winner are single-peakedness and Sen’s value
restriction (Black 1948; Sen 1966). We assume that preferences over candidates
for each seat are such that a Condorcet winner exists, and we address the fol-
lowing problem: characterizing the preference extension domain for which the
committee formed by all seat-wise Condorcet winners form a Condorcet win-
ner among committees. If Maj selects a Condorcet winner committee, there is
no inconsistency between seat-wise majority voting and direct majority voting
(where voters rank committees). Hence, characterizing the preference extension
domain that precludes this inconsistency solves the problem created by the Arro-
vian informational requirement: in order to fulfill the majority will for commit-
tees, it is sufficient to fulfill the majority will for each seat.

The inconsistency between seat-wise majority voting and direct majority
voting arises in two cases, each related to a new voting paradox. The majority
committee paradox prevails when a Condorcet winner committee exists and is
not selected by Maj. The majority committee weak paradox prevails when either
the majority committee paradox holds or a Condorcet winner committee fails to
exist (while Maj is well-defined).

4 Within a similar setting, Laffond and Lainé (2012) show that Maj may fail at imple-
menting a compromise, even under strong restrictions upon the seat-wise majority
margin.



36 F. Aslan et al.

Under a neutrality assumption for preference extensions (meaning that can-
didates’ names play no role), we characterize the preference extension domain
immune to the majority committee paradox and the one immune to the major-
ity committee weak paradox in the case of two-seat committees. More precisely,
we prove that separability is a necessary and sufficient condition for a neutral
preference extension to avoid the majority committee paradox. Moreover, the
domain of neutral preference extensions avoiding the majority committee weak
paradox is much smaller, it reducing to a unique lexicographic preference exten-
sion. According to lexicographic preference extensions all voters agree on a seat
as priority seat and compares committees according to their ranking of candi-
dates for that priority seat whenever they differ and if both committees have
the same candidate on the priority seat, compares them according to ranking of
candidates for other seat.

Our results complement the ones obtained by Hollard and Le Breton (1996)
and Vidu (1999, 2002). In the case of two candidates per seat, Hollard and
Le Breton (1996) show that any separable tournament over committees can be
achieved through seat-wise majority voting. This result is generalized in Vidu
(1999) to the case of more than two candidates per seat. Moreover, Vidu (2002)
shows that a similar result prevails even when seat-wise preferences are single-
peaked (implying the existence of seat-wise Condorcet winners).

The paper is organized as follows. Section 2 provides basic notations and
definitions. Majority committee paradoxes are formalized in Sect. 3. Results are
stated in Sect. 4. We conclude with several comments about further research.

1 The Model

1.1 Preliminaries

We consider two finite sets C1 and C2, with respective cardinalities C1 and C2.
Sets C1 and C2 are interpreted as sets of candidates competing for seat-1 and
for seat-2. We use letters a, b, c to denote arbitrary candidates for seat-1 and x,
y, z to denote arbitrary candidates for seat-2. A committee C is an element of
C = C1 × C2.

We also consider a finite set of voters N = {1, ..., n, ..., N} where N ∈ N

is odd. For each t ∈ {1, 2}, every voter n has preferences over candidates in
Ct, called t-preferences, represented by a complete linear order P t

n. The upper-
contour set of a candidate a ∈ Ct for P t

n is defined by U(a, P t
n) = {b ∈ Ct :

bP t
na}. Moreover, the rank of a in P t

n is defined by rt(a, P t
n) = 1 + |U(a, P t

n)|.
Given a finite set X, let L(X) denote the set of linear orders over X. Finally,
for t = 1, 2, a t -profile πt = (P t

n)n∈N is an element of (L(Ct))N .
We call preference over committees, or in short preference, of voter n an

element Pn = (P 1
n , P 2

n) of L( C1) × L(C2). The Pn-rank vector of committee
C = (a, x) ∈ C is defined by r(C, P ) = (r1(a, P 1

n), r2(x, P 2
n)). A profile is an

element π = (Pn)n∈N of (L(C1) × L(C2))N .
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1.2 Preference Extension

Seat-wise preferences over candidates and preferences are logically related. We
assume that preferences over candidates for each seat are extended to pref-
erences by means of a preference extension. Formally, a preference extension
is a mapping δ from L(C1) × L(C2) to L(C). A preference extension pro-
file is a vector δN = (δ1, ..., δN ) of preference extensions. Given a profile
π = (Pn)n∈N ∈ (L(C1) × L(C2))N , a preference extension profile δN generates
the extended profile δN (π) = ((δn(Pn))n∈N ∈ (L(C))N .

We retain two properties for preference extensions, neutrality and separabil-
ity. Neutrality prevails if the names of candidates do not matter when compar-
ing committees. In other words, only ranks given to candidates are taken into
account.

Definition 1. A preference extension δ is neutral if for all P = (P 1, P 2),
P

′
= (P

′1, P
′2) ∈ L(C1) × L(C2), and for all C, C′ ∈ C, if [r(C, P ) = r(C, P ′)

and r(C′, P ) = r(C′, P ′) ] then [Cδ(P )C′ ⇔ Cδ(P ′)C′].

It follows from Definition 1 that given a preference P ∈ L(C1) × L(C2), any
neutral preference extension δ can be equivalently defined as the linear order
�δ over {1, ..., C1} × {1, ..., C2} by: for all i, j ∈ {1, ..., C1} × {1, ..., C2}, i �δ j
if and only if there exists C, C′ ∈ C such that Cδ(P )C′ where r(C, P ) = i and
r(C′, P ) = j. Hence, a neutral preference extension profile can be equivalently
defined by vector �δN = (�δ1 , ...,�δN ).

We denote the set of neutral preference extensions by Δ.
The following example illustrates how a neutral extension operates. Let

C1 = {a, b}, C2 = {x, y}, N = {1, 2, 3}, and consider the seat-wise profiles
π = (π1, π2) = ((P 1

n , P 2
n)n=1,2,3) defined below:

π1 =

⎛
⎝

1 2 3
a b a
b a b

⎞
⎠, π2 =

⎛
⎝

1 2 3
x y x
y x y

⎞
⎠

Let �δN be the following neutral preference extension profile:

�δN =

⎛
⎜⎜⎜⎜⎝

�δ1 �δ2 �δ3

(1, 1) (1, 1) (1, 1)
(2, 1) (2, 1) (1, 2)
(1, 2) (1, 2) (2, 1)
(2, 2) (2, 2) (2, 2)

⎞
⎟⎟⎟⎟⎠

�δN combined with π = (π1, π2) lead to the following extended profile:

δN (π) =

⎛
⎜⎜⎜⎜⎝

1 2 3
(a, x) (b, y) (a, x)
(b, x) (a, y) (a, y)
(a, y) (b, x) (b, x)
(b, y) (a, x) (b, y)

⎞
⎟⎟⎟⎟⎠
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Hereafter we refer to neutral preference extensions simply as preference exten-
sions. The second property for preference extension rules we consider, called
separability, holds if it is always preferable to assign a seat to a better candi-
date whoever the other committee member is. Hence, separability precludes any
complementarity between candidates for different seats.

Definition 2. A preference extension δ is separable if for all a, b ∈ C1, for all
x, y ∈ C2, and for all P = (P 1, P 2) ∈ L(C1) × L(C2),

• (a, x) δ(P ) (b, x) if and only if a P 1 b
• (a, x) δ(P ) (a, y) if and only if x P 2 y.

Under neutrality, separability is equivalently defined as follows:

• for all (i1, i2) �= (j1, i2) ∈ {1, ..., C1}×{1, ..., C2}, (i1, i2) �δ (j1, i2) if i1 < j1
• for all (i1, i2) �= (i1, j2) ∈ {1, ..., C1}×{1, ..., C2}, (i1, i2) �δ (i1, j2) if i2 < j2.

The set of neutral and separable extensions is denoted by Δsep. We introduce
below two specific elements of this set:

Definition 3.

• The 1-lexicographic preference extension δ1Lex is defined by:
(1, 1) � (1, 2) � ... � (1, C2) � ... � (C1, 1) � (C1, 2)... � (C1, C2).

• The 2-lexicographic preference extension, δ2Lex is defined by:
(1, 1) � (2, 1) � ... � (C1, 1) � ... � (1, C2) � (2, C2)... � (C1, C2).

The following definition of a choice problem summarizes all the relevant fea-
tures of a committee selection procedure:

Definition 4. A choice problem is a 5-tuple P = (C1, C2,N , π, δN ) where C1

and C2 are the set of candidates for seat-1 and seat-2 respectively, N is the set
of voters with profile π ∈ (L(C1) × L(C2))N , and δN ∈ ΔN is a preference
extension profile.

2 Majority Voting Paradoxes

We now formalize seat-wise and direct selection procedures based on simple
majority voting. This requires formalizing two types of majority tournaments.
Given t ∈ {1, 2} together with a t-profile πt = (P t

n)n∈N ∈ (L(Ct))N , the
πt−majority tournament is the complete and asymmetric binary relation T (πt)
defined over Ct ×Ct by: ∀a, b ∈ Ct, aT (πt)b if and only if |{n ∈ N : xP t

ny}| > N
2 .

If aT (πt)b, we say that candidate a defeats candidate b in πt. Similarly, given a
profile π = (Pn)n∈N ∈ (L(C1) × L(C2))N together with a preference extension
profile δN , the δN (π)−majority tournament is the complete and asymmetric
binary relation T (δN (π)) defined over C × C by: ∀ C, C′ ∈ C, CT (δN (π))C′) if
|{n ∈ N : C δn(Pn) C′}| > N

2 . If CT (δN (π))C′, we say that committee C defeats



Choosing a Committee Under Majority Voting 39

committee C′ in δN (π). Moreover, T (πt) (resp. T (δN (π))) admits a (necessar-
ily unique) Condorcet winner if there exists a candidate c(T (πt) ∈ Ct (resp. a
committee c(T (δN (π))) that defeats all other candidates in πt (resp. in δN (π)).
We adopt the convention c(T (πt)) = ∅ (resp. c(T (δN (π))) = ∅ ) when the
underlying tournament has no Condorcet winner.

The seat-wise procedure consists of selecting a candidate for each seat from
the seat-wise majority tournaments T (π1) and T (π2). We assume that prefer-
ences over candidates are restricted so as to ensure that both tournaments T (π1)
and T (π2) admit a Condorcet winner. The direct procedure on the other hand
consists of selecting a committee from the majority tournament over committees
T (δN (π)) . The seat-wise and direct procedures are inconsistent if either there is
a Condorcet winner among committees that is not the combination of seat-wise
Condorcet winners, or if there is no Condorcet winner among committees. This
leads to the following two definitions of voting paradoxes:

Definition 5. The majority committee paradox occurs at choice problem P if
and only if T (π1), T (π2), and T (δN (π)) each admit a Condorcet winner while
c(T (π1)) × c(T (π2)) �= c(T (δN (π))).

The majority committee paradox is illustrated in the following simple exam-
ple:

Example 1. Let C1 = {a, b}, C2 = {x, y}, N = {1, 2, 3}, and consider the seat-
wise profiles π = (π1, π2) defined below:

π1 =

⎛
⎝

1 2 3
a a a
b b b

⎞
⎠, π2 =

⎛
⎝

1 2 3
x x y
y y x

⎞
⎠

For i = 1, 2, 3 let �δi be (2, 1) �δi (1, 2) �δi (1, 1) �δi (2, 2), combined with
π, leading to the following extended profile:

δN (π) =

⎛
⎜⎜⎜⎜⎝

1 2 3
(b, x) (b, x) (b, y)
(a, y) (a, y) (a, x)
(a, x) (a, x) (a, y)
(b, y) (b, y) (b, x)

⎞
⎟⎟⎟⎟⎠

Clearly, c(T (π1))×c(T (π2)) = (a, x) and c(T (δN (π)) = (b, x), thus the majority
committee paradox holds.5

Definition 6. The majority committee weak paradox occurs at choice problem
P if and only if T (π1) and T (π2) both admit a Condorcet winner while c(T (π1))×
c(T (π2)) �= c(T (δN (π)).

5 Note that the preference extensions used by the voters are not separable which turns
out to be necessary and sufficient to avoid the majority committee paradox as will
be shown in Theorem 1.
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The majority paradox implies the weak majority paradox, while the opposite
is not true. Moreover, it is straightforward to show that the majority paradox
never prevails when there are two candidates per seat.

The next example will illustrate the majority committee weak paradox.

Example 2. Let C1 = {a, b}, C2 = {x, y}, N = {1, 2, 3}, and consider the seat-
wise profiles π = (π1, π2) defined below:

π1 =

⎛
⎝

1 2 3
a b a
b a b

⎞
⎠, π2 =

⎛
⎝

1 2 3
x y y
y x x

⎞
⎠

Let �δN be such that

– (1, 1) �δi (2, 1) �δi (1, 2) �δi (2, 2) for i = 1, 3.
– (1, 1) �δ3 (1, 2) �δ3 (2, 1) �δ3 (2, 2).

Combination of �δN with π leads to the following extended profile:

δN (π) =

⎛
⎜⎜⎜⎜⎝

1 2 3
(a, x) (b, y) (a, y)
(b, x) (b, x) (b, y)
(a, y) (a, y) (a, x)
(b, y) (a, x) (b, x)

⎞
⎟⎟⎟⎟⎠

(a, x) defeats (b, x), (b, x) defeats (a, y), (a, y) defeats (b, y), and finally, (b, y)
defeats (a, x) in δN (π), So, there is no Condorcet winner among committees
while π1 and π2 both admit condorcet winners. Thus, majority committee weak
paradox holds.6

3 Results

We define an extension domain as a non-empty subset D of Δ. First, we char-
acterize the domain of preference extensions that are immune to the majority
committee paradox in the following sense: D ⊆ Δ is immune to majority com-
mittee paradox if and only if for all choice problems P = (C1, C2,N , π, δN )
such that c(T (π1)) �= ∅, c(T (π2)) �= ∅ and c(T (δN (π))) �= ∅; δN ⊆ DN implies
c(T (π1))×c(T (π2)) = c(T (δN (π))). That is, a domain of preference extensions is
immune to the majority committee paradox if and only if at any choice problem
where all the voters use a preference extension from this domain and both seat-
wise and committee-wise Condorcet winners exist; the combination of seat-wise
Condorcet winners is the Condorcet winning committee.

Theorem 1. A preference extension domain D is immune to the majority para-
dox if and only if D ⊆ Δsep.
6 Note that for each voter the preference extension used is either δ1Lex or δ2Lex,

but voters are not unanimously using one or the other which makes a significant
difference as we will show in Theorem 2.
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Our second result is a similar characterization for the weak majority weak
paradox. Following an almost identical construction, we characterize the domain
of preference extensions that are immune to the majority committee weak para-
dox in the following sense: D ⊆ Δ is immune to majority committee paradox if
and only if for all choice problems P = (C1, C2,N , π, δN ) such that c(T (π1)) �= ∅

and c(T (π2)) �= ∅; δN ⊆ DN implies c(T (π1)) × c(T (π2)) = c(T (δN (π))). That
is, a domain of preference extensions is immune to the majority committee weak
paradox if and only if at any choice problem where all the voters use a preference
extension from this domain and both seat-wise Condorcet winners exist; Con-
dorcet winning committee exists and is equal to the combination of seat-wise
Condorcet winners.

Theorem 2. A preference extension domain D is immune to the majority weak
paradox if and only if either D = {δ1Lex} or D = {δ2Lex}.

4 Further Comments

Two routes are open for further research. The first is considering committee
choice problems involving more than two seats. We strongly conjecture that
results similar to Theorems 1 and 2 hold in this general setting. Finally, it would
be interesting to characterize the domain of neutral preference extensions ensur-
ing the existence of a Condorcet winning committee under the assumption that
seat-wise Condorcet winners exist, disregarding whether the former is combina-
tion of latter ones.
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Abstract. As one method of cooperation in human society, informal financial
institutions, such as a ROSCA, demonstrate huge rule disparities temporally and
geographically. In this paper, we attempt to understand whether and how peo-
ple’s preference of a ROSCA is related to the reciprocity level in a particular
society. After conducting evolutionary imitation games among the population,
the results show that each ROSCA rule evolves as if it finds its niche formed by
the peoples’ different levels of reciprocity. Our simulation also reproduced the
social states where different ROSCAs co-exist with others at an equilibrium
even when some rules clearly dominate others. These results provide a new
insight into the theory of collective rule choice that triggers the evolution of
cooperation.

Keywords: Cooperation � ROSCA � Rule preference � Reciprocity �
Imitation game

1 Introduction

Based on documented history, we see that humans tend to cooperate by various ways.
The study of the evolution of cooperation has attracted attention from a wide range of
academic disciplines. More specifically, the process of human cooperation has been
widely discussed. Trivers (1971) proposed that direct reciprocity promotes cooperation
between a dyad of players interacting repeatedly, which was formalized as the repeated
prisoner’s dilemma game by Axelrod and Hamilton (1981). Nowak (2006) considered
cooperation as a decisive organizing principle of human society, where evolution is
found necessary to construct new levels of organization; then he discussed the novel
five mechanisms for the evolution of cooperation, known as kin selection, direct
reciprocity, indirect reciprocity, network reciprocity, and group selection.

Nowak and Sigmund (2005) stated that in human society, once cooperation is
established, “a complex evolution takes place, which depends on the size of the
population, the cost-to-benefit ratio, the average number of rounds, and the probability
of errors.” Among many factors affecting the evolution process, it is well acknowl-
edged that reciprocity is of great significance, which leads to the establishment of
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cooperation (especially indirect cooperation). Although the subject is of much rele-
vance to group decision-making, there has been little effort to investigate systematically
the evolution of cooperation by practical cases to reveal more evidence on this topic.

A rotating savings and credit association (ROSCA) is considered as one of the most
prevalent forms of informal financial institutions in developing countries. Similar
notions of ROSCAs are shared by different places in the world. The basic principle is
that a group of people gathers together and, in each meeting, everybody contributes to a
common money pot, which is given to only one member of the group each time until
every member has obtained the money pot once.

As observed from real cases and related literatures, one important characteristic of a
ROSCA is that it originally emerged among people who lived in isolated areas and who
had limited access to formal financial institutions. Thus, when someone needed an item
of lumpy consumption (such as for house construction, a wedding, treatment for dis-
ease, or other emergency use), (s)he can only rely on personal borrowing from relatives
or friends. Kovsted and Lyk-Jensen (1999) described the origin of a ROSCA as a
“private borrowing-lending club”, which highlights its mutual help function in its
developing history. This history may explain the mechanism formation process of a
ROSCA when the mutual-aid action frequently happens among the same group of
people.

Another key feature is that contributions to the money pot are voluntary. If all
participants contribute to the fund after they have received their payment, the ROSCA
is managed successfully (Koike et al. 2010). In this sense, it requires strict cooperation;
otherwise, the system collapses, even if only one member of the group defaults.

At the same time, abundant studies have discussed the motivations of joining
ROSCA empirically. We group these motivations into two types: direct benefit and
indirect benefit. Direct benefit contains: (1) the early pot motive (Besley et al. 1993;
Anderson and Kilduff 2009; Bisrat et al. 2012) that allows participants to purchase
durable goods or invest in a family business earlier; (2) extra interest income com-
pensating participants who obtain the money pot relatively late (Sandsør 2010);
(3) insurance motive (Calomiris and Rajaraman 1998; Klonner 2003); and (4) the
commitment device model (Ashraf et al. 2006; Gugerty 2007). As for the indirect
benefit, we surmise it is related to indirect reciprocity. Ambec and Treich (2007)
describe it as a kind of social pressure, which, we theorize, becomes a social mecha-
nism that insures a person will be helped when he or she needs it; similarly, people do
participate in a ROSCA through indirect reciprocity.

As a widely utilized way of cooperation, a ROSCA shows various schemes with
huge temporal and geographical disparities. However, we observed that, normally, only
one type of ROSCA is dominant in each region, which stimulates our research about
how these rule disparities occur and, most importantly, whether people’s choices
among various rules of a ROSCA are affected by different reciprocity levels in these
regions. Yet, the effect from reciprocity level on the rule preference of a society is
rarely reported. A ROSCA supplies us with an empirical case to study the evolution of
cooperation in terms of how different schemes emerge and its relationship with
reciprocity. The above incentives, seemingly mixed up to some extent, give us suffi-
cient implications to discuss the potential factors behind the mechanism.
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ROSCA has been practiced as a useful informal financial institution for several
hundred years all over the world. The purpose of this paper is to discuss the rela-
tionship between rule preference and reciprocity level when people choose among
different ROSCA types. In this paper, we build an evolutionary imitation game
regarding the participants’ choice of ROSCA rules. Previous research has barely
demonstrated that the evolution of cooperation can be explained as outcomes of
microscopic interactions between altruistic but also self-motivated individuals. The
original contribution of this paper is considered as modeling people’s mutual aid
behaviour and showing how different rules are chosen by the society.

Therefore, in this paper we focus on the evolution of cooperation by taking
ROSCAs in China as a case study. A social learning model on how reciprocity level
affects people’s rule preference is proposed. We assume that individuals change their
choice through interactions with others following an imitation rule. Finally, we want to
provide new insights to analyse the factors underlying the rule preferences among
different schemes of ROSCAs, and show its evolutionary direction to contribute to the
practical utilization of evolutionary cooperation theories.

This paper is organized as follows. Section 2 discusses ROSCA schemes and
defines the types of random ROSCAs. In Sect. 3, we show the four types of ROSCAs
practiced in China and calculate the function of each type. In Sect. 4, we build up
random pairwise imitation game models, in which participants interact with. The
money discounting factor, d, is adopted in this model. We identify the reciprocal factor,
h, as the weight of caring about other people’s utility. Section 5 describes the exper-
imental procedure and discusses the results. Section 6 concludes the paper.

2 ROSCA Schemes

The considerable literature on ROSCAs reveals many variations about how they work
in practice (Nguyen and Tanaka 2010; Bouman 1995; Geertz 1962). Their rules and
mechanisms, in terms of determining the order of rotation, have been widely discussed
and have been used as a classification criterion in the ROSCA literature, which include
the random ROSCA and the bidding ROSCA. They primarily differ by the ordering
method of receiving the pot among members. In this paper, we follow Besley’s (1995)
and Kovsted and Lyk-Jensen’s (1999) classifications and categorize them as the fol-
lowing three types:

a. The random ROSCA: The order of obtaining the money pot is decided by lottery
before the whole ROSCA starting or before each meeting.

b. The bidding ROSCA: The money pot is given to the person who gives the highest
bid in that meeting.

c. The mixed ROSCA: The order of allocating the pool is decided by some pre-
defined criterion, including the social influence of the leader(s) and/or members,
degree of emergency, social network, and reputation.

In the field, the random ROSCA is more common and the rules are more flexible;
sometimes it appears with mixed types (in which the partial orders of obtaining the
money pot can be negotiated, especially when someone is in urgent need). In this
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paper, we focus on the random ROSCA. Based on the literature and fieldwork, under
the category of random ROSCA, we have observed rule disparities, which can be
categorized into several types. We define the details of each type as the following.

The common rule for all types in a random ROSCA is that the order of obtaining
the money pot is decided by lotteries before the ROSCA begins. Then we identify the
distinguishing characteristics of random ROSCA types by the following rules:

(1) Payment can be consistent or not in every meeting for each order. The payments in
each meeting accumulate into the money pot given to one of the members, which
may result in disparities in total payment and obtainment for each participant
among different ROSCA types.

(2) We have mentioned that the order of obtaining the money pot is decided by a one-
off lottery beforehand. However, due to the specialties of ROSCA, including self-
organizing, flexibility, and reciprocity, partial orders can be negotiated among the
participants. For example, a group leader is responsible to organize the meeting and
other issues. Thus, in some types, the leader can choose the order of obtaining the
money pot. As for the reciprocal reason, an individual in urgent need can be
arranged in the earlier order. In Sect. 3, we will demonstrate the details of different
ROSCA types in China following the above-mentioned rules.

3 ROSCA Type in China

A ROSCA usually happens among relatively homogenous people who live close to
each other and have similar consuming abilities or needs, with limited outside financial
resources.

Let X = {1, 2, …, m, …, M} denote a society with M individuals. Each individual
m has the property hm, in which hm denotes the reciprocal factor for individual m. Let
si 2 I � F denote a ROSCA group information set, whereas si varies depending on the
ROSCA type i and detailed parameter values in F. Let F ¼ fuigi2I denote the set of
ROSCA group alternatives, where I = {1, 2, 3, …} is the set of ROSCA type, which
indicates different rules of different types, and ui�H ¼ fw; a; d; gg denote the set of
ROSCA rule parameters, which will be explained below in this section.

As mentioned above, ROSCAs have appeared all over the world for a long time;
therefore, it is not possible to enumerate all types of ROSCA in the field. In this paper,
four main types of ROSCA in China, including the calculating equations, are exhibited
in 3.1 to 3.4 in this section. Based on these types, how evolution and coexistence occur
in each model will be discussed.

Briefly, in China, ROSCAs are known as Hehui and act as civilian financial
organizations; these were established as early as the Tang Dynasty (618–907) Wang
(1930). In the latter part of the Qing Dynasty and the Republic of China (1912–1948),
Hehui’s development reached its peak. With the establishment of the People’s Republic
of China in 1949 and the launch of the planned economy, Hehui almost stagnated.
Since the reforms of the 1970s, the commodity economy has developed and Hehui
revived again spontaneously.
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The main difference among these four types of ROSCA is their respective way to
decide the payment of each player at each meeting. Here, let ai(k,n) denote the payment
at the kth meeting for the player who obtains the money pot at nth order in one ROSCA
group that belongs to type i. Therefore, for each type of ROSCA below, the formula to
calculate ai(k,n) is shown respectively. We assume that N is the number of people
participating in this group. One of the characteristics of a ROSCA is to aid people in
urgent need of money by placing them in an earlier order (normally, first); thus, a
participant’s savings target will be decided beforehand. Here, let w denote the target
money pot under one ROSCA rule, which denotes how much money is accumulated
and given for the first participant. Thus, w is decided by the members before each
ROSCA begins.

Suppose all participants have different time-related preferences and are aware of it.
At each meeting of one type, all the players contribute a pre-decided amount to form a
money pot and one of the players takes all the funds collected at this meeting; the
money pot thus becomes empty. At the next meeting, players refill the money pot in the
same way and another player takes all the money back. After N meetings (i.e., all the
players have taken the money once in turn), this round of ROSCA stops.

To show the rules more intuitively, real cases from the field are given in each type
to explain how much a participant needs to pay at every ROSCA meeting. All the
schemes are budget balanced.

3.1 Type 1: Suojin ROSCA

The first type is the Suojin ROSCA and is characterized by u1, including number of
participants N, money pot w, and a parameter, a (0 � a � 1), indicating the ratio
between the payment of the player who receives the amount at the last meeting and the
payment of the player who does at the first meeting. The payment of each member for
each time keeps decreasing until the member obtains the pot; then, the money changes
into a fixed number (in the case of Table 1, the fixed number is 10,556 yuan). The
Suojin ROSCA has been popular in the South East area of China since the Qing
Dynasty when informal financial institutions and small family businesses began and
became prosperous. The rule of calculating the amount one member must pay at each
meeting is much more complex than the traditional method described below and
demands a higher education from the participants Wang (1930). The payment at each
meeting of each person a1 k; nð Þ is calculated based on Eq. (1):

a1 k; nð Þ ¼
w�c k�1ð Þ
N�kþ 1 ; 1� k� n
c; n\k�N

�
ð1Þ

where

c ¼ w 1� a
N

� �
N � 1

In Table 1, N = 10, w = 100,000, and a = 0.5.
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3.2 Type 2: Shensuo ROSCA

The second type, Shensuo ROSCA, is characterized by u2, including number of
N participants, money pot w, and a parameter, d, which stands for a payment gap
between each meeting for the first-order player. As the leader’s premium, he obtains the
money pot at the first order without paying extra interest. The payment at each meeting
of each person a2 k; nð Þ is calculated based on Eq. (2):

a2 k; nð Þ ¼ 0; k ¼ n
h� d n� 2ð Þ; k 6¼ n

�
ð2Þ

where

h ¼ w
N � 1

þ N � 2ð Þd
2

In Table 2, N = 10, w = 100,000, and d = 100.

Table 1. Flow of money in Suojin ROSCA

Table 2. Flow of money in Shensuo ROSCA
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3.3 Type 3: Duiji ROSCA

The third type is Duiji ROSCA and characterized by u3, including number of partic-
ipants N, money pot w, and a parameter, η (>1), which stands for an increased payment
ratio after each player takes the money. This type is popular due to its ease of handling
and extra benefits that are compensated to the later recipients. At the same time, the
shortcoming is obvious: the earlier recipients pay too much interest. The payment at
each meeting of each person a3 k; nð Þ is calculated based on Eq. (3):

a3 k; nð Þ ¼
w
N ; 1� k� n
gw
N ; n\k�N

�
ð3Þ

In Table 3, N = 10, w = 100,000, and η = 1.1.

3.4 Type 4: Traditional ROSCA

Traditional ROSCA was a type that used to be popular in China. According to our
interviews, the basic principle of this traditional type is that when there is someone in
need of money (for example, in an emergency or for a big event), relatives and
neighbours gather together and contribute to a fund pot and one of them receives it in
rotation; thus, in this type, no extra interest is required. In terms of motivation for the
participants without emergency needs, their answer is, basically, “I help other people
this time, and they will also help me next time.” Therefore, even without the extra
benefit, people were still willing to join in. The rule of this type is the simplest one
compared to the other three types. That is, all the members pay the same amount of
money in every meeting; this is characterized by u4, including number of participants
N and money pot w. The payment at each meeting of each person a4 k; nð Þ is calculated
based on Eq. (4):

a4 k; nð Þ ¼ w
N

ð4Þ

Table 3. Flow of money in Duiji ROSCA

Reciprocity and Rule Preferences of a ROSCA in China 49



In Table 4, N = 10 and w = 100,000.

4 Model

The purpose of this paper is to analyze a participant’s rule preference among different
random ROSCA types. The model developed here closely describes the different
observed rules of a ROSCA. We consider that those different types appearing in a
ROSCA reflect the different levels of economic development, pecuniary needs,
reciprocal levels, and so on. These varieties show the high flexibility and rational
responses of a random ROSCA, which allows maximizing the expected utility of its
members.

4.1 Pecuniary Payoff from a ROSCA

In one round of ROSCA, the revenue of the player who receives the money pot at the
nth order, hereby denoted as Cn sið Þ, depends on the payment that each player makes at
each meeting, which can be calculated as the following Eq. (5):

Cn sið Þ ¼
XN

n0¼1
ai n; n

0ð Þ ð5Þ

By definition, for ROSCA types 1, 2, and 4, Cn sið Þ is constantly equal to the money
pot w: i.e., Cn s1ð Þ ¼ Cn s2ð Þ ¼ Cn s4ð Þ ¼ w for 8n. For type 3, the revenue that each

participant receives depends on the order, which is given by Cn s3ð Þ ¼ nwþ N�kð Þgw
N .

Thus, for simplicity of notation, Cn sið Þ is used to denote the income for each
participant.

Let uðnjsiÞ) denote a player’s net pecuniary payoff who chooses group si. The
pecuniary payoff is affected by the discount factor of the society d, the ROSCA group
he participated in, and his order of taking the money. This relationship is described in
the following Eq. (6):

Table 4. Flow of money in traditional ROSCA
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uðnjsiÞ ¼ Cn sið Þ � dn�1 �
XN

k¼1
ai k; nð Þ � dk�1 ð6Þ

4.2 Reciprocity

As an outstanding example of cooperation in human history, reciprocal behaviour in a
ROSCA is widely known and discussed, and is one of the main incentives encouraging
people to participate. Therefore, it is straightforward to assume that rule preference of a
society with a higher level of reciprocity is different from a society with a lower one.

Direct reciprocity relies on repeated encounters between the same two individuals,
but often the interactions among humans are asymmetric. Helping someone by par-
ticipating in a ROCSA establishes a good reputation, which may help in getting
assistance from others in the future. The reputation-accumulating mechanism in a
ROSCA is called indirect reciprocity and captured in the principle: “I help you this
time, and when I need help, someone else will help me back” (Nowak and Sigmund
2005).

Normally, a ROSCA is established for a person in urgent need who wants to obtain
the money pot in the first order. In this sense, members in a ROSCA do not only care
for their own monetary benefit, but also value the utility of another certain person who
needs help. The basic postulate is that individuals’ concern toward others can be
characterized by reciprocal utility functions. For the sake of simplicity, let us consider a
person who obtains the money pot at the 1st order is solely in urgent need of money. In
this sense, the 1st order of obtaining the money pot has been decided in advance. For
the others, their order is decided randomly by a lottery. Therefore, the expectation of
monetary benefit for those participants not receiving the money pot at the 1st order in
this ROSCA (denoted with the suffix _1) is calculated as Eq. (7):

E 1 sið Þ ¼ 1
N � 1

X
n 6¼1

uðnjsiÞ ð7Þ

The reciprocity characteristic of players is considered herein as one of the incen-
tives to participate in a ROSCA. The expected utility of participant m (denoted as v) is
thus affected by players’ reciprocal parameter hm and utility of the first order obtain-
ment player denoted as uð1jsiÞ, and as expressed in Eq. (8). Note that this expected
utility no longer depends on the order in which the player m receives the money pot.

v 1ðmjsiÞ ¼ 1� hmð ÞE 1 sið Þþ hmuð1jsiÞ ð8Þ

Also, note that hmuð1jsiÞ shows that how much player m cares about the first
recipient’s benefit in his group with the weight of hm.

4.3 Imitation Game in a Random Encounter

Assuming each individual decides which ROSCA to join based on his/her reciprocal
utility in Eq. (8), the evolutionary dynamism of human cooperation produced through
ROSCA is very complex and of a nonlinear nature. In the real human society, such
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behaviours also involve trial and error to find a more desirable ROSCA rule. As an
important part of game theory, evolutionary imitation game theory tries to explain how
a new behaviour or a new rule is diffused among the whole society by assuming that
people adopt new things when they encounter others who have already adopted them.
In this paper, we follow this theory and an imitation game is proposed in this section as
an attempt to imagine the trajectory of rule preference changes, which allows partici-
pants to learn about new ROSCA types by encountering and learning from others. The
basic assumption is that when adopting a new ROSCA rule, each individual makes a
rational choice of a ROSCA type that maximizes his or her payoff as compared to the
last choice according to his/her degree of reciprocity. We set the imitation rule as to
when and how each participant changes his/her actions in interacting with other par-
ticipants as the following.

At the initial round, an individual m randomly joins a ROSCA group sp of type
p. He receives a revision opportunity when he finishes one round of ROSCA and
randomly encounters another member in the society who does not belong to the sp
group. He observes the encounter’s ROSCA type information set (for example, group
sq) and its expected payoff. Then, this participant imitates the actions of someone he
met and considers joining one of their ROSCA groups from the next round if the
expected utility of the sq group is greater than that of sp group according to his personal
information hm.

Ideally, a ROSCA group with a higher utility leads to a higher probability that it is
chosen. However, as previously mentioned in the first section, a ROSCA is a coop-
erative behaviour in which the number of participants in one group is required and pre-
determined (e.g., a ROSCA with a group size of 5 cannot be operated by only 3
players). Hence, in our simulation game, a player can actually join a group when the
exact number of people are willing to sign in the same group in the next round;
otherwise, players who fail to gather a group have to wait until next round.

5 Numerical Simulation and Discussion

In this section, numerical simulation results based on the above model are demon-
strated by programming on Matlab 2014. Following the aforementioned updating
principles, this paper attempts to understand how different distributions of reciprocity
influence participants’ preferences on the four types of ROSCA. Suppose there are
36,000 players in the society and they do not have any access to financial institutions
except for participating in a ROSCA, and once they participate in a ROSCA group, no
one will default.

In the initial round, all players in the society are allocated with the same portion
into the four ROSCA types (9,000 players in each). For each ROSCA type, 10 different
money pot values are considered, ranging from 10,000 to 100,000, with an interval of
10,000. Similarly, group capacity varies from 5 to 40 with intervals of 5. As a result, 80
subtypes are generated through combining different group sizes and money pot values.
The discounting factor d is set to be 0.98.

The random encounter happens when the first round of a ROSCA is finished. For
each player, he encounters one other player in the society and obtains information
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about a new ROSCA type only from the newly encountered person. The player then
decides whether he changes group or not, and another round of a ROSCA starts. At
each round, there may exist some players failing to join any group and they keep
waiting until the next round. This process continues until the portion of each type
converges to a stable value. The final ratios of the four main types are cumulated from
the total number of each subtype.

Figure 1 illustrates a typical simulation outcome in a selfish society where
reciprocity parameter h distributes uniformly on (0.2, 0.3). We notice that the type 1
ROSCA dominates in the society with more than 70% of the population. In contrast, in
an altruistic society where reciprocity parameter h distributes uniformly on (0.8, 0.9),
the type 4 is the most popular ROSCA with 60% of the population choosing it, whereas
type 3 is the second most popular ROSCA in the society as Fig. 2 shows. Due to the
simulation parameter settings presented in this paper, four types of ROSCAs may
coexist, but finally there is often a popular choice in the whole society with the highest
probability, which is also a widely observed phenomenon in the field.

To show a more detailed picture of the relationship between reciprocity and rule
preferences in a ROSCA game, the value of h is divided into 10 partitions with an
interval of 0.1 from 0 to 1 as shown in Figs. 3 and 4 partitions with an interval of 0.7 as
Fig. 4 shows. Each portion represents the mean converged share of its corresponding
ROSCA type (out of 100 � 1,000 trials) in which the reciprocal parameter h is
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uniformly distributed across each interval. Within a 0.1 interval, the results in Fig. 3
show a homogeneous society where all players share the similar reciprocal value, while
a more heterogeneous society is shown in Fig. 4 and some different results are
observed.

In a more homogeneous society demonstrated in Fig. 3, the share of type 1 reaches
the peak where the value of h in the society is distributed at both a (0.2–0.3) and (0.3–
0.4) reciprocity scale. The portion of type 2 is comparatively bigger in a selfish (0–0.2)
and altruistic (0.8–1) society, while type 3 attracts more people only in a selfish society
(especially around 0 to 0.2 reciprocity scale) and loses its advantage when the society
becomes more reciprocal. Type 4 gradually attracts more people and becomes the
dominant type when h exceeds 0.5. Similar trends are observed in a more heteroge-
neous society in Fig. 4. However, types 1 and 4 are always the first or second dominant
type in each h interval, but neither holds more than a 50% portion. Those results help to
explain why, in a certain society, there always exists a dominant type of cooperation.
At the same time, it is worth noting that, while different reciprocity settings produce
different equilibria, under any setting no rules completely disappeared during the
simulated evolutionary processes.

Fig. 3. Ratio of four ROSCA types on different h partitions (0.1 interval)

Fig. 4. Ratio of four ROSCA types on different h partitions (0.7 interval)

54 Z. Sijia and M. Horita



Some empirical investigations reveal that social rules keep evolving and people
share rules by learning from each other. In the field, disparities in the rules are observed
not only in China, but also in regions where ROSCAs are popular. Similarly, some
traditional rules, as type 4 demonstrated in this study, are still widely utilized. How-
ever, new types that demand extra interest have also emerged, and are considered as
evidence that participants are realizing that the value of time and money is decreasing.
Therefore, even when the original incentive to participate in a ROSCA is still to help
other people, the helping side also does not want to lose their monetary benefit.
Findings from both the field and our simulation in this paper supply us with concrete
support for arguing that participants’ rule preference of a ROSCA is related to the level
of reciprocity and net benefit by joining a ROSCA group. While no prior empirical
studies have so far succeeded in specifying a mechanism as to how members’ inter-
actions promote cooperation, our simulations do explain how this dynamism can be
produced under various conditions.

6 Conclusion

Four types of ROSCAs in China were modeled with the consideration of individual
investment ability and the discounting parameter. Although these equations and
parameters are largely specific to the Chinese context, rules can be extended into
different countries and conclusions can be made following this model. The reciprocity
function was proposed and a numerical analysis was conducted to confirm whether rule
preferences of participation in a ROSCA correlate with reciprocity levels. We argue
that the evolution of ROSCA is an indicative exemplar in understanding the evolution
of cooperation. The following conclusions are drawn:

(1) In different societal settings, there is a dominant ROSCA type; but other types may
coexist. These results can explain the current ROSCA situation in China from some
aspects. The four types of ROSCA have a long history in China; however, even
with the passage of time, these types still coexist in different areas (societies).

(2) Different ROSCA rules directly influence participants’ monetary benefit. Simula-
tion results show that the value of reciprocity has a significant effect on people’s
rule preference.

(3) In social transition processes, it is crucial to study individual rule preference, which
may influence the evolutionary direction of social norms. Our results suggest that
financial institutions require some knowledge about the private information and
preferences of potential participants; such knowledge can provide insights into the
theory of collective rule choice that triggers the evolution of cooperation.

Note that, apart from the factors discussed here, there are still many other factors
which can also affect people’s rule preference. Simulation and mathematical models are
effective for exploring possible dynamisms of social interactions when there is a large
number of people involved. Future work would include providing feedback on
experiments and empirical research by presenting this causal relationship. While the
specific results from this study may not extend directly to all social conditions, they
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help to better understand the reciprocity level in a society, which significantly influ-
ences people’s rule preferences.
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Abstract. This paper compares MCDMmethods that require and do not require
the use of aggregation techniques for their application within group decision
making process and study the associated concern regarding the possibility of
underestimation of conflicts. An experiment was adapted from previous research
and three MCDM methods (TOPSIS, TOPSIS for group, a method based on
game theory) were empirically compared based on the performance of these
methods to predict correctly the agreement reached by the group. A criterion was
established to be used as a performance indicator, which was the counting of the
matches between the agreements of the group (if reached) with the solution of
the MCDM method. It was very strong the difference in matches between the
methods that require and do not require the use of preference aggregation tech-
niques, which seems to corroborate the affirmation that modeling the conflict by
using a more adequate methodology for dealing with conflictive scenarios pro-
vides best efficiency in predicting group decision making outcomes.

Keywords: Multi-criteria Decision-Making � TOPSIS � Game theory �
Nash equilibrium � Negotiation

1 Introduction

The use of Multicriteria Decision Making Methods (MCDM) is nowadays recurrent in
both academic and organizational environment, where group decision making is an
ordinary assignment. A regular practice for using MCDM methods within group deci-
sion making process is the use of aggregation techniques. These techniques intend to
amalgamate the preferences of different decision makers into a unit that would represent
the group to make possible the utilization of MCDM methods, which are predominantly
designed for individual use. Among the most used aggregation techniques are the
weighted arithmetic mean and the weighted geometric mean that can be employed
externally or internally to the MCDM methods [1]. Notwithstanding the disseminated
use of these techniques, little attention is dedicated to the fact that decision makers
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preference’s might be diametrically different and that the aggregation of preferences
may dissimulate potential conflicts [2, 3].

One of most employed MCDM method is the Technique for Order Performance by
Similarity to Ideal Solution (TOPSIS) [2]. Most of applications of TOPSIS in group
decision making process is by the use of external aggregation using either weighted
arithmetic mean or the weighted geometric mean for amalgamate the weighting vectors
of decision makers involved. The application of TOPSIS within group decision making
can be summarized in seven steps, which are: (i) decision matrix creation; (ii) decision
matrix standardization; (iii) elicitation of the weighting vector of each decision maker
and aggregation of these vectors for the purpose of weighting the standardized decision
matrix; (iv) determination of the worst alternative and the best alternative; (v) calcu-
lation of the distance between each alternative to the best and worst alternative;
(vi) calculation of the similarities index; and (vii) ranking the alternatives according
to the calculated similarities. The procedure in step three is considered an example
where the aggregation process occurs externally to the core of the calculations of the
method.

According to [1], to achieve a better efficiency of MCDM methods within group
decision making process it would be favorable the internalization of the aggregation
process into the core of the method. Toward a more suitable version of TOPSIS for
group decision making, Shih et al. [1] proposed to weight distances instead of
weighting the decision matrix, as in the original version of the TOPSIS method. The
steps for applying the extended version of TOPSIS for group decision making are
slightly different from the original version and can be summarized in the following
seven steps: (i) decision matrix creation for each decision maker; (ii) decision matrix
standardization for each decision maker; (iii) determination of the worst alternative and
the best alternative for each decision maker; (iv) calculation of the weighted distance
between each alternative to the best and worst alternative by using the weighting vector
for each decision maker; (v) aggregation of the distances between each alternative to
the best and worst alternative for each decision maker; (vi) calculation of the simi-
larities index to the group; and (vii) ranking the alternatives according to the calculated
similarities. It should be noted that, tough internally, the use of the aggregation pro-
cedure is still present.

Recalling that an associated concern regarding the use of aggregation techniques in
the application of MCDM methods within group decision making process is the one
related to the underestimation of conflicts, we stress that game theory has also been
widely applied in both academic and organizational environment for modeling and
solving group decision making problems specially in the presence of conflictive sce-
narios and without the need of using aggregation techniques. Towards a generalized
MCDM method for modeling and solving group decision making as games, Leoneti [3]
proposed a utility function based on pairwise comparison of alternatives that allows to
solve multi-criteria and multi-agent problems without the use of the aggregation pro-
cedure. The steps for applying the method can be summarized into the following seven
steps: (i) decision matrix creation for each decision maker; (ii) decision matrix stan-
dardization for each decision maker; (iii) elicitation of the weighting vector of each
decision maker for the purpose of weighting the standardized decision matrix of each
decision maker; (iv) application of the utility function for translating each standardized
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and weighted decision matrix into payoff matrixes for each decision maker; (v) appli-
cation of an equilibrium solution concept for solving the game; (vi) application of a
social welfare ordering function when more than one equilibrium is found; and
(vii) selection of the equilibrium according to the social welfare ordering applied.
According to [3], the main advantage of using this utility function for modeling group
decision making problems as games is the use of game theory approach to circumvent
the limitation of the aggregation techniques that are usually employed in group MCDM
applications.

In this sense, we propose to empirically compare the aforementioned methods in
order to verify whether the performance of the methods that do not require the use of
aggregation techniques overcome the ones that do require them in terms of predicting
group decision making outcome.

2 Materials and Methods

The first stage of the research was the selection of an experiment to simulate group
decision making to evaluate the performance of three methods in terms of predicting
correctly group decision making outcome, henceforth called agreement. The chosen
methods were: (i) original TOPSIS by [1]; (ii) extension of TOPSIS for group decision
making by [2]; and (iii) utility function by [3] for modeling multi-criteria and multi-
agent decision making problems as games. The TOPSIS method was chosen since it is
one of most used MCDM method nowadays and the utility function was conveniently
chosen since it is an example of MCDM method based on game theory that does not
require the use of aggregation techniques.

2.1 The Experiment

The experiment was adapted from previous research of Leoneti and de Sessa [4]. The
decision problem was concerned to the choice of a travel destination to be held in
group. In order to provide information regarding five possible travel destinations,
Leoneti and de Sessa [4] created a decision matrix with eight criteria (hotel evaluation,
travel time in hours, length of stay in nights, cost in reais, shopping facilities, cultural
attractions, natural landscapes, and safety) based on five real travel packages offered by
Brazilian travel companies. Here, the original decision matrix was adapted to the one
shown in Fig. 1, replacing the criterion “cost” by “exchange rate in relation to reais”
and “safety” by “infrastructure”. A number of 125 undergraduate students from the
School of Economics, Business Administration and Accounting at the University of
São Paulo in Ribeirão Preto participated in 25 simulations, in which five participants
were selected in each of them. The presentation of the simulation was as follows:
“In order to attract and retain customers, a travel company held a promotion. A group of
people was randomly selected to travel with all expenses paid by the company. The
promotion conditions are: winners must travel together and the agency will cover hotel
expenses (including breakfast) and transfers. Congratulations, you were one of the lucky
ones! Since all winners have at least 12 days of vacation, you must negotiate with the
other winners to decide the travel destination”. Following, the participants were invited
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to analyze the decision matrix individually and to rank the criteria ascending. The
participants were also invited to rank the alternatives for negotiating the travel desti-
nation in a negotiation round that occurred after the individual analysis. Finally, the
group communicate the agreement (if reached) to the authors of the present research.

2.2 Elicitation of the Weighting Vectors

The ranking of criteria given by each decision maker were translated into weighting
vectors by using the Ranking Order Centroid – ROC method [5]. The ROC method is a
type of rank-order method, which applies a transformation of ranks into ratios. The
calculation is given by the equation

wi ¼ 1
n

Xn

k¼i

1
k

ð1Þ

where n is the number of criteria, i is the ith element in the ranking, and k is used for
calculate the weight of the ith element in the ranking. An Excel spreadsheet was created
with the calculations required by ROC method.

2.3 Using TOPSIS

The original version of TOPSIS [1] was added to the Excel spreadsheet. The first step
of TOPSIS (creation of decision matrix) was replaced by the decision matrix presented
in Fig. 1. In the second step of TOPSIS it was used the vector standardization method
for standardizing the decision matrix ðxijÞm�n, according to equation

vij ¼ xijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
k¼1 x

2
kj

q ð2Þ

Alternatives 

Criteria 

H
ot

el
 

ev
al

ua
tio

n 

T
ra

ve
l t

im
e 

(h
ou

rs
)

L
en

gt
h 

of
 st

ay
 

(n
ig

ht
s)

 

E
xc

ha
ng

e 
ra

te

Sh
op

pi
ng

C
ul

tu
ra

l 
at

tr
ac

tio
ns

 

N
at

ur
e 

In
fr

as
tr

uc
tu

re
 

A 2.5 8 4 0.9 5 3 7 8

B 3.5 2.5 6 3.1 9 7 3 6

C 3 4 7 4.7 4 5 9 7.5 

D 5 13 5 3.3 6 9 6 7

E 4 16 8 1.1 3 8 5 5

Fig. 1. Decision matrix
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where i = 1, 2, …, m are the alternatives, and j = 1, 2, …, n are the criteria that were
used to evaluate the alternatives. For weighting the standardized decision matrix, the
weighted arithmetic mean was used in the third step of TOPSIS for aggregating the five
weighting vectors of the d = 1, …, 5 participants in each simulation. All other steps
were calculated accordingly.

2.4 Using TOPSIS for Group

The extended version of TOPSIS for group decision making [2] was also added to the
Excel spreadsheet. It was used a shared decision matrix and, hence, each decision
maker used the same decision matrix presented in Fig. 1. It was also used the vector
standardization method for standardizing the decision matrix ðxijÞm�n and the weighted
geometric mean was used in the fifth step of the extended TOPSIS for aggregating the
distances between each alternative to the best and worst alternative calculated to each
participant in each simulation according to equations

Sþ
i ¼

YD

d¼1
Sdþi

� �1
D ð3Þ

and

S�i ¼
YD

d¼1
Sd�i

� �1
D ð4Þ

where Sdþi and Sd�i are the distances calculated for each decision maker d = 1, …, 5,
with D = 5 decision makers, between his/her ith alternative and the best and worst
alternative, respectively. All other steps were calculated accordingly.

2.5 Using the Utility Function

The steps for the application of the utility function [3] were also added to the Excel
spreadsheet, which includes the calculation of the function pd : <D

þ ! ½0; 1� that rep-
resents the payoff for a player d from the set of D-players defined as

pd xd ; xd 6¼p
� � ¼ u xd ; IAdð Þ:

YD
d 6¼p;p¼1

u xd; xp
� �

:u xp; IAd
� � ð6Þ

where pd xd ; xd 6¼p
� �

is the utility for the dth decision maker when considering swapping
the alternative xd by the subset xd 6¼p from the set of alternatives formed by the alter-
natives proposed by the D − 1 remaining decision makers, and u is given by the
pairwise comparison function u: <n

þ ! ½0; 1�, according to equation

u xd; xp
� � ¼ axdxp

xp
�� ��

" #d

coshxdxp ; and d ¼ 1; if axdxp � xp
�� ��

�1; otherwise

(
ð7Þ
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where axdxp ¼ xdk kcoshxdxp is the scalar projection of the vector xd onto the vector xp,

and xp
�� �� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1p

� �2
þ x2p
� �2

þ � � � þ xnp
� �2

r
is the norm of the respective vector with

n criteria. Intuitively, the utility function pd is defined therefore as the potential of the
dth decision maker to swap xd to xp, including their relativity with the ideal alternative
IAd (the utopist alternative that is composed by the best scores of each j = 1, 2, …, n
evaluation criteria).

Finally, it was used an exhaustive search algorithm for finding pure Nash equi-
librium [6] in the fifth step of the utility function procedures and, in the presence of
more than one Nash equilibrium, the utilitarian principle of Harsanyi [7], which seeks
to maximize the sum of the individuals’ utilities, was used as a social welfare ordering
in its sixth step for the selection of the equilibrium with the highest sum as the solution
of the method.

2.6 Performance Evaluation

While the group was deciding the solution to the problem, the authors of the present
research calculated the three MCDM methods in the Excel spreadsheet. For evaluating
the performance of the different MCDM methods in predicting the outcome of group
decision making, it was counting the matches between the group’s agreement (if
reached) with the best ranked solution of each of the MCDM method and the relative
measures were compared.

3 Results and Discussion

Table 1 reports the results of the comparison of the three MCDM methods in terms of
predicting the outcome of each simulated group decision making.

Table 1. Comparion of three MCDM methods

Simulation Agreement TOPSIS TOPSIS for group Utility function

1 E E E E
3 D B B D
5 E E B E
6 E E E E
8 E E E E
9 E E E E
10 D E E E
11 E A E E
12 D E E A
13 D E E D

(continued)
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According to Table 1, there were three simulations where the group did not reached
an agreement (simulations 2, 4 and 7), while the alternative B was chosen once, the
alternative C was chosen twice, the alternative D was chosen nine times, and the
alternative E was chosen 10 times. The alternative A was not chosen as the solution to
the game in any simulation.

It is noteworthy that the results corresponds to the initial assumption that MCDM
methods that does not require the application of aggregation techniques seems to provide
better efficiency in predicting group decision making outcomes. Firstly, the extended
TOPSIS for group decision making correctly predicted one more case than the original
TOPSIS method. The result corroborates the intuition of Shih et al. [1] that “our group
preferences are aggregated within the procedure […] the results have demonstrated our
model to be both robust and efficient […] we are confident the results for various examples
would give us similar conclusions”. Furthermore, the MCDM method based on game
theory correctly predicted five more cases than the extended version of TOPSIS method.
The result corroborates the intuition of Leoneti [3] that “MCDM may have reduced
efficiency due to problems with the aggregation of preferences when the decision-making
process involves more than one individual […] the advantage of using this function for
modeling groupmulticriteria decisionmaking problems as games is the use of game theory
approach to circumvent the limitation of the aggregation procedure that is necessary for
group decision making in the traditional multicriteria decision making approach”.

4 Conclusions

This paper compares MCDM methods that require and do not require the use of
aggregation techniques for its application within group decision making and discuss the
concern regarding the underestimation of conflicts. An experiment was adapted from

Table 1. (continued)

Simulation Agreement TOPSIS TOPSIS for group Utility function

14 E B B E
15 D E E E
16 D E E E
17 B E B E
18 E E E E
19 D E E D
20 D E E E
21 C E E D
22 E B B B
23 E E E E
24 C E E D
25 D C E D

Matches 7 8 13
% 32% 36% 59%
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previous research and three MCDM methods were empirically compared based on the
performance of these methods to predict correctly the group’s agreement. A criterion
was established to be used as a performance indicator, which was the counting of the
matches between the group’s agreement (if reached) with the solution of the MCDM
method.

The results indicate that there is a considerable difference between the TOPSIS with
a method that utilizes the concept of game theory for bypassing the aggregation step
that is usual in traditional MCDM approaches. A possible conclusion, that deserves
further investigations, is that modeling group decision making conflicts by using
MCDM methods that do not require the use of preference aggregation techniques
provides best efficiency in predicting group decision making outcomes.

Acknowledgments. The authors thank the São Paulo Research Foundation (FAPESP) for
Regular Research Grant (2016/03722-5).
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Abstract. In this paper we present a user experience report on a Group
Decision Support System. The used system is a Collaborative framework called
GRoUp Support (GRUS). The experience consists in three user tests conducted
in three different countries. While the locations are different, all three tests were
run in the same conditions: same facilitator and tested process. In order to
support the end-users. we teach the system in two different ways: a presentation
of the system, and a video demonstrating how to use it. The main feedback of
this experience is that the teaching step for using Collaborative tools in
mandatory. The experience was conducted in the context of decision-making in
the agriculture domain.

Keywords: GDSS � User experience

1 Introduction

The original purpose of Group Support Systems (GSS), also called Group Decision
Support Systems (GDSS) is to support a group of decision-makers engaged in a
decision process. This can be possible by exploiting information technology facilities.
In the early 1980s, many studies started to explore how collaboration technologies
(as email, chat, teleconferencing, etc.) can be used to improve the efficiency of the
group work. Most of these studies focused on collaborative group decision-making and
problem-solving activities.

Researchers proposed several definitions of GSS. In their work, DeSanctis and
Gallupe in [1] defined GSS as a system which combines communication, computer,
and decision technologies to support problem formulation and solution in group
meetings. For Sprague and Carlson, a GSS is a combination of hardware, software,
people and processes, that enables collaboration between groups of individuals [2].
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These definitions (and many others) point out four important aspects: devices (as
computers, communication network), software (decision technologies, communication
software, etc.), people (as the meeting participants) and group processes (as nominal
group technique, etc.).

GSSs can be used in several situations:

• Face to face: decision makers are situated in a decision room,
• Distributed and synchronous situation: decision makers can work from their own

office through a Web GSS and can communicate thanks to chatting system, video
systems [3].

GSS (and most groupware systems) require significant investment (time and effort).
They introduce changes in two dimensions: intentional group processes; and software
to support them [22]. Although research on groupware systems goes back to the 60’s,
we still struggle to evaluate how well they fulfill their objectives (and thus, how well
they justify the required investment). Evaluating groupware systems is challenging as it
requires studying them from multiple perspectives: the group characteristics and its
dynamics, the organizational context where the system is used, and the effects of the
technology on the group’s tasks [20]. Moreover, innovative GSS (especially research
prototypes) frequently fail early not because of a bad design of intentional processes
but because of user experience defects in the design and implementation of the sup-
porting software. In fact, much of what is known about user experience evaluation
refers to single user applications. Only recently, research has turned its attention
towards user experience evaluation of groupware [21].

In this paper we report an experience using an existing GSS called GRoUp Support
(GRUS). Our proposal takes profit of the user experience design of GRUS in order to
improve it.

The paper is structured as follows. In the second section we describe the related
work. In the third section the GRUS system is briefly explained. The fourth section
describes the used protocol that is composed by a User/Interface usability test, a video
design and finally the study is described. In the fifth section the three conducted user
tests are described: one in Spain, another one in Argentina and the final one in Chile.
The sixth section presents an analysis of the results and gives some conclusions and
perspectives of this work.

2 Related Work

The original purpose of Group Support Systems (GSS), also called Group Decision
Support Systems (GDSS) is to exploit opportunities that information technology tools
can offer to support group work. Several definitions have been proposed which point
out four important aspects: devices (computers, communication network, etc.), soft-
ware (decision technologies, communication software, etc.), people (meeting partici-
pants) and group processes (as nominal group technique, etc.).

Many studies evaluate GSS and show that they can improve the productivity by
increasing information flow between participants, by generating a more objective
evaluation of information, by improving synergy inside the group, by reducing time,
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and so on (see [14, 15, 17, 19]). All these studies highlighted that the efficiency of use
of GSS depends strongly on the facilitator. Group facilitation is defined as a process in
which a person who is acceptable to all members of the group intervenes to help
improving the way it identifies and solves problems and makes decisions [13].
Unfortunately, professional facilitators are difficult to maintain in organizations and
their disappearance will often entail the abandon of use of GSS (see [16]).

In this work, we chose the Collaborative Engineering (CE) framework, which
proposes for high-value recurring tasks to transfer facilitation skills to participants (in
our case, to some participants that are novice in facilitation) and, in this way, to avoid
to maintain professional facilitators (see [16]). As any other software application, the
user experience is an important aspect for its adoption. Improving the user experience
could constitute an interesting leverage for promoting the use of GSS without pro-
fessional facilitators by, for example, making them more autonomous with the tool.

Usability is a crucial aspect of UX, and there are many evaluation methods to assess
it. Fernandez et al. report on different usability evaluation methods (UEMs) for the web
[18], many of which are applied after the system was deployed with the purpose of
finding and fixing usability problems on existing web interfaces. Collaborative soft-
ware presents a particular challenge for usability, either in the design process or in the
user tests with many participants, which present a very different scenario than the
traditional, single-user tests.

In the next section we describe the GRUS system, which was used as GSS
throughout the experience.

3 The GRUS System

The system GRUS (GRoUp Support) is a Group Support System (GSS) in the form of
a web application. GRUS can be used for organizing collaborative meetings in syn-
chronous and asynchronous modes. In synchronous mode, all participants are con-
nected to the system at the same time, while in asynchronous mode, participants use the
system at different ti mes. It is also possible to use GRUS in mixed mode, syn-
chronously and asynchronously at different steps of the process. With GRUS, users can
achieve session in distributed (all participants are not in the same room) and non-
distributed situations (all participants are in the same room). The only requirement is an
internet connection with a web browser.

A user of GRUS can participate in several parallel meetings. For some meetings, a
user can have the role of a standard participant and for other meetings she/he can have
the role of a facilitator. In GRUS, the facilitator of a collaborative process can always
participate to all activities of her/his process.

The GRUS system proposes several collaborative tools, the main tools are:

– Electronic brainstorming: allows participants to submit contributions (ideas) to the
group.

– Clustering: the facilitator defines a set of clusters and put items inside of these
clusters.

– Vote: This class of tools refers to voting procedure.
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– Multicriteria evaluation: users can evaluate alternatives according to criteria.
– Consensus: displays statistics on the multicriteria evaluation outcomes.
– Miscellaneous: reporting (automatic report generation), feedback (participant

questionnaire for evaluating the meeting quality), conclusion (for integrating con-
clusions of the meeting), direct vote (the facilitator directly assigns a value to
items).

A GRUS session follows two general stages: the meeting creation and the
achievement stages. During the meeting creation stage, a GRUS user defines the topic,
which user will be the facilitator, the group process, the beginning date and the duration
(see Fig. 1). She/he also invites participants to the meeting. A predefined process can
be used or a new one can be created (see Fig. 1). In GRUS, a group process is a
sequence of collaborative tools (mentioned above). The meeting is carried out in the
second stage. In this stage, the facilitator starts the meeting and then, participants
(including the facilitator) can contribute. The facilitator has a toolbar to manage the
meeting (this toolbar is only present in the facilitator interface, see Fig. 2). Thanks to
this toolbar, she/he can add/remove participants, go to the next collaborative tool (and
thus finish the current step/tool), modify the group process and finish the meeting.
Standard participants do not have this toolbar and only follow the sequence of
steps/tools.

Fig. 1. Meeting and process creation in GRUS

Fig. 2. GRUS: Achievement – Facilitator interface
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4 Protocol

Our protocol is based on a double approach: training the users and then testing the
system. Following the final step (testing) a questionnaire is given to end-users to
evaluate the system as well.

The idea of this scenario allows us to re-implement it for each following training
session to guarantee having the same circumstances in which the reported results would
be generated. Thus, with this way the resulted feedbacks and evaluations (comments,
questionnaires, etc.) of the system would be comparable because the same surveying
elements might be evaluated against each other to produce a more solid and effective
reporting strategy.

4.1 User Interface Evaluation

In a previous work [7] we ran a three-fold usability evaluation on GRUS, as a repre-
sentative software system to support collaborative decision making. The evaluation
included user tests with volunteers, and heuristic evaluation (i.e. manual inspection
without users), and an automated diagnose supported by a usability service named
Kobold [4].

The main aim of the evaluation was to find out the usability issues, not only of the
GRUS system in particular, but also to any other Group DSS products in a more
general way. The motivation behind this evaluation was to understand why, in spite of
the existence of many different DSSs available for the agricultural field, the adoption
rate is so marginally low. According to the literature, usability is one of the main
factors for this lack of adoption [5, 6].

Being a particular setting for evaluating usability, especially given the collaborative
component that’s typical in such systems, the evaluation was designed with three
different techniques. The motivation behind this decision was to maximize the coverage
of usability issues to capture. For instance, the automated diagnose was expected to
catch issues overlooked by experts, and heuristic inspection could give the experts the
chance to detect issues that user tests could not cover (since tasks are designed for end-
users to follow a somewhat fixed path).

Preparation. We ran the tests in the context of decision-making in the specific scenario
of tomato production in the green belt of La Plata city, Argentina. For the user tests, i.e.
those involving real volunteers, we designed tasks for the team to accomplish, mainly
related to the different alternatives that producers face at the time of planting or har-
vesting. In the different tests we ran, some users were sharing the same physical space,
and others were connected by video calls. More details on the preparation can be found
in the previous research [7]. The automated tests were run simultaneously with the user
tests, since the automated service used (Kobold) requires capturing real users’ inter-
action in order to produce a list of usability issues.

Results. After the experiment, we detected a total of 15 issues, with some overlapping
between the three different kinds of evaluation. The issues detected in the experiment
were consistent with the previous findings in the literature. The most serious and
repeated issues were connected with two general problems:
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• Excess of information, or bloated GUIs: one representative example was the
“overloaded report” for the decision-making process (this was actually one of the
two issues captured by all three techniques). Other issues related to this general
problemwere“complexGUI inmulti-criteria feature selection”, and also“redundant
controls and terminology”.

• Lack of awareness in the collaborative process: many issues were related to the
collaborative nature of the software combined with the linear process. Volunteers
were frequently confused about what the next action was, or where the other par-
ticipants were standing.

Many of the 15 issues were also related to the system’s learnability, that is, after
running into the problematic UIs for the first time, volunteers quickly learned about
how to handle it. Also, the multi-step, multi-user process (assisted by a facilitator)
required prior training before the usage. Because of this, we designed a video training
session for further usability tests, so users could be prepared for the tasks. It was also a
good way of controlling the potential bias of differently trained users.

In the next section, we present how we devised the video training so future vol-
unteers could be quickly put up to speed in a uniform way, before running the test
sessions.

4.2 Training the End Users

According to Sutcliffe and Ryan [8], one of the four techniques of the SCRAM method
for requirements elicitation and validation is providing a designed artifact which users
can react to, like using prototypes or conducting concept demonstrator sessions. What
is presented in a demonstrator session is called a demonstrator script and its nature can
vary: Røkke et al. [10] mention that it could be a prototype-simulation or even a
prospective design, and the session can be interactive (with the participants using the
system) or simply a presentation showing how to use the system. In any case, what is
important is to generate a debate to get feedback from the participants and observe their
reactions. Sutcliffe and Ryan [8] state that the demonstrator has limited functionality
and interactivity, and it is intended to illustrate a typical user task. It runs “as a script”
that illustrates “a scenario of typical user actions with effects mimicked by the
designer”. Maguire et al. [12] also mention video-prototyping as an alternative to
demonstration and to show the concepts behind the system.

In our case, as we run the experience in different sessions, explained by different
presenters, with participants (the audience, future users) living in different countries
(Argentina, Chile, France, and Spain) and involves a collaborative scenario, we choose
to present the use of the tool in a same scenario by recording a video in English and
Spanish. This way, we avoided having a bias due to different environments (OS,
browser, Internet connection, etc.), team configurations and order (most of the steps
involve actions from different users), or differences in the explanations provided by the
presenter (due to his user-experience, or the amount of details provided, possible
mistakes while demonstrating each step, etc.). In addition, we generated the concept
demonstrator script with two goals: to get feedback from the users but also to famil-
iarize them with the interactions offered by the system before they had actually to use it
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in a different domain. In the subsections below, we detail how we generated the
demonstrator and how we designed the demonstration session.

The demonstrator script was designed to show the use of GRUS [7] to make a
multicriteria decision in the field of Agriculture with participants who are experts in the
domain of the problem. As GRUS allows users to use predefined process and even
create new ones, we choose to show its usage with the same kind of process that will be
later used (after the demonstration) by the participants to solve another problem in a
different domain. The process we choose was a multicriteria evaluation process, which
involves: (1) defining the meeting parameters, (2) defining the criteria and alternatives,
(3) multicriteria evaluation, (4) direct choice and (5) reporting.

The production of the demonstrator script started with an introduction where the
scenario was explained. It was set up in the context of five greenhouse leaders from a
same farm needing to agree on how much stems per plant they should use for the next
crop. The farmers have this doubt since they heard from a study stating that increasing
the number of stems to 3 or 4 significantly increase yield without significantly com-
promising the fruit quality [11]. But such experiment was run in a place where the
conditions of the soil and the weather change, and with a different kind of mini-tomato
seed. Such differences were presented in the introduction, as well as the five partici-
pants identified with an avatar for further references in the screen-recording sessions.

After presenting the scenario, the video presents how the five users solved the
problem using GRUS. The video was divided into sections, clearly separated with a
progress graph indicating which is the following step to demonstrate. The first section
involved the participation of just one user who acted as a moderator and created and
managed the meeting, but multiple users participated in most of the remaining steps. In
such cases, the actions of the different users are presented sequentially, and their avatar
was placed in a corner to indicate who is currently taking action.

To produce the demonstration part of the video, we recorded ourselves using the
system and playing the role of the 5 farmers. We recorded the screens of all the users,
each in his own environment. For the session recordings we defined recording
guidelines, so all the participants recorded the video under the same settings: recording
in mp4 format with a high resolution (720p onwards), full-screen mode, 30 fps, dis-
abling the audio input and enabling the recording of the pointer. One of the sessions run
on Ubuntu using the SimpleScreenRecorder tool1, three on a Windows platform with
the Debut video capture application2, and one in MacOS using the QuickTime-
integrated functionality3.

The software used to produce the video was Kdenlive4, an open-source multi-track
video editor. We also defined guidelines to process the individual videos:

1. Split the steps. Identify each step of the process and render it in a separated file.
2. Split delays and remove them. If there are delays (e.g., the user is thinking), split the

video to separate such sections and remove them (so the videos look fluent).

1 http://www.maartenbaert.be/simplescreenrecorder/.
2 https://www.nchsoftware.com/capture/.
3 https://support.apple.com/guide/quicktime-player/record-your-screen-qtp97b08e666/mac.
4 https://kdenlive.org/en/.
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3. Accelerate slow actions. If there are slow sections in the video that cannot be split
and removed, apply the speed filter to such Section

4. Zoom in. Apply the zoom effect when the host resolution was too high and form
controls look so small, compared to the other sessions. E.g. If there is some text that
the user may need to read when playing the video.

After the individual processing of the sessions, we integrated the introduction and all
the individual sessions ordered by the steps in the process. We also placed a picture
with the avatar of the active user in the right-bottom corner of the video. The resultant
video is publicly available on Youtube.5

4.3 Protocol Definition

The main goal of the previously conducted experiments with GRUS using an exper-
imentation protocol was to show how a GDSS web-based system can be supportive to a
group involved in collective decision-making while being non-used to technology-
based solutions to take/support critical decisions. Each of the participating teams has its
own objectives, specificity of the risk to manage, and level the uncertainty to reveal.

Another important aspect of having such a unified protocol is consolidating the
evaluation of user experience and satisfaction about the system’s outcomes in a way
that helps to get more trustworthy conclusions about what and how to enhance in the
actual deployed system’s features and functionalities.

To set up the user tests, the following elements must be available at the meeting
room (synchronous and collocated experiment):

• Two or more decision-makers with a computer for each of them.
• Internet connection is mandatory since the system is a web-based application.
• A facilitator managing the meeting (preferably the same person in all cases or at

least having equal level of system’s functionalities use and explanation proficiency)
• A shared screen or a video projector to share the facilitator’s screen when

demonstrations are needed.

Before starting the tests, every participant must have a user account on GRUS, if
not, a new one needs to be created accessing the new account form page (http://141.
115.26.26:8080/grus1112/user/newAccount/form) or by clicking on the Login button
at the top right of the screen then choosing create new account.

After being logged in, the facilitator will create the new meeting with the confir-
mation of everyone on the parameters of the process and invite all the decision makers
to join the meeting accessible from the list of meeting available in: http://141.115.26.
26:8080/grus1112/default/openMeeting or by navigating to the meetings button in the
top menu.

After joining the meeting, participants must follow the facilitator instructions to fill
in a proper manner all the following steps, which differs accordingly to the chosen or
newly defined process.

5 https://youtu.be/jkn7XhNK8hU.
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When the decision to be taken is dependent on multiple influencing factors that
must be considered to have a precise evaluation of the different available possibilities,
then the Multi-Criteria process is the one to be followed to accomplish such a meeting.
To do so, GRUS proposes a predefined MCDM process that consists of:

– Parametrization of the meeting, i.e. title, description, stakeholders’ weights, eval-
uation scale.

– Brainstorming engaging all participants to define collectively the set of criteria and
alternatives.

– Individual preferences matrix of Criteria/alternatives to be evaluated against one
another done by everyone separately using the defined evaluation scale.

– Consensus building step is the one during which the facilitator shows and explains
the resulting calculation results and leads the interpretation process to build up a
final common decision.

– Decision to be made after having the consensus about what, based on the supportive
results given by the system, is the most likely to be held as a better alternative, what
might be suitable or feasible in the impossibility of the first chosen one or set of
elements and what are the eliminated alternatives that had a non-encouraging score
during the MC individual preferences step.

– At the end of the meeting, an automatically generated report would be download-
able containing all the parameters and results that have been used and produced
during the test.

A final questionnaire with the following questions should be given to participants to
get it filled after the meeting:

Evaluation of the system:

• Do you feel that the system helped making the decision?
• Do you think that the system is too complicated? In which step?
• Is the user interface user friendly?
• What would you propose as improvement of the system?

Evaluation of the previous training:

• Did the training help you understand more the system?
• Do you think that the training helped you to better define the problem?
• Do you think that the facilitator role can be enough to build the necessary under-

standing of the system without any prior training?
• Would one more round be enough for you to get more effectively used to the system?
• Would one more round on the same example give results that are more precise after

having a better understanding of the system?

5 Results

In this section we detail the four tests that we ran: two in Spain, one in Argentina and
one in Chile. As the general purpose of these sessions is evaluating the user-experience
aspect of our GSS, we here only report its related users’ feedback.
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5.1 Tests in Spain

Two user tests were conducted in Spain in a company which is a cooperative company
for the food industry.

For the first test 9 participants were involved: 2 as facilitators and 7 from as
decision makers grouped on three computers, that means that we really have 3 decision
makers and 1 facilitator, the second facilitator supported the end-users to use the
system. We present the video in Spanish explaining how to use the GRUS system. We
define together a decision problem: How to improve eggs production? 3 alternatives
were defined: free range growth, growth inside a pavilion, growth kept in a cage inside
a pavilion; and 3 criteria: animal welfare, type of feed, infrastructure. We used the
multi-criteria process (presented below).

For the second test we had 4 computers: two computers for two end-users (decision
makers), one for the decision maker and one for the facilitator. The end-users partic-
ipated in the previous test. They knew the system and they learned how to use it in the
first round. The video-demonstrator was not shown to them at that point. The decision
to make was: Choose a packaging for meat exportation for international countries
outside Europe. Three alternatives were defined: Family Pack/Individual Pack/
Professional Pack: Big containers. The alternatives were defined by discussion and the
facilitator filled in the three alternatives. They finally have to order the three alternatives
and the system computed the final result for the group. The used process is simpler than
the previous and includes fewer steps.

Feedback from the first session showed us that the system is too complex to be used
by real practitioners and that some part of the system must be hidden depending on the
current step of the process. Nevertheless, they found the video very useful to under-
stand the system and the multicriteria process as well.

The participants found the voting process very easier and faster than the multi-
criteria process, the presentation of results at the end as well have been also clearer and
more understandable to all of them.

5.2 Test in Argentina

Our second round (third test) was held in the Faculty of Agrarian and Forestry Sciences
in the National University of La Plata in Argentina with the participation of 5 decision
makers, two researchers in agronomy, one researcher in computer science and two
master students.

The tools to be used were defined collectively by the attendees Fig. 3a and the
decision was about the allocation of the amount of each under-study crop inside the
university’s nursery. Therefore, because of their advanced level of knowledge and
valuable experience, the agronomy researchers took very higher weights in the
parametrization step. In the brainstorming step, as shown in Fig. 3b participants
defined easily the set of criteria and alternatives since they understood well the oper-
ability of the system during the training session few days before. Then, in the third step
the MC-evaluation gave the ranking which was the same with the two used calculation
methods i.e. Choquet’s integral [23] and weighted sum Fig. 3c Finally, and after
discussion, decision makers reached in a consensual manner the final choice that
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consisted of keeping the second alternative, to consider as feasible the third and to not
keep the first one as illustrated in Fig. 3d.

After the meeting the questionnaire was filled by the attendees and revealed the
following:

– Users are satisfied with the features and are appreciating the assets offered by the
system that simplified to them a task that was usually complicated in most similar
situations.

– They consensually believe that the training session gave them an essential intro-
duction to the system that without which, it could have been more complicated to
them to define correctly the problem and to give precisely their consistent
preferences.

– Some improvements from a user experience point of view were proposed, such as
the revision of the matrix of preferences presentation, which might be hard to
understand by non-IT user stakeholders.

5.3 Test in Chile

With a group of researchers and administrative staff of the main agricultural research
institution in Chile, i.e. INIA La Cruz, and after a training session with the video-
demonstrator, the participants collectively decided the most important topics to be
prioritized by the institution during the next year.

The meeting was reached by 9 decision makers with different administrative
positions and scientific backgrounds that defined together the topic and the tools to use.
After discussing the level of knowledge and the influence of each on the final decision,
different weights were given accordingly to everyone during the parametrization step.

Afterwards, participants defined a set of criteria (i.e. Social impact, Regional
economical contribution, Regional center skills and Climate change) and alternatives
i.e. Crop physiology, Irrigation research, Pollination research, Computer science
application in agriculture, Agricultural ecology, Tree fruit research and Horticultural
research). Next, they gave separately their personal preferences that have been

Fig. 3. Grus test in Argentina
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collected and ranked based on Choquet’s Integral and weighted sum and finally took
the decision to consider both rankings by keeping the first two alternatives of each
calculation method, to consider the 3rd elements as feasible and to not keep the rest.

After the meeting, the participants answered the questionnaire listed in Sect. 4.3.
The level of satisfaction about the usefulness and the added-value of the system was
high and consensual. The training session was helpful for most of them, nevertheless,
some thought that whether only facilitation or training session would suffice, and had
some difficulties with the user interface that was not sufficiently highlighting the
guideline through the process.

6 Conclusions

In this paper we presented a report of user experience in a GSS. Conducting this
experience in three different countries with different users (but using the same conditions
in all sessions otherwise), the feedback showed us that learning such Collaborative
systems is mandatory for end-users. We used for this purpose a video that simplifies the
system understanding. Nevertheless, we still have to investigate our studies to under-
stand how the training could influence the decision results.
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Abstract. Facilitation is a critical element in decision-making using the tools of
new technology. Voting is a tool commonly used in decision making. The
choice of a voting procedure is not easy for a novice facilitator. So it is inter-
esting to propose a recommendation system that assists novice facilitators in
their voting procedures choice.
There are several voting procedures, some of which are difficult to explain

and which can elect different options or alternatives. The best choice is one
whose election is easily accepted by the group.
Voting in social choice theory is a widely studied discipline whose principles

are often complex and difficult to explain at a decision-making meeting. So, a
recommendation system can alleviate the facilitator on his work in finding
adequate voting procedure to be applied in a group decision.

Keywords: Recommendation system � Recommender � Voting procedures �
Decision-making � Facilitation tools � GRECO

1 Introduction and Background

Collective decision-making often generates conflict situations due to differences in
views and interests of decision-makers about the same set of objects, hence the need for
decision-support systems. Making a decision is choosing from a set of alternatives that
can solve a problem in a given context (Adla 2010).

Group Decision Support Systems (GDSS) are developed to help decision makers
and are most often based on computer platforms that provide decision-makers with a
formal framework for reflection, and investigative skills to express the preferences and
parameters of each, to evaluate them, and to provide the relevant elements for the
decision-making.

This type of system consists in offering tools for group decision (Kolfschoten et al.
2007). A particular actor stands out in the process of group decision making. This is the
facilitator. This actor’s role is to support the group decision making. This assistance can
be defined not only on the technical level, but also on the content or the decision-
making process (Briggs et al. 2010). Among the tasks provided by a facilitator are:

© Springer Nature Switzerland AG 2019
D. C. Morais et al. (Eds.): GDN 2019, LNBIP 351, pp. 80–91, 2019.
https://doi.org/10.1007/978-3-030-21711-2_7

http://orcid.org/0000-0002-2726-2903
http://orcid.org/0000-0002-5188-1616
http://orcid.org/0000-0003-2916-4589
http://orcid.org/0000-0002-2599-7658
http://orcid.org/0000-0002-6029-3453
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21711-2_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21711-2_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21711-2_7&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21711-2_7


– preparation of the agenda;
– technology integration;
– technical support;
– seeking information;
– coordination of the decision-making meeting;
– recording comments and voting results;
– timing the session duration.

A usual step in these group decision-making processes is to allow each member of the
group to vote. There are different voting procedures (Brams et al. 2012) that the
facilitator can propose to the decision-makers. These voting procedures do not nec-
essarily lead to the same results, provoking resistance in their acceptances. The dif-
ference in voting results depends on several factors such as the method of vote
calculation, the voters number, the candidates, number, the votes way presenting.

Our goal with this work is to propose a voting system with recommendation mech-
anism able suggesting which procedures can be used depending the decision context.

In this paper, we will briefly introduce the recommendation systems and mention
some facilitation tools. In addition, we are interested in certain parameters that can
influence a voting procedures results. Then our article approaches the voting theory in
order to understand the procedures and the different paradoxes that can arise. We will
try to understand the design of a recommendation system. As scientific contribution,
we will propose a voting recommender system for a facilitator to help him in his task.

2 Related Work

2.1 Recommendation System

Recommendation systems (RS) are software tools and techniques that provide sug-
gestions for articles that are useful to the user (Ricci et al. 2015) Suggestions focus on
various decision-making processes, such as which articles to buy, which music to listen
to, which online news to read, which method to choose, etc. They therefore have the
potential to support and improve the quality of decisions made by users. There are four
main families of recommendation systems:

Collaborative filtering is a method of making automatic predictions about the
interests of a user by collecting preferences or taste information from many users. The
assumption of the collaborative filtering approach is that if a person A has the same
opinion as a person B on an issue, A is more likely to have B’s opinion on a different
issue than that of a randomly chosen person. The techniques of this approach are
grouped into two subgroups: Memory-based, Model-based (Felfernig et al. 2006).

Content-based recommendation systems analyze item descriptions to identify
items that are of particular interest to the user. This kind of system is composed of three
main components: A Content Analyzer, that give us a classification of the items, using
some sort of representation, A Profile Learner, that makes a profile that represents each
user’s preferences and A Filtering Component, that takes all the inputs and generates
the list of recommendations for each user. But this method also has disadvantages. To
make recommendations in relation to user preferences, the user must be familiar with

A Voting Procedures Recommender System for Decision-Making 81



the system. Thus during the initialization step of the preferences of the user, the system
will not be able to make recommendations or these will be irrelevant.

Knowledge-based recommenders are a specific type of recommender system that
are based on explicit knowledge about the item assortment, user preferences, and
recommendation criteria (i.e., which item should be recommended in which context).
These systems are applied in scenarios where alternative approaches such as collabo-
rative filtering and content-based filtering cannot be applied.

A major strength of knowledge-based recommender systems is the non-existence of
cold-start (ramp-up) problems. A corresponding drawback is a potential knowledge
acquisition bottleneck triggered by the need to define recommendation knowledge in an
explicit fashion. (Burke 2000).

Hybrid recommendation is a combination of content-based, collaborative and
Knowledge-based recommendations. The aim is to eliminate the disadvantages of the
tree approaches. There are different hybridization designs: Monolithic (exploiting
different features), Parallel (use of several systems) and Pipelined (invocation of dif-
ferent systems).

For more details on the recommendation systems I can consult the works (Resnick
et al. 1997, Jannach et al. 2010, Felfernig et al. 2006).

2.2 GDSS Tools

Facilitation is an important and difficult task in making a decision, so the use of
computer tools is advisable. Currently several solutions exist i.e. Stormz1, Men-
timeter2, Sli.do3, SessionLab4, Howspace5, etc.

Some offer voting tools that only use plurality as a method of calculating votes. Our
approach is to offer a tool with several procedures (such as Condorcet, Borda, etc.)
accompanied by a recommendation depending on the context to accompany a
facilitator.

2.3 Voting Theory

A voting procedure consists of determining from a method the winner of a vote. This
gives voting procedures the character of decision-making tools in a context of social
choice; whose purpose is, not only to elect a winner(s) but to build objectively a
collective choice (Craid 2016). There are several voting procedures that have emerged
based on specific situations. In the literature we can group these procedures into two
groups namely the non-ranked (Plurality Voting, plurality with Runoff Voting,
Approval Voting) and ranked procedures. Ranked procedures can also be divided into
two subgroups: Not Condorcet–Consistent (Borda’s count, Alternative vote, Coombs’

1 https://stormz.me/en/stormz-application.
2 https://www.mentimeter.com/.
3 https://www.sli.do/.
4 https://www.sessionlab.com/.
5 https://www.howspace.com/.
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method, Bucklin’s method, Range voting, majority Judgement) and Ranked Con-
dorcet–Consistent (Minimax, Dodgson, Nason, Copeland, Black, Kemeny, Schwart,
Yong) (Felsenthal et al. 2018). A procedure is called Condorcet-consistent (RCC) if, as
soon as there is a Condorcet winner6 for a profile, the rule designates him as the sole
winner of the election. And, it says Not Condorcet–Consistent (RNC), if it can des-
ignate other winners besides that of Condorcet. Thus all procedures derived from the
Condorcet method are RCC.

We designate the set of voting procedures by VPi,

VPi ¼ iji 2 Copeland; Borda; Approval. . .MJ½ �f g

All these procedures have shown their limit in a given situation, called paradox in
the voting theory (Nurmi 2012; Felsenthal et al. 2018). We define the “voting paradox”
as an undesirable result that a voting procedure may produce and which may at first
glance be seen, at least by some people, as surprising or counterintuitive. These
paradoxes have been well studied for decades. The conclusions reached by its various
studies have allowed to distinguish between two types of voting paradoxes associated
with a given voting procedure: ‘Simple or Straightforward’ paradoxes and ‘Condi-
tional’ paradoxes.

Relevant data that may influence the results of a vote are: the number of voters, the
number of candidates that must be elected, the preference ordering of every voter
among the competing candidates, the amount of information voters have regarding all
other voters’preference orderings, the order in which voters cast their votes if it is not
simultaneous, the order in which candidates are voted upon if candidates are not voted
upon simultaneously, whether voting is open or secret, and the manner in which ties are
to be broken (Nurmi 2012).

The five best–known ‘simple ‘paradoxes that may afflict voting procedures designed
to elect one out of two or more candidates are the following: Condorcet Winner,
Absolute Majority Winner, Condorcet Loser or Borda Paradox, Absolute Majority
Loser, Pareto (or Dominated Candidate). For more information, see (Felsenthal et al.
2018; Cheng et al. 2012).

As conditional paradoxes that can influence the results of a voting procedure we
can quote: Additional Support (or Lack of Monotonicity or Negative Responsiveness),
Reinforcement (or Inconsistency or Multiple Districts), Truncation, no–Show, Twin,
Violation of the Subset Choice Condition (SCC), Preference Inversion, Dependence on
Order of Voting (DOV) see (Felsenthal et al. 2018; Nurmi 2012) for more information.

We designate the set of paradoxes by Pdxj,
where Pdxj ¼ jjj 2 Condorcet winner; ::DOV½ �f g.

6 http://www.whydomath.org/node/voting/impossible.html.
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3 GRECO (Group vote RECOmmendation)

Our goal is to provide a hybrid recommendation engine, using voting procedures
characterization for the content based approach. After also doing collaborative filtering
when the information will grow. As shown in the following Fig. 1 (Inspired by work
(Jannach et al. 2010)).

Currently, we have implemented voting procedures such as Borda, Condorcet,
plurality, Black and Copeland methods.

3.1 Characterization of Voting Procedures

Based on the characterization of voting procedures on the following work (Suitt et al.
2014, Nurmi 2012, Durand 2000, Konczak and Lang 2005, Felsenthal et al. 2018), and
taking into account that our system aims at a reduced work group environment, we
have established a matrix characteristic of the implemented procedures. For a small
group, we have established the following criteria: C1: Condorcet Winner Criterion, C2:
Absolute Majority Criterion, C3: Pareto Criterion, C4: Loser Criterion, C5: Partici-
pation Criterion, C6: Monotony Criterion, C7: Coherence Criterion.

Thus, we obtain the following characterization matrix (Table 1).

Fig. 1. GRECO recommendation logic

Table 1. Voting procedures characterization matrix: MP

Characteristic! Type C1 C2 C3 C4 C5 C6 C7

Procedures

Plurality RNC 1 2 0 2 0 0 0
Borda RNC 1 2 0 0 0 0 0
Condorcet RCC 1 0 0 0 1 0 1
Black RCC 0 0 0 0 1 0 1
Copeland RCC 0 0 0 0 1 0 1
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Considering the following scoring scale, 0: the criterion does not affect the voting
procedure, 1: the criterion affects the voting procedure and 2: the criterion has a
significant impact on the procedure.

3.2 Voting Procedures Scoring

In GRECO, as feedback, the facilitator has the possibility to assign or evaluate the
voting procedures used in a decision making process. They can use the following
ratings (Table 2).

We have the following scenarios for scoring the different voting procedures:

Scenarios 1: The facilitator may decide to apply a given procedure, i.e. manual
selection. This choice implies that the procedure is known and appreciated by the
facilitator. If the facilitator confirms his choice, the system assigns a ‘Good’ rating
to the chosen procedure. This mechanism allows the system to avoid the start-up
problem in issuing recommendations known as ‘Cold-Start’.
Scenario 2: The system can automatically propose to the facilitator a list of voting
procedures to be applied. If the facilitator confirms his choice, the system assigns a
‘Good’ rating to the chosen procedure.
Scenario 3: After a voting procedure has been applied in a given context, partic-
ipants in decision-making can address the group’s overall level of satisfaction to the
facilitator. This makes it possible to note the procedure used. This note is very
critical and important because it comes from the group of decision-makers.

The various facilitators’ notes make it possible to draw up an Mn matrix, containing
voting procedures scoring as shown in Table 3.

Table 2. Rating scale

Rating Poor Not enough Fair Satisfying Good Great

Note 0 1 2 3 4 5

Table 3. Mn, voting procedure scoring matrix

Procedure ! Facilitator Borda Condorcet Black Pluralit�e Copeland

Fac1 5 5 3
Fac2 3 5
Fac3 4
……

Facn 3 4
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3.3 GRECO’s Content-Based Implementation Algorithm

We used the Django framework to develop our solution. This framework is based on
python and closes libraries such as Pandas7, nump8, scipy9 which facilitate the
implementation of the various desired functionalities. The following algorithm explains
the draft of our content-based recommendation.

Algorithm
Data: : Voting procedures characterization matrix

: Voting procedures scoring matrix
Begin
1. build a user profile based on the voting procedures 
already used in past meetings using and
1.1-Center the score matrix to get 
1.2 Calculation of the coordinates for each charac-

teristic
2. search for the k voting procedure profiles most sim-
ilar to the user profile
2.1- Index each voting procedure by its characteris-

tics
2.2- Look for the k profiles of the voting procedures 

most similar to the user profile using the vector model 
(Cosine similarity10) 

End

3.4 Using Greco: Practical Test

An example will allow us to discover the current state of GREO. For example, a
committee of five (5) decision-makers wants to choose a place to celebrate the annual
board of directors. Three (3) hotels (Azalaï, Grand Mic asa, Radisson Blu) have been
proposed. The meeting used GRECO to determine the elected hotel according to the
table containing the preferences issued by the committee.

Table 4. Voters preferences

Nb DM! 2 2 1

Rank Radisson Blu Grand Micasa Radisson Blu
Azalaï Azalaï Grand Micasa
Grand Micasa Radisson Blu Azalaï

7 https://pandas.pydata.org/.
8 http://www.numpy.org/.
9 https://www.scipy.org/.
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The vote creation on GRECO is done in three essential steps:

Step 1: Vote creating (see Fig. 2).

a. All the basic information of the vote is provided: title, description, start and end
dates of the vote and status.

b. The different candidates from the list of alternatives proposed during the meeting
are added.

c. The voters who are participating in the meeting are designated and click on the
button “Create the vote”.

Step 2: Vote settings (See Fig. 3).

a. We continue with a summary of the voting data during the creation process.
(voting data).

Fig. 2. Vote creating
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b. The parameters for the recommendation are defined:
The type of procedure which is a list composed of three values (no matter,
Condorcet-Consistent and Not Condorcet-Consistent). This parameter allows
us to define the rank of similarity search for recommendation result. In this
example, we chose ‘Condorcet-Consistent’.
The parameter of choice methods takes two possible values (automatic or
manual) and allows to refine the result of our recommendation because the
similarity can give us a list of procedures corresponding to the user’s profile.
In this example we choose ‘Automatic’.

Step 3: choosing procedure to be applied:
This is the final step in creating the vote. It confirms the recommended proce-
dure by associating it with the vote being created. In this example the recom-
mendation suggested the Condorcet procedure. The “Finish” button allows you
to finalize the voting creation process.

Once the vote has been created, all voters can participate by making their pref-
erence list as shown in Table 4.
Finally, the Fig. 4 shows the voting result using the Condorcet procedure, and the
candidate hotel ‘Radisson Blu’ is the winner.

Fig. 3. Voting setting: recommendation parameters
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By clicking on the “voting procedure scoring” button, the facilitator can express
the level of satisfaction of participants in the decision-making process with the
voting procedure used by entering one note and a comment as shown in Fig. 5.

Fig. 4. Voting result

Fig. 5. Voting procedure scoring
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4 Conclusions

With the use of new technologies, the role of a facilitator is crucial in decision-making.
There are few tools that can recommend voting procedures in a decision-making
meeting. GRECO comes to fill one this rarity. At current state, Condorcet, Borda,
Black, plurality, Copeland voting procedures are implemented in GRECO.

We can conclude that the voting procedures the paradoxes and recommender
system operations, especially hybrid approach, allowed us to build our solution pro-
posal. As future work, we continued to improve the part of collaborative filtering that
requires usage information in the system.

We are planning additions to other methods to have a lot of possibilities at the time
of the recommendation. We recommend doing several tests to validate the results of
our recommendation system.

Our recommendation engine is based essentially on the relationships that exist
between the voting procedures and the mentioned paradoxes, some of which are cir-
cumstantial. In perceptive, we propose to do a study showing a ranking of the
importance of their influence in the voting results. This will make it possible to reduce
the number of variables in the similarity calculations thus making the recommendation
faster.
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Abstract. The generation of objectives is a crucial component of any decision-
making process. However, research has shown that Decision Makers, if unaided,
are considerably deficient in utilizing personal knowledge and values to form
objectives for the decisions they face. This paper discusses two real interven-
tions in which the author employed value-focused thinking devices to support
both private and public organizations in generating objectives within strategic
decision-making processes. The two projects deal with the challenging task of
defining a new regional transportation plan for 2050 in Italy and the design of a
novel selection process for a Foundation in Hungary that provides educational
opportunities for underprivileged children, respectively. The aim of this paper is
to share lessons learned from prescriptive interventions and discuss the impacts
of collaborative Behavioral Decision Analysis in challenging societal contexts.
The contribution provided by this study feeds the debate on boosting decision
making by highlighting how process boosts can improve subjects’ active
competences for better and more empowered strategic decisions.

Keywords: Collaborative decision making � Action research � Decision quality

1 Introduction

When we are confronted with a decision problem or opportunity, our ultimate desire is
to ovoid undesirable consequences and to achieve desirable ones [1]. However, if we
do not know or think about which desirable consequences we want to achieve, i.e. how
our destination should look like, we may not reach it, or we may not recognize it when
we get there [2].

Desires and values of decision makers are made explicit with objectives, usually
expressed by a verb and an object (e.g. minimize soil pollution, maximize safety,
minimize distance to the subway station, etc.). Generating a comprehensive list of
relevant objectives during the framing of a decision is thus a crucial step for decision
quality, as highlighted in the literature since the 18th century [e.g. 3, 4]. The main
purposes for which objectives are usually used are: clarifying why one cares about the
decision, stimulating the creation of better alternatives compared to the readily avail-
able ones, incorporating multiple stakeholders’ views, describing the consequences of
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alternatives, helping screen out proposed alternatives that are non-contenders, pro-
viding a basis for evaluating the alternatives that remain, and communicating the pros
and cons of the alternatives to relevant parties [5]. Defining objectives for the above
mentioned purposes has been shown to enhance understanding and interest in the
decision problem and increase commitment to act [5].

What we know from behavioral science is that when we have to think about
objectives for a specific decision we are facing, even with significant personal con-
sequences, we miss nearly half of the objectives that we will later acknowledge to be
relevant. More worryingly, omitted objectives are usually perceived to be as important
as those we are able to generate on our own. Decision Makers are thus considerably
deficient in utilizing personal knowledge and values to form objectives for the deci-
sions they face [6].

Two possible reasons may explain this impediment: not thinking broadly enough
about the range of relevant objectives, and not thinking deeply enough to articulate
every objective within the range that is considered [5]. Moreover, research on time-
relevant decisions and “temporal construal” shows that decision makers often focus
only on either the near future or distant future, to the exclusion of the other [e.g. 7]. As
a consequence, individuals usually identify either short-term or long-term objectives
due to an inherent inability to cross the mental boundary that separates these categories
of objectives. Fortunately, research on memory also suggests mechanisms that may
enable individuals to cross category boundaries during memory retrieval. For example,
the provision of category names can help to recall items subordinate to those categories
[e.g. 8].

This talk will discuss two real interventions in which the author used Value
Focused Thinking devices [9] to support both public and private organizations in the
generation of a comprehensive set of relevant objectives to be used in strategic
decision-making processes. The two projects deal with the challenging task of defining
a new transportation plan for 2050 for a Region in Italy, and the design of a novel
selection process for a Foundation in Hungary that provides educational opportunities
for underprivileged children, respectively.

The aim of the study is to share lessons learned from prescriptive interventions and
discuss the impacts of Behavioral Decision Analysis in challenging societal contexts.

The contribution provided by this study feeds the debate on boosting decision
making [10] by highlighting how process boosts can improve subjects’ active com-
petences for better and more empowered strategic decisions.

The reminder of the paper is organized as follows. Section 2 illustrates the
methodological approach employed in the interventions and describes prior work rel-
evant to the generation of objectives. Section 3 discusses the impacts from two
behavioral decision analysis interventions by providing for each of them the contex-
tualization of the decision environment and a discussion of the lessons learned. Finally,
Sect. 4 concludes the paper by summarizing key implications and envisioning future
directions of research.
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2 A Process Boost: Value Focused Thinking Devices

Whether one wishes to help a decision maker with clear qualitative thinking or with a
quantitative analysis, a key element in the initial divergent thinking phase of the
decision process consists in the identification of a comprehensive set of objectives.

Research has shown that consulting a “master list” of objectives provides useful
support for decision makers facing personal or professional decisions [e.g. 5, 6]. If such
a template does exist, it should be consulted, but only after the individual has inde-
pendently deliberated about his or her own objectives [5]. However, for most strategic
decisions, i.e. decisions that are important in terms of consequences and the precedent
they set, a “master list” of relevant objectives is unlikely to be available.

When such a template does not exist, the key to identifying decision objectives is
asking the right questions to the actors involved in the decision. Keeney [9] has
identified 10 categories of questions that can be asked to help identify decision
objectives (Table 1). These questions should be tailored to the problem and to the
individual being interviewed, the group being facilitated, or the survey being designed.
For example, the strategic objectives question might be posed to the senior decision
maker in an interview, while the consequences question may be posed to key stake-
holders in a facilitated group [11].

The reason for the selection of Value Focused Thinking devices [9] in this paper is
linked to the applicability of the technique to any decision, with or without the guid-
ance of a professional (e.g. facilitator or consultant).

Other prescriptive approaches to stimulate the generation of a more comprehensive
set of objectives have also been discussed in the literature. For example, Bond et al. [5]
tested the following three approaches for the generation of objectives: (i) the provision
of sample objectives, (ii) the organisation of objectives by category (i.e. means to
encourage the decision makers to think more broadly), and (iii) direct challenges to do
better, with or without a warning that important objectives are missing (i.e. means to
encourage decision makers to think more deeply). The use of category names and direct
challenges with a warning both led to improvements in the quantity as well as in the
quality of objectives generated [5]. Challenging individual with a specific level of
expected improvement (e.g. asking the decision maker to generate 3-6-9 more objec-
tives) lead to significant improvement in the number of objectives, consistently with
motivation theory, but individuals must first be convinced that their initial generation is
incomplete and motivate to make an additional effort [5]. Specific preselected alter-
natives may also be used as prompts to generate objectives [1]. In other cases, decision
makers may be asked to identify their fundamental objectives by reflecting on pre-
specified attributes [12]. Another interesting and well consolidated approach consists in
using cognitive mapping to support both the generation of objectives and a better
understanding of the decision at stake [e.g. 13–15]. Finally, promising insights for the
generation of objectives come also from the application of SWOT analysis [e.g. 16] and
stakeholders’ analysis [e.g. 17, 18].
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3 Impacts from Two Behavioral Decision Analysis
Interventions

This section presents two projects in which the author employed the value focused
thinking devices illustrated in Table 1. The two projects have been selected among the
recent interventions led by the author of this paper as they allow to compare and
discuss impacts of the objectives’ generation devices in two different contexts, i.e.
public policy making and private foundations, respectively.

For both interventions, the following paragraphs will provide the contextualization
of the decision environment as well as a discussion of the results and lessons learned
within the project.

Table 1. Techniques to use in identifying objectives [9, 11]

Category of questions Specific questions

1. A wish list What do you want? What do you value? What should you want?
What are you trying to achieve? If money was not an obstacle,
what would you do?

2. Alternatives What is a perfect alternative, a terrible alternative, some
reasonable alternative? What is good or bad about each?

3. Problems and
shortcomings

What is wrong or right with your organization or enterprise?
What needs fixing? What are the capability, product, or service
gaps that exist?

4. Consequences What has occurred that was good or bad? What might occur that
you care about? What are the potential risks you face? What are
the best or worst consequences that could occur? What could
cause these?

5. Goals, constraints and
guidelines

What are your aspirations? What limitations are placed upon you?
Are there any legal, organizational, technological, social or
political constraints?

6. Different perspectives What would your competitor or your constituency be concerned
about? At some time in the future, what would concern you?
What do your stakeholders want? What do your customers want?
What do your adversaries want?

7. Strategic objectives What are your ultimate or long-range objectives? What are your
values that are absolutely fundamental? What is your strategy to
achieve these objectives?

8. Generic objectives What objectives do you have for your customers, your
employees, your shareholders, yourself? What environmental,
social, economic, or health and safety objectives are important?

9. Structuring objectives Follow means-ends relationships: why is that objective important,
how can you achieve it? Use specification: what do you mean by
this objective?

10. Quantifying
objectives

How would you measure achievement of this objective? Why is
objective A three times as important as objective B?
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3.1 The Challenging Task of Defining a New Regional Transportation
Plan for 2050

Context of the Intervention. In 2014 a leading Region1 in Northern Italy asked the
SiTI research Institute2 in Turin to support them in the preparation of the new regional
transportation plan for 2050. SiTI (Higher Institute on Territorial Systems for Inno-
vation) is a non-profit association set up in 2002 between the Politecnico di Torino and
the Compagnia di San Paolo, to carry out research and training oriented towards
innovation and socio-economic growth. The Institute has extensive experience in
supporting public administrations and authorities at different levels, ranging from the
municipal to the national one, in the following sectors: logistics and transport, envi-
ronmental heritage and urban redevelopment, environmental protection, safety and
social housing.

The Region under analysis, i.e. the client in this project, had two key initial
questions:

(i) How can we be sure that the set of objectives we have in mind for the new
regional transportation plan for 2050 is a good one? In other words, how can we
be sure that we are not missing any relevant objective?

(ii) Given that we have limited financial resources and we want these objectives to
lead to a set of concrete actions for the territory, how can we understand what are
the most relevant objectives from which to start? In other words, how can we
generate agreement on the priorities of the plan?

A Regional Transportation Plan aims at providing the public administration with
suitable tools for facing citizens’ and enterprises new needs, in a logic of anticipation
and not emergency response. In particular, the plan should promote innovation in the
transportation system by ensuring effective governance across all dimensions of sus-
tainable development, i.e. economic, social and environmental.

As a consequence, the definition of a new regional transportation plan represents a
strategic decision making problem characterized by: long time horizons and therefore
high levels of uncertainty, the contemporary presence of multiple and conflicting
objectives, the need to take into account and involve multiple stakeholders and decision
makers, the generation of important consequences and the inherent irreversible allo-
cation of public resources, which calls for a transparent and accountable decision
making process.

To address the client’s requests, we developed a facilitated decision-making process
organized according to the following key phases: framing, structuring and eliciting, and
finally discussing the results. We organized a collaborative workshop for each key
phase in the process and invited two representatives for each sector of the regional
transportation authority, i.e. planning, info-mobility, rail networks and airports, road

1 The name of the Region cannot be disclosed due to a confidentiality agreement with the local
authority for this project.

2 www.siti.polito.it.
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access, road security, public transportation services, logistics and navigation, strategic
infrastructures (Fig. 1).

During the first full day workshop we supported the participants in using the value
focused thinking devices presented in Table 1 to generate a shared and comprehensive
list of relevant objectives for the new transportation plan. The results, presented in the
following section, became the input to the second workshop during which we used
Multi Criteria Decision Analysis tools (MCDA) [e.g. 13] to elicit preference infor-
mation from the involved experts on the relative importance of the considered objec-
tives. Finally, during the last full day workshop, results were fed back to the involved
experts for a final discussion on strategic actions to be developed for the effective
achievement of each objective.

Results. To understand the impact of the first stage of this intervention, it is helpful to
compare the client’s initial mental model with the new set of objectives generated after
using the devices presented in Table 1 and adapted to this specific decision-making
environment. The client’s initial view on the new regional transportation plan is
summarized in Table 2.

Fig. 1. Key moments during the first and third collaborative workshops

Table 2. The client’s initial view about the new transportation plan

2 guiding ideas Quality of life and economic development
4 strategic
objectives

Safety, accessibility, dynamic economic development, innovation

12 operational
objectives

Improvement of alternative transportation modes; availability of
information; emissions’ reduction; improving the quality of the local
transportation system; improving train network safety; generation of
positive territorial impact from big infrastructural projects; ensuring
territorial continuity for infrastructural projects; improving multi-modal
links in the network for both people and goods; developing
internalization policies for transportation costs; fostering the
development of enterprises in the transportation sector; improving
transparency in the use of resources; development of educational
activities
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Table 3 shows the result of the Value Focused Thinking collaborative work-
shop. Each participant independently developed a list of objectives for the decision, by
answering on his or her own the key questions presented during the workshop. Then
group discussion occurred. Similar objectives were grouped together, and duplicates
omitted.

Lessons Learned. From the comparison between Tables 2 and 3, we can notice two
important effects. First, the set of objectives has significantly expanded as a result of the
value focused thinking collaborative workshop (from 12 operational objectives in the
client’s initial mental model to 21 agreed objectives as a result of the process). Second,
the quality of the objectives has also improved as they became more specific (all
expressed with a verb and an object), less ambiguous and therefore also measurable.

Moreover, the results of the second workshop highlighted the strategic importance
of the following top ranked objectives: (i) “improving the efficacy of the transportation
system, satisfying the expectations of citizens”, (ii) “to plan an integrated transportation

Table 3. The new set of agreed objectives for the transportation plan for 2050

To decrease the number of accidents (safety)
To improve the security of people and goods
To promote car sharing for people mobility
To promote the use of the rail and water transportation systems for the transporta-
tion of goods
To improve the offer and the characteristics of car sharing
To promote the use of low impact transportation options (electric vehicles, hybrid 
systems, bicycles, …)
To improve the efficacy of the transportation system satisfying the expectations of 
citizens
To plan and implement accessibility actions for important transportation nodes
To guarantee clear, complete and accessible information
To guarantee reliable journey times both for goods and for people
To complete and enhance functional nodes and infrastructural and technological 
networks
To plan an integrated transportation system for people and goods
To decrease transportation costs
To decrease public contribution to local public transportation
To promote the development of logistic activities with added value
To develop services and infrastructures for a sustainable tourism
To promote the development of innovative technologies in the transportation field
To increase positive impacts on the territories crossed by strategic infrastructures
To minimize the use of soil for new infrastructures and logistic activities
To regenerate urban areas (emission reduction, congestion charging, etc.)
To promote bicycle and pedestrian mobility within urban areas
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system for people and goods”, (iii) “to promote the development of logistic activities
with added value” and (iv) “to promote the development of innovative technologies in
the transportation field”. Among these top ranked objectives, items i, iii, and iv were
not among the original objectives considered by the client in their initial view of the
future transportation plan. These results confirm that not only we miss objectives when
facing a decision unaided, but the objectives that are missed are also very important.

The feedback reported by the participants in the collaborative decision-making
process (Fig. 1) highlighted that the questions that were more effective in helping them
to identify key objectives were those about alternatives, problems and shortcomings,
goals, constraints and guidelines, strategic objectives, as well as the use of different
perspectives throughout the process.

The key impacts observed after this behavioral decision analysis intervention can be
summarized as follows:

(i) generation of a broader and more specific set of concrete actions associated to
the most important objectives compared to the set that would have been obtained
based on the client’s initial mental model;

(ii) consensus building among the participants in the process: having generated,
discussed and agreed together a shared list of relevant objectives for the new
transportation plan reduced the length of the subsequent phases in the process
compared to previous projects, as agreement on the objectives to be achieved
generated clarity and commitment for action;

(iii) capacity building: the organization has learned an approach that allows for a
versatile and case specific use, thus constituting a working tool for the public
administration that can be reused for any choice problem among competing
alternatives.

3.2 The Design of a Novel Selection Process for a Foundation in Hungary
that Provides Educational Opportunities for Underprivileged
Children

Context of the Intervention. This project develops a value-focused Decision Analysis
intervention designed and deployed to support the Csányi Foundation (Budapest,
Hungary) in selecting underprivileged children to enter the Foundation’s Educational
program.

The Csányi Foundation is a non-profit organization that was set up in Hungary to
help provide gifted children from disadvantaged backgrounds with the means to help
nurture and develop their talent.

Over the last few years the Foundation has developed and grown with the help of
prominent specialists and with the increasing financial support that has been given by
people in Hungary.

At present, the Foundation helps over 350 children and young people, 56 of whom
are already at university, with nine participants having completed the Foundation’s
career program. The goal is for every participant to have university qualifications, and
for one thousand children to be involved in the program. Mentors and teachers help
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children to develop their talents over a period of 12 to 14 years, starting from the fifth
year in elementary school. From 2017, 380 children and their families will receive
grants through the Career Program.

The core focus of the Foundation is its Talent Development Program. The primary
purpose of the program is to support children in achieving each milestone of their life,
by overcoming socio-economic disadvantages. Every child thus benefits from nine
months of lessons every year, tailored to their individualized plans, that include
mathematics, creative writing, information technology, foreign languages, drama and
self-awareness.

To achieve its mission, the foundation announces every year a tender for 15
applicants to enter the Foundation’s Educational program. Gifted children from
underprivileged backgrounds who are completing their fourth year in primary school
are eligible to apply to the program.

As the Foundation spends approximately 4700 USD/year/child (operating costs
excluded), a crucial objective of the organization is to minimize dropout rates. How-
ever, mentors have highlighted that a large number of children who were admitted into
the Foundation do not fit into the profile and the focus of the program for disparate
reasons. Consequently, more than 25% of the children quit the program too early.

After thoroughly examining these cases, the board of directors has concluded that
these problems are caused by the lack of an adequate selection process. The board also
acknowledged that the selection criteria are not entirely reflective of the objectives of
the Foundation and that the fundamental objectives have not been thoroughly
discussed.

The Foundation’s board thus set out the goal to improve the selection process for the
admissions season in May 20173.

The selection of underprivileged children for educational programs represents an
important decision-making problem as, if successful, it can help children to realize the
positive attitude and behavioral changes that will help them become happy, healthy,
and successful adults, thus contributing to decreased unemployment rates, improved
quality of life and better social integration. Currently, the Foundation relies on multiple
criteria for the selection of children to enter the program, such as the children’s socio-
economic status, cooperation skills and talents.

Moreover, the selection of underprivileged children to enter the Csányi Foundation
program is important to many stakeholders, including: the children and their families,
the founder, the donors, the local government and policy makers, charitable NGOs,
educational institutions, local community centers and other Foundations.

This decision-making problem is not only important but also more complex than
general personnel selection processes, as it is challenged by the need for increased
sensitivity and the presence of emotional factors that can increase subjectivity in the
process and disagreement among decision makers.

Results. Given the need to improve the children selection process by better identifying
the selection criteria that will allow the Foundation to meet its objectives and by

3 This project has been awarded the INFORMS Decision Analysis Practice Award 2017.

100 V. Ferretti



fostering consensus among the board members, this project developed a value focused
decision analysis intervention.

The first phase of the intervention thus consisted in using the list of devices and key
questions presented in Table 1 to help decision makers identify their objectives. In
particular, we developed face to face structured interviews with two board members,
i.e. the President of the Advisory Board and the Operational Director of the Founda-
tion. The list of questions presented in Table 1 has thus been adapted to fit the decision-
making problem under analysis (i.e. underprivileged children selection for educational
programs) and has been organized as a questionnaire to support the discussion with the
Board members.

Table 4 represents the result of the Value Focused Thinking stage. While some key
concerns and objectives were part of the initial mental model of the decision makers,
those objectives highlighted in grey in Table 4 represent the new objectives that were
identified after discussing the answers to the Value Focused Thinking questions. This
now comprehensive set of objectives became the input to a Multi Attribute Value
Theory model [22]. This model allowed the Foundation to evaluate the performance of
each candidate on all the considered objectives, to assess the relative importance of
each objective through sound elicitation protocols and to obtain an overall ranking of
suitable candidates to be welcomed in the Foundation activities from the year 2017.

Table 4. Results of the combined Value Focused Thinking and MCDA approach [19]

Key concerns Fundamental objectives identi-
fied

Weight

Id
en

tif
yi

ng
 th

e 
m

os
t s

ui
ta

bl
e 

ca
nd

id
at

es
 fo

r t
he
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n 
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Cognitive abili-
ties

Maximise mathematical abilities 14.04%
Maximise reading comprehension 15.60%

Socio-
economic 
background

Maximise level of underprivileged 
background

17.33%

Maximise level of support from 
the children’s family

13.86%

Social compe-
tences

Maximise communication skills 1.70%
Maximise empathy 6.93%
Maximise cooperative attitude 4.16%
Maximise leadership ability 2.23%
Maximise attention 0.90%
Maximise creativity 2.77%

Personality
Maximise open mindedness 4.85%

5.40%

Maximise emotional steadiness 6.07%
Mentors’ per-
ception

Maximise mentors’ approval 3.47%
Maximise mentors’ enthusiasm 0.70%

Maximise character’s positive 
features
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In particular, the weights shown in Table 4 were obtained through structured
interviews with both the President of the Advisory Board and the Operational Director
of the Foundation. In this structured interviews we used the bisection elicitation pro-
tocol [e.g. 17] to help the decision makers visualize the ranges of performance on each
objective and think about trade-offs among them.

Lessons Learned. As shown in Table 4, the solution proposed in this intervention
allowed to generate 40% more objectives with respect to the initial concerns that the
Decision Makers had in mind.

Moreover, the newly identified objectives concerning the “level of family support”,
“emotional steadiness”, “character” and “open-mindedness” were recognized as the 4th,
6th, 7th and 8th respectively most important objectives among the 15 identified ones.
These findings confirm again that, when confronted with important decisions, we fail to
think about nearly half of the relevant objectives that we later recognize as important and
that the objectives that are missed are indeed among the most relevant ones.

This intervention and its findings supported the selection process for the academic
year 2017/2018, when the Foundation opened applications in two cities in Hungary for a
total of 17 children. The feedback provided by the President of the Foundation Advisory
Board and the Foundation Operational Director highlighted that the questions that were
more effective in helping them to identify new objectives were the questions about
alternatives, about problems and shortcomings and about goals, constraints and guide-
lines. This last category of questions in particular was the one that allowed to identify the
new objective about the level of family support, which emerged as a crucial indicator.

The key impacts observed after this behavioral decision analysis intervention can be
summarized as follows:

(i) learning effect: the Foundation’s members indeed discovered new important
objectives for the program thanks to the combined value focused thinking and
MCDA intervention;

(ii) consensus building: the facilitated modelling approach employed in the inter-
vention allowed the board members to adopt an inclusive perspective throughout
the process and thus achieve consensus on both objectives to be achieved and
candidates to be selected;

(iii) innovation: after the intervention the Foundation board voted on the embedding of
the new tool in all subsequent selection processes and unanimously approved it;

(iv) reduced drop-out rates: after one year monitoring of the Foundation program, no
children have drop-out for the academic year 2017–2018.

4 Conclusions

Research has shown that failure to recognize relevant objectives could be viewed
alongside off-cited perceptual and cognitive biases [e.g. 20] as a fundamental cause of
decision shortcomings. Indeed, Bond et al. [6] suggest that choice models based on
dimensions an agent has reported to be important will frequently suffer from omitted
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variable bias, because the agent will have overlooked several factors of genuine
importance to the decision.

To the extent that contemplation of one’s objectives involves a substantial amount
of reasoned deliberation (alignment of personal values to attributes of the decision,
consideration of alternative outcomes, logical thinking etc.), narrow and shallow
thinking may be viewed as deficiencies in system 2 processing, and interventions
designed to counter these deficiencies may do so by stimulating the activity of this
system [5].

The results and lessons learned discussed in this paper confirm key findings from
the experimental literature on human limitations with respect to objectives’ generation
within decision making processes. However, this paper has an added value as it pro-
poses two field studies, with real decision makers within their decision-making envi-
ronment (public and private, respectively), as opposed to laboratory experiments.

The final key messages from this paper can be summarized as follows:

(i) Using the ten categories of value focused thinking devices allows to improve the
decision frame, which is probably the most crucial component of the whole
decision-making process. The different questions illustrated in Table 1 help
indeed to move from a usually narrow and vague frame of the decision to a
broader and more focused one. Both projects discussed in this paper showed that
the list of objectives generated as a result of the collaborative value focused
thinking approach leads to better quality alternatives.

(ii) Both projects also demonstrated that the ten categories of value focused thinking
devices (Table 1) are effective in engaging system 2 and help to avoid the omitted
variable bias. This seems an interesting finding compared to recent research on
debiasing techniques’ effectiveness for instance on overconfidence [21]. In a
series of experiments on debiasing overprecision Ferretti et al. [21] indeed showed
that think harder strategies (e.g. use of counterfactuals or hypothetical betting
questions) are less effective compared to automatic rules (i.e. automatic stretching
of the provided intervals). In both projects discussed in this paper the efficacy of
the value focused thinking devices was demonstrated both in terms of quantity of
objectives (roughly 40% more in both interventions) and quality of the same
objectives (with the newly generated objectives consistently being among the
most important ones).

Following from the previous consideration, an interesting direction for future
research may explore and compare the efficacy of different approaches to support the
generation of objectives, for instance stakeholders’ analysis, cognitive mapping,
SWOT analysis and value focused thinking devices.

In conclusion, this paper contributes to the debate on nudging versus boosting
approaches [e.g. 10] as it shows how a process boost (i.e. thought-provoking questions
based on the value focused thinking approach) can improve subjects’ active compe-
tences for better and more empowered strategic decisions, as well as generate new
versatile capabilities. For both projects the involved organizations provided indeed a
very positive feedback on the developed collaborative process and expressed com-
mitment for the embedding of the discovered approach in all future strategic decisions
of the organization.
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Abstract. The dual card storm which occurred ten more years ago is still fresh
in Taiwan’s memory. To improve the financial literacy of children, financial
education (FE) is mandated to include into primary school curriculum from
2011 in Taiwan. Research, addressing various issues of FE has appeared
recently, but far fewer focused on identifying critical success factors (CSFs) for
implementing FE. Therefore, this study is one of the first attempts to gain an
understanding of the CSFs in this issue. This research is firstly based on
financial literacy education discussed in relevant literature and conducts a two
round Delphi survey to identify the CSFs. And then, the study ranks the CSFs
using analytic hierarchy process (AHP) method. Our research reveals that, for
successfully implement FE, 14 CSFs are identified. Finally, the research gives
some discussion on the findings and, furthermore, presents two main theoretical
implications as well as contributes two main managerial implications.

Keywords: Financial education � Critical success factors � Delphi method �
Analytic hierarchy process

1 Introduction

Fueled by rising consumption among children and youth and changing perspectives on
the economic lives of children, there has been a groundswell of interest in financial
education aimed at young people (Greenspan 2005; Sherraden et al. 2011). However, the
low level of teen financial literacy has been documented by various surveys conducted by
Jump$tart and other organizations (Varcoe et al. 2005). These findings also hold true in
Taiwan. The dual card (i.e., credit card and cash card) storm occurred in 2006 is still fresh
in Taiwan’s memory. Even after large relief expenditures, a large number of card slaves
still bear the consequences of bad decisions in that year.One reasonwhy they became card
slaves is they were not financially literate—a factor that is causing great concern among
government officials and educators (Card International 2007).

Many experts and educators proposed that financial education will help prepare
young people to make sound financial decisions in an increasingly complex economic
environment (Hilgert et al. 2003; Lucey and Giannangelo 2006; Lusardi and Mitchell
2007; Sherraden et al. 2011). Thus, a consensus has emerged around the need to
expand financial education in the developed and developing world. In schools, if we
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can educate students about finance to benefit their future and the decisions they make,
then students will have a better understanding of how the real world work. In both
developing and developed economies, the awareness of the importance of FE has
gained momentum among policy makers leading notably to the development of an
increasing number of tailored national strategies for financial education in recent years
(Grifoni and Messy 2012).

When should FE start in the life of an individual? Some works (Boshara and
Emmons 2015; Drever et al. 2015) highlighted that the foundations of financial
knowledge are actually built during childhood. It have been showed that children are
able to handle basic economic concepts well (Roos et al. 2005; Chan and McNeal
2006; Leiser and Halachmi 2006; Otto et al. 2006; Bucciol and Piovesan 2011; Hos-
pido et al. 2015). These results supported the idea that young people should receive FE
very early in their lives.

Including FE into elementary school curricula seems like one possible way to
improve financial knowledge and has been an enormous step forward because pre-
vention seems to be the most effective measure (Opletalová 2015). Lusardi and Mitchell
(2014) pointed out that greater financial knowledge is also positively related to savvier
saving and investment decisions, more retirement planning, greater participation in the
stock market, and greater wealth accumulation. Younger students can learn financial
topics and that learning is associated with improved attitudes and behaviors which, if
sustained, may result in increased financial capability later in life (Batty et al. 2015).

In 2005, the Ministry of Education, Taiwan, initiated a program named as
“Financial Literacy Promotion Programme” to cultivate financial literacy for elemen-
tary school students. Since 2011, FE has been mandated to include into elementary
school curricula, in Taiwan. Based on past empirical studies, Taiwanese elementary
and junior high school teachers had the problems of insufficient financial knowledge
and few opportunities for on-the-job study and advancement (Deng et al. 2013). Thus,
based on reasonable inference, the performance of FE implementation in Taiwan is not
significant.

To enhance the effectiveness of the FE, the elements or factors that affect FE
successful implementation should be figured out. Thus education authority can make
more effort in higher priority factors to improve the performance. However, far fewer
research addressed this issue. In practice, it is hard to improve all influencing factors
simultaneously. A feasible method is to just focus on some most urgent and important
identified factors, and to implement them. Therefore, the concept of critical success
factors (CSFs) is adopted in this study. The objective of this study is to identify and
rank the CSFs for implementing FE in elementary schools, thus, the education
authority can just focus on the higher priority factors to greatly improve the effec-
tiveness and performance.

To achieve the objective, this paper proposes a hybrid approach integrating Delphi
method and analytic hierarchy process (AHP). Due to the absence of much useful
literature, the Delphi method is used to identify CSFs. Then AHP is employed to rank
the CSFs. There are two reasons we adopt the AHP technique. One, it is an easy-to-
understand mean to reach consensus in a group decision context, and it is worthwhile to
illustrate the application of this technique in a case study setting where one is con-
fronted with subjective decisions and feelings (van de Water and de Vries 2006). The
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other is it complements the weakness of score ranking in the Delphi method which does
not allow a participant to weigh the relative difference between item rankings (Couger
1988).

The rest of this paper is organized as follows. Section 2 presents a literature review;
Sect. 3 develops the research framework of this study; the results and discussion are
presented in Sect. 4; Conclusion and implications are provided in Sect. 5.

2 Literature Review

2.1 Financial Education

As early as 2005, the OECD Recommendation specially advised that “FE should start
at school. People should be educated about financial matters as early as possible in their
lives (OECD 2005). The OECD also defined the term FE as “FE is the process by
which financial consumers/investors improve their understanding of financial products
and concepts and, through information, instruction and/or objective advice, develop the
skills and confidence to become more aware of financial risks and opportunities, to
make informed choices, to know where to go for help, and to take other effective
actions to improve their financial well-being “(Lusardi and Mitchell 2007). (Hospido
et al. 2015) argued that two main reasons support this recommendation. One is younger
generations are likely to face ever-increasing complexity in financial products, services
and markets; the other is schools are well positioned to advance financial literacy
among all demographic groups and reduce financial literacy gaps and inequalities.

Many studies supported the idea that young people should receive FE very early in
their lives, a lot of works regarding programs focused on children (Gross et al. 2005;
Carlin and Robinson 2012; Becchetti et al. 2013; Romagnoli and Trifilidis 2013; Alan
and Ertac 2014; Batty et al. 2015; Lührmann et al. 2015; Migheli and Moscarola 2017)
as well as attitudes and behaviors of teen-agers involved in the programs. Otto et al.
(2005) found that children learn to manage money in a formal manner between the ages
of 9 and 12. For six years old children, they had not yet experienced the applicative
value of saving and had been saving money because their parents expected them to do
so. On the other hand, older children had already been saving their money for the sake
of saving and to avoid the temptation to spend it.

Some works (Schug 1987; Webley and de Nyhus 2006; Scheinholtz et al. 2011;
Batty et al. 2017) on children’s cognitive development and economic understanding
indicated not only that children can understand financial concepts at younger ages than
high school, but also that their understanding was well developed by age 12. Including
financial capability into elementary and secondary school education programs seems
like one possible way to prevent an unhealthy debt burden and to utilize and create
financial reserves.

2.2 CSFs

The term success factors was first discussed by Daniel (1961) and CSFs were intro-
duced by Rockart (1979) as a way to help senior executives define their information
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needs for the purpose of managing their organizations. Rockart (1979) defined CSFs as
“the limited number of areas in business, if they are satisfactory, will ensure successful
competitive performance for the organization”. Islam (2010) described CSFs as “fac-
tors that must be implemented in order to successfully address the challenge”. Meibodi
and Monavvarian (2010) viewed CSF as readily evident or sometimes as an invisible
set of activities that an organization must undertake in order to achieve its objectives.
Ab Talib et al. (2015) defined CSFs as few factors that are critical for the success of a
company and they must receive careful and constant attention from the managers. So
far, there are a variety of definitions of CSFs. Definition of CSFs does not only concern
a firm’s success but also a firm’s ability to overcome the challenges faced.

The original concept of CSFs was formulated as a consequence of revising Parteo’s
findings and stated that, for many events, roughly 80% of the effects come from 20% of
the causes. In case of CSFs it means, that there is no need to examine all CSFs but
rather to focus on 20% of them, because those are the factors that will in decisive
manner (80%) be responsible for a success or a failure of the enterprise.

Research, addressing various issues on FE has appeared recently, but far fewer
focused on identifying CSFs for implementing FE. Therefore, in this study literature
review along with experts’ opinions is used to identify CSFs for FE implementation. In
the absence of much useful literature on CSFs of this issue, this study first identify the
dimensions of CSFs from literature review and then adopts Delphi method to further
identify their respective CSFs that are jointly agreed by a panel of FE experts and
practitioners. The Delphi method was deemed to be the most appropriate method for
this study because it allows the gathering of subjective judgements which are mod-
erated through group consensus (Carson et al. 2001).

Through literature review, four dimensions: government policy, school and teacher,
family function, and social resources support, are identified and described as follows.

Dimension of Government Policy. One of the possible critical success factors for
implementing FE is government policy and action plan. A significant number of both
emerging and developed countries seek to improve financial inclusion through their
national strategy for FE (OECD 2015). Several national FE initiatives are under way,
many spearheaded by Federal agencies (Fox et al. 2005).

Dimension of School and Teacher. FE in elementary schools and teachers are
important to prepare children to deal with the complexities of today’s financial world
and promote financial literacy. Granville et al. (2009) pointed out that evaluations of
best practice in the provision of FE identify the following six critical factors: allocation
of curriculum time for FE, effective leadership and co-ordination from policy makers
and senior management within schools, teachers being confident in their knowledge
and ability, FE being engaging for students, teachers making effective use of the
materials and resources, and appropriate systems for monitoring pupil progress –

attainment of key learning outcomes. These findings showed that the importance of the
roles of school and teacher on FE.

Dimension of Family Function. When children were young, the family is a primary
socialization unit for them and serves as a filtering unit for information from the
outside. By the time children reach school, they had the foundations of their values,
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beliefs, attitudes, expectations, and motivations about money already established
(Schug 1987). But, children learn by observation, practice, and intentional teaching.
Many of their values, beliefs and attitudes about money were established in family
through observation and example (Danes 1994).

Dimension of Social Resources Support. A great number of public and private
entities engage in personal FE (Fox et al. 2005). Providers of FE programs from the
Fannie Mae report included (1) community organizations, (2) Cooperative Extension
Service, (3) businesses, (4) faith-based organizations, (5) community colleges, and
(6) the U.S. Military (Vitt 2001). Moreover, from the US to the 27 members of the EU,
governments, central banks and other primary financial institutions and authorities have
designed and implemented programs of financial literacy targeted to elementary and
secondary schools (Migheli and Moscarola 2017). Besides, the effort from social
resource such as cooperate, bank, community, etc., is necessary. This shows that
support from social resource support plays an important role.

Additionally, McCormick (2009) conducted a literature review on the current state
of youth FE and policy. Five key factors and promising practices for FE effectiveness
were summarized as follows.

• Youth FE must permeate the entire K-12 setting rather than wait until the middle or
high school years for introduction.

• It must demonstrate relevance to students in order to engage their motivation.
• Beyond teaching students to handle their cash, it must be designed to forge

understandings of the relationships among money, work, investments, credit, bill
payment, retirement planning, taxes, and so forth.

• Systemically, it must be mandated by state academic standards in order to gain
widespread implementation and time and resource commitments from teachers and
school systems.

• Teacher training and professional development opportunities are a necessary
corollary to successful program implementation.

3 Research Methodology

Our research is split into two stages. In the absence of much useful literature on CSFs
for a successful FE implementation, the first stage employed the Delphi method to
identify the CSFs. In the second stage, the AHP method was applied to rank the
identified CSFs and their dimensions from the experts’ point of view.

3.1 Delphi Method

The Delphi method is a pragmatic research method created in the 1950s by researchers
at the RAND Corporation for use in policy making, organizational decision making,
and to inform direct practices (Brady 2015). It is an opinion survey technique that
gathers information from experts’ opinions. Identifying and selecting CSFs from an
experts’ point of view can be performed using the Delphi method (Duncan 1995).
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The Delphi method in this study incorporates a group survey technique involving
an iterative multistage process that is widely applied in social sciences, information
system, information technology, and health fields (Hasson et al. 2000; Skulmoski et al.
2007), as well as in public policy design and implementation (Alder and Ziglio 1996),
education (Foth et al. 2016).

In this study, a Delphi panel composes of fourteen Taiwanese FE experts was
established. These experts include four scholars from university, one from Financial
Supervisory Commission (FSC), an independent government agency, two from private
institution practitioners, two from the Ministry of Education, two from the Ministry of
Finance, and three elementary school teachers who teach FE. Thus, the size of such a
Delphi panel is deemed suitably representative. The panelists have all been substan-
tially involved in the FE research or practices many years (at least five years). Alder
and Ziglio 1996) asserted that useful results can be obtained from small group of 10–15
experts. Beyond this number, further increases in understandings are small and not
worth the cost or the time spent in additional interview (Carson et al. 2001). Moreover,
this research assumes that experts’ opinion can be of significant value in situations
where knowledge or theory is incomplete, as in our case.

The Delphi survey in this study comprises two rounds. During the first round the
authors conducted face-to-face interviews with each panelist (and phone interviews in
some cases due to geographical constraints), and these varied in duration from one to
one-and-half hours. Rather than having an open-end question, the authors employed a
different approach from traditional Delphi methods by beginning with a list of
dimensions derived from comprehensive literature reviews. Having a prior theory has
advantages such as allowing the opening and probe questions to be more direct and
effective, and helping the researcher recognize when something important has been said
(Carson et al. 2001). However, it seems to be far few literature with respect to CSFs for
a successful FE implementation. At the beginning of the interviews it was explained
that the study focused on identifying the CSFs for implementing FE and that based on
preliminary literature review, there are four identified major dimensions. Also, the
panelist is asked to mention or write down any CSFs or other dimensions and then
further is probed questions would follow in order to gather more details on those
factors. The panelists were indeed encouraged to suggest any factors that they deemed
critical. After the interview, further clarifications (if any) were made by follow-up
phone calls and email communications.

In what follows, the suggested factors were recorded, clarified, and consolidated
them into a single list. The list contained four dimensions and 19 CSFs.

In the second round, the list was distributed among the participants to facilitate
comparison of the panel’s conceptual differences. However, none of them nominated
any additional factors of their own. In addition, the panel confirmed that the classifi-
cation of dimensions is appropriate. Also, based on feedback from panel members
some further minor changes were incorporated. For example, several factors are
grouped together because of the closed interrelationship. Finally, we obtain four
dimensions and obtain totally 14 CSFs (form original 19 CSFs) for implementing FE in
Taiwanese elementary schools as listed in Table 1.
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3.2 AHP Approach

AHP is well established methodology that was developed by Saaty in 1977. Saaty
(1980) defined AHP as a hierarchical decomposing decision method for a complex
multi-criteria decision problem. AHP is widely used to show the importance or weights
of the factors (Zahedi 1986). AHP is extensively used for solving different multi-
criteria decision making (MCDM) problems and is widely applied in the various fields
such as marketing (Chen and Wang 2010), technology transfer adoption (Lee et al.
2012), supply chain management (Govindan et al. 2014), technology transfer (Kumar
et al. 2015), energy technologies adoption (Luthra et al. 2015), supplier selection
problem (Dweiri et al. 2016), and education (Hsueh and Su 2016; Thanassoulis et al.
2017). Also, Anis and Islam (2015) conducted a literature review of the AHP applied in
higher-learning institutions.

AHP technique is simple, systematic, scientific, dependable, and user friendly at the
same time because of availability of suitable software (i.e., EXPERT CHOICE) to
calculate priority matrices from comparison matrices. A decision-maker should
determine the weights by conducting pair-wise comparisons between various criteria.
For these reasons, we propose the AHP to rank the identified CSFs. Chen and Wang
(2010) pointed out that the main procedures of AHP are: (1) determine the objective
and the attributes of evaluation; (2) develop hierarchical structure levels with goals,
contracture, criteria and the alternatives; (3) find out the importance of different attri-
butes with respect to the goals.

Table 1. CSFs for implementing FE

Level 1 dimension Level 2 critical factors

Government policy and
action

(A1) A holistic and coherent FE program
(A2) FE as an important national education policy
(A3) Provide sufficient funds for FE implementation
(A4) Create advisory and counseling teams
(A5) Establish FE resource centers

School teaching and
advocacy activities

(B1) Prepare FE teaching materials and aids
(B2) Teachers with financial professional knowledge and
good FE teaching strategy
(B3) Strengthen FE advocacy activities
(B4) Teachers recognize and earnestly implement FE

Family function (C1) Parent with good financial literacy
(C2) Help your child build right money concept and
consumption skills
(C3) Make good use of FE resources and good parent-child
interaction

Social resource support (D1) Encourage private enterprises and organizations to
support FE
(D2) Promote financial experts to provide guidance and
teaching advice
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A Hierarchic Framework. According to the AHP steps as above, the relevant liter-
ature on FE are firstly reviewed in Sect. 2, and then several CSFs were collated by
conducting a two-round Delphi surveys in Sect. 3.1. Finally, we obtain four dimen-
sions and totally 14 CSFs as listed in Table 1. Thus, these dimensions and CSFs had
considerable degree of content validity.

Pairwise Comparison Matrix. Further details for AHP process are as follows (Saaty
1990, 1994; Saaty and Vargas 2000; Chen and Wang 2010):

Step 1. Constructing a pair-wise comparison matrix with a scale of relative
importance. An attribute compared with itself is always attributed to value 1, so all
the main diagonal entries of the pair-wise comparison matrix are 1. Numbers 3, 5, 7,
and 9 mean moderate importance, strong importance, very important, and abso-
lutely important; and 2, 4, 6, and 8 for compromise between 3, 5, 7, 9.
Step 2. Finding the relative normalized weight (wj) of each attribute by calculating
the geometric mean (GM) of the ith row normalizes the geometric means of rows in
the comparison matrix. The geometric mean method of AHP is used to find out the
relative normalized weights of the attributes because of its simplicity and ease to
find out the maximum eigenvalue and reduce the inconsistency in judgments.
Step 3. Finding out the maximum eigenvalue kmax (Saaty 1994).
Step 4. Calculating the consistency index as equation CI ¼ ðkmax �mÞ=ðm� 1Þ.
Here, m denotes that the number of CSFs. The consistency in the judgments of
relative importance of attributes reflects the cognition of the analyst.
Step 5. Obtaining the random index (RI) for the number of attributes used in
decision-making.
Step 6. Calculating the consistency ratio CR = CI/RI. Usually, a CR of 0.1 or less is
considered as acceptable and reflects an informed judgment that could be attributed
to the knowledge of the analyst.

4 Results and Discussion

This research sent out 25 AHP questionnaires and all of the respondents (five form
university scholars, two from FSC, four from the Ministry of Finance, four from the
Ministry of Education, ten from first line staffs and teachers in elementary schools)
have been involved with the field FE over 5 years.

4.1 Results

According to the data from the questionnaire, we figured out the weight of each item by
EXPERT CHOICE 2000. After computing, we found that nearly all replies to the
questionnaire reached a consistency ratio (i.e. CR = 0.0054) of less than 0.1, hence the
decision maker’s pair-wise comparison matrices are acceptable. The overall weight of
the dimensions and CSFs, and its ranking is shown in Table 2. As the results in Table 2
show, the ranking of the weights of the dimensions is: family function (0.470), school
teaching and advocacy activities (0.225), government policy and action (0.217), and
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social resource support (0.088). These results manifest the most influential dimension is
family function, and the least influential one is social resource support.

On the other hand, there are 14 CSFs are shown as Table 2. The top ten factors and
their weights of global ranking are: (C1) “parents with good financial literacy”
(0.2747), (C2) “help your child build right money concept and consumption skills”
(0.1405), (B4) “teachers recognize and earnestly implement FE” (0.1405), (B2)
“teachers with financial professional knowledge and good FE teaching strategy”
(0.0745), (A2) “FE as an important national education policy” (0.0741), (A1) “a
holistic and coherent FE guideline” (0.0632), (C3) “make good use of FE resources and
good parent-child interaction” (0.0548), (D1) “facilitate private enterprises and orga-
nizations to support FE” (0.0536), (A3) “provide sufficient funds for FE implemen-
tation” (0.0415) and (B1) “prepare FE teaching materials and aids” (0.0345). These
results indicate that the factors are fully distributed over all dimensions, and this
distribution is more in accordance with dimensions ranking results.

Table 2. The AHP weight and ranking of dimension and critical success factor

Dimension Weight Ranking CSFs Weight
(global)

Ranking
(local)

Ranking
(global)

Government
policy and
action

0.217 3 A1. A holistic and coherent
FE guideline

0.0632 2 6

A2. FE as an important
national education policy

0.0741 1 5

A3. Provide sufficient funds
for FE implementation

0.0415 3 9

A4. Create advisory and
counseling teams

0.0174 5 14

A5. Establish FE resource
centers

0.0209 4 12

School
teaching and
advocacy
activities

0.225 2 B1. Prepare FE teaching
materials and aids

0.0345 3 10

B2. Teachers with financial
professional knowledge and
good FE teaching strategy

0.0745 2 4

B3. Strengthen FE
advocacy activities

0.0176 4 13

B4. Teachers recognize and
earnestly implement FE

0.0980 1 3

Family
function

0.470 1 C1. Parent with good
financial literacy

0.2747 1 1

C2. Help your child build
right money concept and
consumption skills

0.1405 2 2

C3. Make good use of FE
resources and good parent-
child interaction

0.0548 3 7

(continued)
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4.2 Discussion

From global ranking shown in Table 2, some findings are described as follows.

1. Parents play a key role in FE implementation and are the first teachers in child’s
growth and development process. The top two CSFs are located in dimension of
family function, with a total percentage of 41.5%, far larger than other CSFs. This
result indicates that the government should give more focus on dimension
(C) “family function”, especially on critical factors of (C1) “parents with good
financial literacy” and (C2) “help their children build right money concept and
consumption skills”. Parents with good financial literacy can lead by example and
teach their children right money concept and build good parent-child interaction,
and then the children become a model of their next generation.

2. In school teaching and advocacy activities dimension, there are two CSFs in the
third and fourth rankings. It shows that the first-line teachers are also important
influencers in child’s growth and development process. Teachers with good
financial profession knowledge and with good teaching strategy who recognize and
earnestly implement FE will enable FE be more effective in elementary schools.

3. The last three least influential CSFs are (A5) “establish a FE resource center”, (B3)
“strengthen FE advocacy activities”, and (A4) “create advisory and counseling
teams”. These three CSFs with global weight values less than 0.03 are relatively
less important.

However, the last three factors also cannot be neglected. Factor (A5) “establish a
FE resource centers” can develop FE resources and tools to provide the first line
educators to improve the learning interest of the students of elementary schools. Factor
(B3) “strengthen FE advocacy activities” can establish an annual activity, for example,
financial literacy month. In this annual activity, various types of FE activities or
competitions can be held, and through these activities, it can really help teachers to
implant financial literacy into the students. Currently, FE is not yet included in the
formal curriculum in Taiwanese elementary school, the financial literacy education can
only be integrated into other curriculums, so a simple and holistic content of financial
literacy is difficult to provide.

As for factor (A4) “create advisory and counseling teams”, the team are created and
composed of members from government sectors such as the center bank of Taiwan, FSC,

Table 2. (continued)

Dimension Weight Ranking CSFs Weight
(global)

Ranking
(local)

Ranking
(global)

Social
resource
supporting
system

0.088 4 D1. Facilitate private
enterprises and
organizations to support FE

0.0536 1 8

D2. Promote financial
experts to provide guidance
and teaching advice

0.0343 2 11

C.I = 0.0049 < 0.1; C.R = 0.0054 < 0.1
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the Ministry of Finance, and the Ministry of Education. The objective of the teams are to
train the first line teachers as the seeds to help achieve successful FE implementation.

However, many other important issues such as human rights are obliged to be
integrated into elementary school curriculum. Although the education authority
believes that the normal subjects included these issues do not add too much burden to
the elementary school teachers, in reality, the result is the opposite. Too much burden
may reduce the willingness to recognize and earnestly implement FE.

5 Conclusions and Implications

Identifying and ranking the CSFs for successfully implementing FE is a complex issue.
This research has identified and ranked 14CSFs.Based on the identified theCSFs and their
priorities, the government sectors can strategically allocate resources to the higherCFSs so
as to improve the FE implementation performance. By using these priorities, government
sectors can also decide which CSFs they will focus on first, next, and then last.

After conducting a comprehensive review of relevant literature and a two-round
Delphi survey, four dimensions and 14 CSFs were identified. Thereafter, the study
ranked the weights of the CSFs using the AHP method. (C1) “parents with good
financial literacy”, (C2) “help your child build right money concept and consumption
skills”, (B4) “teachers recognize and earnestly implement FE”, (B2) “teachers with
financial professional knowledge and good FE teaching strategy”, and (A2) “FE as an
important national education policy” are found to be top five CSFs.

This research presents two main theoretical implications. First, it contributes to the
literature on the issue of identifying the CSFs influencing FE successful implementa-
tion. The obtained theoretical CSFs could be of potential value to future researchers in
FE. Second, this research contains an approach to identify and prioritize the ranking of
CSFs by a hybrid methodology combing the Delphi method and the AHP approach.
A theoretical framework is proposed.

Moreover, the research also contributes two main managerial implications. First,
based on the findings, the government strongly promote FE in elementary schools
while not neglecting the important role of family function. This means that children
learns good financial literacy, not only from schools but also more from their parents.
When a child grows up and becomes parent, he/she will also contribute to cultivate
good financial literacy for the next generation. Second, the obtained priorities help the
government and policy makers understand the relative importance of the CSFs. This is
helpful to establish their strategic plans as they may not have sufficient resources to
deal with all the factors simultaneously.
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Abstract. This paper considers the role of armed conflict, and attitudes to the
study of armed conflict, in an evaluation of international conflict resolution. Its
primary method is an investigation of the literature and consideration of analytical
approaches adopted by International Conflict Resolution Research. We demonstrate
that armed conflict is a major tool used by countries, with a high degree of effec-
tiveness. We adopt a primarily theoretical, realist approach to analysis of the field.
Our findings and conclusions are that the exclusion of armed conflict from the

analysis of international conflict resolution methods is not justified conceptually
and leads to a warped analysis of party behaviours in conflict situations. We
consider this as a substantial finding, which questions long-standing assump-
tions in the field. Our conclusions could have dramatic practical implications, in
the form of changed approaches to analysis of conflict resolution, with better
guidance to researchers and conflict resolution practitioners alike.

Keywords: International Conflict Resolution � Data mining � War and Peace

1 Introduction

Babbitt and Hampson (2011, p. 46) provide a description and critique of the field of
International Conflict Resolution (ICR).

“Theory and research,” they argue, “are drawn not only from political science but also from social
psychology, sociology, economics and law… IR [sic] scholars perceive a bias among Conflict
Resolution scholars and practitioners towards peaceful methods of dispute settlement and reso-
lution, one that deliberately and self-consciously eschews the use of force and violence.”

The critique argues that there are inherent biases affecting conflict resolution
practitioners and theoreticians in their approach to this field. As a result, they suggest
that the field of International Conflict Resolution research may, by reasons of ideology,
philosophy or background familiarity, be substantially affected by unscientific and
inappropriate biases in research.

Babbitt and Hampson go on to posit that a more genuine analysis of International
Conflict Resolution should be as two interrelated fields of study and endeavour-
“conflict settlement” and “conflict transformation.” Thus the goal of “International
Conflict Resolution” in its entirety is to determine what processes and procedures are
most necessary to achieve a maximisation of peace through conflict prevention,
peacemaking through the most efficient and best methods of resolving current conflicts
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and the creation of stable political and legal structures so as to avoid the prospect of
conflict, in the form of war or violence, arising in future.

However, the achievement of “peace” and “conflict resolution” are not the same
thing. More importantly, “peacefully obtaining an outcome” and “resolving a conflict”
are very different things. The former places conditions on a method of achieving a
result. It rules out the prospect of war, armed conflict or, likely, the threat of such in
order to obtain a political or practical settlement, i.e. an outcome whether formalised
between the parties, or merely a detente.

If Conflict Resolution is to be seen as the combined fields of “conflict settlement” and
“conflict transformation”, as opposed to being akin to the much narrower “peace studies”,
(defined by Samaddara (2004) as merely “the study of peace and mechanisms to bring
about peace as an active pursuit”), due consideration should be given to all methods
actually or potentially utilised by states and other participants in international conflict
resolution to achieve resolution of disputes. It would appear inappropriate to predetermine
which methods are “legitimate” for the international community to use. This, however, is
the norm within the academic disciplines of International Conflict Resolution, Interna-
tional Dispute Resolution, Peace Studies and other interrelated fields, as outlined below.

Addressing this issue is complicated by the ongoing blurring of terminology used in
the consideration of conflicts, as reflected by a number of increasingly interrelated
disciplines. Literature associated with the determination and management of interna-
tional “quarrels” contains references to fields of studies and concepts including Inter-
national Conflict Resolution, International Dispute Resolution, International Conflict
Settlement and International Dispute Settlement, as well as “Peace Studies”, “Peace
Research”, “Conflict Management” and others.

As is apparent, there are few “neutral” words that are not already embraced by the
literature. The selection of “quarrel” is not to suggest a new term, but a generalized
reflection of disputes, conflicts, clashes, arguments, etc. Terminologically, “conflict” and
“dispute” are distinct ontological terms, the former indicating issues that are not nego-
tiable and the latter indicating “negotiable interests.” (Burton 1991, p. 62) “Settlement”
and “resolution” are also distinct, with the former, classically, referring to negotiated
outcomes, rather than “resolution”, which Burton defines to mean “outcomes of a conflict
situation that must satisfy the inherent needs of all.” Were these definitional distinctions
to be applied in practice, a number of distinct fields of study would exist within the matrix
of conflict-dispute and settlement-dispute dichotomies alone, as outlined below (Table 1).

Table 1. Field Definitions

Field Definitions- International “Conflict Settlement“,  “Conflict Resolu-
tion”, “Dispute Settlement” and ” “Dispute Resolution”

Settlement Resolution
Conflict Negotiated outcomes to disputes 

that are not negotiable
Achievement of outcomes that are 
generally satisfactory to all parties 
over issues that are non-negotiable

Dispute Negotiated Outcomes to negotia-
ble interests

Achievement of outcomes that are 
generally satisfactory to all parties 
over issues that are negotiable.
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Even a cursory analysis of the literature shows that these fields, if ever separate and
distinct, have functionally merged through the misuse of terminology. “International
Conflict Settlement” - the achievement of negotiated outcomes to disputes that are non-
negotiable should not be possible and hence the term should have no meaning. If
“conflicts’ are successfully negotiated, they should by definition have been considered
to have actually been “disputes”. However “conflict settlement” is a popularly used
term. Lieberfeld (1995, p. 201), Hannah (1968, p. 1) and Dixon (1994, p. 32) all
illustrate the sustained use of “conflict settlement” and its seeming interchangeability
with “conflict resolution”, “dispute resolution” and “dispute settlement” as descriptors
of issues between parties that may or may not be negotiated or negotiable. Hadzi-
Vidanovic (2010) describes the role of the court as “conflict manager” and a resolver of
international disputes. On this analysis, there is no functional differentiation between
International Conflict Resolution (“ICR”) and International Dispute Resolution
(“IDR”) and certainly no applied distinction between either of these terms and Inter-
national Conflict Settlement (“ICS”) or International Dispute Resolution (“IDR”).

On any construction of the above definitions, war and armed conflict are very much
on the outer, applicable only to an analysis, at most, of conflict. Even then, the role of
war in “determining” or “ending” conflicts or disputes would seem to be excluded by
definition. Rather, war would appear to be only a matter for consideration as a “con-
flict” in and of itself, rather than a method of “resolution”.

Accordingly, it is unsurprising that war and armed conflict are, very little analysed
in terms of their effectiveness in resolving conflicts within ICR. This is a deeply
troubling outcome given the frequency with which war, or the threat of armed conflict,
is actually used in international political negotiations and conflict resolution attempts.
War and armed conflict have become increasingly central to international political
affairs, with the Twentieth Century “the bloodiest epoch of all human civilization. The
barbarism that characterizes the past hundred years is greater than any that afflicted
earlier times” (Cheldelin et al. 2008, p. 9). ICR research does cover, at least to some
extent, other tools that are available to states to enforce resolutions or to pressure states
to behave in certain ways. One such tool is the application of sanctions. (Amley 1998,
p. 235) However, the study and consideration of the use of military force, or the threat
thereof, as tools in conflict resolution remains anathema across the field.

This paper aims to put the consideration of war into the proper context within
International Conflict Resolution. Firstly, we survey the current extent of “coverage”
offered by ICR, both of kinds of conflicts addressed and the methods of conflict
resolution or transformation generally studied within the field. Secondly, we consider
the role that military action and the threat of military action (generally termed “war”
within this paper for convenience), play in international conflicts and conceptually in
ICR. Thirdly, we consider the degree to which war or militarized action is, in fact,
efficiently used in international affairs. Finally, we consider the degree to which ICR, in
both its theoretical constructs and in statistical research, considers war.
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2 The Extent of the Use of Negotiation, Mediation,
Arbitration and Other Methodologies in International
Conflict Resolution

Each of negotiation, mediation and arbitation, in a variety of permutations, has been
widely used in conflict resolution (Lodder and Zeleznikow 2010). Bercovitch’s study of
modern conflict resolution in armed conflicts identifies more than 300 separate conflicts,
many containing more than 20 different attempts to resolve the conflict (Bercovitch
2004). However, different approaches and data codification approaches can lead to dif-
ferent criteria for consideration. Relative determinations of the numbers of attempts at
negotiation or mediation of conflicts are therefore somewhat difficult to achieve. More
than 150 cases have been referred to the International Court of Justice since its inception
in 1945 (International Court of Justice Advisory Opinions by Chronological Order 2014).

Since its establishment in 1997, the International Tribunal for the Law of the Sea has
heard 22 cases (International Tribunal for the Law of Sea, Cases, 2014)1. The Permanent
Court of Arbitration, established in 1899, has heard at least 40 state-state cases, as well as
many cases involving states and non-state actors2 (Permanent Court of Arbitration, Past
Cases 2014). Determining the actual extent of the use of methods of conflict resolution is
also a matter of extensive methodological dispute - defining what constitutes a mediation
or a negotiation, separating out each attempt and otherwise identifying matters that are
not necessarily in the public domain, can be extremely difficult.
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Fig. 1. Territorial change by method

1 See https://www.itlos.org/fileadmin/itlos/documents/cases/case_no.21/verbatims/ITLOS_PV14_C21_
2_Rev.1_E.pdf last accessed 12/07/2018.

2 Permanent Court of Arbitration, Past Cases, https://pca-cpa.org/en/cases/ last accessed 10/01/2018.
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Figure 1 illustrates the extent to which armed conflict, in some form, is involved
directly in territorial change events. Included in the above data are 122 acts of conquest
(Tir et al.1998, p. 89). From 1945 until 2008, 21 cases of conquest and 56 cases of
conflict were recorded as the basis for territorial change, a rate of 19%, which is
appreciably lower than the conflict rate since 1816 of 27%. As a result, it seems clear
that conflict accounts for a major mechanism in changes to geopolitics across the globe,
and over a sustained period of time.

Figure 2, drawn from the Correlates of War Militarised Incident Data (Ghosn et al.
2004) considers the various militarised and quasi-militarised occurrences in interstate
conflicts. Altogether, 3317 incidents were recorded in the period 1993–2010. Whilst it
is impossible to ascribe armed action as necessarily indicating an attempt to resolve a
dispute, as opposed to escalating a dispute, responsive efforts or action taken for other
purposes, the data records 730 threats of hostile action. Threats, coupled with actual use
of force or the creation of “facts on the ground”, accounted for more than 2,200 events.
On any measure, this is a substantial number of actions effecting international relations
and conflicts.

It therefore seems reasonable to suggest that ICR should concern itself significantly
with the operations of armed ICR, as well as with the impact that the potential
availability of force may have on the decision-making processes of participants in all
forms of ICR, even whilst engaged in ostensibly peaceful resolution.
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Fig. 2. Interstate conflict - mechanisms exercised, 1993–2010
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3 How Is War Studied Within International Conflict
Resolution?

Armed conflict plays a major role within ICR studies - as a substantial form of conflict
which is sought to be resolved without violence. Armed conflict is viewed by many
within the field as the worst form of conflict, occasioning a direct loss of human lives
(Sohn 1983). As such, a particular emphasis is placed by many practitioners on
resolving armed conflict, preventing the use of armed conflict and avoiding the esca-
lation of disputes to the use of violence.

The successful resolution of a conflict is often ascribed as the cessation of armed
hostilities, even if the underlying issues remain. As such, armed conflict, in a very real
sense, underpins the foundations of many negotiations over matters of significant
conflict. The capacity to initiate armed conflict is also, classically, one of the prime
differentiators of states from other non-state international actors. Whilst the avoidance
of armed conflict may not necessarily result in the overall preservation of human life,
the measure of success in ICR is often the elimination or reduction in directly attri-
butable deaths, regardless of other outcomes. This is highly questionable, both from the
perspective of being a realistic measure of the impact of a conflict, and in terms of
making progress towards the finalisation of a conflict (Stern and Druckman 2000, p. 4).

A review of works and journals on conflict resolution reveals little research into the
role and impact of armed conflict on international conflict resolution. By way of
illustration, principal texts, such as Merrills’ International Dispute Settlement (2011)
contains sections on negotiation, mediation, arbitration and international and regional
bodies’ role in dispute settlement, but no specific discussion of war or the use of
military power in resolving disputes. Its index contains no reference to war, armed
conflict, military, or similar terms. Similar outcomes exist in International Dispute
Settlement (O’Connell 2003), which canvasses a range of tribunals, political
manoeuvres and international frameworks. Bercovitch and Jackson (2009) also isolates
and considers major methods of dispute resolution from a political perspective.
However, there is next to no consideration of the realistic use of war or military force in
the resolution of or approaches to conflicts, other than to avoid it in all possible ways.
Surveys of major journals, including the Cardozo Journal of Conflict Resolution, The
International Journal of Peace Studies and the Journal of Peace Research also reveal no
relevant results.

A rare exception to this silence is the consideration of preventative war. Preven-
tative war, or armed conflict designed to reduce the prospect of future, more violent
armed conflict, has been the subject of some consideration. Armed conflict is con-
sidered as an undesirable outcome, with only greater intensity armed conflict (likely to
result in greater loss of life) considered more undesirable. Similarly, some consider-
ation has entered the field as to the broader desirability of avoiding or reducing conflict
by strengthening defensive measures so as to both reduce the benefit of war as a tool,
and so as to change parties’ bargaining positions. In this sense, an oblique recognition
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of the role of armed conflict in negotiation does arise. However, these represent slight,
almost tangential considerations in comparison to the centrality of armed conflict, and
the capacity for armed conflict, in interstate relations.

The dearth of research into war within the field of International Conflict Resolution
Studies is deeply surprising, given that there is a broad range of research into war, into
the relationship between war and politics and into belligerent foreign policies. The
tradition of studying war as a political tool extends back at least as far as Sun Tzu,
Machiavelli and von Clausewitz. This tradition, however, does not meaningfully
manifest itself in ICR. The Handbook of War Studies, offers a wide range of approaches
to the analysis and statistical study of war (Midlarsky 1989). However, even in this
book, war is considered in its own right, rather than as a tool for conflict resolution.

Singer (1989, pp. 12–14) explores the concept of war as a rational decision; as a
product of realpolitik, in which states acting in their own interests may choose to
employ armed conflict as a tool of policy. Doran (1989) explores the role of military
capability in foreign policy as part of the cycle of the rise and fall of nations (at p. 85),
but stops short of any consideration of how armed conflict itself is used in resolving
conflicts. Others, such as Withana (2008), offer a broader analysis of war, considering
the no law approach and the consequent use of force by states. She cites a line of
political and military thinkers who consider “the application of force as the “… most
effective contribution towards achieving the ends set by political policy…” She offers
further consideration of some of the limitations and impacts on the possible state
behaviours and methods of conflict resolution occasioned by military capabilities.
However, even this consideration avoids consideration of any actual role for armed
conflict in dispute resolution. We have found no substantive consideration of the role
played by armed conflict or the threat of armed conflict in international conflict reso-
lution. Other than the occasional tangential mention or reference linking the fields, a
broad gulf exists between studies and the understanding of armed conflict and its
integration into our understanding of international conflict resolution.

4 A New Framework for the Effectiveness of International
Conflict Resolution

Having reviewed the existing challenges and limitations of the consideration of armed
conflict within ICR, we propose the adoption of a new framework for the analysis of
the effectiveness of ICR attempts and methods. We hypothesize that the principal
challenge facing ICR, and the primary resistance to the proper analysis of force within
ICR activities, is the struggle to meaningfully answer the following question:

How should we evaluate the relative worth of different outcomes of a conflict?

To answer the questions requires an evaluation of what are basically the preferences
between a number of potential values, which can themselves be broadly characterised
as efficiency values, or subjective values. A partial list of factors might include:
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Efficiency Values Subjective Values

(1) Finality of the Resolution
(2) Speed of the Resolution
(3) Economic Cost of the Resolu-

tion
(4) Political cost of the Resolu-

tion
(5) Social Cost of the Resolution
(6) Probability of Recidivism 

Following Resolution

Prevention of escalation of the conflict 
to higher level

(1) The compliance of the resolu-
tion with international law

(2) The ‘“justice” of the outcome
(3) The adherence of the outcome 

to social or cultural norms
(4) Asymmetry in costs and bene-

fits to the parties 

The methods used in achieving the 
outcome

Even the Efficiency Values, which are potentially empirically measurable, are
inherently matters of preference. For instance, for business, the relative interest in
achieving finality may outweigh speed, or at least be of different importance to different
groups. The prospect of “peace in our time” may be attractive to some, whilst anathema
to others. Like an elderly neighbour not wishing to spend lavishly to fix a building’s
foundations and prevent a distant future collapse, the way that potential resolutions to
disputes can be evaluated requires us to make, and identify that we are making, a
choice.

The presentation and classification of these factors is, to our knowledge, novel,
though there are some suggestions within the International Correlates of War data that
suggest that others have considered research along these lines. For instance, the ICOW
territorial claims codes for a number of measures that could be used to determine
finality, such as whether the dispute reoccurs within three years, speed of the resolution
and the highest level of the dispute.

Thus far, ICR studies has generally made a fundamental assumption that one
subjective factor, the method used in achieving the resolution, should carry prime
importance. This is despite a lack of application of empirical evidence that shows that
outcomes that are achieved without war are necessarily better, at least insofar as the
effectiveness of the outcome is concerned. This is also despite the obvious reality that
many countries are willing to use force to achieve their goals, having determined that
the subjective value of the avoidance of war is overweighed by other interests.

We therefore suggest that the field of ICR should have a renewed emphasis on
consideration of which methods are most favourable to achieving each kind of out-
come, rather than on the presupposition of a particular evaluation of the relative worth
of each of the values. It may be possible to develop scales that weigh up a number of
efficiency values as well, though this in itself becomes a value judgement. We suggest,
though, that as a first stage, this will broaden the thinking of ICR and encourage a
better, more rigorous approach to considering how parties behave in ICR attempts,
based on a true evaluation of parties’ individual interests.
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ICR researchers already make use of a broad range of tools of study in their
research into each method of conflict resolution, and in the consideration of the vast
range of hybrid methodologies and systems that exist within these broad categories.
Principally, case-based analysis of both international dispute resolution attempts and
more broadly international negotiations has assumed a great deal of popularity
(Druckman 2005, p. 163). Case-based analysis is popular because of the uniqueness of
each international conflict, as well as the level of detail that is facilitated by this
approach.

International Conflict Resolution researchers now make use of statistical research
into conflicts. Statistics has assumed a lesser role than other techniques, because of a
number of factors. Firstly, given the long history of international disputes, determining
or implementing a single set of standards or range for inclusion within datasets is itself
potentially a matter of huge debate. Secondly, given the complexity of international
disputes and conflicts, there are significant concerns as to the relevance of summarily
codified data. Thirdly, philosophically, the statistical study of conflicts has not always
accorded well with many researchers, as outlined below.

However, in recent years, projects such as the International Correlates of War
dataset on armed conflicts, territorial conflicts and maritime boundary disputes, and
Bercovitch’s work on mediation and dispute resolution attempts, have become avail-
able to researchers. These build on a solid but sparse history of attempts to categori-
cally record and codify sets of disputes, going back to the 1960’s, and to analyse their
outcomes, with consequent potential for research Singer (1989, p. 2).

There has been little to no study focussed on selecting the most suitable conflict
resolution method for particular conflicts (Bercovitch and Jackson 2001, p. 59). For
example, territorial disputes between middle powers could be resolved in many cases
either by reference to international arbitral bodies, presupposing a treaty-based
mechanism for such a referral, by mediation, direct negotiation or through third-party
facilitation. Optimisation of conflict resolution, as well as each party’s interests, may be
best served by adopting both particular conflict resolution strategies (or non-resolution
strategies) as well as by agreeing to refer the matter to resolution through a particular
processes. A genuine and full understanding both of the factors within each method and
globally, which lead to success or failure, is the naturally desirable outcome in order to
achieve both the goals of conflict settlement and conflict transformation. This can only
truly happen, though, when the evaluation of the preferability of the outcome is sep-
arated from the evaluation of the efficiencies of the outcome i.e. for what conflicts is
this method suitable?

However, such developments represent a long-term vision for the field of ICR, and
are not an immediate prospect, given the state of the field. Research undertaken by
Bercovitch and Jackson (2009) indicates that states are likely to use methods based on
their availability, contextual factors, the complexity of the issue and the desirability to
parties of reaching a resolution altogether. As a result, parties rarely make a decision on
the basis of the most effective method in actually resolving the conflict, instead
adopting an ad-hoc approach to selecting a method to use. If there was real research
into the efficacy of different methods in achieving outcomes optimised to each effi-
ciency value, this might be radically changed.
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4.1 Illustration One: The Question of Compliance

An illustration of the relative valuation of different outcomes in ICR is the issue of
compliance - the enforcement, and enforceability of agreements reached through ICR
interventions. The entrance by parties into formal terms of resolution of a dispute does
little to change facts on the ground. The impact of an agreed resolution, or a nominally
binding ruling, on the actual power positions of the respective parties is largely legal
and political. Whilst some reputational damage is likely to result when parties refuse to
comply with their obligations, unless the ruling can be enforced, it is unlikely to have
any direct impact. International enforcement of awards is notoriously unpredictable.
The International Court of Justice, for instance, is dependent upon the United Nations
Security Council for the capacity to enforce any determination (United Nations Charter
Chapter XIV). However, ultimately, enforcement of international agreements requires
the means to do so. This is often a political question, rather than a process question, and
is therefore regularly avoided in the analysis of international dispute resolution, as
being beyond the scope of analysis.

For many ICR researchers and practitioners, the measure of success is the entrance
into an agreement, rather than subsequent adherence to the agreement. This is obvi-
ously a different valuation to that which other parties, such as business interests, may
adopt, for whom “facts on the ground” carry far more weight than formal international
instruments.

4.2 Illustration Two: Enforcement of Arbitration Outcomes

A range of methods of enforcement are available and are utilised by states in inter-
national disputes. Many methods are the product of international treaties, such as
punitive sanctions emergent from General Agreement on Tariffs and Trade (GATT)
and World Trade Organisation (WTO) processes.3 Other methods, such as a declaration
by a relevant court or tribunal, carry both legal weight and political consequences for
countries involved. Broadly speaking, though, such responses can be described as
framework responses and enforcement approaches - methods of seeking redress that
require either some degree of compliance by the wrongdoer, or continued adherence
with international law, norms and agreements. These responses, as well as other treaty-
based methods of enforcement or creation of international law such as injunctions,
referral to the International Court of Justice or even soft power or international political
disapproval, are next to useless if a country is consistently non-compliant, is insulated
or otherwise indifferent to the international protocols involved.

Pariah-states such as North Korea are arguably indifferent to international attitudes,
whilst other states, such as Russia, may prioritise particular national interests over the
impact of sanctions that might be applied. Unlike a normative judicial enforcement
process in municipal law, a country or countries seeking to enforce a decision must be

3 Understanding on Rules and Procedures Governing the Settlement of Disputes, World Trade
Organisation, see https://www.wto.org/english/tratop_e/dispu_e/disp_settlement_cbt_e/c1s2p1_e.
htm last accessed 10/03/2018.
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willing to face consequences themselves, such as reduced economic benefit, where
sanctions are used.

Stricter tools available to countries, in some circumstances, include economic
sanctions, embargoes, political sanctions and the application of soft-power. Depending
on the relative political, economic and geopolitical positions of the parties, some of
these methods can be highly effective.

For instance, the use of concerted embargoes on the sale of oil in the 1970’s was
highly effective at influencing Western nations to change their policies towards Israel.
On the other hand, the capacity or effectiveness with which states can attempt such
measures is connected with their own strength and political support. Sanctions often
require cooperation and in today’s global economy, are rarely effective without a broad
base or backing. Recent US-led sanctions on Iran are a powerful illustration of the
necessity to build broad coalitions amongst both states and political institutions so as to
effectively apply enforcement mechanisms or sanctions against other states.

Many states are also capable of taking direct action against other states, either as a
method of enforcement or as a method of establishing facts on the ground as a way of
resolving or transforming international conflicts. Armed conflict or war is amongst the
most basic methods of achieving this goal. For example, territorial disputes can be
resolved or altered by one state unilaterally claiming and garrisoning the disputed
territory. The establishment of a strong military position and the demonstrated will-
ingness to carry out further military actions has been a staple of foreign policy
throughout the modern era. The International Correlates of War Militarized Interstate
Disputes Database (Ghosn et al. 2004) records more than 1700 instances of military
action or formal threats of military action in the decade following the creation of United
Nations. In the period from 1816 to 1945, less than 800 such threats or actions are
recorded in the database, as having occurred. As such, armed conflict is inescapably
part of the modern international dispute resolution process, with hundreds of cases
occurring.

War is also used as a way of compelling countries to adopt internal policies in
adherence with those of other states. The NATO intervention in the Kosovo conflict
involved the enforcement of international norms and Security Council resolutions
through a campaign of applied state-based violence against the Serbian military and
economy, including the bombing of key facilities and even cultural and civilian targets
Amley (1998, p. 240). Conflict between the Russian Federation and its near-neighbours
in recent years has seen Russian troops used to resolve policy conflicts over the
independence aspirations of Russian speaking regions in both the former Soviet
republics Ukraine and Georgia.

Nations such as Syria and Iran have long-funded proxy-groups in attacks on Israel,
in an attempt to weaken the latter state, gain political hegemony in the region and to
bolster political and military positions in territorial negotiations. War and armed con-
flict can therefore be reasonably described as using widely available tools through
which states advance their policy goals, resolve conflicts, transform the on-the-ground
realities of conflicts, enforce compliance with agreements and even as a threat to
provoke concessions in negotiations between parties.

The threat of war, too, plays a major role in conflict resolution. As noted, escalating
numbers of threats of armed conflict have been made in communications between states
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since the creation of the United Nations. These, distinct from actual acts of violence,
indicate a willingness on the part of states to employ armed conflict on the one hand,
but also the potential for armed conflict as a stated alternative to a resolution. The threat
of armed conflict need not be explicit for it to influence negotiations. As such, the
influence of the potential for armed conflict on negotiations is potentially much larger
than the number of specifically noted instances indicates. During negotiations, states
can also make use of the potential for armed conflict in many ways. For example, the
use of military aid to states underpins much of American foreign policy and influence.
It also buys American influence and a seat at negotiating tables in a range of conflicts.
The commitment of military assistance in the event of a future conflict also underpins a
range of treaties on non-military matters, and helps ensure that political and economic
relationships are stabilised and secured. Equally, the promise to refrain from making
use of armed conflict, influences relationships and is a major tool in actually resolving
conflicts. Thus, both the use of armed conflict, and the absence of armed conflict,
influence negotiations and a wide range of efforts at conflict resolution.

It is also apparent that the enforceability of an arbitration outcome is of differing
importance to the various parties. For Australia, its ability to enforce its victory over
Japan in the Whaling Decision4 or to seek damages from Japan, is of far lesser sig-
nificance than the moral and political pressure that Australia is now able to exert. By
contrast, the principal interests of South American countries in arbitrating their border
disputes may well have been the achievement of enforceable and legally binding
outcomes, which may in turn have had economic and/or social consequences within
their borders.

5 Conclusion

International Conflict Resolution Studies incorporates a broad range of sub-fields and
draws from the expertise of a number of disciplines. The actual operation of Interna-
tional Conflict Resolution studies has focused almost exclusively on political and legal
methods of conflict resolution, primarily negotiation, mediation and arbitration.
However, amongst the most prevalent methods of conflict resolution actually employed
by states, and underpinning many negotiated or mediated International Conflict Res-
olution attempts, is armed conflict. International Conflict Resolution studies has
operated almost to the complete exclusion of the consideration of the effectiveness or
operation of armed conflict as a method of ICR. This has resulted in the development of
a limited understanding of both state motivations and negotiating strategies, as well as
developing a major lacuna in the understanding of international conflicts.

Ultimately, the goal of ICR must be to be able to fully optimise conflict resolution
by applying appropriate methodologies to appropriate conflicts. The goal of ICR as a
field of study must accordingly be to develop the knowledge and understanding to
enable practitioners to apply the best method and at the best time, depending on the

4 International Court of Justice Decision, Whaling in the Antarctic (Australia V. Japan: New Zealand
Intervening), Judgement 31 March 2014, viewed 1 April 2015 via http://www.icj-cij.org/docket/files/
148/18136.pdf last accessed 12/07/2018.
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relative valuation of outcomes and the probability of success. Whilst there is much
work to be performed to develop our understanding of each methodology, any serious
comparative analysis must include the full range of options which states may utilise if a
peaceful conflict management attempt is unsuccessful. To do otherwise is, ultimately,
likely to lead to inaccurate conclusions.

International Conflict Resolution studies can be both aspirational, in the sense that
it seeks to enable states to resolve conflicts efficiently and non-militarily, and rigorous,
in the sense that it can consider the actual operative nature of international conflict
resolution. Babbit and Hampson (2011) also note that:

Policy makers and CR practitioners still have a tendency to overlook or dismiss research
findings. In part, this is because of the inevitable differences in professional cultures between
academia and the so-called “real world.”

So long as sharp gaps remain in what International Conflict Resolution researchers
are willing to consider insofar as the actual realities that face practitioners, the use-
fulness of International Conflict Resolution research is likely to be severely limited.
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Abstract. In this paper, we investigate the effects of rational and irrational
conformity behavior on the evolution of cooperation in public goods game. In
general, conformist should also probably consider the difference of payoff
between himself and his neighbors. Therefore, we divide the players into two
categories: traditional payoff-driven players and secondly, rational conformists.
Rational conformists will only update their strategy according to the conformity-
driven rule when they get a higher payoff than their neighbors, whereas irrational
conformists’ updating rule is the opposite. Remarkably, we find that both rational
and irrational conformists enhance cooperation in the spatial public goods game.
However, the differences in intensity of this positive effect between rational and
irrational conformists are tremendous, and the latter promotes a higher level of
cooperation to reach a much higher level and extensive positive effect.

Keywords: Public goods game � Conformity behavior � Social dilemmas �
Cooperation

1 Introduction

Cooperation and defection are two key strategies usually existing at the heart of every
social dilemma [1–4]. In the areas of environmental resources or social benefits,
defectors usually reap benefits on the expense of cooperators. The “tragedy of the
commons” succinctly describes such a situation [5, 6]. In the last two decades, evo-
lutionary game theory [7, 8] has strongly developed into a powerful tool for modelling
a myriad of social dilemma phenomena characterized by evolutionary dynamics and
complex interaction patterns [9, 10]. And ample researchers have focused on the
identification of mechanisms that may lead to high cooperation.

Payoff maximization as a classic mechanism has been extensive studied in the past
[11–13]. The key assumption behind these researches have been that each player only
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aspires to maximizing its own payoff. It is not always the case in many real-life
situations. An individual tends to be follow the majority in behavior or opinion within
the interaction range and the conformity also plays an important role in the society [14].
Perc and Szolnoki designated a fraction of population as conformity-driven players
instead of payoff-driven players [15, 16]. The conformity-driven players adopt their
strategies simply according to the popularity of strategies among populations in their
research. They showed that an appropriate fraction of conformists will introduce an
effective surface tension around cooperative clusters and ensures smooth interfaces
between different strategy domains. Yang and Tian proposed a conformity-driven
reproductive ability in which the probability that an individual adopts a strategy both
depends on the payoff difference and the popularity of strategies [17]. They find that the
cooperation level can be enhanced by moderately increasing the teaching ability of the
neighbor with the majority strategy in the local community. Javarone and Antonioni
[18] studied the spatial public goods game in the presence of social influences con-
sidering both conformity-driven players and fitness-driven players. They find that
conformism drives the system towards ordered states, with a prevalence for cooperative
equilibria. Niu and Xu [19] set the rational conformity behavior by introducing the
mechanism that player will compare its payoff to his last time step payoff. If its payoff
at this time is worse than last time step then it will tend to adopt the most common
strategy of its neighbors. Yang and Huang [20] treat strategy-updating rule (payoff-
driven or conformity-driven) as an attribute of players and allow for the evolution of
the attribute and find that frequent alternations of the strategy-updating rule with
unbiased rule enhances cooperation.

Motivated by the previous work, we consider two different behaviors of con-
formists, in which the individual i adopts a randomly chosen neighbor j’s strategy with
the probability driven by conformity only after comparing their payoff at first. Not the
same as researches in [17] set all the players in the population has only one rule. Here,
we consider the payoff-driven rule, rational and irrational conformity-driven rules. It is
also worth noting that, the rational and irrational behaviors defined in this work is by
comparing the payoff of neighbors instead of their own payoff [19].

2 Model

Westudy evolutionary PGGs in a population ofNplayers distributed uniformly at random
on a square lattice with periodic boundary conditions. Each individual on site x is des-
ignated either as a cooperator ðsx ¼ CÞ or defector ðsx ¼ DÞwith equal probability. They
play the game with their k ¼ 4 neighbors and each of them belongs to G ¼ 5 different
communities. It means that an individual is the focal individual of aMoore neighborhood
and a member of the Moore neighborhood of its four nearest neighbors.

In a pairwise interaction, the cooperator contributes 1 to the public good while
defectors contribute nothing as the standard parametrization. The sum of all contri-
butions is multiplied by the synergetic factor R[ 1, and the resulting amount is shared
among the kþ 1 interacting individuals equally regardless of their strategies. Denoting
the number of cooperators and defectors among the k interaction partners by Nc and Nd

respectively, each cooperator or defector gets payoff in one group as follows
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Pc ¼ R Ncþ 1ð Þ= kþ 1ð Þ � 1; ð1Þ
Pd ¼ R Ncþ 1ð Þ= kþ 1ð Þ: ð2Þ

Obviously, total payoff pi of each player i is the sum of payoff got in five different
communities it belongs to.

We consider two types of strategy-updating rules. One is the traditional payoff-
driven rule and the other is the conformity-driven rule. The payoff-driven player i adopt
to the strategy of their randomly chosen neighbor j with the probability determined by
Fermi function [21]

Wsi sj ¼ 1= 1þ exp ðpi � pjÞ=K
� �� �

; ð3Þ

Where pi pj
� �

is the payoff of player i jð Þ and K quantifies the intensity of the noise
related to the strategy adaption. In the conformity-driven rule, we consider two different
behaviors of conformists. One is the rational conformist. The player i will compare its
payoff with the randomly chosen neighbor j. Nothing will happen and player i will stick
to its original strategy if pi � pj. On the contrary, player i will adopt the strategy of
player j according to the probability of conformity-driven rule. The second behavior is
the opposite of rational conformist and we set it as irrational conformist. The irrational
conformist will adopt the most common strategy among its neighbors only when its
payoff is better than its neighbor. It is worth pointing out that irrational conformist
doesn’t mean that the player is a stupid individual and it is just one kind of behavior. In
real-life situations, irrational conformist may get more payoff than rational individuals
at sometimes. The conformity-driven probability is described as [15]

WNsi�kh ¼ 1= 1þ exp Nsi � khð Þ=K½ �f g; ð4Þ

where Nsi is the number of players holding the strategy si in the neighbors of player
i and kh is one half of the degree of player i.

We simulate the model in accordance with the standard Monte Carlo simulation
procedure. In this work, we set N ¼ 4� 104, K ¼ 0:5. Initially, the cooperators and
defectors are randomly distributed among the population with equal probability.
Payoff-driven rule and conformity-driven rule are assigned to players with probabilities
of b and 1� b respectively. We note that each full Monte Carlo step (MCS) consists of
N elementary steps described below, which are repeated consecutively, thus making
sure each player has the opportunity to change its strategy once on average.

(1) Select one player x randomly, and select one of its neighbors y randomly;
(2) Each player x yð Þ plays the PGG with all its five different communities and then

calculate the total payoff px and py;
(3) Player x performs the strategy revision phase according to its attribute, i.e. payoff-

driven or conformity-driven (rational or irrational behavior).
(4) Repeat from (2) until N Monte Carlo steps elapsed.
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3 Results

First, we study the impact of the number of rational conformists among the population
on cooperation in the public goods game with different synergetic factor (R). In Fig. 1,
we plot the evolution of the fraction of cooperators ðqÞ as a function of MCS time for
several different values of b and R. One can see that, for small values of
R ði:e:; R ¼ 2; 3; 4Þ, the introduction of rational conformist has a little positive impact
on the cooperation during the evolution process and the intensity of the effect increases
with R increases. Especially, the system gets rid of all-Ds state with high fraction of
rational conformist ði:e:; b ¼ 0:8 and 1Þ when R increase to 4. It is worth noting that,

Fig. 1. The evolution of the cooperative frequency qð Þ with Monte Carlo time guided by the
behavior of different fraction of rational conformists bð Þ among the population. (a)–(d) depict
different synergetic effects of cooperation R ¼ 2; 3; 4; 5 respectively. b ¼ 0 (black solid line),
b ¼ 0:2 (red dashed line), b ¼ 0:4 (blue dotted line), b ¼ 0:6 (olive dash-dotted line), b ¼ 0:8
(magenta short-dashed) and b ¼ 1 (purple short-dotted line) are all considered with different
combinations of kh ¼ 2,N ¼ 4� 104, K ¼ 0:5. To improve accuracy, thefinal results are averaged
over 20 independent realizations, including the generation of random initial strategy distributions
and rational conformist distributions, for each set of parameter values. (Color figure online)
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this promotion loses its robustness and the system tends to be a high fraction of
cooperation after experiencing a valley value (i.e., MCS ¼ 10, q is smaller than 20%)
with the main effect of R as it increases to 5.

Then we depict the fraction of cooperators with the effect of irrational conformist
within 1000 MCS in Fig. 2 in order to further explore what kind of conformist can
boost the cooperation best. One can see that, the introduction of irrational conformist
has a significant role in promoting cooperation when R is not so big ði:e:; R ¼ 2; 3; 4Þ.
Figure 2(a), (b) show that q increases to 1 as b increase to 1 and the strength of positive
effect is proportional to the fraction of irrational conformist among the population. We
can also see that, for relatively small values of R ði:e:; R ¼ 2 and 3Þ, the positive effect

Fig. 2. The evolution of the cooperator frequency qð Þ with MCS considering the effect of
different fraction of irrational conformists bð Þ among the population. (a)–(d) depict different
synergetic effects of cooperation R ¼ 2; 3; 4; 5 respectively. b ¼ 0 (black solid line), b ¼ 0:2 (red
dashed line), b ¼ 0:4 (blue dotted line), b ¼ 0:6 (olive dash-dotted line), b ¼ 0:8 (magenta
short-dashed) and b ¼ 1 (purple short-dotted line) are all considered with different combinations
of kh ¼ 2, N ¼ 4� 104, K ¼ 0:5. Final results are averaged over 20 independent realizations,
including the generation of random initial strategy distributions and rational conformist
distributions, for each set of parameter values. (Colour figure online)
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of b is robust as the main key of enhancement of cooperation no matter how R changes.
However, for larger values of R ði:e:; R ¼ 4 and 5Þ, the positive role of b received the
suppression of R. The highest fraction of cooperation q ¼ 0:95 and 0:75 when R ¼ 4
and 5 respectively. Especially, the effect of irrational conformist on cooperation is quite
unstable and usually has a negative effect during the most period of evolution when
R ¼ 5. For example, the fraction of cooperation is q ¼ 0:23 and 0.49 at the end of 1000
MCS when b ¼ 1 and 0.8 respectively.

We depict the density of cooperator on varying the density of conformist bð Þ and
the synergy factor (R) in Fig. 3 in order to complete a clear understanding about the
effect of the fraction of irrational conformist on cooperative evolution. In general, it is
obvious that the irrational conformist has a positive effect on the cooperation when R is
small ði:e:; R � 4:40Þ. When we fix the value of R, cooperators become more and more
as b increases. For example, b ¼ 0, q ¼ 0; b ¼ 0:4, q ¼ 47:9%; b ¼ 0:8, q ¼ 94:5%,
and b ¼ 1, q ¼ 1 when we fix R ¼ 2:80. That is to say, the existence of irrational
conformist in the population enables the cooperators to survive, and a large value of b
could significantly promote cooperative behavior. When R is greater than 4.40, the
positive impact is disturbed. Especially, b ¼ 1 will no longer ensure all-Cs and disor-
dered phase occurs when R is around 5.

To intuitively understand why the conformist that can affect cooperation when R is
not so large ði:e:; R ¼ 2; 3 and 4Þ, we plot spatial strategy distributions as time evolves
for traditional payoff-driven rule, rational conformity-driven rule and irrational
conformity-driven rule from the top to the bottom respectively when R ¼ 2. From
Fig. 4(a1)–(a5), one can see that for the traditional payoff-driven rule, the defector
cluster continually expands while the cooperator cluster rapidly shrinks. Similar pattern

Fig. 3. Cooperation diagram on varying R and b in a population with N ¼ 4� 104, kh ¼ 2,
K ¼ 0:5, R is in the range 2 2:0; 5:0½ �, b is in the range 2 ½0:0; 1:0�. Results are averaged over
the last 3000 steps of 13000 MCS and have been computed using 21� 5 parameter values.
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we can see in Fig. 4(b1)–(b5) but the speed of demise will be slightly slowed with the
introduction of rational conformist (i.e., MCS = 15 and 30 for the all-Ds state for
traditional payoff-driven rule and rational conformity-driven rule respectively). How-
ever, the scenario is quite different in Fig. 4(c1)–(c5). Plenty of small cooperator
clusters have been preserved and scattered throughout the whole population, which is
very important for inhibiting the formation of defector cluster. In the end, the entire
system tends to be an all-Cs state.

4 Conclusions

In evolutionary game theory, players usually update their strategies according to dif-
ferent strategy-updating rules. The traditional payoff-driven rule as one of the most
popular rules has been widely studied in the last decades. Recently, more and more
researchers pay attention to the conformity-driven rule. In the previous work [10],
proper fraction of players following conformity-driven strategy-updating rule may
improve network reciprocity and enhance cooperation. In this work, to further explore
the impact of the conformist on cooperation, we have considered two kinds of behavior
of conformists. In particular, the rational conformists are those that to imitate the
strategy of the majority only when they got less payoff than their randomly chosen

Fig. 4. Characteristic snapshots of cooperation (red) and defection (yellow) strategies with the
effect of traditional payoff-driven rule, rational conformity-driven rule and irrational conformity-
driven rule from the top to the bottom. The low synergetic effect of cooperation R ¼ 2, as well as
all results are obtained for kh ¼ 2, N ¼ 4� 104, K ¼ 0:5. (Colour figure online)
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neighbor, while the irrational conformists are those that tend to imitate the strategy of
the majority when their payoff are higher than their randomly chosen neighbor’s. Here,
we highlight the prominent role of irrational conformist in the spatial public goods
game: it seems that rational and irrational conformist both enhance the cooperation
among spatial public goods game. Whereas the latter promotes the population to reach
a high level of cooperation and the positive effect is robust among a wide range of R.
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Abstract. Transboundary rivers are often polluted by multiple agents
located along the river. In this work, we attempt to investigate the impact
of pollution on bilateral river water trade. Specifically, we look at how
trade quantity and price are affected by pollution damages. The contri-
butions of the work are threefold. First, we propose a stylised two agent
model of a polluted which describes allocation decisions. Next, we char-
acterise the non-cooperative behaviour of this system of two agents. As
the final result of this article we derive the participation condition for
bilateral trade and an expression for the extent of trade which can thus
happen.

Keywords: Conflict management · River sharing problem ·
River pollution · Bilateral trade

1 Introduction

Scarcity of freshwater has become a major cause of concern in past few decades in
many parts of the world. In addition to scarcity, the problem of ill defined owner-
ship rights threatens the water security in many of the shared river basins across
the world. Increasing demand and overpopulation have triggered and accelerated
conflicts among the users. In light of these competing uses, the scope of interna-
tional watercourse agreements which was traditionally limited to navigation was
expanded to include allocation in the nineteenth century [15]. The Helsinki rules
of 1966 further expanded this scope to include water quality in order address
concerns of pollution due to increased economic activity. However, traditional
river sharing literature does not consider water quality when prescribing stable
allocations [4,19,21]. The objective of this article is to frame a mathematical
model for transboundary river water allocation which accommodates pollution
and examine the conditions for cooperation.

Riparian states which are located on a transboundary river rely on inter-
national watercourse principles in order to assign property rights. The most
commonly quoted principles are the Absolute Territorial Sovereignty (ATS) doc-
trine and the Unlimited Territorial Integrity (UTI) doctrine. The ATS doctrine
results in a non-cooperative allocation of the resource which is both unfair [19]
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D. C. Morais et al. (Eds.): GDN 2019, LNBIP 351, pp. 146–159, 2019.
https://doi.org/10.1007/978-3-030-21711-2_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21711-2_12&domain=pdf
https://doi.org/10.1007/978-3-030-21711-2_12


Effect of Pollution on Transboundary River Water Trade 147

and inefficient [2,14]. The UTI doctrine which allocates all of the upstream water
to a downstream country is not enforceable [6] and is infeasible if all the par-
ticipants subscribe to this sharing rule [4]. Over the years, several alternative
doctrines have been proposed as a middle ground between these two opposing
doctrines. The most popular doctrine of this kind is the principle of reasonable
and equitable utilisation which considers economical and hydrological factors to
strike a balance between ATS and UTI doctrines. The theory of reasonable and
equitable utilisation is based on the principle of limited territorial sovereignty.
The introduction of such limits ensure long term beneficial utilisation of the
river water without imposing significant harm to the other riparians. Unlike the
ATS based allocation which can be self enforced under non-cooperation, an allo-
cation in which water is transferred downstream requires non-water transfers
(either monetary transfers or linked issue transfers) in order to bring about sta-
bility [6]. In literature, both cooperative game theoretic methods and market
based methods are popular solution procedures used in the study of stable coop-
erative allocations in a transboundary river basin [11]. The cooperative game
theoretic models use international watercourse principles to propose methods
of sharing the benefits of cooperation. A popular sharing rule of this kind is
the downstream incremental solution which is the unique distribution that sat-
isfies the core lower bounds and aspirational upper bounds in a multi agent
setting with quasi linear utilities [4]. The amenability of this sharing rule for
single peaked utility functions were carried out by Ambec and Ehlers [3] who
concluded that the non-cooperative core is non-empty and consist of the down-
stream incremental allocation where as the cooperative core could be empty for
a river with three or more riparian states. Another sharing rule which is found
to be appealing is the upstream incremental distribution which remains robust
in the presence of reduced flows [2]. All these cooperative game theoretic mod-
els described ensure stability by prescribing an allocation of welfare which is in
the core of the transferable utility game. The market based methods approach
water as an economic commodity which can be transferred voluntarily between
riparian states by means of bilateral trade. Investigating the conditions for such
a bilateral trade in turn describes the conditions for a non-empty core. The price
at which the trade takes place dictates the welfare allocation vector. Some of the
early river sharing literature which used market based methods were restricted
to two agents [11,17]. Wang extended the bilateral trade mechanism to propose
a downstream bilateral distribution for a multi agent problem [21]. In addition to
the cooperative game theoretic solutions and market based solutions, there are
also solutions that does not rely on transferable utilities [7,19]. These methods
propose a “fair” allocation of water based on bankruptcy methods [7,20] or by
means of solution concepts like Shapley value [19]. In this work, we shall use a
market based method to allocate water in a polluted river.

Due to ill defined ownership, responsibilities over externalities are also a
cause of conflict in a transboundary river basin. The major externality that is
studied in literature is pollution. Though pollution have not be modelled together
with allocation, abatement of pollution and division of cleaning cost have been
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well discussed in river sharing literature. To divide clean up costs and decide
abatement, both cooperative game theoretic solutions derived from international
watercourse principles [9,10,16,18] and taxation based solutions for cooperation
[1,13] have been studied in river sharing literature. These studies assume that
allocation is not a decision which is affected by pollution. However, a negative
externality like pollution also influences allocation decisions [12]. We notice that
there exists a gap in the literature in terms of theoretical models that describe
the economic behaviour of agents who share a polluted river. In this work, we
consider the river water allocation decisions in the presence of pollutants and
thereby address this gap in literature.

The rest of this paper is organised as follows. In Sect. 2, we introduce the
two agent river sharing problem with problem under pollution externalities. Fol-
lowing that, in Sect. 3, we study the non-cooperative interaction. In Sect. 4, we
use a market based method to induce cooperation between two agents along the
river.

2 The Two Agent Model of a Polluted River

Consider a river system of two agents represented by the set N = {i, k} where
agent i is located upstream of agent k on a successive transboundary river1.
Both these agents i and k receive annual endowments amounting to si and sk

respectively. The amount of water consumed by these agents are given by xi

and xk respectively2. Upon consumption, the agents i and k generate benefits
which are represented by the benefit functions bi(xi) and bk(xk) respectively.
The following assumption characterises the benefit function.

Assumption 1 (Benefit function). The benefit function bj(xj) : R+ → R

for j ∈ N is non-negative function with a finite satiation point denoted
as x′

j. Also, bj( 0) Δ= 0 and b′
j(xj) → ∞ as xj → 0. The benefit func-

tion is increasing for all xj < x′
j

(
i.e., b′

j(xj) > 0
)
and it is decreasing for

all xj > x′
j

(
i. e., b′

j(xj) < 0
)
. The benefit function is strictly concave with

b′′
j (xj) < 0 ∀xj ∈ R+.

The above mathematical assumption regarding the benefit function points to
single peaked preferences for the agents. Models that consider quasi linear pref-
erences [4,5,21] are typically more common and easy to treat compared to single
peaked preferences [3]. Single peaked preferences are more realistic because it
imposes an upper bound on benefit and represent satiable agents.

In this model, we make the following assumption regarding endowments.

1 In order to focus our attention completely on pollution externality and its con-
sequences on allocation, we restrict our study to two agents and do not consider
complex river geographies. This approach simplifies our analysis and allows us to
avoid excessive notation.

2 The allocations xi and xk may be thought of as the net consumptions obtained after
accounting for the return flows.
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Assumption 2 (Upstream endowment). The upstream endowment is
greater than the agents satiation, i. e., si > x′

i.

The above assumption makes sure that there is a flow of si −xi amount of water
from agent i towards agent k. Such a non-zero flow is required for pollutant
transfer along the river, the analysis of which is the substance of this study. The
problem becomes uninteresting if the downstream agent k has enough availability
of water. Therefore, we assume scarcity at the downstream agent’s territory.

Assumption 3 (Downstream scarcity). The downstream agent faces
scarcity. The total available water for the downstream agent is lesser than its
satiation level.

The downstream scarcity assumption makes the problem into a river water allo-
cation problem. This assumption ignores a scenario where downstream agent
is satisfied with the quantity of water it gets but it still suffers from pollution
damage. Such a scenario reduces to a cost sharing problem. The river pollution
models [10,16] and pollution cost sharing models [9,18] are applicable under
such a problem context. In the current analysis, we focus on how to allocate
water under situations of conflict and cooperation among two riparian states in
presence of pollution damages and hence choose to ignore such a scenario. The
relevance of these above assumptions are further discussed in the next section
where the equilibrium analysis of the non-cooperative behaviour is carried out.

The return flows as well as other effluent discharges could contain pollutants
that cause welfare loss for the downstream agent. These pollutant effluents are
discharged into the river in agent i’s territory. The effect of pollution from agent
i is manifested in the form of certain costs borne by the downstream agent
k. If q(xi) represent the pollutant concentration expressed as a function of
the upstream agent’s consumption, the cost borne by agent k because of the
pollution is captured by means of a damage function Dk. If the concentration
of pollutant is q(xi) and dp is cost per unit of pollutant consumed, then the
amount of pollutant consumed upon extraction of xk water by the upstream is
q(xi) × xk. In this work, we assume that both flow and pollutant concentration
are accurately measurable and such a measurement is taken by agent k so as to
facilitate its decision making process.

Assumption 4 (Damage function). The damage cost is linearly proportional
to the amount of pollutant consumed. i. e., Dk = dp × q(xi) × xk.

The damage function can represent a loss of welfare for agent k because of
presence of pollutants. Alternatively, it may also be interpreted as the cost of
cleaning purifying the water to appropriate quality standards3.

Assumption 5 (Pollution concentration). The pollution concentration is a
positive real valued function of the flow si − xi and consequently the upstream

3 The assumption of linearity is taken for mathematical convenience as it allows for
an easier understanding of the dynamics of the strategic situation.
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consumption xi. For an increase in the value of flow (decrease in the value of
upstream consumption) the pollutant concentration goes down. Also, q(xi) at
xi = si is defined as zero. i. e., q( si) = 0. Also, we make an assumption that
the rate of change of concentration with change in upstream consumption is a
constant positive number(κ > 0). i .e.,

dq

dxi
= κ

Because of the assumption regarding pollution concentration, the pollutant
concentration function can be thought of having the following format.

q(xi) = κxi + q0

where q0 > 0 denotes the pollutant concentration at agent k’s territory when
agent i’s consumption is zero.

Assumption 6 (Strategic nature). Both agents are assumed to be rational
and intelligent. The endowment values are assumed to be common knowledge.
Moreover, the downstream agent has complete and perfect information regarding
pollutant concentration q(xi) and flow si − x′

i.

2.1 The Utility Function

The utility function for the upstream agent is constituted only by its benefit
function bi(xi) .

ui(xi) = bi(xi) (1)

In contrast, the utility function of the downstream agent k is affected by pollution
damages. The utility function of the downstream agent is given by Eq. 2.

uk(xk) = bk(xk) − dpq(xi) × xk (2)

2.2 Availability Constraint

The consumption of both players are constrained by their respective water avail-
abilities. For agent i, the water availability is same as its endowment. This is
represented below in constraint 3.

xi ≤ si (3)

For agent k, the available water is the sum total of the agent’s own endow-
ment and flow from the upstream agent i. This translates to the mathematical
expression 4.

xk ≤ sk + si − xi (4)

The benefits, endowments, cost, and concentration components put together
define a river sharing problem with pollution denoted by the 5-tuple
〈N, s, b, dp, q〉. Where, N is the set of agents, s the set of endowments, b the
set of benefits and q the pollution concentration function and dp the damage
cost per unit of pollutant consumed. A graphical representation of this stylized
model is given in Fig. 1.
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q(xi)

sk

xk

Agent i Agent k

Fig. 1. Stylized two agent model for sharing a polluted river

3 Non-cooperative Equilibrium Analysis

The non-cooperative allocation decisions in the transboundary river basin is best
representable using a sequential strategic interaction where agent i and k moves
(decides on consumption) according to their geographical precedence (i.e., Agent
i moves first and k follows). Such modelling of the strategic behaviour allows
us to reason why the upstream agent always has at least a weak advantage
in a transboundary river basin [19]. In addition, since agent k makes a fully
informed choice regarding allocation it has to observe the consumption choice
made by agent i. Since, the strategic interaction is sequential, we use the solution
concept of Subgame Perfect Equilibrium (SGPE) to describe the non-cooperative
behaviour of the two agent system.

Lemma 1. For the river sharing problem with pollution denoted by
〈N, s, b, dp, q〉, the consumption profile ( x̂i, x̂k) where

x̂i = min(x′
i, si)

x̂k = min

(
db−1

k

dxk
( dpκx̂i + dpq0) , sk + si − x̂i

)

is a SGPE for the river sharing problem

Proof. We solve this game using backward induction. Let the upstream agent’s
consumption be some xi. At this consumption, the pollutant concentration
observed at the downstream agent is q(xi) . A flow of water si − xi flows along
the river towards agent i.

Maximize uk(xk) = bk(xk) − dpq(xi)xk (5)
Subject to, xk ≤ sk + si − xi (6)

Note that this utility function is single peaked with a maximizer x̄k which is
characterised below using the first order condition for optimality.

b′
k( x̄k) = dpq(xi)
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This means that, of all non-negative values of xk, x̄k would yield the highest
utility to the downstream agent k if it were a feasible value. The feasibility of x̄k

depends on the availability of water (Eq. 6). i. e., if x̄k ≤ sk + si − xi, then the
optimal decision of agent k which is denoted as x̂k is equal to x̄k. If however,
x̄k > sk + si − xi, the increasing nature of the utility function until the point x̄k

ensures that uk( sk +si −xi) > uk(xk) ∀xk < sk +si −xi. These two arguments
are put together in Eq. 7 to describe the optimal decision of agent k given a
consumption choice of xi by agent i.

x̂k = min( x̄k, sk + si − xi) (7)

The decision of agent k is conditional on the decision taken by agent i. The
decision of agent i is not conditional on that taken by agent k. The decision
problem of agent i is given below.

Maximize ui(xi) = bi(xi) (8)
Subject to, xi ≤ si (9)

A similar set of arguments as the ones made for agent k can be made for agent
i as well and the optimal consumption can be described by Eq. 10

x̂i = min(x′
i, si) (10)

If q( x̂i) may be denoted as q̂ = κx̂i + q0 then a substitution can be made in
Eq. 7 to get the equilibrium consumption level of agent k. Note that, pollution
q(xi) = 0 if x̂i = x′

i.

x̂k = min

(
db−1

k

dxk
( dpκx̂i + dpq0) , sk + si − x̂i

)
(11)

These consumption values in Eqs. 10 and 11 are obtained through backward
induction and they induce a Nash equilibrium in each subgame of the sequential
strategic interaction. This consumption profile is a Nash equilibrium which is
thus sequentially rational and by definition is a Subgame Perfect Equilibrium
(SGPE). 	


Our assumptions regarding upstream endowment and downstream scarcity
facilitates us to focus on only those cases where the upstream is satiated with
x̂i = x′

i and where a non-zero stock of pollutants flows downstream q0 > 0.
The downstream scarcity assumes that the endowments are such that there is
some non-zero demand for water at agent k. This means the SGPE consumption
( x̂i, x̂k) = (x′

i, sk + si − x′
i) . In the later parts of this analysis, we assume this

to be the non-cooperative consumption profile.

4 Cooperation in the Transboundary Basin

The non-cooperative consumption profile need not be efficient. Sharing of water
is hence required to achieve efficiency in the basin. The inside options in a river
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sharing problem that can guarantee efficient solutions can be explored by trading
water between agents along the river. Any such cooperative attempt can be bro-
ken down into a set of bilateral trades. Moreover, under a condition described in
our problem setting where initial property rights are defined and transaction cost
are negligible, then trade can bring about an efficient outcome [8]. In out prob-
lem setting, the initial property rights are defined asper the ATS doctrine which
is naturally enforced under non-cooperation in a river. This non-cooperative
equilibrium is unfair [19] and inefficient but it allocates the pollution cost to
one agent. Under this problem setting which models two agents, the transaction
costs can be assumed as zero. Wang [21] analyzes the cooperative behaviour of
agents as the cumulative effect of bilateral trades which occur between consec-
utive agents. Under the assumptions of Wang’s [21] model, trade occurs when
downstream marginal benefits exceed the upstream marginal benefit. The trade
stops under the equilibrium condition when the marginal benefits of both agents
are equal. Similar dynamics can be observed in other market based methods
[11,17].

A limitation of these studies is that the scope of cooperation is restricted to
allocation decisions alone. Cooperation in a setting such as the one described
in our study should also discuss how responsibilities over externalities in a river
basin can be allocated. Like certain water claims, transboundary responsibilities
have enforcement limitations. In the discussion on cooperation that follows, we
look at a market based solution for water allocation and study how behaviour
in the market is affected by the pollution variable and also look at how the
proposed market based solution distributes welfare.

4.1 Dilution

During cooperation in a setting as described in this problem, the water quality
at agent k which captured through the pollutant concentration, also changes as
a function of allocations. Before formally characterizing the market based inter-
action, we revisit the welfare maximization problem of agent k and inspect how
a change in allocation affects agent k’s welfare. It was assumed earlier that the
pollutant concentration observed in agent k’s territory was an increasing func-
tion of agent i’s consumption. So naturally a transfer of water in the downstream
direction is expected to bring down the pollution concentration. This change in
concentration of pollutants has its welfare implications also. These effects are
examined in later after proposition 1 is introduced.

Let’s say that after a transfer of xik amount of water in the downstream direc-
tion, the non-cooperative equilibrium consumption profile changes from ( x̂i, x̂k)
to some ( xi, xk) = ( x̂i − xik, x̂k + xik) . At this consumption profile, if a small
positive quantity of water Δx > 0 is transferred downstream, in return for which
a monetary transfer is made by agent k to agent i, the welfare of both the agents
change. The welfare of both agents during the market interaction is the sum of
welfare from consumption and transferable utility. If p is the price at which the
water Δx is traded, then the expressions for the welfare of the agents i and k
are given below.
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zi(xi − Δx) = bi(xi − Δx) +
∫ xik

0

p · dx + pΔx

zk(xk + Δx) = bk(xk + Δx) − dpq(xi − Δx) (xk + Δx) −
∫ xik

0

p · dx − pΔx

The condition under which both agents voluntarily agree to participate in such
a trade is characterised by proposition 1.

Proposition 1. At a consumption profile, (xi, xk) , if both agents engage in
trade over a very small positive quantity of water Δx > 0, then the following
should hold true for a price value p

b′
i(xi) ≤ p ≤ b′

k(xk) − dp [κ(xi − xk) − q0]

Proof. If agent k participates in trade, then its payoff from trade should exceed
that from a situation without trade.

bk(xk) − dpq(xi) ≤ bk(xk + Δx) − dpq(xi − Δx) (xk + Δx) − pΔx

On rearranging and simplifying

p ≤ bk(xk + Δx) − bk(xk)
Δx

− dpq(xi − Δx) + dp
(q(xi − Δx) − q(xi) ) xk

Δx

Applying the limit Δx → 0 we get

p ≤ b′
k(xk) − dpq(xi) + dp

dq

dxi
xk

p ≤ b′
k(xk) − dpq(xi) + dpκxk (12)

A similar argument can be made about agent i,

bi(xi) ≤ bi(xi − Δx) + pΔx

Rearranging and applying the limit, we get

p ≥ b′
i(xi) (13)

From 12 and 13 we get,

b′
i(xi) ≤ p ≤ b′

k(xk) − dpq(xi) + dκxk

b′
i(xi) ≤ p ≤ b′

k(xk) − dp [κ(xi − xk) + q0]

At a consumption profile (xi, xk) trade occurs only if, there exist a non-empty
set of price values which satisfies the above inequality. i. e., for trade

{p � b′
i(xi) ≤ p ≤ b′

k(xk) − dp [κ(xi − xk) + q0]} = φ
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The above proposition also identifies the term b′
k(xk) − dpq(xi) + dκxk as the

downstream agent’s marginal willingness to pay. It can be seen that there occurs
a cost reduction because of pollutant concentration change at the downstream
state. If there were no such change in concentration, the damage would have been
dpq(xi) . Due to the change in concentration, a reduction in costs (or savings)
occurs. This is represented by dκxk and in this work, this quantity is termed
as savings by dilution. As one can observe, this savings depends on sensitivity
of pollutant concentration to flow (which is represented through κ) and on the
current allocation of agent k. At a higher allocation level at the downstream agent
k, the agent k has a higher savings by dilution. The above proposition shows that
in addition to change in welfare because of allocation, the downstream agent’s
welfare changes through a change in pollutant concentration also. This welfare
change which depends on concentration change, rises with the amount of water
allocated with the downstream agent.

In the light of proposition 1, we propose the following corollary and hence
define an upper bound on the downstream’s sensitivity to pollution (which is
captured by dp).

Corollary 1. If the agents i and k were to initiate a trade process, the down-
stream agent’s per unit damage has to satisfy the following inequality

dp ≤ b′
k( sk + si − x′

i)
q0 − κ( si + sk − 2x′

i)

if q0 − κ( si + sk − 2x′
i) > 04

Proof. At a consumption profile ( x̂i, x̂k) = (x′
i, sk +si −x′

i) . For this consump-
tion profile, the proposition 1 translates to the following inequality.

0 ≤ b′
k( sk + si − x′

i) − dpq̂ + dpκ( sk + si − x′
i)

Upon rearranging these terms, we have

dp ≤ b′
k( sk + si − x′

i)
q̂ − κ( sk + si − x′

i)

Also, we know q̂ = κx′
i + q0. Substituting in the above equation, we get,

dp ≤ b′
k( sk + si − x′

i)
q0 − κ( si + sk − 2x′

i)

	

In the market based interaction, the trade will initiate only if the corollary 1

holds true. Trade will continue so far as proposition 1 holds true and trade ends
at an equilibrium point and x∗ amount of water is traded in the process. This
equilibrium point is characterised in Eq. 14. x∗ can be obtained by solving the
Eq. 14.

b′
i( x̂i − x∗) = b′

k( x̂k + x∗) − dp [κ( x̂i − x̂k − 2x∗) + q0] (14)

4 Had q0 − κ( si + sk − 2x′
i) < 0, then the inequality would be dp ≥ b′

k( sk+si−x′
i)

q0−κ( si+sk−2x′
i)

.
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Fig. 2. Price (pe) vs upstream consumption (x′
i)

4.2 Price of Water

The occurrence of trade a consumption profile (xi, xk) is characterised through
proposition 1. The validity of the proposition depends on the existence of a price
value p > 0 which satisfies

b′
i(xi) ≤ p ≤ b′

k(xk) − dpq(xi) + dκxk (15)

If a free market behaviour was in place, the most natural price value to pick
would be the equilibrium price which corresponds to the marginal welfare value
at the market equilibrium. It is given by pe,

pe = b′
i( x̂i − x∗) = b′

k( x̂k + x∗) − dp [κ( x̂i − x̂k − 2x∗) + q0]

5 Numerical Example

Consider a benefit functions of the type bj(xj) = Bjxj

(
1 + log

(
Aj

xj

))
where

j ∈ {i, k}. Consider the following values for the problem parameters

Ai = 1, Ak = 2, Bi = 1, Bk = 2

si = 1.2, sk = 0

dp = 0.5, κ = 0.5, q0 = 0.1

The non-cooperative consumption profile for ( x̂i, x̂k) = ( 1, 0.2) . At this con-
sumption level, b′

k( sk+si−x′
i)

q0−κ( si+sk−2x′
i)

= 2.3025 ≥ dp and therefore satisfies the corol-
lary 1. This means that both agents posses an incentive to participate in the
market mechanism. The traded quantity can be found by solving Eq. 14 and is
found to be x∗ = 0.4205. The equilibrium price in this context is found by using
Eq. 15 and is found to be pe = 0.5455.
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5.1 Computational Study: Upstream Consumption and Price

In this computational study, we fix all parameters except Ai which is varied
from 0.01 to 1 in steps of 0.01. At each of these values of Ai (which can also be
identified as the satiation point for agent i), the equilibrium price is computed.
The variation of equilibrium price with change in upstream consumption x̂i = x′

i

is shown in Fig. 2. It can be observed that the equilibrium price initially decreases
when consumption increases. This trend continues until the price reaches some
minimum level after which the price starts to rise.

This trend can be explained from the expression for the equilibrium price. The
equilibrium price pe = b′

k( x̂k +x∗) −dp [κ( x̂i − x̂k − 2x∗) + q0]. This expression
may be rearranged to get the following form

pe = b′
k( x̂k + x∗) − dp [κ(x′

i − x̂k) + q0] + 2dpκx∗

It may be seen that there are three terms in this expression. A marginal bene-
fit term b′

k( x̂k + x∗) , a damage term dp [κ(x′
i − x̂k) + q0] and a dilution term

2dpκx∗. All three of these terms are influenced by a change in x′
i. The marginal

benefit term increases with increase in x′
i. This variation may be seen in Fig. 3.

The damage term dp [κ(x′
i − x̂k) + q0] is negative for small values of x′

i as
(x′

i − x̂k) is negative. With an increase in x′
i the damage term also increases.

Owing to this, the net marginal benefit b′
k( x̂k + x∗) − dp [κ(x′

i − x̂k) + q0]
decreases with increase in x′

i. The change of net marginal benefit with x′
i is

depicted in Fig. 4. The dilution term 2dpκx∗ increases with x′
i. This increasing

trend is due to the fact that more room for trading is available as x′
i becomes

larger. The cumulative effect of the net marginal benefit and the dilution term
results in the cup shaped price curve. From this numerical example, it may be
seen that the price is high for high values of upstream satiation. This behaviour
is due to dilution. This leads one to believe that when the upstream agent is more
in need of water, the price from trade is expected to go up and the upstream
agent would consider trade a promising endeavour.
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Fig. 3. Variation of the marginal benefit term b′
k( x̂k + x∗) with x′

i
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k( x̂k +x∗) −dp [κ( x′

i − x̂k) + q0] with x′
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6 Conclusion

In this work, we attempted to theoretically study the impact of pollution on
river water allocation between riparian states during conflict and cooperation.
The cooperation is induced by means of a market mechanism. It was observed
that the amount of trade possible is limited by the pollution concentration in the
water. Since, a greater level of trade quantity is profitable for both the agents,
it is in their best interest for the agents to engage in abatement efforts to reduce
pollution damages.
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Abstract. The goal of this paper is to investigate how the cognitive style is
related to the expectations towards the support mechanisms offered in the
decision support system while analyzing the multiple criteria decision making
problem. We analyze the decision makers’ expectations regarding the forms of
representing the results by the system (e.g. rankings vs. ratings), as well as the
different ways in which they could declare their preferences (e.g. using numbers,
words or pictograms). The relationship between the cognitive style determined
by the Rational-Experiential Inventory and the decision makers declarations are
examined using the correspondence and cluster analysis and fraction tests. The
results to some extent confirm the postulates of the behavioral theory of decision
making that the rational decision makers prefer the preference mechanisms that
are more based on the numerical categories, oppositely to the experiential ones.
Unfortunately, there are no clear patterns of preferences for versatile or indif-
ferent decision makers. These results, however, do not so evidently correlate
with the final recommendations of decision aiding methods.

Keywords: Decision support system � Cognitive profile � Preference analysis �
Multiple criteria decision aiding

1 Introduction

In vast majority of real-life situations, making decisions requires a thorough and time-
consuming trade-off analysis of the performances of many alternatives with respect to
many and usually conflicting criteria. Therefore, a variety of multiple criteria decision
aiding (MCDA) methods are proposed to support decision maker (DM) in their deci-
sion analyses [11, 32]. Various MCDA methods differ in the philosophy of preference
elicitation, the aggregation algorithms they use, and the information their require from
DMs [30], which often makes it difficult to choose the one that will be suitable to
support DM in a particular decision making problem. Therefore, some researchers even
propose the guidelines for selecting an appropriate MCDA technique, depending on the
type and context of the decision making problem or the requirements imposed on the
process of the preference elicitation [13, 16, 27], to make sure that the preference
analyses and the final results will be sound and reliable.
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There are, however, some other factors, such as the behavioral ones, that may affect
the results the MCDA methods produce [21, 25]. Some of them are related to the
decision making skills and cognitive abilities of DMs, i.e. to the thinking/cognitive
style and the way of analyzing of the decision-making processes [8, 10]. DMs that
think fast and do not analyze the facts thoroughly are more prone to make some
information processing errors that result from using intuition and heuristics [12, 33].
Consequently, they may misuse the decision support tools and produce false conclu-
sions based on the recommendations provided by the decision support systems. Some
empirical results show the potential relationship between cognitive capabilities and the
decision making process and its results [7, 22]. Therefore, it seems vital to analyze,
what decision support mechanisms fit the thinking styles the best (i.e. do not require an
effort higher than the cognitive capabilities of DMs), and hence offer the facilitation
that increases the chances for more accurate preference elicitation and generate final
recommendations that are reflecting the intrinsic preferences of DMs best.

However, understanding the relationships between information processing style and
the preferable decision aiding tools may be biased by the perspective used in describing
the nature of style constructs themselves [10, 28]. Depending on which approach is
used, i.e. unitary (e.g. parallel-competitive) or dual (i.e. orthogonal, e.g. default-
interventionist) one, the conclusions on how the style affects the decision making
effects may be different. In the former approach, the conclusions may be formulated
based on the single index describing the single bipolar rationality-intuition dimension,
e.g. the highly rational DMs are perceived simultaneously as little intuitive. In the
second approach, both constructs form separate dimensions and hence the style is
perceived as a mix of various intensities of both constructs, e.g. DM can be considered
as both highly rational and intuitive.

Taking the above issues into account, the goal of this paper is twofold. First, we
aim at investigating how the cognitive style affects: (1) the DM’s expectations towards
the form of the support mechanisms offered in the decision support system while
analyzing the multiple criteria decision making problem, and (2) their actual selection
of the MCDA method as most useful in solving real-world decision making problems.
In particular, we analyze the DMs opinion regarding the most preferable and efficient
way of preference representation that can be offered in the support system in quanti-
tative or qualitative way; e.g. by means of numbers, linguistic terms, verbal descrip-
tions or pictograms, and confront these opinions with the final choice of the decision
support mechanisms that they recommend. Second, we wish to verify if the
dual/orthogonal approach for measuring the cognitive style allows for better (more
detail) description of the opinions and choices made by the DMs when evaluating the
MCDA techniques.

In our analyses we use the results of the experiment conducted in online survey
system (OSS). In the experiment, the decision making problem was predefined and
three selected MCDA methods were implemented to support DMs, namely: AHP,
SMART and TOPSIS [26]. Having completed the decision making phase, the
respondents evaluated the OSS itself as well as the methods and their interfaces and
provided the opinion regarding the most preferable, adequate and informative design of
decision support mechanism. To describe cognitive profile of the participants, the
Rational-Experiential Inventory (REI) test was used [17], which allows to identify two
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dimensions of such a profile: rationality and experientiality [8]. To identify the rela-
tionship between the cognitive style and the expectations regarding the most preferable
way of support the correspondence analysis was used, which maps the relationships
from multi-dimensional matrix into a two-dimensional space (using the aggregation
that keeps as much of original information as possible) and hence allows to analyze
them based on the notion of distances.

The rest of the paper is organized as follows. In the Sect. 2 the behavioral aspects
of decision support are discussed and research questions asked. In Sect. 3 we described
the experiment we had conducted, while in Sect. 4 the results are presented. We
summarize the results in Conclusions and answer the research questions.

2 Behavioral Factors and Decision Support

2.1 Investigating an Impact of Thinking Styles on Decision Process

There were early works of Simon, Kahneman and Tversky that paid attention to the
behavioral issues of decision making processes and the cognitive limitation of DMs
[29, 33]. The postulates of including some notions of behavioral analysis into the
process of verifying the effects of decision support and the usefulness of decision
aiding tools were and still are raised by the MCDM methodologists [21, 25, 34]. Some
experimental works show that various behavioral elements may affect the decision
making and decision support, among others the cognitive style of DMs, which is
defined as the consistent individual differences in preferred ways of organizing and
processing information and experience [24].

Green and Hughes [14] experimentally confirm the existence of interaction between
the cognitive style and the type of training, which affected the decision maker initial
use of a decision support system (DSS). The manager’s cognitive style was measured
by them by means of Myers-Briggs Type Indicator (MBTI) [3].

Engin and Vetschera [7] experimentally studied the relationship between the
cognitive style and decision quality when using tabular or graphical representations of
information. The error rate, which measured the discrepancy between a reference
ranking of alternatives and the one built by the DM, seemed to decrease when the
analytical orientation of DM’s increased for tabular representation, while it increased
for graphical one. Moreover, the effect of cognitive style was stronger for tables than
for graphical representation. To described an individual’s position they used compet-
itive analytic-intuitive scale measure by Cognitive Style Index [2].

Lu et al. [22] analyzed the effects of cognitive style (measured by means of MBTI)
and type of decision support model on the decision support acceptance. Three different
support models were considered: the fuzzy weighted-sum model, Saaty’s analytic
hierarchy process, and the linear weighted-sum model. They inconclusively observed,
that the cognitive style allowed to described the relationships among different accep-
tance measure only for one of these models (the fuzzy weighted-sum one), but not for
others.

Chakraborty et al. [5], on the other hand, examined the DMs’ acceptance of new
technology using Technology Acceptance Model [6]. They showed that cognitive style
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has significant direct effects on perceived usefulness, perceived ease of use, and sub-
jective norms, and both perceived usefulness and subjective norms affect actual tech-
nology usage. The individual’s cognitive style was measured by means on Kirton
Adaption–Innovation Inventory [4], which is an instrument for measuring the style on
an adaptor–innovator continuum.

All these works show that cognitive style can affect the decision making process
and results, however, the cognitive style itself can be differently perceived and inter-
preted. Thus, the question arises, what can be the simplest yet sufficiently informative
way of measuring the cognitive style.

2.2 Rational/Analytical and Experiential/Intuitive Thinking Modes

There is an extensive discussion among the psychologists on how to define the cog-
nitive style best. An approach based on the dual-processing distinction seems to be
most grounded among the researchers, and it stems from the early works in a field of
psychology and decision making [33, 36]. It makes a distinction between two thinking
modes: rational/analytical and experiential/intuitive ones. For the terminology issues
Stanovich simply calls them System 1 and System 2 [31], but we will use these terms
interchangeably.

Within the cognitive psychology literature, it has been suggested that rationality
and intuition are two coexisting information-processing systems, however there is lack
of consensus about the theoretical relation between them [2, 9]. As was pointed out
[35]: “models of individual differences in cognition differ as to whether intuition and
analysis are viewed as bipolar opposites or as two independent unipolar dimensions.
The distinction concerns whether one can be as follows: (i) either intuitive or analytical
or (ii) both intuitive and analytical in orientation. The first implies a negative relation
between the constructs, whereas the second implies no relation between intuition and
analysis”.

The cognitive style, that is an orthogonal mix of the rational and intuitive
approaches, can be determined by the Rational-Experiential Inventory (REI) [8]. This is
a psychometric test consisting of the series of questions regarding the way of thinking
and reasoning that the responder usually implements in their everyday life. However,
some experimental results indicate various problems with understanding a 40-item
original inventory [20]. Hence, some modifications of original REI test are proposed,
such as a shorten version of REI test that consists of 20 items, i.e. the REI-A test [23].

According to REI results and some aggregation principles, the DMs can be
assigned into one of four classes that differ in the combination of scores for rational and
experimental modes [1, 18]. Those highly rational and highly experiential (HRHE) are
called cognitively versatile, and are considered to have the skills to consider the
problems both in details and as a big picture, when required. DMs from class HRLE are
detail conscious (or rational) and have tendency to approach problem step by step in
systematic way, while in contrast those from the class LRHE are big picture conscious
(or experiential) use mostly intuition and are able to detect emergent issue ahead.
Finally, those from the LRLE class (non-discerning or indifferent) seems not to be
willing to engage their own cognitive resources in information processing (neither
analyze nor base on the intuition) but rather rely on the opinions of others.
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2.3 Research Questions

Taken into account all the issues raised in the previous two subsections some research
questions may be formulated. First, following the extensive discussion regarding the
competing approaches to the definition of the cognitive style [10] we would like to
answer the following question:

Q1: Does the orthogonal definition of the cognitive styles allow to define the
cognitive style classes that differ significantly in DMs’ most preferred ways of
preference representation and declaration (preference representation schema)?

Taking into account earlier studies an experiments (see e.g. [19]), the detail con-
scious DMs may be perceived as rational in bilateral perspective, and we may expect
that they prefer more quantitative ways of preference representations. Similarly, the
big-picture conscious ones can be called experimental in bilateral perspective and
hence they would probably prefer to operate with non-numerical representation of
preferences. We will try to confirm these two theses, but we are more interested in
finding:

Q2: What are the most preferred preference representation schemas by versatile or
indifferent DMs?

To answer Q1 and Q2 we will use the dataset from the decision making experiment,
in which the REI test was implemented. We will cluster the DMs into four groups as
defined in Sect. 2.2, and analyze the answers they gave in the post-task questionnaires
regarding: the way in which they wish to declare the preferences the most; and the most
preferable representation of the results of the decision making process and the evalu-
ation of alternatives. These are however, the self-reported general declarations and we
would like to confront them with the DMs’ final recommendations regarding the most
preferable decision support method, i.e. one of three different ones that they used in the
experiment. Therefore, we ask:

Q3: Do the cognitive style and the corresponding preference representation schema
correlate with the choice of the best decision aiding method?

This would allow us to check whether DMs are truly interested in using the
decision aiding tool that fits their cognitive capabilities the most, or they would rather
opt, for instance, for a method that is quick, less time-consuming or has a nicer user
interface.

3 Decision Making Experiment

To find the answers for the research questions posed in Sect. 2.2, we organized the
decision making experiment in OSS. In the experiment the hypothetical problem of
choosing a flat to rent was consisted for which five predefined alternatives were
defined, each describing the resolution levels for five evaluation criteria. Since the
participants were 413 students of four Polish universities, the problem was stylized to
their decision making context. Table 1 presents the full decision matrix of the problem
under consideration.
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The experiment consisted of several steps that were related to the process of
preference elicitation and decision support. At the beginning the respondents read the
case and set an individual ranking of alternatives using the holistic approach. Using the
boxes that visualized the alternatives and the drag-and-drop mechanism, they organized
the boxes in an order that were supposed to reflect their individual subjective prefer-
ences (no instruction about the references were given to the participants).

In the next steps the decision analysis was conducted, which started from elicitation
of criteria weights, where the participants used both AHP-based pair-wise mechanism
and linguistic evaluation. Unsatisfied with the results produced by these two methods,
they could also assign the weights directly themselves. Then the consequences of the
alternatives were evaluated using three implemented MCDA methods: AHP, SMART
and TOPSIS that differed in the preference elicitation schema. To each method the
corresponding user interface was designed that was supposed to fit the cognitive
requirements of the method itself. For AHP the sliders were used for each compared
pair with accompanying verbal description of evaluation set by the slider. For SMART
the tables were presented, which had to be filled by DMs directly with numbers
representing their preferences. Since TOPSIS evaluates the quantitative criteria auto-
matically using the notion of distances, there was a need for implementing a method for
evaluation of two qualitative criteria in our problem, namely no. of rooms and
equipment. Here, the DMs declared the preferences using pictograms, i.e. for each
option seven empty stars were assigned and DMs colored in yellow as many of them as
required to express the option performance. The screen-shots of the interface for each
of MCDA method are presented in Fig. 1.

Table 1. Decision matrix in OSS experiment

Alternative Rental
costs

No. of rooms Size Equipment Travel
time to
university

A 950
PLN

2 rooms (including
1 room with a
kitchenette)

35 m2 Fridge, washing
machine,
microwave

10–
12 min

B 1200
PLN

3 rooms (including
a living room with
a kitchenette)

54 m2 Fridge, washing
machine,
dishwasher,
wireless internet

30–
35 min

C 900
PLN

2 rooms + kitchen
(separate)

35 m2 Fridge, washing
machine, cable
internet

20–
25 min

D 700
PLN

1 room + kitchen 25 m2 Fridge, washing
machine, TV, cable
TV, cable internet

30–
35 min

E 950
PLN

1 room + kitchen 54 m2 Fridge, washing
machine, cable
internet

20–
25 min
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Finally, the rankings of alternatives obtained by means of these three MCDA
methods were presented to the respondents, including the scores they obtained and their
graphical representations (five stars rating for TOPSIS and SMART or colored circles
for AHP), as shown in Fig. 2.

In the series of post-decision making questionnaires the respondents had evaluated
the whole decision support process offered in OSS. They were asked to evaluate each
support method, their ease of use, interface, reliability etc. We also asked about their
opinion regarding some aspects related to the optimal design of the decision support
mechanism and software support, such as the way of representing the results,
describing the alternatives scores in final rankings, and best possible way of declaring
the preferences in the preference elicitation process.

Finally, the respondents filled the REI test, which allowed us to determine their
cognitive profiles and link them with their evaluation and expectations toward the
decision support. As our respondents were non-native English speakers, we were afraid
of misunderstanding problems related to some language nuances, hence in this study
we used a shorten version of REI test that consists of 20 items, i.e. the REI-A test.

AHP 

SMART 

TOPSIS 

Fig. 1. User interface used for preference declarations in each MCDM method (Color figure
online)

Fig. 2. Display of the results of MCDA process in OSS (Color figure online)
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Correspondence analysis was used to describe the relationships among the factors
under analysis [see e.g. 15].

4 Results

4.1 The Cognitive Styles and Cognitive Profiles

Confirmatory factor analysis with Varimax rotation with Kaiser normalization for the
REI test allowed to defined the decision-making profiles at the satisfactory level. The
Kaiser-Meyer-Olkin (KMO) measure (=0.852) confirms sample adequacy. The KMO
values for individual items between 0.791 and 0.887 are also satisfactory. Bartlett’s test
shows that correlations between questions were large enough to perform a factor
analysis [v2(190) = 2284.122; p < 0.001].

There is a strong (>0.99) and statistically significant (p < 0.01) correlation between
the factor loadings of the thinking styles and the corresponding average values of
answers for questions describing this style. Therefore, we used the average values from
questions 1–10 as the scalar measure of rational mode (R), and from questions 11–20 to
describe their experiential mode (E). These average values were used to classify the
respondents within each mode into two classes: L (less or equal to average) and H
(above the average). The combination of these two classes for two modes make four
different categories of cognitive profiles: Versatile (HRHE), Rational (HRLE), Expe-
riential (LRHE), and Indifferent (LRLE). The correlation coefficient between average
values of rational and experiential thinking modes is equal −0.054. This is a first
indicator that REI’s dimensionality should rather be expressed by two interacting but
independent (orthogonal) rational and experimental systems, not the unimodal one, and
suggests a positive answer for Q1.

4.2 Expectations Towards the Declaration of Preferences

First, we analyzed the respondent’s choices regarding the most preferred way of
defining their preferences in the preference elicitation process. The numbers and
fractions of choices are shown in Table 2 and visualized in Fig. 3a.

Taking into account the relatively low fractions in choosing the forms of preference
declarations other than three most frequently chosen classes we removed the latter form
the correspondence analysis to make the visualization more readable.

Table 2. Decision making profiles vs preferred forms of preference impartation (N = 413).

Declaration of preferences Indifferent Versatile Rational Experiential

Numerical 60 (56.1%) 54 (61.4%) 78 (69.6%) 62 (58.5%)
Pictorial 30 (28.0%) 29 (32.9%) 22 (19.6%) 34 (32.1%)
Verbal 17 (15.9%) 5 (5.7%) 8 (7.2%) 9 (8.5%)
In other way 0 (0%) 0 (0.0%) 4 (3.6%) 1 (0.9%)
Sum 107 (100%) 88 (100%) 112 (100%) 106 (100%)
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It seems that the Versatile and Experiential DMs are relatively close to each other
(fractions in Table 2 are quite similar), but far from Rational and Indifferent. Among all
the classes most DMs choose numerical, next pictorial and finally verbal description of
preferences. This is a dominant choice (69.6%) for DMs with Rational profile. How-
ever, Experiential and Versatile DMs are also quite frequently choosing pictorial way
of preference declaration, while the Indifferent ones choose the verbal declarations
most frequently than others.

The differences in fractions for Rational profile and two other classes with low
rationality index (Indifferent, Experiential) are significant (p < 0.072). The DMs with
higher rationality index (Rational and Versatile) differ significantly in the choice of
pictorial declarations (p < 0.017). Also, Indifferent and Experiential DMs differ sig-
nificantly (p < 0.05) in choosing the verbal declarations among themselves. This is
another premise to answer Q1 positively.

4.3 Expectation Towards the Representation of Final Results of Decision
Analysis

Next, we have analyzed the DMs’ expectations about the forms of the representation
of the results obtained in the decision analysis phase. The fractions of user’s
expectations regarding the cardinal quantitative representation of the results (ratings)
vs. ordinal representation by means of rankings only or other types of representations
are presented in Table 3 and visualized by means of correspondence analysis in
Fig. 3b.

a) Cognitive profiles vs forms of prefer-
ence declarations.

b) Cognitive profiles vs. forms of repre-
senting results by the system 

Fig. 3. Correspondence analysis for cognitive profiles in OSS (1)
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The respondents with high experiential index (HE: Versatile, Experiential) prefer
the results to be presented in a form of ranking only. Their fractions of choosing the
rankings (65.1% and 63.6% respectively) differ significantly from those determined for
DMs with low intuitive index (51.4% and 47.3%, respectively).

The respondents with low experiential index (LE: Indifferent or Rational) prefer
mostly the rating as the best way of representing the results of the decision analysis.
There is as much as 45.8% of Indifferent DMs and 50.0% of Rational who choose
rating, while only 34.1% of Versatile and 33.0% of Experiential do so.

The differences in choices between LE and HE are significant (p < 0.048), and this
is in fact the only situation in our study, where unimodal approach to the definition of
cognitive style could be used to describe the differences in sufficiently accurate way.

4.4 Expectations Towards the Representation of Offers’ Evaluation

We have also analyzed the responses of the DMs for more detailed question regarding
the most preferred representation of the alternatives evaluation in the final ranking.
Various combinations of representations suggested by the respondents were clustered
into three classes: pure numerical representation, non-numerical representation, or the
mixed one that joins the advantages of all three forms. In Table 4 the numbers of
respondents selecting each representation of alternatives’ evaluations are provided and
the results are visualized in Fig. 4a.

Table 3. Decision profiles classes vs forms of representing results by the system (N = 413).

Forms of representing the results of
decision analysis

Indifferent Versatile Rational Experiential

The rating of each alternatives 49
(45.8%)

30
(34.1%)

56
(50.0%)

35 (33.0%)

Ordering (ranking) alternatives 55
(51.4%)

56
(63.6%)

53
(47.3%)

69 (65.1%)

I need other information 3 (2.8%) 2 (2.3%) 3
(2.7%)

2 (1.9%)

Sum 107
(100%)

88
(100%)

112
(100%)

106 (100%)

Table 4. Preferred forms of presentation of alternatives evaluation in the final ranking
(N = 413).

Description of alternatives
in final ranking

Indifferent Versatile Rational Experiential

Only numerical 48 (44.8%) 37 (42.1%) 63 (56.2%) 48 (45.3%)
Mix with numerical 34 (31.8%) 34 (38.6%) 29 (25.9%) 34 (32.1%)
Non-numerical 25 (23.4%) 17 (19.3%) 20 (17.9%) 24 (22.6%)
Sum 107 (100%) 88 (100%) 112 (100%) 106 (100%)
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Here we see that Indifferent and Experiential profiles are relatively close to each
other (unlike to previous results), but far from Versatile and Rational. The DMs from all
the classes prefer most the numerical evaluation, then mixed one and the least – the non-
numerical representation of offers’ evaluation. Rational DMs are the only ones to prefer
numerical scores in majority (56.2%). The Versatile also like the numerical evaluations
of offers but combined with some alternative representations (verbal and/or pictorial),
while the DMs with low rationality index (Experiential, Indifferent) are more satisfied
with the non-numerical representation of offers’ values than DMs from other classes.

The differences in fraction of choices made by the Rational and Versatile DMs are
significant (p < 0.023) for numerical and mixed representations. They similarly fre-
quently choose non-numerical representation, but the fraction of such choices is rela-
tively low (<19.3%). It seems, however, that Indifferent and Rational profiles differ
significantly in choosing the numerical scores (p < 0.05).

4.5 Recommendation of MCDA Method

Finally, we have analyzed what are the recommendations towards using a specific
MCDA method by the DMs from different classes. This way we wished to confront the
DMs most preferred ways of handling the preferences with their real choices made as
the DSS users, who were offered the software implementations of particular MCDA
techniques. The results are presented in Table 5, and visualized in Fig. 4b.

a) Cognitive profiles vs forms of prefer-
ence declarations.

b) Cognitive profiles vs. recommended 
method 

Fig. 4. Correspondence analysis for cognitive profiles in OSS (2)

Table 5. Recommended methods (N = 413).

Recommended method Indifferent Versatile Rational Experiential

AHP 35 (32.7%) 23 (26.2%) 30 (26.8%) 33 (31.1%)
SMART 31 (29.0%) 20 (22.7%) 38 (33.9%) 23 (21.7%)
TOPSIS 40 (37.4%) 42 (47.7%) 43 (38.4%) 49 (46.3%)
None of them 1 (0.9%) 3 (3.4%) 1 (0.9%) 1 (0.9%)
Sum 107 (100%) 88 (100%) 112 (100%) 106 (100%)
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Surprisingly, TOPSIS appeared to be a choice of relative majority of DMs within
each class of cognitive profiles. The highest percentage of TOPSIS choices was in
Versatile (47.7%) and Experiential (46.3%) classes. This is an interesting finding, since
the respondents from all cognitive profiles had previously preferred in majority the
numerical forms of preference declarations (see Table 2).

Indeed, Rational DMs appeared to choose SMART more frequently than others,
Versatile more frequently than others chose TOPSIS, and the Indifferent – AHP. The
general profile of choices of Experimental DMs makes them similarly close to TOPSIS
and AHP but definitely far form SMART.

5 Conclusions

In this study we tried to analyze what are the DMs’ willingness and expectations for
operating with various types of preference information during the process of decision
analysis conducted in the decision support system. Some of our results confirm the
general propositions formulated by the behavioral theory of decision making, that link
the thinking styles with some schemas of DMs activities focused on solving the
decision making problems. For instance, the Rational DMs prefer in majority the usage
of ratings, numerical only description of alternatives and numerical declaration of
preferences more frequently than respondents from other classes. They also prefer not
to use the pictorial declaration preferences more than respondents from other classes of
decision making profiles. Contrary, the Experiential ones do not process information
extensively and hence need no precise data to be provided. This simply overlap with
the general description of rational and experiential actors provided by Epstein [8].

However, trying to find the answers for the research questions we were able to shed
a new light on some nuances of the potential impact of cognitive styles on the
expectations and use of the decision support tools. It seems that the question Q1 can be
answered positively, as the orthogonal definition of the cognitive styles was absolutely
necessary to described the differences in DMs’ most preferred ways of preference
representation and declaration. When we look at the groups of similar profiles encircled
at Figs. 3 and 4, the Rational and Experiential ones always constitute separate groups,
while the Versatile and Indifferent classes, each independently, sometimes are more
alike to Rational, and sometimes to the Experiential one. A good summary of our
results, that allow to formulate the answer for question Q2 is presented in Table 6.

Table 6. Profiles and nearest choices according to correspondence analysis.

Choices regarding: Indifferent Versatile Rational Experiential

Preference declaration Verbal Pictorial Numerical Pictorial
Results representation Rating Ranking Rating Ranking
Offer evaluation Non-numerical Mixed with numerical Only-numerical Non-numerical
Recommended method AHP TOPSIS SMART TOPSIS/AHP
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The Versatile on general seem to be more like Experimental in preference decla-
ration and results representation (no quantitative representation required). However,
they would like to obtain a little more specific information about differences in alter-
native performance that would be somehow linked to numbers. This matches with the
support method they are closest to, which appears to be TOPSIS. The Indifferent, on
the other hand, prefer to define their preferences verbally (like no other), and wish to
have a cardinal information as the result (rating as Rational). Interestingly, they would
like to receive such cardinal information about alternatives in non-numerical way (as
Experiential). This explains their general choice of AHP.

The answer for question Q3 is not so evident. Looking at Table 6 one may say that
some generalized outcomes provided by correspondence analysis allow to answer Q3
positively. Cognitive style and choices regarding preference representation match the
methods the DMs recommend to use. Rational like numbers and hence choose
SMART, while Experiential dislike them and they opt for either TOPSIS or
AHP. However, if we look at the profiles of choices (Table 5), we will see that in each
class the relative majority of DMs choose TOPSIS. If we confront it with another
finding, that the absolute majority in each class prefers to declare preferences by means
of numbers (Table 2), a complicated picture of some contradictory expectations and
needs of DMs is given, that needs further and deeper investigation.

A need of more detailed research arises, that would identify the preferences towards
using particular decision support algorithms accompanied by some additional visual-
ization techniques, with a measure of the efficiency of their use. This could help to
develop the support mechanisms that are fit to the cognitive capabilities of the decision
makers, reduce the potential errors they could make using the heuristics typical to the
profile of their thinking style, and provide them with a type of information that they are
able to process and use efficiently to make the best decisions.
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Abstract. The role of anger in negotiation is explored in considerable depth in
many papers in the literature. In the electronic negotiation situation, one way to
express anger (in addition to plain textual messages) is through the use of
emoticons and para-linguistic cues. Cue usage by angry negotiators under dif-
ferent levels of anger is unexplored in negotiation literature. In this paper, we
address this gap by conducting a distributive electronic negotiation experiment
and studying the usage of cues (statements and para-linguistic cues including
emoticons) by angry negotiators while interacting with their counterpart (com-
puter). We report that participants tend use more para-cues, especially emoti-
cons, as their anger intensity increases and that emoticons have the ability to
replace other para-cues while composing angry messages. The findings provide
promising inputs on design of user interfaces for electronic negotiation systems.

Keywords: Emoticons � Emotions � Anger � Negotiations � Cues �
Anger intensity

1 Introduction

Emotion in negotiation has attracted a lot of attention in the past ten years [1–3, 51] and
among all the emotions, the role of anger in negotiation has received considerable focus
[3–6]. Usage of emotions such as threats [7] and other extreme form or anger [8–10]
and their impact in terms of eliciting concessions [3, 5, 11, 12] were explored in detail.
While anger is recognized and analyzed to a great extent, not much attention was given
to the study of negotiator behavior under varying anger levels (i.e. anger intensity). In
this study, we address this gap by studying message communication behavior of angry
negotiators during an electronic negotiation as they go through varying degrees of
anger. With modern UIs and Web 2.0 technologies, the options to communicate
emotion through the Instant Messaging (IM) systems has improved many fold. Pic-
tures, emoticons, emojis and other pictorial representations are available to be used
along with written communication that greatly improves the ability to convey affect in
addition to the usage of other traditional cues. In spite of all this development, the
question of how angry negotiators leverage emoticons and other para-linguistic cues to
convey anger and anger intensities have remained largely unexplored. As modules
containing emoticons and other para-linguistic cues are now routinely bundled with
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chat software in mobile phones and computers, a better understanding of its usage can
be crucial input in designing user friendly interfaces for electronic negotiation and a
valuable contribution to the existing literature. Hence, we propose a comprehensive
study on how the different types of para-linguistic cues are used by angry negotiators to
express different anger intensities in a synchronous electronic negotiation. In the
process, we attempt to answer the following research questions:

Research Questions:
How are paralinguistic cues used in conveying anger?
What is the relationship between paralinguistic cues and anger intensity?

The usage of cues in Computer-mediated-communication (CMC) has attracted
researcher’s attention for some time resulting in several categorizations. As early as
1980, Carey categorized nonverbal cues in CMC into five types: vocal spelling, lexical
surrogates, spatial arrays, manipulation of grammatical markers, and minus features
[21]. Vocal spelling includes extended emphasis such as ‘‘weeeeelllllll” and “yessss”
while lexical surrogates use non-standard spelling such as ‘‘mhmm” and “uh huh” to
mimick vocal intonation or tone. Text based emoticons using keyboard characters such
as :-) for smile and :-D for laughing were categorized as spatial arrays and are used to
represent facial expressions. Methods to indicate pauses (…), attitude or surprise (!!!)
and tone of voice (SHOUT) were categorized as Manipulated grammatical markers.
Carey’s categorization also included Minus features refer to omission of certain lan-
guage standards that are commonly expected such as lack of capitalization at the
beginning of a sentence. Usage of capital letters, asterisks, blank spaces, or character
repetitions, as well as combinations of these devices were also reported as writing
styles [22]. Other cues identified include para and prosodic cues such as asterisks,
capitalized words, repeating letters [23] and italicized words [24]. Emoticons are a
relatively recent addition to the cue toolbox. Emoticons are defined in several ways, as
string of characters that convey a particular emotion when viewed sideway [25], as
pictographs [26] and as a creative way to add expression to text-based communication
[27]. Modern emoticons may be a static or animated and incorporate several common
emotional states to enable precise communication of emotion.

In addition to studying the usage of para cues, researchers have also focused on
their ability to convey affect. Analyzing instant messaging conversations, Hancock
et al. found that exclamation marks were a significant predictor of whether the receiver
believed that the sender is in a positive mood [28]. Emoticons were also found to be a
key cue in interpreting sender’s emotion [26, 29, 30]. Riordan et al. analyzed cue usage
using LIWC [32] (Linguistic Inquiry and Word Count) in five corpora downloaded
from the internet [31]. They found that cues were used predominantly in disam-
biguation of a message, regulation of an interaction, expressing effect and strength-
ening message content. The ability of para-cues in general, in communicating affect in
CMC was investigated by Harris et al. [33]. A range of emotion words, linguistic
markers and paralinguistic cues were investigated on their ability to convey emotion in
emails, with the conclusion that the number of emotion cues used is directly propor-
tional to the strength of the sender’s emotion as perceived by the receivers. Trends in
emoticon usage in short internet chats showed that they are mostly used to convey
emotion, strengthen a message and to express humor. They are used more when
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participants are communicating with their friends as opposed to strangers and in more
positive context than in negative ones. In short, emoticons are used in a way similar to
facial behavior in Face-to-Face (F2F) communication with respect to social context and
interaction partner [34]. They are increasingly recognized as a way to indicate writer’s
moods or feelings in CMCs [35].

Yet, in the domain of negotiation, an understanding of influence of para-cues is
lagging. A recent work in this field involves a study on usage of emoticons in syn-
chronous and asynchronous chat communication in an electronic negotiation setting
[36]. This study found that emoticons support and supplement text messages, increases
the communication of positive affect in asynchronous negotiations and decreases
communication of negative affect in synchronous negotiations. Apart from this, we
could not find any literature exploring the significance of para-cues in conveying effect
in electronic negotiations. Even this study [36] was focused on the impact of only
emoticons, ignoring a larger group of para-cues (e.g. vocal spelling, lexical surrogates,
spatial arrays, capitalized words, manipulation of grammatical markers, minus features)
and was not focused on anger intensity. While [33] considered a larger set of cues, it
did not include emoticons (static and dynamic), was focused on emotion perception and
not emotion expression, email based and not in the negotiation domain.

In our work, we incorporate a wider range cues including animated emoticons and
focuses exclusively on anger intensity. This study also differs from [33] by including
animated emoticons in addition to other cues, focuses on their impact on message
composition behavior (instead of message perception), and takes place in an electronic
negotiation environment (instead of email based general CMC).

2 Theoretical Model

In F2F communication, several cues such as facial expression, body posture and speech
patterns can readily be used to convey the intended message of the speaker [13, 14]. In
contrast to F2F, electronic communication is considered cold and anonymous [15] and
absent of all these stimuli which aid in identification of emotion. Two opposing the-
ories exist with regard to communication using electronic media: ‘cues filtered-out’ and
‘cues filtered-in’. The ‘cues filtered-out’ theory [16] argues that in computer mediated
communication (CMC) there is a reduction in social cues about the negotiating
counterparts such as their experiences, situations, perceptions and context and are
dependent solely on the information exchanged via the communication channel.
Important non-verbal cues containing rich information are unable to be transferred
across electronic media. For example, there is an increased incidence of flaming when
using computer mediated communication as compared to F2F negotiation, and this
difference is attributed to the inability to transfer social cues from one negotiator to
another in an electronic negotiation setting [17, 18].

‘Cues filtered-in’ theory [19], on the other hand, states that rich affective infor-
mation can be transferred using text-based messages [20]. Theories that oppose the
‘cues-filtered-out’ classification, such as Social Information Processing (SIP), state that
with newer, multimedia forms of communication it is possible to achieve the same level
of impressions of others and develop relationship as off-line communication [16] by
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using whatever cue is available in the chosen communication channel, but communi-
cators would need more time to accomplish this objective. While there is some
empirical evidence to support each viewpoint, a recent review concludes that expres-
sion of emotion is similar in both, off- and on-line modes, and found no indication that
CMS is a less emotional medium compare to F2F [46].

While the above theories mostly deal with affect and relationships, it is still unclear
how affect intensities are communicated in CMC in general, and in a negotiation
context in particular. Media Richness Theory [47] defines richness of a medium by four
dimensions, namely: (i) number of cue systems; (ii) immediacy of feedback; (iii) po-
tential for natural language; and, (iv) message personalization. Incorporating multiple
cue systems, synchronous sender-receiver exchanges, the ability to converse in natural
languages, and the ability to personalize each message to the participant all contribute
to a richer medium. According to this formulation, F2F communication is the richest
medium followed by telephone, letters, and memos. In our experiment, we attempt to
enhance the richness of each of the aforementioned four dimensions. Specifically, the
number of cue systems is increased to include natural language statements, static and
animated emoticons, other para-cues (e.g. vocal spelling, lexical surrogates, manipu-
lated grammatical markers), and minus features. The experiment involves a syn-
chronous negotiation exercise, making it a simultaneous bi-directional interaction
(similar to F2F). Participants can choose multiple natural language statements to
compose their messages and they interact directly with their counterparts. On the basis
of this rich setup, in the next section we articulate various hypotheses to study the
communication of anger intensity.

3 Hypothesis

In this paper, we study how an angry negotiator communicates emotion and emotion
intensity using various para-cues. For hypothesis formulation, we combine the cues
into three categories: text messages, emoticons (static and animated emoticons), and
other para-cues (vocal spelling, lexical surrogates and manipulated grammatical
markers). Usage of para-cues may convey tone to the message and facilitate the
communication of type and degree of emotion [34]. In [37], the hypothesis that
emoticons will supplement text messages in electronic negotiation was supported. In
the study of corpus of CMCs [32], it was found that usage of para-cues such as
capitalized words, repeated punctuations, emoticons and combined cues were common.
Cues are used together frequently. Capitalized word was frequently used with repeating
exclamation marks, asterisks, repeating question marks, repeating letters and emoticon.
Three-way usage of capitalized words with combined question mark and exclamation
point was also found to occur. Emoticons, capitalized words, asterisks, underscores,
angled brackets, curly braces exclamation marks, repeating letters, repeating excla-
mation marks were also used with one another. However, how para-cues and emoticons
are used together in expressing anger is not explored in detail. We hypothesize that, if
participants choose to use emoticons, they will no longer feel a need to support it with
other para-cues. Conversely, usage of other para-cues will not necessitate the usage of
emoticons. Hence,
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H1a: There will be a negative correlation between emoticons and other para-
cues usage in angry messages.
H1b: There will be a negative correlation between static emoticons and other
para-cues usage in angry messages.
H1c: There will be a negative correlation between animated emoticons and
other para-cue usage in angry messages.

Previous research has shown that participants have also successfully detected emotion in
CMCusing themetadata of themessages such asmessage length, usage of negative terms
and message exchange rate [37]. “Number of cues” was also used as a cue to study
message communication. In [33], the number of para-cues contained in positivemessages
was found to be positively correlated with valence and degree of emotion by receivers.
Due to the difficult context setup by a distributive negotiation, we expect the participants
to use the number of cues to express various anger intensity levels. Specifically,

H2a: In angry messages, anger intensity will be positively related with the
number of cues used.
H2b: In angry messages, anger intensity will be positively related with the
number of emoticons used.
H2c: In angry messages, anger intensity will be positively related with the
number of other para-cues (excluding emoticons) used.

4 Experiment

We took as basis the multi-round electronic negotiation used by Van Kleef [3] and
made modifications to suit our needs. The object of the negotiation is a used cell-phone.
Issues under consideration were price, warranty and service (Table 1). Participants
were informed that they will be randomly assigned the role of a buyer or seller but, in
reality, all of them were assigned the role of a buyer. In this aspect, we deviate from the
setup used in [3]. With e-commerce becoming common, almost everyone would have
assumed the role of a buyer at some point of time making it easier to relate to the task.
Research indicates that such role-reversals do not impact concession making [38].

Table 1. Participant’s issue options

Price ($) Warranty (months) Service (months)

150 1 1
145 2 2
140 3 3
135 4 4
130 5 5
125 6 6
120 7 7
115 8 8
110 9 9
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Personalized utility: While payoffs are assigned to each issue choice in [3], we use a
utility function based on user’s preferences to calculate individual payoff, which
enhances the relevance of the offer. Participant’s preference for price, warranty and
service were captured by asking to rate them individually on a scale of 0 to 1 and Eq. 1
is used to calculate individual utility. The utility ranges from 0 to 1, with a utility of 1
being the best utility and 0 being the worst utility for the buyer.

ui;r ¼ ppref ;i � Pmax � prð Þ
Pmax � Pmin

þ wpref ;i � wr �Wminð Þ
Wmax �Wmin

þ spref ;i � sr � Sminð Þ
Smax � Smin

ð1Þ

Where,

ui;r is the utility of user i at round r,
ppref ;i;wpref ;i; spref ;i is the preference of price, warranty and service respectively
of user i;
Pmax;Wmax; Smax, are the maximum price, warranty and service that a user can select,
Pmin;Wmin; Smin, are the minimum price, warranty and service that a user can select,
pr;wr; sr is the price, warranty and service selected by a user in round r,
ppref ;i þwpref ;i þ spref ;i ¼ 1,
0� ppref ;i;wpref ;i; spref ;i � 1.

4.1 Experimental Steps

A web-based application that takes the user through a series of steps through a wizard
was developed. The different steps are explained below:

Step 1 (Demographic data): Gender, age group, country and state of birth, country
and state of residence and job level of the participants were captured.
Step 2 (Summary of steps): Summary of the instructions with a flowchart of the
negotiation process was shown in step 2.
Step 3 (Inter-issue preferences): Preferences for price, warranty and service were
captured.
Step 4 (Role assignment): The participants were asked for wait while the computer
supposedly assigns them to buyer and seller roles and pairs them up.
Step 5 (Offer generation from the e-negotiation system): This is the main
negotiation web-page, and its layout is shown in Fig. 1. The seller (computer)
provided the first offer. The offer was shown in a text box as “My first offer is:
price = Rs. 150, warranty = 1 month and service = 1 month”. Typographical errors
and more subtle errors were introduced to make the responses more human. The
utility of the seller’s offer to the buyer and buyer’s previous offer and its corre-
sponding utility was also displayed for easy comparison and decision making. The
buyer is asked whether he accepts the offer, which he can accept or reject through a
drop-down box.

Initially, on page load, only the seller’s offer, buyer’s previous offer, their utilities and
the question of whether the participants accept or reject the offer is displayed to avoid
confusion. If the offer is rejected, the issue options table, utilities of counter-offer,
emotion and emotion intensity elicitation questions and a chat-box along with pre-
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defined statements and emoticons are displayed. Buyer information is shown in blue
and seller information in red. The participant selects the counteroffer from the HTML
table. The corresponding utility, is calculated in real time and displayed for com-
parison. The buyer is prevented from submitting an offer that has lower utility than the
current computer’s offer.
Text boxes were provided to the participant to record their responses while submitting
the counter offers. The cues featured three angry, two happy and one neutral sentence.
Top three angry sentences and top two happy sentences were selected based on their
perceived intensity from a previous study [39]. Further a palette paralinguistic cues
were also selected. One happy and one angry static emoticon, one happy and one
angry animated emoticon were selected from the top recommendations from a Google
search. Manipulated grammatical markers (e.g. ‘caps lock’ and ‘!!’), vocal spelling
manipulations (e.g. goood offer, baaad offer), lexical surrogates (e.g. ugghh) were
selected as para-cues based on literature [21]. The participants were mandated to
choose at least one text statement and at least one cue from the list. However, a full-
stop cue (i.e. ‘.’) was also included in the pallet of para-cues, in case the user did not
want to select any cue. The position of the statements and cues were randomized for
each round. Along with the statement, the emotion and emotion intensity of the
participants were also captured. Once the participant provides all the information, we
move on to Step 6.
If the computer’s offer is accepted, the participants were asked to provide only their
emotion, emotion intensity and message to the counterpart. Then the participant is
directed to an animated screen displaying the message, “Please wait while your
opponent evaluates your offer and responds”. After 1.5 min, a message “Thank you
for accepting the offer”, is displayed and the negotiation ends. The layout of the page
and the descriptions of the corresponding sections are provided in Fig. 1.
Step 6 (Counteroffer submission): Once the participants submit the counteroffer,
an animated screen displaying “Please wait while your opponent evaluates your
offer and responds” is displayed. After 1.5 min, the negotiation page (see Fig. 1) re-
appears for the next round with the new counter-offer. The negotiation ends if the
buyer accepts the offer or if the utility of the counter offer provided by the buyer
equals the computer’s next offer or if six rounds are completed.

4.2 Anger Induction Strategy

Anger is induced by incorporating long wait time between rounds and a dynamic
distributive strategy. Participants in distressed situation may interpret a long response
time by the counterpart as a personal attack [8, 40] and has been known to induce anger
[9]. Hence a 1.5 min time gap was introduced. Further, a dynamic distributive strategy,
unique to this experiment, based on the participant’s preferences was used to induce
anger. Prior to the negotiation, the participants were asked to provide the importance of
each of issue in a scale of 0 to 1 and they are ranked accordingly. The participants were
told that sellers always make the first offer. And as the buyer role is always assigned to
the participants. the computer makes the first offer in all cases. Distributive negotiations
are characterized by extreme first offers, no or small number of concessions, going back
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on offers and lesser amount of concessions as compared to integrative negotiations.
This characterization is implemented in different rounds as follows,

Round 1: start with the extreme offer ($150 for price, 1 month for warranty and 1
month of service). This is the worst deal to the participant with a utility of zero (as
per Eq. 1). If the offer is rejected, the participant is asked to choose a counteroffer
and move to round 2.
Round 2: The revised offer by the computer keeps the same value for two issues
and concedes one unit on the third issue. The concession is made on the buyer’s
least preferred issue. If this offer is rejected by the buyer, he/she will be asked to
provide a counteroffer to move on to round 3.
Round 3: The computer goes back to the offer provided at round 1, negating
the concession offered in round 2. A rejection of this offer takes the participant to
round 4.
Round 4: The computer repeats the offer given in round 2. Rejection of this offer
lead to round 5.
Round 5: No change in the computer’s offer.
Round 6: A small concession of one unit on the participants second least preferred
issue is added to the round 4 offer. Table 2 lists an implementation where the
buyer’s issue preference is price, warranty and service in that order.

The experiment was conducted in the classroom and over phone. A presentation was
prepared and explained to the participants in-person (in the case of classroom exper-
iment) and over phone (in case of remote experiment). They were told that the intent is
to study negotiation where the participants do not see each other, that they may be a
buyer or seller and the task is to negotiate the sale of a cell phone. They were informed
that the negotiation will end if an agreement is reached or when time runs out. No
mention was made on the time limit. Information on how to select preferences and the
meaning of utility were explained. Screenshots of the web pages were included in the
presentation to familiarize the participants. The participants were then led to a lab for
the experiment. The computers in the lab were spaced sufficiently and a proctor ensured
that the participants do not speak or interact in any other way.

Table 2. Strategy implementation for buyer preference of price > warranty > service

Round 1:  Price = $150, Warranty = 1 month, Service = 1 month.
Round 2:  Price = $150, Warranty = 1 month, Service = 2 months.
Round 3:  Price = $150, Warranty = 1 month, Service = 1 months.
Round 4:  Price = $150, Warranty = 1 month, Service = 2 months.
Round 5:  Price = $150, Warranty = 1 month, Service = 2 months.
Round 6:  Price = $150, Warranty = 2 months, Service = 2 months.

Cue Usage Characteristics of Angry Negotiators 185



5 Results

Ninety-six participants took the experiment, out of which 66.67% were male and
33.33% were female. Angry emotion was coded as 1 and non-angry emotion was
coded as 0 and a logistic regression was carried out with emotion as dependent variable
and round as independent variable. The results gave a positive effect of round id on
emotion with each increase in round resulting in a 33% likelihood of participants
getting angry suggesting that the experimental manipulation was successful in inducing
anger. A total of 271 angry statements were recorded out of 390 statements (70%),
providing more evidence that the anger induction was successful. The distribution of
cues among the corpus of angry statements is shown in Fig. 2.

Fig. 1. Layout of the main negotiation page. Sec. a: Seller offer communication; b: Previous
offer display for comparison; c: Options table with the seller offer coded in red and buyer offer in
blue; d: Realtime display of buyer and seller utility as per user selection of price, warranty and
service e: Emotion and emotion intensity capture. “Angry”, “Happy”, “Sad” and “Other” are
the emotion choices; f: Chat-box for viewing composed message. g: Para-linguistic cue display
for message composition; h: Angry, happy and neutral statements for message composition;
(Color figure online)
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There was a significant negative correlation between emoticons and other para-cues
(r = −0.66, p < .001, n = 271). Further, a significant negative correlation was found
between static emoticons and other para-cues (r = −0.47, p < .001, n = 271) and
between animated emoticons and other para-cues (r = −0.20, p < .001, n = 271)
providing support for H1a, H1b and H1c. Further decomposing emoticons into angry
and happy static and animated emoticons found that angry static emoticons were
negatively correlated with other para-cues (−0.45, p < 0.001, n = 271), angry animated
emoticons were negatively correlated with other para-cues (−0.21, p < 0.001,
n = 271). Happy emoticons do not have any significant correlation with other para-cues
(Table 3).

Fig. 2. Cue occurrence in corpus

Table 3. Relationship between anger intensity and number of cues

Dependent variable: Anger intensity

Intercept Independent variable: Number of R2 (Adj.)
Cues Emoticons Other para-cues

3.0416***

(0.1785)
0.3280**

(0.1167)
– – 0.0249**

F(1, 269) = 8.8960
2.8201***

(0.1714)
– 0.8569***

(0.1394)
−0.1095
(0.1307)

0.1417***

F(2, 268) = 23.3

Note: Two equations modeled are:
Anger intensity = intercept + number of cues
Anger intensity = intercept + number of emoticons + number of other para-cues
*p < 0.05, **p < 0.01, ***p < 0.001. Standard error in parenthesis.
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Results of regression of anger intensity on number of cues returned a significant
result. Anger intensity was further regressed onto number of emoticons and number of
other para-cues. Results showed a significant impact of number of emoticons on anger
intensity while number of para-cues was not found to have a significant impact on
anger intensity. Thus, H2a and H2b are supported and H2c is not supported.

Further, emoticons were broken down into number of happy and angry static and
animated emoticons and their relationship with anger intensity was studied. A signifi-
cant regression equation was found F(5, 265) = 10.76, p < 0.000, with an R2 (Adj.) of
0.1531. Anger intensity was found equal to 2.7582 + (1.0646 * number of static angry
emoticons) − (0.4248 * static happy emoticons) + (0.6255 * number of animated
angry emoticons) + (0.4414 * number of animated happy emoticons) − (0.0889 *
number of other para-cues). The number of angry static and animated emoticons were
significant predictors of anger intensity (Table 4).

6 Discussion

Angry statements and static emoticons together account for 67% of the cues. Only three
instances of happy static emoticons, two instances of happy animated emoticons and
four instances of happy statement usage were found, suggesting reduced composition
of ironic or sarcastic messages and that participants leave little room for ambiguity in
expressing anger. While [36] found that emoticons act as supplement to text messages,
our result show that emoticons can replace other para-cues as well. The empherical
evidence suggests that angry emoticons and para-cues are used in a mutually exclusive
manner, thereby suggesting that both static and animated angry emoticons have the
ability to communicate anger as well as the other para-cues. [33] reported that message
receivers recorded a higher degree of sender’s emotion with the increase in the number
of emotion cues. Our regression result between anger intensity and number of cues
adds to this result by suggesting that message composers indeed use the number of cues
itself as a cue to convey higher emotion (anger) intensity. Emoticons score over other

Table 4. Results summary

Hypothesis Results

H1a: There will be a negative correlation between emoticons and other para-
cues usage in angry messages

Supported

H1b: There will be a negative correlation between static emoticons and other
para-cues usage in angry messages

Supported

H1c: There will be a negative correlation between animated emoticons and
other para-cue usage in angry messages

Supported

H2a: In angry messages, anger intensity will be positively related with the
number of cues used

Supported

H2b: In angry messages, anger intensity will be positively related with the
number of emoticons used

Supported

H2c: In angry messages, anger intensity will be positively related with the
number of other para-cues (excluding emoticons) used

Not
supported
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para-cues in this respect with the usage of more number of angry emoticons signifying
higher anger intensities.

Our results point to two findings. First, both static and animated angry emoticons
have the ability to replace other para-cues while communicating anger. Second, both
the number of static and animated angry emoticons can be used as predictors of anger
levels while para-cues do not have any role to play. While researchers have studied
static emoticons before, our study find that animated emoticons are also useful in
composing angry messages and the also have value in predicting anger levels. The
Emotion as Social Information (EASI) [48, 49] model argues that participants deduce
social information of their counterpart through emotions and they use such information
to guide their actions. As emotion intensity (anger intensity, in our case) is a key
component of emotion, it is possible that intensity levels are also processed by the
recipients and used to decide their responses. Our findings suggest that, changes in the
number of angry emoticons in a corpus of received messages can be used to determine
shifts in anger levels of counterparts and participants need not pay much attention to
other para-cues. As anger can lead to impasse or breakdown of negotiation and have
adverse impact on relationships, any tool or feature that mitigates these negative effects
and clarify emotional states adds value to negotiation research. Designers of negotia-
tion systems supporting distributive negotiations may benefit by focusing more on
angry static and animated emoticons instead of other para-cues. Features that auto-
matically convert ASCII based angry emoticons to pictorial ones (as is already avail-
able in several software such as MS Word) may enable participants to convey different
anger intensity levels clearly and unambiguously and may have the potential to lead to
better negotiation outcomes.

7 Conclusion

Anger plays a significant role in negotiations. In this paper we addressed a dimension
of anger, anger intensity, by investigating message composition behavior of angry
negotiators under varying levels of anger. Our results show both static and animated
angry emoticons play a central role in the communication of anger levels. Commu-
nication systems designed for distributive negotiations need to consider both these
forms of emoticons as a key cue in the expression of anger intensity.

Our study is not without limitations. The personalized utility function is one way of
capturing the utility of the participants. Adopting other approaches might result in
different conclusions. While a presentation of the preference elicitation screen and an
explanation was given to the participant before the experiment to enhance their
understanding, there is a chance that other factors might also influence their under-
standing of the weights. A corpus of 391 statements might be too low to arrive at
definitive conclusions. While care was taken in the experiments to hide the real intent,
the fact that emotion and emotion intensity information is elicited in all rounds might
have given away the goal of the experiment and this might have had an impact on the
result. Emotion and emotion intensity are elicited as self-reports. Other forms of
elicitation such as facial electromyography and skin conductance responses [50] might
provide a more accurate measure of emotion and intensity. While looking at only one
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emotion, we indirectly subscribed to the Discrete Emotion Theory [41, 42]. However, it
is entirely possible that participants may be experiencing a range of emotions, as
proposed by the Dimensional model of emotion [43–45].
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Abstract. We present a new opinion dynamics theory including trust
and distrust among people of society, and consideration of mass media
effects. The opinion axis is assumed to be one dimension. Mutual trust
and distrust relations is assumed to be asymmetric. This theory is a
general theory that can describe society that can deal not only with
consensus building but also division of society.

Keywords: Conflict · Distrust · Simulation

1 Introduction

Opinion dynamics is a theory to analyze how many human opinions converge by
exchange of opinions. It has been studied in sociology etc. since ancient times
[1–6,19]. The theory of opinion dynamics is summarized by the comprehensive
report of ref. [7,8], for example. The well-known representative ones are the voter
model [9,10], the Ising model-like theory by Galam [11–13], the local majority
decision theory by the same Galam [14,15], and the Bounded Confidence Model
[16–18]. In the voter model, the Ising model and the local majority decision
theory, each person’s opinion is binary opinion, 0 or 1, or −1 to 1, whereas the
Bounded Confidence model says that opinions are continuously distributed. In
the Bounded Confidence Model, the conversion of opinions of people in society
is implicitly expected.

Although this research is based on the Bounded Confidence Model as the
Hegselmann-Krause theory [16], it extends the relationship of individual people
to have both trusts and distrusts. Furthermore new opinion dynamics theory
includes effects by mass media etc. Though the effects of distrust among people
has been already suggested by Abelson-Bernstein [19] in 1963, such suggestion
is not included in Hagselmann-Krause theory [16]. The early stage of this new
theory has been appeared in ref. [20], the theory of the present paper is improved
for the additional function of the strength of the coefficient of the relationship
of individual people.

In this study, we propose a theory that expresses opinions as continuous
values and deals with changes in the opinion values due to the exchange of
c© Springer Nature Switzerland AG 2019
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opinions with others as assumed in the Bounded Confidence Model. Moreover,
we assume that the opinion of each people can be both positive or negative values
in contrast to the original Bounded Confidence Model. For example, in a study
of Tweet on political situation in the United States, there is a study to classify
political opinions from conservative to liberal by one-dimensional axis [22]. In
this case, we can assume that the conservative opinion is positive/negative value
and the liberal opinion is negative/positive value, for example.

In this research, we assume that differences in opinion can be represented
by one-dimensional axis values as in this reference. Based on this theory, it is
possible to express the division of opinion in society, assuming that opinions of
people who disagree with each other are exchanged, and the opinions of both
are further divided. Such a division of opinions is a phenomenon often seen on
social media such as Twitter.

2 Modeling Opinion Dynamics

Our model is based on the original bounded confidence model of Hegselmann-
Krause [16]. For a fixed agent, say i, where 1 ≤ i ≤ N , we denote the agent’s
opinion at time t by Ii(t). As shown in Fig. 1, person i can be affected by sur-
rounding people. According to Hegselmann-Krause [16], opinion formation of
agent i can be described as follows.

Ii(t + 1) =
N∑

j=1

DijIj(t) (1)

This can be written in the following form.

ΔIi(t) =
N∑

j=1

DijIj(t)Δt (2)

where it is assumed that Dij ≥ 0 for all i, j in the model of Hegselmann-Krause.
Based on this definition, Dij = 0 means that the opinion of agent i is not affected
by the opinion of agent j. In this theory, it is expected implicitly that the final
goal of the negotiation among people is the formation of consensus.

However, in the real society in the world, the formation of consensus among
people is sometimes very difficult. We can find many such examples in the inter-
national politics in the world history. Even in domestic problems, the opinions
between people pursuing economic development and people claiming nature con-
servation are not compatible and agreement is difficult. Since it is not possible
to define the payoff matrix for such serious political conflict, application of game
theory may be difficult. Thus, in order to deal with problems that are difficult
to form consensus among these people, it is necessary to include the lack of trust
between people in our opinion dynamics theory. Here, as a result of exchanging
opinions, consider the possibility that the opinions of two people with different
opinions change move in different directions. We consider the distribution of
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Fig. 1. Schematic illustration of opinion dynamics

opinions with in the positive and negative directions of a one-dimensional axis.
In this case, the value range of Ii(t) is −∞ ≤ Ii(t) ≤ +∞. Here, we assume that
Ii(t) > 0 means positive opinion and Ii(t) < 0 means negative opinion. In the
limitation of Hegselmann-Krause model, one can assume that 1/2 ≤ Ii(t) ≤ 1
corresponds to positive opinion and 0 ≤ Ii(t) ≤ 1/2 corresponds to negative
opinion. However, our definition is intuitive, easy to understand and easy to
apply to various examples.

We modify the meaning of the coefficient Dij as the coefficient of trust. We
assume here that Dij > 0 if there is a trust relationship between the two persons,
and Dij < 0 if there is distrust relationship between the two persons.

In contrast to our previous theory [20], we consider here that people disregard
the opinion far removed from their opinions without agreeing or repelling. Also,
opinions that are very close to himself/herself will not be particularly affected.
To include the two effects, we use the following function instead of DijIj(t) as
follows,

DijΦ(Ii, Ij)(Ij(t) − Ii(t)) (3)

where

Φ(Ii, Ij) =
1

1 + exp(β(|Ii − Ij | − b))
(4)

This function is Sigmoid function and it works as a smooth cut-off function
at |Ii − Ij | = b. The typical graph of this function is shown in Fig. 2. Using this
Sigmoid function, we assume that if the opinions of the two are too far apart,
they will not be totally influenced by each other’s opinion. Moreover, because
of the factor Ij(t) − Ii(t), the opinion Ii(t) is not affected by the opinion Ij(t) if
the opinion Ij(t) is almost same as the opinion Ii(t).

For the factor Ij(t)−Ii(t), we consider that Ij(t)−Ii(t) gives the same effect
whether Ii(t) and Ij(t) are both positive or both negative or either positive or
negative. This is very natural that, for example, even between conservatives,
there are intense debates between those with moderate conservatives and those
with radical conservatives.

Influences of mass media and government statements can not be ignored in
the formation of public opinion. Such mass media effect can also work even for
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Fig. 2. The typical graph of the Sigmoid function (4) as smooth cut-off function.

negotiations of small size group. Since formula of our theory above is similar to
the model of hit phenomena [21] where the popularity of certain topic is analyzed
using the sociophysics model, we introduce here the effects of mass media similar
to the way of ref. [21]. Let A(t) be the pressure at time t from the outside and
denote the reaction difference for each agent is denoted by the coefficient ci. The
coefficient ci can have different values for each person and ci can be positive or
negative. If the coefficient ci is positive, the person i moves the opinion toward
the direction of the mass media. On the contrary, if the coefficient ci is negative,
the opinion of the person change against the mass media direction.

Therefore, including such mass media effects, the change in opinion of the
agent can be expressed as follows.

ΔIi(t) = ciA(t)Δt +
N∑

j=1

DijΦ(Ii(t), Ij(t))(Ij(t) − Ii(t))Δt (5)

We assume here that Dij is an asymmetric matrix; Dij and Dji, Dij �= Dji

and Dij and Dji can have different signs.
Long-term behavior requires attenuation, which means that topics will be

forgotten over time. Here we introduce exponential attenuation. The expression
is as follows.

ΔIi(t) = −αIi(t)Δt + ciA(t)Δt +
N∑

j=1

DijΦ(Ii(t), Ij(t))(Ij(t) − Ii(t))Δt (6)

3 Model Calculation

3.1 Opinion Dynamics for Two Agents

Let us first consider the case where the opinions of the two agents are the same.
In the calculation below, we set A(t) to be 0.005 as a constant value and the
coefficient ci is set to be unity. All calculations in this paper, we assume that
A(t) is constant for simplicity in order to pay attention to the effect of Dij . In
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the actual simulation of the real society behaviors, the time-dependence of the
external effect A(t) is also significant.

First, we consider the case of two person, N= 2. Using our former model [20],
the equations of the model two persons are as follows.

ΔIA(t) = cAA(t)Δt + DABIB(t)Δt (7)
ΔIB(t) = cBA(t)Δt + DBAIA(t)Δt (8)

Using the model of the present paper, we can write down the equations for
the case of N = 2 in the following way,

ΔIA(t) = cAA(t)Δt + DABΦ(IA(t), IB(t))(IB(t) − IA(t))Δt (9)
ΔIB(t) = cBA(t)Δt + DBAΦ(IB(t), IA(t))(IA(t) − IB(t))Δt (10)

We name here the two agents A and B. In the first case, we set both DAB and
DBA are positive. It means that the two person A and B trust each other. Thus,
the opinion Ii(t) moves in the positive direction as shown in Fig. 3. This means
that by having a conversation with an agent of the same positive opinion, the two
agents A and B will change its opinion to be more and more positive. Similarly, if
the opinions of both agents are the same negative opinion, the opinions become
more and more negative.

However, it is strange that people’s opinions diverge to infinity over time.
Therefore, this model can not be applied for cases of long time behavior.

Fig. 3. Calculation result for N= 2. Adv = 0.5, DAB = 1.0, DBA = 0.5. The initial
value is IA(0) = 0.005, IB(0) = 0.2.

In the revised model proposed in this paper, people is not influenced each
other if their opinion is greatly distant. Also, it is not affected by opinions similar
to his/her own opinion. Furthermore, it is assumed that the opinion will be
influenced in proportion to the difference in strength of opinion between the
two, Ij(t) − Ii(t). Then, the calculation is corrected as shown in Fig. 4. As can
be seen in Fig. 4, in this theory, the two opinions converge on one opinion, even
if they have similar positive opinions.



198 A. Ishii

Fig. 4. Calculation result for N = 2. Adv = 0.005, DAB = 1.0, DBA = 0.5. The initial
value is IA(0) = 0.005, IB(0) = 0.2.

Fig. 5. Calculation result for N = 2. Adv= 0.5, DAB = 0.01, DBA = 0.4. The initial
value is IA(0) = 0.005, IB(0) = 0.2.

Next, we consider the case where the opinions of the two agents are opposite:
IA(t) > 0 and IB(t) < 0 where DAB < 0 and DBA < 0. The calculated result
using the former model [20] is shown in Fig. 5. In this case, DABIB(t) is positive.
Thus, the opinion of agent A changes to more a positive one. It means that, in a
discussion with an agent in disagreement, as there is no trust relationship with
that agent, we consider that agent A held his/her opinion more firmly. Similarly,
the agent B held his/her opinion more firmly, too. For the case of IA(t) < 0 and
IB(t) > 0 with DAB < 0, the result is same. This result shows that the dialogue
of people who do not trust each other never leads to an agreement.

However, the calculation result that the opinions of both parties are infinitely
distant here is not realistic either. It seems that it will not be affected by widely
separated opinions. Therefore, calculation using the theory of this paper is as
shown in Fig. 6. In the calculation based on the modified theory, the two who
repelled with different opinion from each other, after being separated to some
extent, become parallel lines and do not diverge. Such behavior like Fig. 6 shown
using the present theory is more realistic.
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Fig. 6. Calculation result for N= 2. Adv= 0.5, DAB = −2.0, DBA = −2.0. The initial
value is IA(0) = 0.005, IB(0) = 0.2.

3.2 Opinion Dynamics for Three Agents

Next, calculations for the case of three people are shown. The agent A has a
positive opinion, the agent B has a negative opinion, and the third agent C has
a slightly positive opinion. In the calculation by the previous model [20], even if
A is positive opinion and B is opposed as a negative opinion, the phenomenon
that A and B gets close to each other due to existence of a third party’s C who
receives strong trust from both sides is reported.

Let’s try the same calculation here as well. Calculation settings are as follows.
A is a positive opinion and B is a negative opinion. A and B do not trust each
other. On the other hand, C is a slightly positive opinion, but both A and B have
great confidence in C. We show in Figs. 7, 8, 9 and 10 for DAC and DBC are
1.5, 2.0, 2.1 and 2.5, respectively. Looking at the above calculation results, it is
clear that A and B are likely to compromise due to the influence of intermediary
C. And it also shows that it depends greatly on C’s personal appeal of how
much C is trusted from the surroundings. A and B’s opinion are getting closer
by brokerage of C who is trusted. Thus, the opinion of A and B approach to
C’s opinion. In other words, C is a mediator with strong political power that
can solve conflict. One example of the person C would be the former president
of the Republic of South Africa, Nelson Rolihlahla Mandela who instructed the
Republic of South Africa so that all peacefully settled.

Figure 10 shows an example calculated for 300 people using the new opinion
dynamics theory of the paper. The mutual Dij value between 300 people is
decided by homogeneous random number between −1 and 1. As can be seen in
the figure, people’s opinions are positive and negative, but they are scattered to a
certain extent. According to the calculations assuming 300 people, even though
people’s opinions are distributed uniformly both positively and negatively, it
seems that some degree of equilibrium is reached as a whole. Also, as we can see in
the calculated distribution, the calculation starting from a uniform distribution
of opinion distribution with a small difference spreads to some extent and is in
equilibrium, but its final opinion distribution is not uniform. We can find some
opinion groups in the calculated distribution.
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Fig. 7. Calculation result for N= 3. Adv = 0.005, b = 5, β = 1.0, DAB = −2.0, DAC =
3.0, DBA = −2.0, DBC = 3.0, DCA = 1.0, DCB = 1.0. The initial value is IA(0) = 0.5,
IB(0) = −0.5, IC(0) = 0.2.

Fig. 8. Calculation result for N= 3. Adv = 0.005, b = 5, β = 1.0, DAB = −2.0, DAC =
4.0, DBA = −2.0, DBC = 4.0, DCA = 1.0, DCB = 1.0. The initial value is IA(0) = 0.5,
IB(0) = −0.5, IC(0) = 0.2.

Fig. 9. Calculation result for N= 3. Adv = 0.005, b = 5, β = 1.0, DAB = −2.0, DAC =
4.2, DBA = −2.0, DBC = 4.2, DCA = 1.0, DCB = 1.0. The initial value is IA(0) = 0.5,
IB(0) = −0.5, IC(0) = 0.2.
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Fig. 10. Calculation result for N= 3. Adv= 0.005, b = 5, β = 1.0, DAB = −2.0,
DAC = 5.0, DBA = −2.0, DBC = 5.0, DCA = 1.0, DCB = 1.0. The initial value is
IA(0) = 0.5, IB(0) = −0.5, IC(0) = 0.2.

The opinion distribution in the figure can be measured on social media [22,
23], such that the present theory can be checked by observations on social media.

Fig. 11. Calculation result for N = 300. The left is the trajectories of opinions. The
right is the distribution of opinions at the final of this calculation.

4 Discussion

Looking at the calculation for the case of two people, if there is a relationship
of trust with each other, they will compromise as they compromise. In addition,
they oppose each other with distrust and rejected their opinions, and follow a
parallel line with opinions that are somewhat distant. The same is true for the
three people, but it turns out that if there is a mediator between two people with
different opinions, there is a possibility that the two will be compromised. In that
case, it depends greatly on the competence of intermediaries. It seems that it
is the accumulation of these effects that charismatic politicians put together
domestic well.

It is shown in Fig. 11 that this theory can be generally calculated by N
persons. From these N person’s calculations, various aspects of society can be
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reproduced by calculation. For example, if all the society is connected by trust,
it can be expected that consensus building is ready. On the other hand, in the
case shown in Fig. 12, it can also calculate that the society will divide. Fur-
thermore, if an attractive charismatic politician appears, it will be possible to
predict how such division can be prevented. The charismatic politician can be set
in this theory as a person who get strong trust from all other people. Also, when
minorities in society are isolated, it will be possible to simulate how isolation
can be prevented if we put in our hands.

Fig. 12. Schematic illustration of social break of this theory.

The theory presented in this paper makes the opinion one-dimensional, but
it is not difficult to extend this theory to multi-dimensional. For example it is
clear that the opposing axis of politics and the conflict axis of each country
of the football World Cup are completely independent. It is thought possible to
investigate how such multiple independent conflicting axes lead to final consensus
formation by multi-dimensionalizing this theory.

5 Conclusion

In this research, we presented a theory of opinion dynamics where we consider the
opinion as a continuous value. Opinions are represented by real numbers ranging
from positive to negative. We introduce “trust” and “distrust” as a coefficient of
each person pairs. In addition to the influence of opinion exchanges within each
group, we constructed a mathematical model that incorporates external pressure.
The theory presented in this paper is modified from the previous model. Using
this theory, we can mathematically express many phenomena that can occur in
a group in society.

In this new opinion dynamics theory, it is possible to calculate the dynamics
of a complicated system mixed with people’s trust and suspicion. Simulation of
a large number of people is also prepared. As a future prospect, this theory will
be useful not only for consensus building but also for serious conflicts in society
and the division of society by it and searching for ways to avoid it. In that case,
the role of the charismatic leader and the like can be verified from the theory.
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Prof. Serge Galam of Institut dÉtudes Politiques de Paris. The author is also grateful
for discussions with Dr. Y. Kawahata for this theory. The author also thank Mr. Y.
Horio for supporting the coding of the calculation program of N persons.

References

1. French, J.R.P.: A formal theory of social power. Psychol. Rev. 63, 181–194 (1956)
2. Harary, F.: A criterion for unanimity in French’s theory of social power. In:

Cartwright, D. (ed.) Studies in Social Power. Institute for Social Research, Ann
Arbor (1959)

3. Abelson, R.P.: Mathematical models of the distribution of attitudes under con-
troversy. In: Frederiksen, N., Gulliksen, H. (eds.) Contributions to Mathematical
Psychology. Holt, Rinehart, and Winston, New York (1964)

4. De Groot, M.H.: Reaching a consensus. J. Am. Stat. Assoc. 69, 118–121 (1974)
5. Lehrer, K.: Social consensus and rational agnoiology. Synthese 31, 141–160 (1975)
6. Chatterjee, S.: Reaching a consensus: some limit theorems. In: Proceedings of Inter-

national Statistics Institute, pp. 159–164 (1975)
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Abstract. The continual digitalisation of business processes requires individ-
uals nowadays to learn to negotiate electronically. Negotiation trainings fre-
quently use negotiation support systems (NSSs) to facilitate the development of
electronic negotiation skills. Current NSSs offer a rich set of support functions
but fail to provide constructive feedback to the learners regarding their nego-
tiation performance, i.e., whether they reached a good agreement or how they
can improve. To address this gap, the current paper suggests a novel approach
for electronic negotiation trainings by including game elements in an NSS,
thereby offering feedback and increasing the motivation and engagement of
negotiators. The requirements for the design of such a gamified NSS are based
on an integrative literature review on the state of electronic negotiation training,
motivation theories, and gamification. Finally, we present a new framework for
electronic negotiation training offering constructive feedback and motivational
incentives as part of the NSS. Both elements are expected to enhance learners’
engagement and improve their learning outcomes when participating in such an
electronic negotiation training.

Keywords: Gamification � Negotiation training � e-Learning �
Negotiation support systems

1 Introduction

Negotiation skills are an important asset in today’s business life. Ideally, negotiators
possess the required skills to reach optimal outcomes, save transaction costs, and
maintain long-lasting relationships with important business partners. Negotiation skills
involve communication, analysis and decision-making [1], which can be learned
through years of experience or via dedicated negotiation trainings. The field of
negotiation trainings rapidly emerged during the 1980s [2] and provoked several
research studies until today on how to teach negotiations [3, 4].

At the same time, ICT and the digitalisation of business process rapidly changed
business practices. Nowadays, negotiations are often conducted using electronic media,
especially using email [5]. Furthermore, the new technological possibilities gave rise to
the development of electronic negotiation systems, which support the negotiators at
least in their communication or decision-making tasks [6]. In recent years, negotiation
support systems (NSSs) as the predominant representatives of electronic negotiation

© Springer Nature Switzerland AG 2019
D. C. Morais et al. (Eds.): GDN 2019, LNBIP 351, pp. 207–222, 2019.
https://doi.org/10.1007/978-3-030-21711-2_16

http://orcid.org/0000-0002-3300-5276
http://orcid.org/0000-0002-2232-9929
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21711-2_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21711-2_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21711-2_16&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21711-2_16


systems have been frequently used in negotiation trainings to facilitate the development
of additional skills for electronic negotiations [7–10]. NSSs offer communication and
decision support and might also facilitate conflict management and document man-
agement [11]. Human negotiators are still in control of the negotiation process and
decide whether to accept or reject an offer [12]. The NSSs employed in these trainings
follow a structured, asynchronous bilateral negotiation protocol and include the
exchange of textual messages [7, 9, 13]. Representatives of the used systems are e.g.
the Negoisst system [11, 12] or Inspire [14].

When participating in a negotiation training facilitated by an NSS, students’
development of negotiation skills crucially relies on reflections about one’s negotiation
process and performance [2, 7]. Reflections are often facilitated “offline” by structured
debriefings [7] or journal entries [4]. Obviously, the feedback mechanisms NSSs
currently provide are not sufficient to facilitate such reflections. Students require
feedback whether they perform well in their negotiations and what they can improve
immediately or in subsequent negotiations.

Besides learning from reflections on negotiation simulations, learning outcomes in
general are positively influenced by students’ motivation and their resulting engage-
ment in learning tasks [15, 16]. As a distal consequence, engagement also positively
impacts academic success [15]. Therefore, fostering engagement to improve learning
outcomes is one of the key challenges for instructors.

One recent approach to facilitate engagement is gamification, defined as “[…] the
use of game design elements in non-game contexts” [17, p. 10]. Gamification makes
use of the powerful motivational elements of games whilst not turning the gamified
context into a real game. In addition to their motivational power, several standard game
elements such as points, badges, leaderboards, or performance graphs also include
feedback on the users’ actions [18]. Gamification in the education area is especially
employed in web-based and asynchronous systems [19]. Reviews on gamification
approaches in general or specifically in the education area predominantly report pos-
itive effects on engagement [20–23].

We expect a gamified NSS used in negotiation trainings to lead to greater
engagement and better learning outcomes. Furthermore, as an intensive exchange of
offers leads to more integrative agreements [24], we suggest students to reach better
agreements in terms of individual as well as joint utility.

However, gamifying an existing information system requires more than simply
adding some game design elements such as points or badges. Literature and experts in
the field of gamification highlight the need to analyse and understand the users’ needs,
psychological processes, and the context of the implementation for the design process
[25].

In this sense and as part of a design science research approach [26], this paper
follows the explanatory design theory [27] and presents the general requirements that
have to be considered for gamifying an NSS in the context of negotiation trainings. In
particular, we conducted an integrative literature review [28, 29] focussing on general
learning theories and the characteristics of learning to negotiate electronically (cf.
Sect. 2) as well as the underlying motivational theories behind gamification and
learning (cf. Sect. 3). In Sect. 4, we present and align our findings with a negotiation
process model for electronic negotiation systems. We finally present a framework
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derived from the kernel theories for motivation, learning and negotiation, which forms
the basis for the design of such a gamified NSS. The last chapter shortly discusses the
results and presents our next steps.

2 State-of-the-Art in Electronic Negotiations Training

Negotiation trainings combine transmission of theoretical knowledge and principles
with practical applications to develop negotiation skills, e.g. by engaging students in
role plays, case studies, or simulations [2]. Loewenstein and Thompson [3] provide a
list of five teaching methods for negotiations: principle learning, trial-and-error learn-
ing, observational learning, learning via feedback, and analogy learning. All these
methods emphasise the need to integrate theory and practice in negotiation trainings.

Most negotiation trainings follow Kolb’s experiential learning methodology [2, 7,
13], which is rooted in the constructivist learning paradigm. Experiential learning is
defined as “[…] the process whereby knowledge is created through the transformation
of experience” [30, p. 41]. The process includes the following four phases: (1) having
an experience, (2) reflective observations on this experience, (3) drawing conclusions
from the experience through abstract conceptualisation and (4) active experimentation
in new situations. Because most people already possess limited negotiation knowledge
from individual experiences like the fixed pie assumption, experiential learning is seen
as a key method to challenge existing knowledge and integrate new concepts [7].

Negotiation trainings often integrate NSSs to conduct negotiation simulations [7, 9,
13]. Negotiating with an NSS requires additional knowledge and skills. As social cues
such as mimics and gestures cannot be observed via the system, students have to learn
to read between the lines and how to build up a positive relationship [7]. They further
learn to use the asynchronous mode of the system to their advantage, e.g. making
efficient use of more preparation time as well as the use of time pressure tactics.
Negotiating with an NSS also requires students to understand and utilise specific
support features and gather experience in using such an NSS [31]. The course design
for negotiation trainings, therefore, typically promotes face-to-face negotiation skills
first, which are a necessary prerequisite before students can develop negotiation skills
for electronic scenarios [7, 13].

At the core of electronic negotiation training is the participation of a student in a
negotiation simulation. The design of the training and of the negotiation simulations
depends on the learning goals that should be achieved. To avoid excessive demands
while using a complex NSS and gathering experience with its support functions,
previous courses e.g. started with rather simple single-issue negotiations and proceeded
with more complex, multi-issue negotiations [7]. During the negotiation process, stu-
dents perform different actions and requests in the NSS. The NSS provides different
immediate feedback mechanisms for the actions, e.g. a utility value supporting the
evaluation of offers.

The use of negotiation simulations may either follow a trial-and-error learning
approach or the learning via feedback method [3]. Simple participation in a negotiation
simulation without reflecting on the negotiation process is not sufficient for in-depth
learning and acquisition of negotiation skills [2, 7]. Consequently, the experiential

A Framework for Gamified Electronic Negotiation Training 209



learning phases of reflective observations and abstract conceptualisation are often
facilitated by structured debriefings [2, 7] or journal entries [2, 32] after a negotiation
simulation has been concluded. However, the feedback supporting the reflection phase
in electronic negotiations training is not a part of the NSS itself but provided by the
surrounding training course.

Students’ participation and engagement in the electronic negotiation training is
driven by their motivation and the goals they pursue. If a student is not motivated at all
– a state called a motivation [33] – the student will not participate and engage in the
electronic negotiation training and acquire any negotiation skills. However, when
students are motivated to participate, their motivation may still greatly differ and impact
their learning outcomes [34]. We will have a look at motivation and goals in the
following section to explain why and how a student engages in certain tasks.

3 Motivation Theories

Motivation is at the core of any action a person performs. If no motivation is present, a
person will not carry out a task at all. Fundamental for all motivational theories is the
distinction between extrinsic and intrinsic motivation. An intrinsically motivated per-
son performs a task for the inherent satisfaction provided by the task itself [33]. An
extrinsically motivated person performs a task to achieve a separable outcome (e.g.
rewards) or to avoid negative consequences such as punishments [33].

In the following, relevant motivational theories in the area of learning and gami-
fication will shortly be presented.

3.1 Self-Determination Theory

Self-Determination Theory (SDT) is one of the most discussed theoretical frameworks
in gamification research [20]. SDT is based on several empirical studies and investi-
gates social and environmental factors that foster or undermine motivation [35].
According to SDT, an intrinsically motivated behaviour requires three basic psycho-
logical needs to be fulfilled, namely the need for competence, autonomy and related-
ness [34].

An individual’s need for competence can be fostered by different contextual ele-
ments that cause feelings of competence for a task [34], e.g. constructive feedback,
rewards or optimal challenges. For an intrinsically motivated behaviour, however, it is
also necessary that the individual perceives their action as self-determined and
autonomous. Tangible rewards have been shown to have an undermining effect on
intrinsic motivation, because they shift the perceived locus of causality for an action to
be less self-determined [36]. Similar effects have been found for deadlines, threats,
directives, or imposed goals [34]. Relatedness, as the third factor, suggests that intrinsic
motivation may additionally flourish if individuals have a feeling of being socially
related with other individuals or perceive at least a secure relational base.

Intrinsic motivation is the desirable type of motivation, as it results in enhanced
performance, self-esteem, greater persistence, creativity, and high-quality learning [33,
34]. However, most of an individual’s actions are not intrinsically motivated. Students
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completing an assignment for a course, which they value as beneficial for their career,
still perform the task for an external outcome rather than for the inherent satisfaction of
the task. On the other hand, a student completing the assignment because (s)he feels
that otherwise (s)he will fail the course is also extrinsically motivated. Although both
students are extrinsically motivated, their motivation differs in their relative autonomy
[34].

SDT proposes a continuum of four different types of extrinsic motivation, ranging
from externally driven motivation (i.e. external regulation, introjected regulation) to
internally driven – yet still extrinsic – motivation (i.e. identified regulation, integrated
regulation) [34]. Students with an externally regulated locus of causality for a task
show less interest and effort than students with a more internal regulation. More
autonomous extrinsic motivation positively influences, among other factors, engage-
ment, enjoyment, performance and higher quality learning [34].

Over time, external regulations will often be internalised and integrated by an
individual, i.e. external regulations are brought into congruence with the individual’s
values, such that the motivation for a behaviour may shift from rather external to a
more internal driven locus of causality [34]. The process of internalisation is again
fostered by the three factors relatedness, competence and autonomy. Relatedness
means, that the behaviour is valued or prompted by others whom an individual feels
connected to. Individuals also need the relevant skills to succeed in the behaviour.
Finally, in the most autonomous form of motivation, the regulation has been inter-
nalised, i.e. individuals understand its meaning and fully integrate it with their own
goals and values.

3.2 Flow Theory

The notion of flow shares many similarities with intrinsic motivation and focusses on
its subjective phenomenon [37]. Flow is also referred to as an optimal experience, in
which an individual is fully immersed and focussed on what is currently done, carrying
out the activity for inherent satisfaction. Flow experiences can occur with any activity,
whether it is playing a video game, doing sports, or writing a scientific paper [38].

Flow can be experienced when an activity is perceived as challenging but attainable
by the individual [37]. A balance of individual skills and the challenge is required,
which stretches the individual’s skills without exceeding them. When skills and the
challenge are not balanced, an individual might either face anxiety or boredom. Neither
challenges nor skills are objective variables, as they depend on the subjective per-
spective of the individual.

Besides the aforementioned balance of skills and challenges, flow theory provides
several other implications for the design of games, gamified environments and learning
environments [37, 39–41]: First, clear goals help directing the attention towards the
activity to perform. Second, unambiguous and immediate feedback on the progress
towards reaching the goal is required. And third, a sense of control over one’s activity
facilitates the occurrence of flow.
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3.3 Achievement Goal Theory

Achievement goal theory, a theory originating in the late 1970 s, explains the reasons
for students’ engagement in specific tasks [42]. In general, goals drive performance
through four mechanisms: (1) goals direct attention towards goal-relevant activities,
(2) they have an energizing function, i.e. high goals produce greater effort than low
goals, (3) they lead to greater persistence and (4) support the use of existing or the
discovery of new task-related knowledge and strategies [43].

The core of the theory is formed by the distinction between mastery goals and
performance goals [44]. In a mastery goal setting, students focus on the development of
competence to successfully accomplish a task. Students following performance goals
focus on demonstrating their ability for a task in comparison to others, i.e. they attempt
to perform better than others. Within this distinction, mastery goals demonstrated
several positive effects, including deep-process learning and self-regulated learning
strategies.

Due to mixed results on the effects of performance goals, a further distinction
between approach and avoidance was introduced, leading to a 2 � 2 model of
achievement goals [44]. Individuals with an avoidance-orientation focus on avoiding
not mastering a task (mastery-avoidance) or avoiding performing poorly compared to
others (performance-avoidance). Individuals with an approach-orientation possess a
more positive attitude towards their goals, i.e. they would like to master a task
(mastery-approach) or perform better than others (performance-approach).

A few studies in the domain of negotiation training have investigated the differ-
ences between mastery and performance goals. Participants pursuing mastery goals
showed greater transfer of learned negotiation skills to new negotiation scenarios than
the performance-oriented ones [45, 46].

4 Gamified Electronic Negotiation Training

In the following section, we will integrate previously presented motivational theories
and the characteristics of electronic negotiation trainings. First, we will derive the
general requirements for a gamified NSS. Finally, based on our results, we present a
framework for gamified electronic negotiation training.

4.1 General Requirements

The general requirements in this subsection will be aligned with a five-phase negoti-
ation process model for electronic negotiation systems [47], which was developed to
support a wider range of electronic negotiation scenarios than the original model
proposed by Kersten [48], that was based on Gulliver’s eight-phase model [49]. Each
of the subsections represents one phase of the process model, which will shortly be
described followed by our findings.

Planning. In the planning phase, negotiators determine their relevant issues to be
discussed, aspiration and reservation levels for these issues and the best alternative to a
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negotiated agreement (BATNA) [50]. They decide about the overall approach (com-
peting or collaborating) and the strategy and tactics used.

From the point of view of negotiation trainings, it is important that negotiators are
able to claim value as well as to create value [3]. For a negotiation simulation, this goal
should be made explicit, e.g. through the description in a case study. Explicit goals help
students to direct their attention and activities towards these goals [43]. At the same
time, imposed goals may undermine students’ need for autonomy. By defining only a
high level goal, i.e. a competing or collaborative approach, the students still have
various strategic and tactical choices to reach the same goal. Consequently, students
may experiment with various strategies, which should facilitate autonomy and moti-
vation. Therefore, our first requirement is providing clear goals and freedom for
strategic and tactical choices.

Another challenge for the designers of gamified systems are the effects of the
included game design elements. Several game design elements such as quests or
leaderboards can be categorised as competitive elements. Including such elements in an
NSS may affect negotiation behaviour in the planning phase and in the subsequent
phases. In particular, for negotiators that should learn to claim value as well as to create
value this may lead to an unbalanced focus on competitive strategies. Consequently,
our second requirement is to balance competitive and cooperative game design
elements.

Agenda Setting and Exploring the Field. In the next step of the negotiation, the
negotiators discuss about the negotiation issues and their meanings [47]. As a result,
issues may be revised, added or deleted. Eventually, preferences and strategies have to
be adapted.

Among other factors, the complexity and difficulty of a negotiation depends on the
number of negotiation issues. Single-issue negotiations are quite easy to handle, i.e.
they do not necessarily require any decision support in the NSS. Especially for multi-
issue negotiations, NSSs offer a utility value to evaluate offers [11]. The cognitive
burden for new NSS users is still very high. Therefore, and in-line with previous
research [7], we propose to start with simple single-issue negotiations and add more
complexity through multiple issues in subsequent negotiations.

Further levels of complexity and difficulty may include variation for the zone of
possible agreements or more competitive and/or aggressive negotiation behaviour of
the negotiation partner [51]. Our third requirement can be summarised with providing
increasing and optimal challenges.

The provision of increasing challenges can be argued for from several perspectives:
As a first step towards electronic negotiations, students may need to develop required
skills to learn reading between the lines due to the absence of social cues. They further
need to explore the system, get used to its support features and gather experience using
an NSS. Imposing additional burdens through complex negotiation cases at the
beginning might lead to excessive demands. In terms of flow theory, this unbalanced
relationship between challenges and skills may lead to anxiety [37]. Furthermore, SDT
highlights the necessity for optimal challenges so students need for competence can be
facilitated. When students successfully accomplish the provided challenges, they will
feel more competent and intrinsic motivation is more likely to occur.

A Framework for Gamified Electronic Negotiation Training 213



Exchanging Offers and Arguments. When the negotiation agenda has been defined,
the negotiators start exchanging offers and arguments. The phase is characterised by a
continual information exchange regarding issue preferences and priorities [47].

Particularly for this phase, NSSs provide a rich set of support functionalities for
communication, decision, conflict and document support. It is critical to remember, that
these system functionalities only support the negotiator, i.e. the negotiator is always in
control of the negotiation process [12]. Therefore, the use of support functionalities
relies either on the user’s recognition of their benefits or on the user’s need for external
help [52]. Consequently, support functionalities are sometimes not used, leading to less
efficient negotiations.

As a potential solution, a gamified NSS should offer incentives to use support
functions. Gamification may not only foster motivation and engagement, but can
effectively change user behaviour [53]. When students face these extrinsic incentives
first, they might perceive their behaviour for using the support functions as externally
regulated [34]. They use support functions not as a result of own beliefs, but to fulfil an
external demand. If, however, the students gained experience using the functions and
finally recognised their benefits [52], their motivation to use these functions will shift
towards a more self-determined types of motivation. In particular, SDT proposes an
internalisation process, where the regulated behaviour is positively valued and con-
sidered as personally important by the student [34]. Students will then experience
greater autonomy in using the support functions. An intensified use of support func-
tions should lead to more efficient outcomes in the negotiation simulations.

Reaching an Agreement. After an intensive exchange of offers, the negotiators may
realise that they have successfully elaborated areas for an agreement [47]. They
develop joint proposals to settle an agreement. Alternatively, if both parties realise that
there is no zone of possible agreements, they may decide to leave the negotiation
without a deal.

Especially novice negotiators tend to accept even bad and inefficient agreements,
because they try to avoid a failing negotiation [3]. When the negotiators have settled
such an inefficient agreement, they may engage in a post-settlement negotiation to
improve their outcomes [54]. In electronic negotiations, the majority of post-settlement
negotiations is rejected, leaving the negotiators with their initially negotiated, ineffi-
cient agreement [55]. Nevertheless, a post-settlement negotiation can be beneficial for
complex negotiations where inefficient agreements are more likely to occur [56].

Our intention is definitely not to scrutinise post-settlement negotiations, but to
prevent students from accepting a bad agreement because they fear failing. Students
must learn that negotiations can also end unsuccessfully, i.e. that no agreement is better
than a bad agreement with respect to their BATNA. Negotiators avoiding a failing
negotiation show the same behavioural patterns as described in the mastery-avoidance
goal-setting [44]. Instead, it would be beneficial for students to follow a mastery-
approach goal, where the negotiation simulation receives a positive valence for skill
development.

Previous research on the development of negotiation skills also demonstrated
positive effects of mastery goals compared to performance goals. Students participating
in a mastery-oriented training showed greater transfer of negotiation skills in stressful

214 A. Schmid and M. Schoop



negotiations than participants in a performance-oriented training [45]. Similarly,
another study revealed that students in a performance-oriented setting were less suc-
cessful in transferring negotiation skills learned in one negotiation scenario to a dif-
ferent negotiation scenario than their mastery-oriented colleagues [46]. When students
were faced with an identical negotiation scenario again, there were no differences
between the two groups. These results are in-line with other studies on learning (see
[44] for a summary), indicating that mastery goals facilitate in-depth learning. Con-
sequently, our next requirement can be summarised with providing a mastery-
approach goal-oriented setting.

Concluding the Negotiation. If the negotiators have successfully worked towards an
agreement, they finally conclude the negotiation [47]. The agreement is evaluated and
might consider further improvements. In business negotiations, the negotiators settle
their agreement in a contract [12].

To evaluate the achievement of the defined goals and support the reflection phase of
the experiential learning cycle, students require feedback after the negotiation was
concluded. Feedback should be provided in a constructive manner, highlighting
positive actions and providing insights on improvements for future tasks. Similarly,
negotiators concluding their negotiation unsuccessfully require feedback whether their
decision to abort is comprehensible, e.g. because they experienced an impasse or could
not find a fair compromise. Constructive feedback framed in a positive manner is
especially important as novices tend to be more motivated by positive feedback
whereas only experts can be motivated by negative feedback [57]. Furthermore, pro-
viding constructive and encouraging feedback supports feelings of competence, which
are likely to facilitate intrinsic motivation [34].

The feedback on a failing negotiation or possible improvements for an agreement
provides another incentive for the students to repeat a negotiation simulation. In
general, gamified learning maintains a positive relationship towards mistakes and
failures and allows students to repeat their tasks until they succeed [39, 58]. Reflecting
on their previous performance, students will derive their lessons learnt and employ
them for future tasks [30]. Indeed, previous research has shown that repeating the same
negotiation scenarios enables people to logroll more effectively, leading to more
integrative results [59]. Logrolling behaviour also improves across different negotiation
scenarios [60]. Furthermore, electronic negotiations provide incentives to experiment
with different negotiation approaches [7]. Therefore, and in order to maintain auton-
omy, we summarise our last requirement with allowing students to repeat challenges.

4.2 A Framework for Gamified Electronic Negotiation Training

The previously presented general requirements differ in several ways from the current
utilisation of NSSs in electronic negotiation trainings. Starting with the elements of the
NSS itself, our new artefact will include game elements which turns the original NSS
into a gamified NSS (see Fig. 1). The core of the training is still made up by negotiation
simulations, in which the students participate. However, these simulations explicitly
form different challenges, i.e. the students will “level up” by starting with rather simple
negotiation simulations followed by more complex and difficult negotiation simulations.
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Our gamified NSS explicitly takes into account the motivation and goals that drive
students’ engagement. The goal of students when participating in a negotiation training
should be and probably mostly is mastery-oriented, i.e. becoming good negotiators and
finding good agreements. For novice negotiators it is hard to evaluate whether they
actually did a good job in their negotiation, or whether they e.g. failed to find more
beneficial, integrative solutions and what they could have done better. Current NSSs do
not provide such feedback to the learners. In contrast to state-of-the-art in electronic
negotiation training, our new framework includes strengthened feedback provided by
the gamified NSS. In addition to the feedback provided during the negotiation process,
we extend it with constructive feedback about the negotiation performance, forming the
basis for the students’ reflections on their negotiation. The constructive feedback
replaces course activities such as journal entries [4] or debriefings [7].

Furthermore, the game elements provide motivational incentives to the students.
Our requirements especially highlight the satisfaction of the basic psychological needs
for competence and autonomy, which according to SDT influence the probability for
intrinsic motivation [34]. The incentives to use the support functions of the NSS
obviously facilitate extrinsic behaviour but may shift over time to more internally-
driven motivation and behaviour. Potential game design elements providing such
incentives could be points or badges rewarding desirable and successful use of these
support functions [18].

We can expect that the provision of strengthened, constructive feedback and
additional motivational incentives will positively impact the students’ engagement in
the negotiation simulations. Overall, the feedback and increased engagement will
hopefully lead to better learning outcomes.

Fig. 1. Framework for gamified electronic negotiation training.
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5 Discussion and Outlook

Gamification is an innovative and promising way to foster motivation and engagement
of students, and numerous studies in this domain have already been published [20, 22].
Especially qualitative studies often provide a mixed picture regarding the effects of
gamified learning [23, 61], therefore understanding the context of the gamification
implementation is critical [25].

This paper presents a new approach for electronic negotiation trainings and pro-
poses gamifying NSSs, the systems which are often used within these trainings [7–10].
Following a design science research methodology, we conducted an integrative liter-
ature review to derive the general requirements for the design of such a gamified NSS
and provide a framework for gamified electronic negotiation training. By synthesising
the literature about negotiation training, motivation theories and gamification itself we
derived seven general requirements. We cannot guarantee that these requirements and
the presented framework are comprehensive, but they provide a well-founded theo-
retical basis for the design of the artefact.

The core of the gamified electronic negotiation training is students’ participation in
negotiation simulations. In line with Deterding’s method for gameful design [62], we
design our gamified NSS around the inherent challenges of the students’ activities.
Obviously, the inherent challenge in an NSS is to successfully negotiate an agreement
with the negotiation partner. The negotiation simulations can have different levels of
difficulty, e.g. the number of negotiated issues, the number of negotiation parties
participating, varying zones of possible agreements and cooperative or competitive
negotiation partners [51]. Challenges are one of the most used game elements in
education [23].

The requirements especially highlight the need to provide constructive feedback
within the gamified NSS, so the students can reflect on their negotiation performance.
Current NSS implementations do not provide such feedback, and the reflection phase is
supported by debriefings [7] or journal entries [4]. The requirements further consider
and facilitate the students’ motivation, another factor that positively impacts students’
engagement and their learning outcomes [15].

Employing feedback elements is a common approach in several gamified learning
interventions [21, 23]. Feedback is efficient, if it is provided in a positive and con-
structive way, reflects students’ performance and guides students to areas of
improvement [39]. To provide feedback, gamification literature in general suggests
using points, leaderboards, levels, badges or performance graphs [18, 63], which are
frequently used in gamified learning [23]. With respect to the domain of electronic
negotiations, further feedback elements should also include domain-specific feedback,
e.g. in the form of a Pareto-efficiency graph [64] to display whether integrative
potential has been fully exploited.

As the feedback emanates from the NSS itself, our framework for electronic
negotiation training does not necessarily require any human negotiation trainer to
support the reflection phase. In particular, a negotiation trainer or negotiation expert is
only required to design the different negotiation challenges according to the learning
goals. Therefore, the gamified NSS does not necessarily have to be embedded within a
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classical negotiation course but could also be offered as a Massive Open Online Course
(MOOC) accessible to everyone interested in learning to negotiate.

Besides the feedback that elements such as points, leaderboards, levels, badges, or
performance graphs offer, these elements also provide various motivational mecha-
nisms [18, 65]. Our requirements especially highlight fulfilling the psychological needs
for competence and autonomy. However, whether the included game elements will
promote extrinsic or intrinsic motivation is highly dependent on contextual factors and
the individual student [66]. While this paper primarily focusses on the contextual
factors, effects of gamified learning also e.g. differ depending on personality traits and
learning styles [67]. Furthermore, undergraduate and postgraduate students have dif-
ferent perceptions on gamified learning interventions [61].

Our next steps, therefore, include careful consideration of game elements that could
fulfil our general requirements and might be part of our gamified NSS. Due to the
various user characteristics influencing the perceptions and effects of gamification, the
risk in designing such a system is user oriented and requires iterative design and
formative evaluations [25, 68]. We will report first findings regarding the effects of a
gamified NSS on motivation, engagement and learning outcomes as soon as first
prototypes have been developed and evaluated.
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Abstract. Data mining methods have long been used to support organisational
decision making by analysing organisational data from large databases. The
present paper follows this tradition by discussing two different data mining
techniques that are being implemented for pattern recognition in Negotiation
Support Systems (NSSs), thereby providing process assistance to human
negotiators. To this end, data from several international negotiation experiments
via NSS Negoisst is used. Consequently, a suitable data representation of the
underlying utility data and communication data has to be created for the
applicability of data mining. Each generated data type needs individual pro-
cessing treatments and almost all data mining methods lose their feasibility
without a correct data representation as consequence. Once a correct data rep-
resentation is found, the potential for pattern recognition in electronic negotia-
tion data can be evaluated using descriptive and predictive methods. Whilst
Association Rule Discovery is used as a descriptive technique to generate
essential sets of strategic association patterns, the Decision Tree is applied as a
supervised learning technique for the prediction of classification patterns. The
extent to which reliable as well as valuable patterns can be derived from the
electronic negotiation data and valuable predictions can be generated is exam-
ined in this paper.

Keywords: Negotiation Support Systems � Data mining � Text Mining �
Association Rule Discovery � Decision Tree

1 Introduction

Data Mining (DM) is an established research area and has strengthened its pioneering
position in data science research in recent years [11]. Nowadays, powerful computer
systems are able to analyse large amounts of data with efficient DM algorithms and to
generate value-added information [7]. Organisations are interested in extracting useful
knowledge from organisational and process data in order to support organisational
decision making with valuable patterns, optimisations, and predictive models [6, 38].

The current paper deals with such organisational decision support in the application
area of electronic business negotiations – more precisely in Negotiation Support
Systems (NSSs) (cf. Sect. 2). In this context, the exploratory application of different
DM techniques will show to which extent reliable descriptive or rather predictive

© Springer Nature Switzerland AG 2019
D. C. Morais et al. (Eds.): GDN 2019, LNBIP 351, pp. 223–237, 2019.
https://doi.org/10.1007/978-3-030-21711-2_17

http://orcid.org/0000-0003-2957-3024
http://orcid.org/0000-0002-2232-9929
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21711-2_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21711-2_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21711-2_17&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21711-2_17


patterns can be detected in interactions of electronic negotiations w.r.t. the common
behaviour of negotiation participants using the framework of Knowledge Discovery in
Databases (cf. Sect. 3). In order to be able to generate these patterns, a correct data
representation has to be found as a prerequisite for DM techniques (cf. Sect. 4).
Finding a correct data representation poses the biggest challenge in this work, since
heterogeneous types of data (s.a. utility or communication data) are exchanged that
require different mining-specific processing as well as transformation steps. As will be
discussed later, one method of descriptive character and one of predictive character
were selected for the application process of DM and subsequently implemented (cf.
Sect. 5). Finally these methods are evaluated w.r.t. the added value of the derived
results and the peculiarities of the applied methods. Additionally, the merits of our
approach are discussed referring to the overall research goal of pattern detection in
NSSs (cf. Sect. 6).

2 The Application Field of Negotiation Support Systems

E-negotiations are not the mere translations of traditional negotiations into the digital
realm. Rather, they add a benefit through the application of information and commu-
nication technology [33]. In particular, there is at least one rule supporting the decision
making, the communication, the document management, and/or the conflict manage-
ment [33, 36].

A Negotiation Support System (NSS) is designed to advise and support the
negotiator during the negotiation process. The most comprehensive NSS is Negoisst
[33, 34] which forms our source system for the DM application. Negoisst combines
several support functionalities of which communication support and decision support
are used in the paper. Negotiators communicate in an asynchronous manner by
exchanging semi-structured messages in natural language [31–33]. Each message
consists of a content, which is semantically enriched through the combination of
natural language terms and the negotiation agenda. A negotiation process ends with a
refusal or an acceptance. While a refusal indicates serious disagreement between the
parties and terminates the negotiation without an agreement, an acceptance of the latest
counter-offer leads to a legally binding contract [33, 34].

The negotiation issues are weighted in terms of preferences. Each issue has a best
case and a worst case, defining the range of possible agreement. Based on that infor-
mation, Negoisst computes a utility function using the hybrid conjoint method [16].
Each (counter-) offer exchanged is then rated with an individual utility value. The joint
utility (i.e. the sum of the individual utilities) above 100% shows the agreement to be
integrative or win-win as the negotiation pie was enlarged. The fairness of an agree-
ment is measured by the contract imbalance, i.e. the difference between the partners’
individual utilities. The lower the difference, the fairer the agreement.

To reach an agreement, several (counter-) offers are exchanged so that utility data
and textual communication data are generated during the negotiation process. Negoisst
has been employed in university teaching for the past 17 years. As a basis for our
research, seven international negotiation experiments via Negoisst (6159 exchanged
negotiations messages) were used as source data in order to find indicators for the
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success or failure of a negotiation. To this end, these large data sets are algorithmically
processed using DM methods. As we deal with raw data, which is often unstructured
and offers little or no meaning, the pressing question is which process steps have to be
conducted to arrive at value-adding findings.

3 The Implementation of KDD Using Data Mining

The methodological basis of the Knowledge Discovery Process (KDD) process model
represents an elemental framework to conduct DM methods effectively. It consists of
several steps, which can be carried out in a sequential or in an iterative way [8, 15]
(Fig. 1).

It is rarely the case that the existing data can be transferred directly as input to the
DM methods. First, the available data is spotted and selectively transferred to a data-
base, which in our case has already been done by determining the Negoisst source
system and the respective data extraction. Based on this data, the selection of suitable
data sets takes place (in our case a set of Negoisst experiments). In the following step,
the preparation of data for the treatment of missing or impure data takes place. Here,
the selected basic data record is cleaned of erroneous data and the respective correction
of conflicting values is made.

Preparing the dataset for DM is the most time-consuming part of the overall pro-
cess. As explained, Negoisst stores utility data and the corresponding textual negoti-
ation message for each exchanged offer. During the transformation process, a valid data
representation must be found for both data types so that the DM techniques can be
performed without complications. Different data types require different mining-specific
processing and transformation steps. Whilst metric utility data might not be comparable

Fig. 1. The knowledge discovery process according to Fayyad et al. [15]
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across all negotiation experiments, unstructured textual data requires suitable pro-
cessing steps to be found that enable a valid quantification. After selecting, pre-
processing, and transforming the relevant data, it is finally possible to start with active
DM.

In general, DM techniques are divided into descriptive techniques and predictive
techniques [22]. Selecting the right DM method requires a precise formulation of the
problem and the respective analytical objective should be available [14].

In this paper, the Association Rule Discovery (ARD) is selected as a descriptive
technique to detect behavioural indicators for acceptance or rejection of the negotiation.
ARD measures the strength of coexistence between considered attribute values in large
databases that have to meet certain quality measures [2]. The fundamental goal is the
determination of Boolean existence connections in the form of if-then relationship
patterns (A ! B) based on the underlying data [3]. Consequently, an association rule
consists of a premise A and a consequence B. As we focus on the derivation of
systematic patterns that describe the natural behaviour of negotiation participants, the
previously described utility values of exchanged offers and their textual messages are
used as data input. To check the confidentiality of the rules, support (i.e. the relative
frequency of examples in the record) and confidence (i.e. the relative frequency of the
examples in which the association rule is correct) are considered as quality measures
[41]. Both quality measures are calculated for each generated rule using the “Apriori
algorithm” as an iterative method.

Additionally, the Decision Tree (DT) is selected as a predictive technique which is
used as a supervised learning method in order to ensure the subsequent interpretability
of the results [29]. Through the use of top-down-based divide-and-conquer algorithms,
the learning problem is trained based on a number of independent instances and
subsequently presented as a DT [39]. Starting from the root node, which reflects the
entire basic data set, the data is gradually divided into at least two subsets according to
a certain distribution criterion at the nodes [6]. Subsequently, for each generated subset,
a child node is again generated. This node marks the next partition criterion [9]. All
process steps are carried out iteratively for each generated child node until all training
objects (offers in our case) are assigned to a specific target class [18]. The target classes
are located on the leaf level of the DT and are represented by the leaf nodes.

To maintain the trustworthiness in addition to the compactness of the tree, the Gini
index [30] is considered. Furthermore, pruning algorithms were integrated to counteract
the overfitting problem [12, 25]. To measure the overall validity, we use accuracy
which is based on precision (i.e. the number of correct predictions of the respective
target class divided by the sum of correct and false predictions made for the same target
class) and recall (i.e. the number of correct predictions relating to the respective target
class divided by the number of tuples belonging to the target class). In summary, both
DM methods are performed independently using the KDD and therefore require an
individual data preparation process.
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4 Data Processing

As described in Sect. 2, each of the (counter-) offers generates utility as well as textual
communication data. Hence, both data types must be treated differently in the context
of data processing.

4.1 Processing Textual Negotiation Messages Using LIWC

The fact that textual content is in an unstructured form involves considerable effort in
terms of pre-processing. Text Mining is a DM application in which the input data may
be in the form of written documents, messages etc., which will then be quantified in the
pre-processing step [23].

For the targeted analysis of unstructured negotiation communication data, the
software “Linguistic Inquiry and Word Count” (LIWC) was used [27]. LIWC has
achieved high reliability and acceptance through its extensive analytic potential of text
messaging in a variety of applications [20, 21]. LIWC is able to recognise meaningful
words from exchanged negotiation messages based on the LIWC dictionary and assign
them to the predefined psychological categories [19]. It uses a dictionary approach that
looks for more than 2300 words along with their word stem in a text file [17, 24]. For
example, the words hatred and ridicule are categorised as negative; the words
impressive and hopeful are categorised as positive. After LIWC has analysed all words
of the underlying text, a relative value is calculated as the existence frequency of the
respective LIWC category for most dimensions. As output, the software generates a list
of all considered categories with their respective relative frequency values which in our
case refers to the number of total words that appear in the exchanged negotiation
message [37]. Within the scope of this paper, only those LIWC variables were taken
into account that add value relating to the negotiation environment.

In order to maintain the information richness of the communication data, all
communication variables generated from LIWC were mapped to various classes in the
following pre-processing step. In this case, most of the LIWC variables require an
individual mapping taking the negotiation context into account. The first group of
communication variables prepared in this work were the summary variables which are
based on algorithms that Pennebaker has published in his research [10]. Initially, each
of the variables is represented on a 100 point scale. A high numeric value of the
analytic dimension means that the author of a text follows a hierarchical style of
communication, whereas a low measure of the variable represents a personal level of
interaction. The authentic dimension represents honest and open-minded communi-
cation at higher levels. Furthermore, for both variables, a value of 50 represents a
balance between the two expressions representing an equilibrium between both
polarities so that no dominance can be determined [28].

The consideration of this equilibrium character led to the establishment of a tri-
partite target class mapping within our application context. In order not to have to
consider the transition of polarity as a punctual boundary (at value 50), a safety factor
was introduced at this point. In our application context, this factor was defined as the
standard deviation (r) of (±) 10 units. Sharp limits can lead to a drastic division, which
may have a negative effect on the realistic mapping of the target classes and, therefore,
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cause a distortion of reality. Consequently, each negotiation message having a value in
the interval of [40; 60] was classified as “neutral”. In summary, the following target
classes were generated for both summary variables: (1) Authentic [Guarded; Neutral;
Disclosing] and (2) Analytical [Hierarchical; Neutral; Personal].

In addition, other behavioural and linguistic categories were used for communi-
cation analysis. As described, all these variables are represented in relative values. The
use of singular and plural pronouns can be taken as a communicative indicator as a
predominant use of “I” rather than “we” can indicate psychological closure [35]. Thus,
the variable Linguistic was formed, in which messages were assigned to one of the two
target classes according to their dominance. If the ratio between the use of singular
pronouns and plural pronouns of a negotiation message is balanced, it is assigned to the
target class “Equal”. Hence, we get the following target classes [Plurality; Equal;
Singularity].

To this end, the two most important psychological variables were identified as
positive and negative emotions [13]. Negotiation messages are investigated for key-
words that suggest emotions of positive or negative polarity. However, a mapping
regarding the dominance of negative and positive emotion polarity is not possible here.
A descriptive analysis showed that negotiators use much more positive emotions than
negative emotions when exchanging messages with Negoisst. A contrasting juxtapo-
sition of the two emotional polarities does not make sense at this point, since the
existence of positive polarity would clearly dominate compared to the negative
polarity. As a result, both frequency variables had to be treated separately as part of the
transformation process. While the “Negative Emotions” variable has been checked for
existence of negative emotions (target classes: [present; non-existent]), the positive
emotion variable has been analysed w.r.t. to its strength (target classes: [high; low]). To
determine the limit of existence of high or low occurrence, the method of median split
was used [4]. All values that lie below the median are assigned to one target class,
whereas the values above are assigned to the other target class.

The remaining LIWC variables are all those frequency variables that were exam-
ined for existence or absence as part of our transformation process. These variables are
Risk, Anxiety, Power, Anger and Sadness. Each of the enumerated variables was
assigned to one of the two target classes: [present; non-existent]. The fundamental
reason for choosing this transformation technique was the rare occurrence of these
variables in the negotiation messages. Consequently, it does not make sense to divide
these variables into e.g. high/low intensity classes.

4.2 Consistent Utility Values

The process of preparing metric utility data triggers other challenges in comparison to
unstructured communication data. Here, the biggest challenge is to ensure the com-
parability of utility values across all considered negotiation experiments. As described
in Sect. 2, seven negotiation experiments conducted via Negoisst form the elementary
database for this work. Each of these negotiation experiments deals with different case
studies so that each experiment is based on different preference structures. These
individual preferences affect the individual utility functions and thus the joint utility
value.
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Hence, we need a normalisation process that allows the comparability and an equal
treatment of individual and joint utility values. As an initial step in the normalisation
process, descriptive analyses were performed to determine the minima, maxima, and
span of each individual sender utility and receiver utility. The reason for the exami-
nation of the span is the determination of the interval range, which depends on the
respective negotiation experiment and varies from experiment to experiment. Trivially,
the value for the span depends on the minimum and maximum values or how far the
index of the minimum value is shifted. This index shift must be balanced at this point in
order to obtain consistent data. In order to compensate these individual shift intervals
and to be able to carry out an automated normalisation of the individual utility func-
tions, we have used a proprietary developed formula as part of our scientific work:

rel Indiv Utilityt;i ¼ input Indiv Utilityt
MinMaxRangei

� �
� MinRangei

MinMaxRangei

� �

For each data tuple t of the negotiation experiment i, a respective relative individual
utility value rel_IndivUtilityt,i is to be generated in each case. This relative value
ensures the comparability across all negotiation experiments. Negoisst generates a
sender and a receiver utility. Consequently, the introduced formula is used to normalise
both individual utility values. In the numerator of the first term, the individual input
value input_Indiv_Utilityt, which is generated by the system for each submitted offer
and is to be normalised, is taken into account for each tuple t. In this regard, the input
utility value is normalised with the respective span of the experiment MinMaxRangei.
The numerator of the second term contains the minimum value of the respective
experiment MinRangei, which is divided by the span of the considered experiment
MinMaxRangei, just like the first term. The subtraction is necessary to balance the
index shift individually for each of the seven experiments. This critical point is the
biggest obstacle for ensuring a consistent comparability of utility values over all given
experiments.

Note that a relative individual utility of 0 does not mean the absence of the utility
regarding a given offer but rather the minimal utility that can be achieved in the
negotiation experiment, whereas a utility of 1 reflects the maximal possible utility.

5 Results

Whether in the selection or cleansing of data, the use of software tools in the context of
data science remains an elementary component. We use RapidMiner (RM) for the
process-related application of the descriptive ARD and predictive DT. It is a tool with
high performance for data pre-processing, optimisation, statistical modelling, DM, and
machine learning [5, 40]. In our case, RM required additional pre-processing steps for
the automated generation of association rules. In this regard, all target classes, which
should be considered in the generation of rule patterns, had to be mapped into a binary
matrix representation. While communication-oriented classes could be mapped directly
into a binary representation, metric utility data had to be firstly represented as intervals.
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Since the number of accepted negotiations clearly dominates the number of failed
negotiations and thus can negatively influence the analysis process, the DM methods
were performed, beyond the total data set of 6159 negotiation messages, on a balanced
record, i.e. on an equalised number of failed and accepted negotiations.

5.1 Association Rule Discovery

As described in the previous section, ARD was performed on different subsets in order
to obtain a variety of value-added association descriptions. Initially, it was carried out
based on the entire negotiation data which showed that unfortunately only
communication-oriented rules could be determined.

As a result, the ARD was carried out for the balanced negotiation record. In fact,
this time rules regarding accepted and failed negotiations are generated, even if the rule
combinations do not offer a high reliability. As shown in Fig. 2, all confidence values
that refer to an acceptance or rejection of a negotiation are in a confidence interval of
0.565 to 0.621. The first rule recognises that the use of power expressions and the
presence of negative emotions can provide initial clues to the failure of negotiations. In
addition, this finding is supported by the two subsequent rules (rules 90 and 64) where
the sole existence of negative emotions gives an indication of negotiation failure.
However, the confidence values of the target class FinalAccept are higher with a range
from 0.605 to 0.621. This refers to a more probable occurrence of the rules regarding
the target class FinalAccept. In this context, the absence of anger and sadness (131), the
absence of anger using a singular-embossed style of speech (129) and the absence of
fear and sadness (125) are identified as indicators for accepted negotiations. In addition,
the ARD shows that the use of linguistic power constructs in electronic negotiations
does not necessarily lead to the failure of the negotiation.

Fig. 2. Association patterns – Balanced datasets
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In order to refine the search for association rules in relation to the final outcome of
the negotiation, we divide the negotiation data set into two further subsets. In this
regard, data partitions are created that contain only negotiation messages from failed
negotiations and once negotiation messages from accepted negotiations. Figure 3
shows the most reliable association rules with regard to rejected negotiations. With a
high degree of support (0.914), the expression of power leads to the failure of a
negotiation in the context of our application leads. In addition, while the use of neg-
ative emotions results in the rejection of a negotiation, the use of distanced commu-
nication stylistics is recognised as another character for negotiation failure.

Figure 4 represents only those rules that are based on accepted messages. Inter-
estingly, the use of the communication-oriented power construct (Power_Present) also
appears as the strongest premise here (rule 480). However, it leads to a successful
conclusion of negotiations and is specified only by taking into consideration of further
rules. In this regard, the association rules 492 and 494 show that the existence of power
expressions leads to the successful completion of negotiations when emotional influ-
ences such as anger, fear and sadness are avoided in the negotiation.

5.2 Decision Tree

As described in Sect. 3, the DT is a supervised learning method and consequently
targets a tree with maximum predictive validity which is measured using the Accuracy
value. Therefore, the balanced negotiation record is taken into account in order to
generate a meaningful DT, because a non-interpretable tree representation with low

Fig. 3. Association patterns – Final Reject

Fig. 4. Association patterns – Final Accept
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performance resulted for the target class Final Reject when DT was applied to the
overall negotiation data set using variations of pre-pruning methods. Nonetheless, pre-
pruning is applicable in case of balanced data. Furthermore with detailed analysis of
various performance vectors, it can be seen that supervised learning performs better.
Through iterative adaptations of different parameter constellations, the performance
vector was gradually approximated to its maximum. The model represents a solid basis
for supervised learning with recall and precision values above 75%, (see Fig. 5). In
addition, it should be noted at this point that the classification process of the DT learns
much better for the target class FinalReject (recall at the rate of 82.40% and precision at
the rate of 77.10%). The precision level of FinalAccept remains stable at around 81%,
whereas the corresponding recall value is at 75.85%.

The DT includes metric data in addition to communication data and is thus divided
into two subtrees at the root node for a relative joint utility (rel_JointUtility) of 1.154.
Negotiation messages having a value greater than 1.154 are assigned to the left tree,
whereas the remaining data tuples smaller than or equal to 1.154 are assigned to the
right tree. Consequently, this threshold represents a fundamental split regarding the
division of the negotiation outcome.

Furthermore, a large part of negotiation messages are allocated to their target
classes after one or two further metric splitting steps. For instance, a closer look at the
left subtree shows that a dominant part of the messages are classified as FinalAccept
(681 negotiation messages) after another utility split at less or equal than 1.367. In this
regard, a significant majority of 589 units (86.5%) were correctly predicted as Fina-
lAccept. Taking the whole path of the DT into account from the root, this means that a
sovereign part of the negotiation, that lies in the joint utility interval of 1.154 to 1.367
and furthermore has an individual receiver utility (rel_receiverUtility) of x[ 0:252, is
classified as a FinalAccept by the supervised learning method. In return, the splitting
criterion rel_senderUtility is taken into account as a split variable at the root of the right
subtree. A large number of submitted offers (923 tuples) with a relative sender utility
over 0.441 are directly assigned to the class FinalReject. The quota of correct pre-
dictions lies approximately at 77%. Taking the whole path into account, all those
negotiating messages are classified with FinalReject that have a joint utility of
x[ 1:517 and a relative sender utility of x[ 0:441. These two described classification
paths form the largest groups of target class categorisation.

Fig. 5. Performance vector of the decision tree
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In summary, 1604 negotiation messages were classified under exclusive consid-
eration of metric split patterns. The remaining 4555 objects were gradually categorised
into finer target classes by considering communication-oriented as well as metric
decision criteria. For example, the communication variable Class_Authentic occurs
quite early as a split criterion in the left subtree. While disclosing negotiation messages
lead to a successful negotiation according to our learning model, negotiation messages
with guarded or neutral communication style are re-examined considering additional
metric values. The right subtree includes communication variables in an early phase as
well. After examining the metric variable sender_Utility described above, it is exam-
ined whether the exchanged offers contain emotion-marked signs of sadness in their
communication data (Class_Sad). If so, they are investigated further in the next tree-
levels by an alternation of communication-oriented and metric variables. If sadness
does not exist, the negotiation messages are categorised for a successful completion. In
summary, communication-oriented variables play an elementary role in both subtrees
and they are needed to conduct a detailed classification.

6 Discussion and Outlook

The application of the descriptive ARD as well as the predictive DT are feasible
without problems in the context of electronic negotiation data. Consequently, numerous
patterns could be generated for the negotiator using the two methods. Nevertheless,
specific conspicuousness is observable for each of the two techniques regarding an
optimised potential assessment.

In the case of a detailed examination of the ARD results, it can be recognised that
only communication-oriented rule associations could be identified. Despite elaborate
pre-processing and transformation steps, the underlying “Apriori algorithm” was
unable to link communication-oriented data to metric utility values. In this regard, only
weak rules were generated that do not provide a valid basis for evaluations and con-
sequently could not be presented in the results chapter. However, this is not a big
problem in our case because of the fact that we have considered DT in addition to the
ARD as data-mining technique. Nonetheless, numerous significant association rules
have been generated. As described before, the algorithm required additional transfor-
mation steps. The target classes of the attributes had to be converted to a binary
representation. Consequently, all potential target classes were mapped using binary
inputs during the process execution. This intermediate step increased the number of
input parameters. Therefore, the algorithm had to consider significantly more variables
for a potential rule generation. Reflecting this fact reveals the likelihood of potential
rule identification in terms of accepted or failed negotiation to be reduced with each
additional variable or rather mapped binary target class. Nevertheless, numerous sig-
nificant association patterns have been extracted in a systematic way, which reflect
important behavioural attitudes of the negotiating participants using Negoisst.

The DT compensates the described absence of metric variables in the ARD. In
addition to communication-oriented influencing factors, different utility data is included
in the classification predictions. The supervised learning process generates a model
from which predictions can be made with an overall accuracy of approximately
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79.10%. Through iterative adaptations of different parameter constellations, the per-
formance vector of the model was gradually approximated to its maximum. It repre-
sents a solid basis for the supervised learning with recall and precision values of more
than 75%.

However, a peculiarity can be observed considering the whole DT. As discussed, a
big part of the target class classification takes place on the basis of metric utility data.
Here, a large part of the negotiation messages is immediately checked after the initial
split of the joint utility (at value 1.154) with regard to the individual utility
(rel_senderUtility or rel_receiverUtility). While a large number of FinalReject
assignments are based on the relative individual utility of the sender in the right subtree
(rel_senderUtility), the relative utility of the receiver (rel_receiverUtility) is taken as
the criterion for determining the FinalAccept class on the other hand. Thus, a sovereign
part of the negotiating messages is classifiable with the sole consideration of utility
variables. One possible explanation for this behaviour of the model is the aspect that
mathematical relationships between stored utility values are recognised at this point. As
a result, systematic utility patterns are generated in the induction process. However, the
classification of remaining messages takes place with the inclusion of communication-
oriented split variables. Even if their target classes are smaller than those of the initially
classified metric splits, they affect and take an important part regarding the classifi-
cation of the majority. This relates to 74% of the exchanged negotiation messages.
Thus, the use of metric as well as communication-oriented variables is indispensable
with regard to the induction of the DT.

Even if both DM methods were considered independently, the DT would corrob-
orate the rule combinations from the ARD and add additional value by linking metric
and communication-oriented patterns. Furthermore, nearly all detected patterns iden-
tified in this work can be confirmed by theories of renowned scientists from the
electronic negotiation as well as the classic negotiation environment. This in turn is a
clear additional sign for the beneficial usability of the two selected DM techniques
within the application field of electronic negotiations.

The generalisability of patterns represents a main limitation of this paper. Despite
the combination of a descriptive and a predictive DM technique, it would be wrong to
assume the findings as general recommendations for action in electronic negotiations. It
should be noted that this work has exclusively used data from the NSS Negoisst.
Consequently, the generated patterns represent the negotiating behaviour of Negoisst
users. Another limitation is the fact that seven different negotiation experiments from
business contexts were used in order to find indicators for the success or the failure of
negotiations. The majority of these experiments were based on different case studies
with different utility functions. In order to be able to compensate these differences,
additional metric-oriented transformation and normalization steps were performed. It
would have been desirable to have data coming from the same negotiation case.
Potentially, this might lead to further interesting observations regarding the behaviour.

We could show that DM techniques have successfully verified that valuable pat-
terns can be derived from the Negoisst negotiation record. We followed a result-based
ex-post approach so that patterns were generated considering the entire negotiation
process. However, the approach to the overall negotiation process can be specified by
investigating electronic negotiations from a phase-oriented perspective in future
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research. In doing so, an entire negotiation is divided into several negotiation phases
and are subsequently analysed in a more detailed way [26]. As a result, the negotiation
behaviour can be analysed step-by-step strategically as well as communicatively. Phase
analysis provides a great opportunity to investigate the development of negotiations
taking into account logical relationships relating to strategic elements and sequences
[1]. They enable the observation of negotiations throughout the communication process
and allow negotiators to respond in a more effective manner to the occurrence of
unplanned situations through the right action at the right time. This goal can also be
enriched or even specified by the use of other DM techniques that generate patterns.
The potential of the knowledge discovery process is great and is continuously growing
with the help of DM and further machine learning methods.
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