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Abstract. Depression is a major threat to public health and its miti-
gation is considered to be of utmost importance. Internet-based Cogni-
tive Behavioral Therapy (ICBT) is one of the employed treatments for
depression. However, for the approach to be effective, it is crucial that the
outcome of the treatment is accurately predicted as early as possible, to
allow for its adaptation to the individual patient. Hidden Markov models
(HMMs) have been commonly applied to characterize systematic changes
in multivariate time series within health care. However, they have limited
capabilities in capturing long-range interactions between emitted sym-
bols. For the task of analyzing ICBT data, one such long-range interac-
tion concerns the dependence of state transition on fractional change of
emitted symbols. Gated Hidden Markov Models (GHMMs) are proposed
as a solution to this problem. They extend standard HMMs by modifying
the Expectation Maximization algorithm; for each observation sequence,
the new algorithm regulates the transition probability update based on
the fractional change, as specified by domain knowledge. GHMMs are
compared to standard HMMs and a recently proposed approach, Inertial
Hidden Markov Models, on the task of early prediction of ICBT outcome
for treating depression; the algorithms are evaluated on outcome predic-
tion, up to 7 weeks before ICBT ends. GHMMs are shown to outperform
both alternative models, with an improvement of AUC ranging from 12 to
23%. These promising results indicate that considering fractional change
of the observation sequence when updating state transition probabilities
may indeed have a positive effect on early prediction of ICBT outcome.
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1 Introduction

Depression affects about a hundred million people worldwide and it is estimated
to reach second place in the ranking of Disability Adjusted Life Years for all ages
in 2020 [15]. Tt is vital to consider depression an issue of public health importance,
thereby prompting effective treatment of the patients and minimizing the disease
burden [15]. Internet-based Cognitive Behavioral Therapy (ICBT) is an effective
treatment for depression [22]. Machine learning can be used to solve different
computational challenges in the analysis of ICBT, such as predicting patient
adherence to depression treatment [20] and outcome prediction for obsessive-
compulsive disorder [11].

A goalin the analysis of treatment outcome in ICBT for depression is to perform
early predictions; thus, the patients with unsuccessful treatment can early on be
detected and receive better care by the therapists. However, the accuracy of the
predictions are also affected by at what time they are made; there is hence a trade-
off for the psychologist to decide when to perform the early prediction. For example,
if waiting one extra week gives better accuracy in predicting the final outcome,
it may be preferred over deciding on a treatment earlier, based on a less accurate
prediction. At the same time, waiting too long means less time to step in and adjust
the treatment to better suit the patient [16].

The main motivation of this work is to explore a suitable machine learning
method which improves the performance of early predictions on ICBT outcome
for patients suffering from depression. We focus on graphical models, as they are
interpretable, often easy to customize and allow for probabilistic modeling [1,23].
In particular, they allow for incorporating prior knowledge and handling missing
data without imputation, through marginalization [2]. The latter is of particular
importance as there are several, often unknown, reasons for why data is missing,
and imputation may often not be appropriate in healthcare applications [9,21].

ICBT involves changes in human behavior; these have stochastic properties
resulting in health state transitions. In this particular study, we have categorical
observations (self-rated scores established by questionnaires) and a latent vari-
able (treatment outcome) over time. As the state transitions can be modeled as
Markov chains, Hidden Markov Models (HMMs) is a natural choice. However,
one limitation of HMMs is the lack of context [24], which becomes a challenge
when a state transition is dependent on the fractional change (defined as the dif-
ference between two values in time divided by the first value) of the observation
sequence. We propose Gated Hidden Markov Models (GHMMs) as a potential
solution to the problem. GHMMs extend standard HMMs by modifying the
Expectation Maximization (EM) algorithm; for each observation sequence, the
new algorithm regulates the transition probability update based on the fractional
change, as specified by domain knowledge.

In the next section, we provide some notation and background on HMMs.
In Sect. 3, we introduce the GHMMSs. In Sect. 4, we evaluate and compare this
approach to standard HMMs and a recently proposed approach, Inertial Hidden
Markov Models (IHMMSs) [13], on the task of early prediction of the outcome
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of ICBT for treatment of depression. In Sect.5, we discuss related work, and
finally, in Sect. 6, we summarize the main findings and point out directions for
future research.

2 Preliminaries

An HMM [2] is a statistical Markov model in which one observes a sequence
of emitted symbols (observation sequence), but does not know the sequence
of states the model went through to generate the observation sequence. The
Markov property implies that the next state only depends on the current state.
We define an HMM with N time steps, an observation sequence denoted as
X ={x1,...,xn} containing N emitted symbols, and hidden states defined as
Z ={#,...,zn}. An HMM has a parameter set, 6, which contains: initial prob-
abilities, p(z1); transition probabilities, p(zy|zn—1); and emission probabilities,
p(zn|zn) where n € [1, N]. The learning of the parameters of an HMM can be
done by maximizing likelihood, using EM, which comprises two steps: the E-step,
calculating the expected values; and the M-step, maximizing likelihood based on
the expected values. Baum-Welch [2], shown in Algorithm 1, is an instance of
EM suitable for HMMs. The E-step is done by calculating the marginal poste-
rior distribution of a latent variable z,,, denoted as y(z;,,), and the joint posterior
distribution of two successive latent variables, £(z,—_1,2,). In the M-step, 6 is
updated using y(z,) and &(z,_1, 2, ). Forward and backward probabilities, «(z,)
and ((zy) [2], are used in the calculations of y(z,) and &(z,—1, 2, ) as below. For
details we refer to [2].

_ O‘(zn)ﬁ('zn) (2 2 ) = a(zn_l)p(xn|zn)p(zn\zn_l)ﬁ(zn)
'Y(Zn) = p(X) ( n—15%n) p(X) (1)

Algorithm 1. Baum-Welch

1: procedure LEARN({rainingData):
2: Initialise 6
3: repeat

4 for each X € trainingData do

5 E-step: calculate €, in Equation (1)
6: M-step: update 6 using €,y

7 until convergence

8: return 6

3 Gated Hidden Markov Models

Although HMMs are quite powerful, as demonstrated by their wide variety of
applications, they have limitations in capturing long-range interactions between
emitted symbols in the observation sequence; e.g. Palindrome Language [24].
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Rather than considering more powerful (and less explored) models, we will in this
proposal instead consider modifying the learning algorithm, i.e. Baum-Welch, to
incorporate information regarding such long-range interactions through regulat-
ing the transition probabilities. In particular, we will consider global properties
of the observation sequences, and when certain conditions are met, the algo-
rithm, in the E-step, will be forced to set certain transition probabilities to zero.
The latter can be thought of as gates being closed; hence the name Gated Hidden
Markov Models (GHMMs).

Our algorithm, as presented in Algorithm 2, modifies Algorithm 1 by adding
lines 6 through 8. Moreover, three additional input arguments (policy, threshold,
label) and one new local variable (change) are added:

— policy: the rule defining how to calculate the fractional change

— change: the fractional change within an observation sequence, X, as calculated
by policy.

— threshold: the specified threshold to compare with change (as determined by
domain knowledge)

— label: the hidden state of the GHMM, which the algorithm regulates.

Algorithm 2. Modified Baum-Welch

1: procedure LEARN({rainingData, policy, threshold, label):
2: Initialise 60
3: repeat

4: for each X € trainingData do

5: Calculate v in Equation (1)

6: Calculate change by X and policy

T Gate { if change <threshold then

8: p(zn = label|zn-1) =0

9: Calculate € in Equation (1) by applying p(zn = label|zn—1) =0
10: M-step: update 0 using ¢,y

11: until convergence

12: return 6

Conceptually, the if-clause (line 7, Algorithm 2) represents the Gate concept.
When the transition probability is set to zero, it means that the Gate is closed.
Whenever this occurs, the update of # in the M-step of EM is affected. The seman-
tics of Baum-Welch is retained because the regulation only concerns the value of
a transition probability and does not change any formulas calculated in the E-
step or M-step. The algorithm can be viewed as updating the transition proba-
bilities not only based on EM, but also based on the domain knowledge. Notice
that the algorithm targets cases where the state transition is dependent on the
fractional change of the observation sequence. The parameters threshold, policy
and label may be customized for other situations, with similar types of data.
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The worst-case time complexity of the modified algorithm is the same as for the
original Baum-Welch algorithm; the worst case scenario of calculating the frac-
tional change requires parsing the whole length of sequence, which results in that
the original complexity is multiplied with a constant.

4 Empirical Investigation

4.1 Experimental Setup

Dataset. The data, based on the depression rating scale MADRS-S (Mont-
gomery Asberg Depression Rating Scale) [4], contain self-score replies to treat-
ment questionnaires filled in by 2076 patients with depression and which have
been assessed as suitable to, and willing to try, ICBT. The project, in which
the data has been collected, has been approved by the regional ethical board in
Stockholm (ref. no. 2011/2091-31/3, 2016/21-32 and 2017/2320-32).

The data points consist of ordinal values, ranging from 0 to 6, reflecting
the severity of the mental state, as assessed by the patients themselves. The
highest score represents the worst mental situation a patient can experience.
The data is for each patient collected over 13 weeks, where for each week, the
patient is requested to answer the same set of nine standardized questions. The
data for the first week, week 0, is based on screening, before introducing the
patient to ICBT, which contains the same questions. Week 0 is used when there
is missing data regarding week 1 (week 1 corresponds to the pre-measurement
week in [16]). Only patients that answered the questionnaires for the final week
are included in the dataset (required for supervised learning). Let ¢;w; denote
the answer (a score from 0 to 6) to question i at week j. The observation
sequence of g;w;s for each patient is assumed to be a merge of time-based (e.g.
the step from gowg to g1wq) and event-based steps (e.g. the step from gjwg to
gawp). For increasing the sequence size, which improves the learning of HMMs,
we consider each step as a generic step in an HMM (regardless of whether it
is event-based or time-based). The final observation sequence then becomes:
q1Wo, q2Wo, .-, 9Wo, 1W1, 2W1, .., oW1, ..., (1W12, 2W12, .., qgW12.

The labels representing treatment outcome are “success” and “failure”.
Below, we show the rule concerning the class “success” based on clinical exper-
tise [4] using the data from week 1 and week 12; the “failure” class does not
satisfy the rule. The left inequality in Eq.2 concerns the fractional change—
called symptom reduction—being compared to the threshold of 50%; the right
inequality in Eq.2 defines the cut-off for the healthy score at the end of the
treatment:

9

2971 qiw1 — 2971 qiwi12
= 9 1= >=0.50 V E qiwr2 <= 10 (2)
D im1 G i=1

The average symptom reduction over time and the frequency of the missing
scores are shown in Fig. 1.
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Experimental Protocol. This section explains the technical configurations of
our experiments. For each of the considered algorithms, the same underlying
structure is considered, consisting of the observation sequence and two hidden
states, each corresponding to one of the two possible labels (“success” and “fail-
ure”). Here, we assume to know which hidden state corresponds to “success”.
For learning of the HMM parameters, we make the last latent variable observable
by assigning the label to it, for each sequence X; we incorporate these changes
into Baum-Welch.

For handling missing observations, marginalization is used based on [14]. We
set the initial emission probabilities inspired by the prior knowledge; a patient’s
score for the “success” class has higher probabilities for the lower scores while
for the “failure” class has higher probabilities for the higher scores.

The input parameters of Algorithm 2 are set to meet the requirements of the
specific application of depression treatment using ICBT. The parameter change
is set to be fractional change as defined in Eq. (2); threshold is set to 0.50 as
in Eq. (2), and finally, label is set to “success”. This means that if a patient’s
fractional change is less than 0.50, the transition probability of the outcome
becoming “success” is set to zero (it is known which state transition probability
to set to zero since the hidden state corresponding to “success” is known). The
Gate here disallows EM to independently decide over the probability of treat-
ment success if patients have insufficient fractional change, symptom reductions,
according to the psychological measures. By this we have a hypothesis of reduc-
ing false negatives—the patients incorrectly predicted to belong to the “success”
class—, which is critical for detecting that treatment is not successful.
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Fig. 1. On the left side, the average score for all patients through 13 weeks is shown,
presenting the trend of symptom reduction. The vertical bars represent the standard
deviation. To the right, the trend of missing scores is illustrated.

We compare the novel algorithm with HMMs and IHMMs. The latter regular-
izes the update of the transition matrix so that self-transitions, i.e., transitions to
the same state as previous, have a higher probability than non-self-transitions. It
is relevant to compare our algorithm with THMMSs since they satisfy the slow state
transition property concerning a patient’s behavior. We perform the comparison
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on a separate test dataset and for each early prediction, data corresponding to the
later weeks is withheld. The IHMM is trained with a set of values for the regular-
ization parameter and the value resulting in the highest AUC in the validation set
is chosen to be the regularization value. AUC, accuracy, precision and recall are
used to evaluate the performance of the algorithms.

For the implementation of GHMMs, we refer to GHMMs.

4.2 Experimental Results

In Table1, results are presented for GHMMs, HMMs and IHMMs regarding
AUC, accuracy, precision and recall. The comparison is done for different early
predictions with the earliest prediction taking place at week 5. This week, which
corresponds to week 4 in [16], has shown to be the best week for measuring early
change for ICBT [16]. GHMMs outperform HMMs and IHMMs with respect to
AUC by between 12 to 23% and with respect to accuracy, with a probability
threshold of 0.5, by between 2 to 8%. In Fig.2, the performance comparison
with respect to AUC is plotted. Evidently, GHMMSs outperform the other models
regarding all predictions which are up to 7 weeks before the final week.

Table 1. AUC, accuracy, precision and recall are compared for early predictions among
three algorithms: HMMs; IHMMs, GHMMs.

% AUC % Accuracy (threshold 0.5) % Precision % Recall (threshold 0.5)

Week| HMM|IHMM |GHMM|  |Week| HMM | IHMM|GHMM| |Week| HMM | IHMM | GHMM
12 | 67% | 68% 91% 12 | 77% | 7% 79% 12 199% 56%(99% 56%| 98% 60%
11 | 65% | 65% | 85% 11 [ 69% | 69% | 77% 11 |90% 44%|90% 45%| 90% 60%
10 | 65% | 65% | 85% 10 | 70% | 70% | 77% 10 |88% 47%|88% 47%| 88% 62%
9 |66% | 67% | 83% 9 | 1% | 1% | TT% 9 |84% 53%|84% 53%| 86% 66%

8% 56%|79% 56%| 81% 69%
78% 65%|78% 65%| 7T7% T1%
5% 65%|75% 65%| 76% 73%
73% 68%|73% 68%| 73% 75%

63% | 64% | 80%
63% | 63% | 80%
66% | 66% | 8%
64% | 64% | 7%

70% | 0% | 76%
2% | 2% | 4%
1% | 1% | 74%
70% | 0% | 73%

[SAEN=>REN e 0]
g Oy 1
g Oy =1

Looking at precision and recall, in Table 1, it can be observed that GHMMs
decrease false negatives more than the other algorithms for all weeks; confirming
our hypothesis of reducing false negatives. Note that for all algorithms, when
using probability threshold 0.50, precision gets higher but recall gets lower for
later weeks; as shown in Fig. 2, however, week 12 dominates week 5, hence choos-
ing a different threshold can lead to higher values for both precision and recall
at later predictions.

5 Related Work

In medical applications, Markov models have been used to capture disease pat-
terns regarding discrete mutually exclusive health states and the transitions
between them over time. Markov models are useful in particular when the pat-
tern involves clinical changes across the states; one clinical example being the
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Fig. 2. On the left side, latest and earliest predictions by GHMMs, are compared
concerning precision and recall. To the right, AUC of GHMMs, HMMs and THMMs is
compared for different early predictions.

progression of Alzheimer’s Disease (AD) over time [6]. Shirley et al. [17] apply
HMMs in alcoholism treatment analysis, by which different drinking behaviors
are recognized. Assessment of preterm babies’ health is another application of
HMMs where the measurements are linked to state of health [10]. Capturing the
quality of healthcare has been studied using HMMs for geriatric patient data
by modelling quality as hidden states [12]. The clinical state of patients have
also been estimated using infinite-HMM (an HMM with an unknown number of
latent variables) [7].

Similar ideas to what have been proposed here, have also been used in inte-
grating domain knowledge into machine learning; e.g. [3,8], where domain knowl-
edge is applied in form of a framework or new components in the learning
model. In contrast, GHMMs do not add any extra components to the model,
as these may be expensive and complex. GHMMs instead apply domain knowl-
edge through modifying the learning algorithm. Fung et al. [5] improve a binary
classifier by incorporating two linear inequalities—so called knowledge sets—,
corresponding to the classes, into the error minimization term of the classifier.
We similarly use the linear inequalities between fractional change and the defined
threshold as a constraint bundled in the optimization algorithm, EM.

Concerning context-sensitive HMMs for handling long-ranged interactions
between symbols, in [24] an approach is proposed which stores symbols, emit-
ted at certain states, in an auxiliary memory; the stored data serves as the
context that affects the emission and the transition probabilities of the model.
GHMMs also considers a symbol-based context, although without introducing
extra components in HMMs. The early detection of neonatal sepsis has been
studied using Autoregressive HMMs [18]; this work tackles HMMs’ context lim-
itation by introducing direct dependencies only between consecutive symbols.
Similarly, GHMMSs consider symbols dependencies but in a longer range.
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6 Concluding Remarks

Standard HMMs have limited capabilities in capturing long-range interactions
between emitted symbols in observation sequence. We introduce GHMMs as a
remedy to this problem by which the learning of transition probabilities is regu-
lated by the fractional change in observation sequence. This particular problem
is motivated by the task of early prediction of ICBT outcome for depression. The
approach is compared to standard HMMs and THMMs, and GHMMs are shown
to outperform both alternative models, with an improvement of AUC ranging
from 12 to 23%, up to 7 weeks before ICBT ends. These promising results show
that considering fractional change of observation sequence when updating state
transition probabilities may have a positive effect on early prediction of ICBT
outcome. These results, obtained through a collaboration project led by the
Internet Psychiatry Clinic in Stockholm, indicate that GHMM may be a poten-
tially effective tool in practice to improve predictions regarding ICBT [19].

The proposed approach can be applied and further tested in contexts of
other psychological disorders and similar data types where the fractional change
of an observation sequence should be allowed to affect state transitions. This
work opens up for several different research paths, as there are still room for
improvement, such as incorporating other forms of domain knowledge, consider-
ing additional data types, modelling missing values in the graphical model and
combining the GHMMs with other machine learning and time series methods.
Finally, regarding GHMMs, directions for future research include investigating
soft thresholds and more complex gate mechanisms as well as techniques to avoid
over-training of GHMMs.
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