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Foreword

The 21st International Conference on Human-Computer Interaction, HCI International
2019, was held in Orlando, FL, USA, during July 26–31, 2019. The event incorporated
the 18 thematic areas and affiliated conferences listed on the following page.

A total of 5,029 individuals from academia, research institutes, industry, and
governmental agencies from 73 countries submitted contributions, and 1,274 papers
and 209 posters were included in the pre-conference proceedings. These contributions
address the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The contributions thoroughly cover the entire
field of human-computer interaction, addressing major advances in knowledge and
effective use of computers in a variety of application areas. The volumes constituting
the full set of the pre-conference proceedings are listed in the following pages.

This year the HCI International (HCII) conference introduced the new option of
“late-breaking work.” This applies both for papers and posters and the corresponding
volume(s) of the proceedings will be published just after the conference. Full papers
will be included in the HCII 2019 Late-Breaking Work Papers Proceedings volume
of the proceedings to be published in the Springer LNCS series, while poster extended
abstracts will be included as short papers in the HCII 2019 Late-Breaking Work Poster
Extended Abstracts volume to be published in the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2019
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2019 Constantine Stephanidis



HCI International 2019 Thematic Areas
and Affiliated Conferences

Thematic areas:

• HCI 2019: Human-Computer Interaction
• HIMI 2019: Human Interface and the Management of Information

Affiliated conferences:

• EPCE 2019: 16th International Conference on Engineering Psychology and
Cognitive Ergonomics

• UAHCI 2019: 13th International Conference on Universal Access in
Human-Computer Interaction

• VAMR 2019: 11th International Conference on Virtual, Augmented and Mixed
Reality

• CCD 2019: 11th International Conference on Cross-Cultural Design
• SCSM 2019: 11th International Conference on Social Computing and Social Media
• AC 2019: 13th International Conference on Augmented Cognition
• DHM 2019: 10th International Conference on Digital Human Modeling and

Applications in Health, Safety, Ergonomics and Risk Management
• DUXU 2019: 8th International Conference on Design, User Experience, and

Usability
• DAPI 2019: 7th International Conference on Distributed, Ambient and Pervasive

Interactions
• HCIBGO 2019: 6th International Conference on HCI in Business, Government and

Organizations
• LCT 2019: 6th International Conference on Learning and Collaboration

Technologies
• ITAP 2019: 5th International Conference on Human Aspects of IT for the Aged

Population
• HCI-CPT 2019: First International Conference on HCI for Cybersecurity, Privacy

and Trust
• HCI-Games 2019: First International Conference on HCI in Games
• MobiTAS 2019: First International Conference on HCI in Mobility, Transport, and

Automotive Systems
• AIS 2019: First International Conference on Adaptive Instructional Systems



Pre-conference Proceedings Volumes Full List

1. LNCS 11566, Human-Computer Interaction: Perspectives on Design (Part I),
edited by Masaaki Kurosu

2. LNCS 11567, Human-Computer Interaction: Recognition and Interaction
Technologies (Part II), edited by Masaaki Kurosu

3. LNCS 11568, Human-Computer Interaction: Design Practice in Contemporary
Societies (Part III), edited by Masaaki Kurosu

4. LNCS 11569, Human Interface and the Management of Information: Visual
Information and Knowledge Management (Part I), edited by Sakae Yamamoto and
Hirohiko Mori

5. LNCS 11570, Human Interface and the Management of Information: Information
in Intelligent Systems (Part II), edited by Sakae Yamamoto and Hirohiko Mori

6. LNAI 11571, Engineering Psychology and Cognitive Ergonomics, edited by Don
Harris

7. LNCS 11572, Universal Access in Human-Computer Interaction: Theory, Methods
and Tools (Part I), edited by Margherita Antona and Constantine Stephanidis

8. LNCS 11573, Universal Access in Human-Computer Interaction: Multimodality
and Assistive Environments (Part II), edited by Margherita Antona and Constantine
Stephanidis

9. LNCS 11574, Virtual, Augmented and Mixed Reality: Multimodal Interaction
(Part I), edited by Jessie Y. C. Chen and Gino Fragomeni

10. LNCS 11575, Virtual, Augmented and Mixed Reality: Applications and Case
Studies (Part II), edited by Jessie Y. C. Chen and Gino Fragomeni

11. LNCS 11576, Cross-Cultural Design: Methods, Tools and User Experience
(Part I), edited by P. L. Patrick Rau

12. LNCS 11577, Cross-Cultural Design: Culture and Society (Part II), edited by
P. L. Patrick Rau

13. LNCS 11578, Social Computing and Social Media: Design, Human Behavior and
Analytics (Part I), edited by Gabriele Meiselwitz

14. LNCS 11579, Social Computing and Social Media: Communication and Social
Communities (Part II), edited by Gabriele Meiselwitz

15. LNAI 11580, Augmented Cognition, edited by Dylan D. Schmorrow and Cali M.
Fidopiastis

16. LNCS 11581, Digital Human Modeling and Applications in Health, Safety,
Ergonomics and Risk Management: Human Body and Motion (Part I), edited by
Vincent G. Duffy



17. LNCS 11582, Digital Human Modeling and Applications in Health, Safety,
Ergonomics and Risk Management: Healthcare Applications (Part II), edited by
Vincent G. Duffy

18. LNCS 11583, Design, User Experience, and Usability: Design Philosophy and
Theory (Part I), edited by Aaron Marcus and Wentao Wang

19. LNCS 11584, Design, User Experience, and Usability: User Experience in
Advanced Technological Environments (Part II), edited by Aaron Marcus and
Wentao Wang

20. LNCS 11585, Design, User Experience, and Usability: Application Domains
(Part III), edited by Aaron Marcus and Wentao Wang

21. LNCS 11586, Design, User Experience, and Usability: Practice and Case Studies
(Part IV), edited by Aaron Marcus and Wentao Wang

22. LNCS 11587, Distributed, Ambient and Pervasive Interactions, edited by Norbert
Streitz and Shin’ichi Konomi

23. LNCS 11588, HCI in Business, Government and Organizations: eCommerce and
Consumer Behavior (Part I), edited by Fiona Fui-Hoon Nah and Keng Siau

24. LNCS 11589, HCI in Business, Government and Organizations: Information
Systems and Analytics (Part II), edited by Fiona Fui-Hoon Nah and Keng Siau

25. LNCS 11590, Learning and Collaboration Technologies: Designing Learning
Experiences (Part I), edited by Panayiotis Zaphiris and Andri Ioannou

26. LNCS 11591, Learning and Collaboration Technologies: Ubiquitous and Virtual
Environments for Learning and Collaboration (Part II), edited by Panayiotis
Zaphiris and Andri Ioannou

27. LNCS 11592, Human Aspects of IT for the Aged Population: Design for the
Elderly and Technology Acceptance (Part I), edited by Jia Zhou and Gavriel
Salvendy

28. LNCS 11593, Human Aspects of IT for the Aged Population: Social Media, Games
and Assistive Environments (Part II), edited by Jia Zhou and Gavriel Salvendy

29. LNCS 11594, HCI for Cybersecurity, Privacy and Trust, edited by Abbas Moallem
30. LNCS 11595, HCI in Games, edited by Xiaowen Fang
31. LNCS 11596, HCI in Mobility, Transport, and Automotive Systems, edited by

Heidi Krömker
32. LNCS 11597, Adaptive Instructional Systems, edited by Robert Sottilare and

Jessica Schwarz
33. CCIS 1032, HCI International 2019 - Posters (Part I), edited by Constantine

Stephanidis

x Pre-conference Proceedings Volumes Full List



34. CCIS 1033, HCI International 2019 - Posters (Part II), edited by Constantine
Stephanidis

35. CCIS 1034, HCI International 2019 - Posters (Part III), edited by Constantine
Stephanidis

http://2019.hci.international/proceedings
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HCI International 2020

The 22nd International Conference on Human-Computer Interaction, HCI International
2020, will be held jointly with the affiliated conferences in Copenhagen, Denmark, at
the Bella Center Copenhagen, July 19–24, 2020. It will cover a broad spectrum
of themes related to HCI, including theoretical issues, methods, tools, processes, and
case studies in HCI design, as well as novel interaction techniques, interfaces, and
applications. The proceedings will be published by Springer. More information will be
available on the conference website: http://2020.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2020.org

http://2020.hci.international/

http://2020.hci.international/
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Abstract. Augmented reality (AR) is becoming truly mobile, as it was intended
to be, through smartphone and embedded computer based platforms. For these
computing platforms, there are three typical display systems used: (1) hand-held
video see-through (smartphone) LCD as is, (2) video see-through (smartphone)
LCD inserted into and isolated with the cardboard case and magnifying lenses,
and (3) optical see-through (glass-like) displays. Recently, an alternative form
has appeared in the market in which the magnifying lenses are simply clipped
onto the smartphone. The four displays differ in few ways: e.g. wearability and
convenience, image quality, size of the imagery and field of view, isolation from
the outside world, the real world representation (video or actual), which all
potentially can affect the levels of their usability, presence and immersion. In
this paper, we examine and compare the levels of usability, presence and
immersion as provided by these four different display configurations of
Mobile AR. We also control another related factor, namely the amount of
ambient light, which might have similar effects according to the different display
types, carrying out the experiment under three different conditions: indoor
(office-level lighting), outdoor (medium sun light), or outdoor (bright sun light).
Our experiment first showed that the current level of technology for the optical
see-through glass type displays still fall short to provide the minimum usability,
display quality and presence/immersion for practical usage. The other three
displays showed generally similar levels of usability and presence/immersion,
which indicates that the isolation from the real world, is not important in AR
unlike in virtual reality (VR). It is also thought that in the case of AR, the
usability is the most important factor for users for their choice of the display
type, which also affect the perceived level of immersion and presence.

Keywords: Augmented reality � Object presence � Immersion � Usability �
Mobile � Display

1 Introduction

Mobile augmented reality (MAR) is a media form that “augments” the real world (or its
representation) with virtual objects. Since the augmented virtual objects are situated in
the “real” world, it is intended to be used as a mobile system. The recent advancement
in mobile computing, spearheaded by the smartphones and similar embedded systems,
has made it possible for the AR to become truly mobile. The same goes for the display
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which has to be convenient to use for carry them or put on to use. There have three
typical display systems used: (1) hand-held video see-though (smartphone) LCD as is,
(2) video see-through (smartphone) LCD inserted into and isolated with the cardboard
case and magnifying lenses, and (3) optical see-though (glass-like) displays. Recently,
an alternative form has appeared in the market in which the magnifying lenses are
simply clipped onto the smartphone. The four displays differ in few ways (see table
below), which in turn can affect the levels of their usability, presence and immersion.
Understanding of these relative qualities is important in assessing the proliferation
possibility of the consumer-level AR by the right type of display and platform (e.g.
cost/benefit/usability).

In this paper, we examine and compare the levels of usability, presence and
immersion as provided by these four different display configurations of Mobile AR. We
also control another related factor, the amount of environment light which is different and
affects the display quality, carrying out the experiment under three different conditions:
indoor (office-level lighting), outdoor (medium sun light), or outdoor (bright sun light).

Note that in this comparison, ideally, the optical see-through or glass type display
would be considered as the base line with the best usability and probably the highest
user experience, however, the current level of technology unfortunately does not
guarantee either the wearability like the regular glasses or the augmentation image
quality. Instead, the bare smartphone based AR (first row in Table 1), with the com-
mercial success of the Pokemon Go [1] and the proven usability, could be used as the
base line for the relative evaluation and comparison.

Table 1. Characteristics of four typical mobile AR displays

Characteristics 

Display Wearability Image FOV Isolation Real world 
representation 

Convenience /
Switch to 

smartphone

PhoneAR: 
video see-though 

smartphone
hand-held 

small  
display: 25°,

overall: human FOV
No Live camera 

video 

high 
(direct usage)

ClosedAR:
video see-through 

smartphone inserted 
into cardboard case 

with lenses

hand-held 
and closely 

worn

medium 
(magnified) 

display: 96°

overall: 96°

Yes Live camera 
video 

low 
(insert phone)

EasyAR: 
video see-through 

smartphone with flip-
on lenses

hand-held 
and loosely 

worn

medium
(magnified) 
display: 76.5°,

overall: human FOV

No Live camera 
video 

Medium 
(flip on lens)

OpenAR: 
optical see-though 

(glass-like) displays
worn

large (human 
FOV) 

augmentation: 30°,
overall: human FOV

No As is

High 
(direct usage)
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2 Related Work: User Experience in AR

The most typical platform for the Mobile AR (M-AR) is perhaps the smartphone,
which now is equipped with a high resolution display and camera, sufficient computing
and networking capability and other sensors to digest the needs of AR, e.g. self-
contained, convenient, inexpensive, and targeted for casual use. Immersive mobile VR
platform such as the Cardboard type (cheap lens equipped headset into which a
smartphone can be inserted) too can serve as an alternative, which can offer the aug-
mented imagery of different quality with the immersive isolation from the real world
and magnified imagery with almost matched scale (vs. viewing the smartphone from a
nominal usual arm-length distance). The recent open flip-on lenses offer similar fea-
tures except for the real world isolation [2]. All of these displays are what is called the
video see-through systems, which uses the live camera image as the backdrop to the
augmented imagery that the user sees. Such video see-through systems generally offer,
through computer vision, tracking and image processing techniques, more accurate
object-augmentation registration and even image manipulation for harmonization.
However, it can suffer from image quality (limited resolution and field of view),
processing time (leading to latency), and focus problems.

On the other hand, the optical see-through glass has been envisioned to be the
ultimate display for AR [3]. For one, it preserves the richness of the real world as seen
with the right focus by the naked eyes. However, the accurate alignment and regis-
tration of the virtual objects onto the real object is difficult, and require often cum-
bersome calibration process. The optical and projective display systems still lack the
technological sophistication to make natural looking renderings, often perceived as
ghost-like images in the presence of bright environment light, not to mention seen with
a fixed focus distance. Finally, the state of the art AR glasses still do not possess the
ever-wished form factor of the regular vision glasses yet, being bulky and significantly
heavy. Obviously, different levels of usability and user experience are expected from
these displays, further compounded by the environment conditions.

There have not been much studies on the important factors that affect the user
experience for AR. By contrast, there have been an extensive line of studies on what
types of elements and how they affect the level of presence and immersion (the sense of
the user feeling to be inside the virtual world, different than the real one that user is in
[4]), one of the main objective of VR content, in the context of VR. For example, the
display type is regarded one of the more important system oriented factors that affect
the level of presence and usability/UX. The display type can be further characterized
and explained in terms of the resolution, stereoscopy, display size, field of view (FOV),
world isolation and other convenience or ergonomics related factors (e.g. headset
weight). However, in AR (even though AR might be treated as one type of VR), user
presence is perhaps ill-defined since AR is already used in the real world where the user
is. Nevertheless, the sense of user presence or immersion can still be somewhat affected
as the augmented real world, in various lighting condition, is seen through the “framed”
display system. Several literatures also point to the concept of “object” presence, as a
way of assessing or evaluating AR systems [5]. The object presence refers how much
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the virtual augmentation feels to be realistic, physical, actually part of the real world,
natural and harmonious.

In our study, the focus is mainly on the effect of the display size, FOV and world
isolation (and amount of ambient light) and the field of view with regards to the extent
of how much and how the outer real environment is visible in the background. In VR,
studies have shown that a higher level of immersion and presence is obtained through a
display with a large size/FOV and high resolution, isolated from the distraction of the
outer world [6]. Whether the same applies to AR remains to be seen in this study.

3 Experiment

3.1 Experiment Design

The experiment examines the levels of user felt immersion and presence and general
usability in four different display configurations of mobile AR (also see Table 1):
(1) hand-held video see-though (smartphone) LCD – “PhoneAR”, (2) video see-through
(smartphone) LCD inserted into and isolated with the cardboard case and magnifying
lenses – “ClosedAR”, (3) video see-through (smartphone) LCD with flip-on lenses –
“EasyAR”, and (4) optical see-though (glass-like) displays – “OpenAR”. As we project
that the environment background condition to be an important factor, we test and
compare these platforms under three different lighting conditions: (1) “Indoor” at office
level luminance without extreme or direct sunlight, (2) “Outdoor low” – at usual outdoor
daylight luminance, but without direct sunlight toward the screen, and (3) “Outdoor
high” – at outdoor daylight luminance under direct sunlight toward the screen and
operating environment. In summary, the experiment was designed as a 4 � 3 (resulting
in 12 different testing conditions) within subject repeated measure (see Table 2).

To make sure the user is able to get as much sense of the augmented reality space as
affected by the seam between the main display (whose video background shows part of
the real space), and the rest of the real environment seen in the periphery, and the given
environment light condition, we set the experimental task as a navigated viewing of the
immediate environment with 8 augmentation objects scattered 360° around the initial

Table 2. Twelve experimental conditions from the two factors.

Lighting 
Display

Indoor Outdoor low Outdoor high

PhoneAR PI POl POh

ClosedAR CI COl COh

EasyAR EI EOl EOh

OpenAR OI OOl OOh

6 H. Choi et al.



user position (see Fig. 2). After the navigation, the user’s sense of immersion, object
presence, general usability and various aspects of the user experience were assessed
through a survey.

We hypothesized that ClosedAR, OpenAR and EasyAR would be regarded more
immersive, with higher user/object presence compared to PhoneAR. In addition, we
had expected that EasyAR would show a similar level of presence and UX at least as
ClosedAR, and also even higher than OpenAR under the direct sunlight (OOh).

3.2 Experimental Set-Up

PhoneAR was implemented and viewed (at a nominal arm length) on the Samsung
Galaxy S8 smartphone [7] using the Unity [8] and marker recognition module from
Vuforia [9]. The same went for ClosedAR and EasyAR except that the former used the
Samsung GearVR [10] for the display (into which the smartphone was inserted) and the
latter used the flip-on lenses from Homido [2]. OpenAR was implemented on the
Microsoft Hololens (same development environment). Viewing the marker augmented
objects and navigating around the test augmented reality scene with different devices
are illustrated in Fig. 1. The three different lighting conditions and the scattered object
placements are shown in Fig. 2.

The AR space the user viewed and navigated were placed with 8 objects (aug-
mented on side of the markers) in a circular fashion around the initial user position (see
Fig. 2). The objects (e.g. fire hydrant, bottle, etc.) were scaled to their actual life sizes
for as much realism. The markers (or augmentation objects) were put on at around
1.2 m above the ground (on chairs/boxes) so that the user could view them closely
without much difficulty while standing.

One of the main differences among the four display systems were their field of
view. Although the view into the real world is open in PhoneAR, the display itself,
when held and viewed from the arm length, was about 23–30°. Similarly (peripheral
view into the real world open), the magnified imagery of EasyAR had a much larger
FOV at around 76.5°. Both of these displays, being open have the overall FOV to that

Fig. 1. Viewing the augmented reality scene using the four different display configurations of
AR (1) PhoneAR, (2) ClosedAR, (3) EasyAR and (4) OpenAR (from the left).

Presence, Immersion and Usability of Mobile Augmented Reality 7



of the human. ClosedAR had around 96° of FOV but the rest of the visual periphery
was shut (black). OpenAR has the full human FOV, however, the portion for aug-
mentation covered only about 30°. However, the objects were sized and augmented
such that the entire object could be seen at once without being clipped. Figures 3, 4, 5
and 6 show the augmented views in the 12 different testing conditions.

3.3 Detailed Experimental Procedure

Twelve people (mean age = 23) participated in the experiment. Most of them had prior
AR experiences using the smartphone such as the Pokémon GO. We first collected the
subjects’ background information and had them fill out the informed consent forms.
Then, the subjects were briefed about the purpose of the experiment and given
instructions for the experimental task. Each participant asked to stand in the middle of
the test augmented space (see Fig. 2) and was given one of the four display system
(held in hand or worn) with which one went around the space and browsed through the

Fig. 2. Three different lighting conditions for the test augmented space: Indoor (left), Outdoor
low (middle) and Outdoor high (right).

Fig. 3. Looking at an augmented object (bottle) with PhoneAR, Indoor (left), Outdoor low
(middle), and Outdoor high (right).
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eight augmented objects for 2.5 min with 1 min break between each treatment. The test
condition was administered in the balanced Latin square fashion. The whole experi-
ment took about an hour.

After each condition, the participant filled out survey which contained four cate-
gories of questions for evaluating the AR user experience (see Table 3): (1) user felt
presence and immersion, (2) object presence, (3) basic usability and (4) preference and
overall satisfaction – all answered in the 7 level Likert scale (1: negative* 7: positive).
In particular, object presence refers how much the virtual augmentation objects felt to
be realistic, physical, actually part of the real world, natural and harmonious. The
preference was asked after the user experienced all the treatments.

The experiment was held in three different places according to the prescribed
lighting conditions, but all located very closely for almost immediate proceeding to the
next. Each participant was compensated with ten dollars.

Fig. 4. Looking at an augmented object (bottle) with ClosedAR, Indoor (left), Outdoor low
(middle), and Outdoor high (right) – p

Fig. 5. Looking at an augmented object (bottle) with EasyAR, Indoor (left), Outdoor low
(middle), and Outdoor high (right).
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Fig. 6. Looking at an augmented object (bottle) with OpenAR (Hololens), Indoor (left), Outdoor
low (middle), and Outdoor high (right).

Table 3. The survey assessing various aspects of the AR experience, all answered in the 7 level
Likert scale (1: negative * 7: positive).

Category Questions

User immersion and
presence

P1: How well did the overall AR environment catch your
attention?
P2: How much effort (mental fatigue) did you have to put into
viewing the overall AR environment?
P3: How naturally did the overall AR environment look and felt?
P4: To what extent did the lighting condition influence the degree
of immersion in the AR environment?
P5: To what extent were you aware of yourself to be in the
environment?
P6: How much did you think you are immersed in AR
environment?

Object presence O1: To what extent did the augmented information hold your
attention?
O2: How much mental effort did you put into watching the
augmented object?
O3: How natural and harmonious (to the real world) did the
augmented information look and feel?
O4: To what extent did feel like you were in the real space with the
augmented object(s)?
O5: To what extent did the augmented objects felt realistic?

(continued)
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4 Results

The one-way ANOVA/Tukey HSD were applied to statistically analyze for any effects
of the control factors to the various AR experience survey questions. We only highlight
and report the main results.

4.1 User Presence and Immersion

The effects toward overall presence and immersion scores by the display type is shown
in Fig. 7. Significant differences were only found between PhoneAR, ClosedAR,
EasyAR and OpenAR. Our expectation of PhoneAR to exhibit the lowest presence and
immersion, while ClosedAR and EasyAR to show similar levels was validated only
partially. OpenAR showed the lowest level most likely attributed to its small aug-
mentation FOV, bad image projection quality, and low usability (see other results). The
lighting condition did not produce any significant differences.

4.2 Object Presence

Figure 8 show the effects toward augmentation object presence scores among the four
display types by the one-way ANOVA. The analysis indicated, similarly to the case of
user presence/immersion, OpenAR exhibited significantly lower object presence than

Table 3. (continued)

Category Questions

Usability U1: How easy was this display type to use (viewing the objects
and navigating)?
U2: How confortable was this display type to use (viewing the
objects and navigating)?
U3: How suitable did you think this display for viewing and
navigating the AR environment?
U4: Did you become aware or conscious of other people around
when using this display?
U5: How fatigued are you when using this display type?
U6: For the given display, how much were you affected by the
peripheral view for viewing and navigating in the AR
environment?
U7: For the given display, how much were you affected by the
lighting condition for viewing and navigating in the AR
environment?

Overall satisfaction and
preference

S1: How satisfied were you with this display type?
S2: How much do you prefer this display type?
S3: Which display type do you really want to use when taking into
account the previous results and pricing? (answered after
experiencing all the treatments)
(1: OpenAR, 2: ClosedAR, 3: EasyAR, 4: PhoneAR)

Presence, Immersion and Usability of Mobile Augmented Reality 11



the other three, possibly for the same reason. In fact, the response to O5 (object
realism) is likewise significantly lower for OpenAR. The lighting conditions again had
no effects.

4.3 General Usability and Satisfaction/Preference

There were seven major usability questions: U1: ease of use, U2: comfort, U3: suit-
ability, U4: social awareness/unacceptance, U5: fatigue, U6: effect of the peripheral
view, U7: effect of the lighting condition. Figure 9 shows the results. Only OpenAR
and ClosedAR was considered generally relatively unusable in terms of the ease of use,
comfort, suitability, and fatigue (PhoneAR, EasyAR > ClosedAR > OpenAR). Pho-
neAR, as expected, showed the highest level of social acceptance. Peripheral view and
lighting condition brought about no significant differences. Such a trend clearly points
to the possibility that the user experience in AR is heavily dependent on good basic
usability. User and object presence is perhaps of less importance compared to the case
of VR. Again a similar trend was found with regards to the general satisfaction and
relative preference, correlating to the effect of the usability of display types (Fig. 10).

Fig. 7. A one-way ANOVA performed on the factor of display type (left) and lighting condition
(right) for level of presence/immersion (P5 + P6).

Fig. 8. A one-way ANOVA performed on the factor of display type for level of object presence
(O3 + O4) and object realism (O5).
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Fig. 9. A one-way ANOVA performed on the factor of display type for level of six categories of
usability.

Fig. 10. A one-way ANOVA performed on the factor of display type for general satisfaction
and preference.
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5 Discussion and Conclusion

In this paper, we have compared the user experiences of 4 different AR displays under
three different lighting conditions. The OpenAR (or Hololens) display we used was still
technologically short of the user expectation in its display performance and usability
form factor, leading to a very low user experience. Surely, such a result could be
changed as the device becomes smaller, lighter with better image quality in the coming
future. In AR, the user has to wear and use a display (or a glass as the display surface) of
certain size and FOV. Depending on whether the display system is shut from the rest of
the environment or not, and the seam/boundary between the display and the rest of the
visible real environment (in the case of open displays) do not seem to affect the user
experience all that much. This is shown by the PhoneAR being on par with EasyAR or
ClosedAR in its user experience. The same argument goes with the absolute display
size, for which PhoneAR is smaller, even though small absolute display size seems to
induce underestimation [11]. It was rather the convenience of the PhoneAR (same as the
regular smartphone) that wins the hearts of the users. Although not tested, casual usage
of VR will necessitate a quick switch between the regular smartphone mode and access
to the touch screen for the seamless and familiar touch based interaction. Again, in this
regard, PhoneAR and EasyAR have advantages. Also there is a recent rise in the concept
of Extended Reality (XR), a platform (or display) both AR and VR. EasyVR, the flip-on
lens version of VR has already been proven to offer immersion and presence at the equal
level of the ClosedVR [12]. Therefore, EasyAR might be the best middle ground,
offering reasonable usability with higher immersion/presence (even though a statistical
difference was not found), and quick and easy dual usage with the smartphone.

In addition, the user experience results can be dramatically different if interaction
was involved. In particular, PhoneAR and EasyAR offers the usual touchscreen
interaction, while ClosedAR and OpenAR must result to something else such as mid-
air gestures and separate interaction controllers. We plan to further conduct the relative
comparison considering this important user experience feature.
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Abstract. This paper presents the main findings regarding the overall effec-
tiveness of an AR-based wearable device for different types of users performing
basic, common tasks throughout a few demo scenarios, thus identifying
opportunities for improvement and further investment. A series of user tests
were carried out among participants using this head-mounted prototype while
different aspects of their interaction and overall experience were evaluated. It
was given special attention to desirability factors, as well as pain points and
obstacles to completing the different scenarios.
This paper presents main insights regarding several features for an ideal head-

mounted AR experience to the user, as well as their view regarding the future of
digital media consumption. It also discusses some limitations and lessons
learned for future work. Our results allow us to shed light onto the scope of
expectations of potential end users, in order to help in the design and engi-
neering of these devices. We argue that the value of exploratory studies of such
as these lies in its potential to delve into innovative paths and their potential
implications, otherwise difficult to trace.

Keywords: Mixed reality � Augmented reality � Head-mounted device �
User research � Usability study � In-Depth interview � Gesture interaction �
Usability

1 Introduction

Augmented Reality (AR), the technology that enables computer-generated digital
information onto the user’s view and interaction with the real world [13, 9], has gained
extensive attention in recent years, both from the industry and the field of research.
Although the adoption of AR among consumers is not yet widespread, expectations
regarding its potential in terms of their transformative benefits and future market
revenue are currently high [5].

Despite this promissory scenario, there is still a large range of design options that
needs to be considered for these solutions to achieve sufficient maturity within a
consumer market. However, in general, the research capacity within the industry is
relatively small. Not only are there high levels of competitiveness and regulatory issues
to surmount, but also many times the resources to carry out sounded exploratory
research, both in terms of competences and time, are usually missing. And yet these
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kinds of studies are particularly important when there is uncertainty about the future
feasibility and user acceptance of a certain product.

Certainly, in the last years there has been a significant increase in the number of AR
papers including some sort of user-centered research. The work so far has mainly focused
on user interface design challenges and technology issues, whereas much less has been
published regarding users’ characteristics, attitude and expectations about AR solutions
thus, the whole potential of user-centered theory has not been fully embraced [10].

In this regard, our research was conceived as an exploratory space where feasible
future paths for AR solutions could be traced and validated. To do so, we carried out
user tests using interactive proof-of-concept (POC) software on a head-mounted device
to learn about users’ expectations in terms of usability and utility, as well as to set out
grounded steps for future explorations.

2 Theoretical Background

This section presents previous relevant studies in this field and discusses existing user-
centered research on AR.

2.1 Augmented Reality (AR) and Head-Mounted Devices (HMD)

The earliest examples of AR technologies date back to 1960, when head-mounted
devices were first used in military aviation, to improve pilot’s ability to react to the
environment in enemy fighter aircraft (REF Radical Technologies). However, it only
found a niche for consumers with outspread adoption of smartphones and tablets,
which bundled the kind of technology that would enable a new generation of AR-
embedded applications [12]. Phone-based AR treated the handset as the display surface
on top of which information and AR objects were laid.

Soon after, a new generation of AR wearable mediators emerged, with Google
Glass being the first of this class to reach final consumers. Currently, the two most
well-known AR HMDs are Microsoft HoloLens and Magic Leap One. Both of them
integrate digital and physical environments through the use of a head-mounted device
that incorporates orientation and position sensors to display digital objects into the
material environment whilst allowing interaction with them. Although both of them are
intended for the consumer market in the long term, their reach has been exclusively
within the industry realm so far, and mainstream adoption of AR headsets is still
distant.

There is a considerable number of publications related to prototypes that have been
developed for research purposes in different application areas, such as industrial AR
applications [1], entertainment areas [2] or commercial ends [4]. More recently, many
of these proofs-of-concept have turned into full-fledged applications available for the
final consumer. However, despite having an end-user perspective in mind, the amount
of AR studies geared towards understanding users’ needs and expectations have not
increased at the same pace, which indicates a gap to be bridged in future research.
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2.2 User-Centered AR Studies

The first comprehensive review of AR user studies was published in 2005 by Swan and
Gabbard [6] and, among a total of 1,104 AR papers, they found only 21 related to user-
centered research. All of them revolved around user task performance and usability
aspects regarding perceptual and ergonomic issues. After this one, two other surveys
were carried out in 2008 (Dünser et al.) and 2012 (Bai and Blackwell) respectively,
both following the classification of Swan and Gabbard [11], with a few new categories
being added.

The latest review of user centered research in AR was carried out by Dey et al. [3]
covering AR papers published between 2005 and 2014 which contain a user study.
Based on the type of display examined, their field of application and the methodology
followed, the authors classified the literature to provide an overview of the state-of-the-
art of the field. Different from previous surveys, they consider a wider set of sources,
sifted the papers by their citational impact and broaden the classification categories to
include issues experienced by the users [3].

Interestingly, they noted that despite the significant growth of AR papers published
between 2005 and 2014, the relative percentage of those specifically regarding user
studies had remained equally low throughout the same period [3]. The authors also
suggest opportunities to explore for future user studies, such as diversifying evaluation
methods and including a broader range of participant populations [3].

Another example of user-centered research involving is Olsson and Salo’s work
[10] which evaluates user experience with commercial applications. They measured the
degree of AR technology acceptance among consumers and established a series of
guidelines for developing successful applications, being curiosity and novelty among
the main motivators for using mobile AR applications.

Moreover recently, Kim et al. published an extensive review of all the papers
presented at ISMAR, an academic conference which is a reference in the field, from
2008 until 2017 in order to provide an overview of the AR-related research taking place
worldwide and uncover emerging trends in the field [8]. One important finding of their
work is that evaluation research had substantially increased as compared to a previous
survey done by Zhou et al. [14] – which Kim et al. work follows on – that summarized
AR work presented at the same conference in the previous ten years. According to Kim
et al. [8] the increase of evaluation research in the field of AR is a signal that AR
technology has achieved a maturity that brings it closer to consumers, and so there is a
need to evaluate different solutions with end-users.

Although this past work provides a consistent theoretical background for AR user
studies there is still room for more exploratory research in order to establish priorities,
develop operational definitions and provide significant insight into identifying feasible
directions for AR solutions from a user centered perspective. In this regard, this
research was designed to serve as an independent project aimed at acquiring knowledge
about AR user experience through validated explorations.
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3 Methodology

In the present study, we developed a series of interactive proof-of-concepts on an AR
head-mounted device and tested them with users to set design guidelines based on data
collected during the tests. An AR wearable prototype based on Android was built for
this study and five demo scenarios were designed in which participants had to perform
basic, common tasks during the test. The aim was to assess the overall effectiveness,
efficiency and satisfaction of the AR demo scenarios and identify obstacles to com-
pleting them. An exaggerated hand gesture was used as primary input method and
several UI components were explored. We validated our hypotheses through different
methods of data collection: user tests, the verbal protocol – the running commentary
that participants make as they think aloud during the tests –, and short interviews with
each participant at the beginning and at the end of each test, to learn about their
subjective experience when using the device through the different scenarios.

3.1 Participants Sample

Recruitment for this study was conducted in an indoor environment located at the
SIDIA R&D Center in Manaus, Brazil. The only requirements for participation were
intermediate-level English proficiency – the software was built in this language – and
smartphone ownership. A broad screener was important to have a more representative
cross section of the participants sample. A total of 14 people took part in the tests,
distributed as seen on Fig. 1. Among each of these three characteristics we sought an
equal distribution for gender and a spectrum as wide as possible for their age distri-
butions and area of expertise.

Among all participants, 1 had previously owned a Google Glass, 2 owned a
Samsung Gear VR device, and 3 had relevant experience with mobile AR – augmented
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Fig. 1. Distribution of participants’ gender, age, and professional background.
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reality experiences embedded within smartphone applications, such as Pokémon Go
and Snapchat lenses. Every participant had some knowledge about Virtual Reality
(VR) and 5 had no prior knowledge about Augmented Reality (Fig. 2).

3.2 Support Material

We used an Android-based prototype wearable device built out of a Samsung Gear VR
body, with a centered world-facing camera and two round openings following the
eyelines with see-through acrylic where stereoscopic images from two tiny projectors
were printed after bouncing from concave mirrors to multiply their size in the short
distance.

The software running on the prototype device was built using Unity and Vuforia,
providing ad-hoc marker-based experiences where a printed image was responsible for
the digital objects’ placement.

3.3 Moderator’s Role

In these tests, the moderator should never give directions or suggestions to guide the
participant through the experience. The moderator should ask what the participant
believes should be done and encourage he/she to follow their assumptions and think
aloud throughout the entire experience – i.e. express in words all doubts and
observations.

The only guidance provided by the moderator is to point to the next scenario’s
printed marker, so the participant can then initiate the next demo scenario.
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Fig. 2. Distribution of participants’ previous experience with AR and VR technology.
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3.4 Data Collection

The main goal for these experiments was to quickly and superficially understand
people’s impressions on AR, mobile computing devices – especially head-mounted
ones –, and hand gestures as UI input type. Therefore, a good user experience was
never intended to be achieved, instead all demo scenarios were meant to provoke
reactions thus providing valuable insight to a plausible direction to which to steer
augmented reality solutions in following endeavors.

Demo Scenarios: General Interactions. Once a scenario’s printed marker is recog-
nized by the device’s camera, a hand animation with an upwards-pointing index finger
appears, in attempt to induce the participant to repeat the gesture thus activating the
beginning of that demo scenario. Once each scenario is finished, an animation with a
“End of Demo… Restarting.” text message appears. After the end of a scenario, the
participant is directed to the starting marker for the next scenario. 2 different sequences
were used split evenly among participants (Fig. 3).

Demo Scenario 1: Points of Interest (POI) and Navigation. The experience starts
with minimized cards placed horizontally all around the participant – 360º on a hori-
zontal plane –, each representing a different location, such as restaurants, museums or
grocery stores. The card positions do not change, the participant must look around to
view other cards. As a card approaches the center of the participant’s Field of View
(FOV), it becomes maximized. When a location nears the edge of the FOV, it mini-
mizes into a circle through a center-distance-responsive scaling motion.

Fig. 3. Close-up shot of the device showing a hand animation prompting action to initiate demo
scenario.
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After interacting with the card through the upwards-index finger gesture, a full
detail card fills the screen and, after a short timer, the participant is presented with a
mini-map and directions to the location (Fig. 4).

Main issues evaluated:

– How well do users understand there are POIs all around?
– How useful to the users the presented POI information is?
– What are the user’s expectations to POI information?
– How useful to the users is the full map view?
– What are the user’s expectations to navigation information?
– How do users respond to having both gesture-based and time-based actions in the

same scenario?

Demo Scenario 2: Lego Shopping. The experience starts with an animation of the
built Lego set with each toy interacting with each other, before presenting a “Hot Deal”
badge with a discounted price tag and a shopping button with the gesture animation.

Fig. 4. Close-up shot of the device showing a centered maximized card over the monument, and
a minimized “circle card” to the right of the monument.
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Interacting with the shopping button triggers a “Successfully purchased” message prior
to ending the scenario (Fig. 5).

Main issues evaluated:

– Does the animation increase interest in the product?
– What are users’ expectations to the presented information?
– How do users respond to having a shopping button similar to the one that triggers

the start of each scenario?
– How do users feel about how long it takes for them to see the price?
– How clear it is to purchase the Lego toy set?

Demo Scenario 3: Baking. The experience consists of an animation sequence with
timed steps presenting the several preparation stages of a cupcake recipe (Fig. 6).

Fig. 5. Close-up shot of the device showing the animated Lego set with price and purchase
information.
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Main issues evaluated:

– Does the animation increase interest in the product?
– How useful is the animation to understanding the product?

Demo Scenario 4: Wine Shopping. In this experience, the complementary informa-
tion to the wine has been shrunk significantly to the point of minimal readability just
beyond arm’s length. The only way the participant can read the information is by
walking towards it less than a foot away (Fig. 7).

Main issues evaluated:

– How useful is the presented information?
– Is the information layout helpful for understanding the product?
– How clear it is to purchase the wine?
– Do participants understand they can walk towards the marker to zoom in?

Demo Scenario 5: Daily Information This experience’s printed marker is placed far
from the participant in a way that it is difficult for it to be recognized. Regardless of the
scenario sequence, this is the final demo scenario for all participants. Once initiated, 3
different dioramas are presented with a short timer triggering their replacement:
weather, calendar, and music, respectively. The latter option presents the user with a

Fig. 6. Close-up shot of the device showing an animation presenting one the cupcake recipe
preparation steps.
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“Play music” button. For the first time in the entire usability test session, the moderator
uses a hidden controller to discretely activate the option and initiates music playback on
a mobile phone. A message “Look at the speaker” is presented and when the participant
looks down at the speaker on the table, the moderator once again discretely transfers
audio to the speaker via Bluetooth, thus giving the participant the impression that the
music began playing on the speaker just by looking at it (Fig. 8).

Main issues evaluated:

– How useful the presented information is to the user?
– What are user expectations to this scenario’s information?
– How do users feel about the timeout for each step in the scenario?

3.5 Additional Procedures

The sessions were conducted in a controlled environment, provided with a video
camera to capture the participant’s face and gestures. A digital voice recorder was also
present at the sessions to create a set of audio recordings for backup.

During each of the evaluation sessions a standard protocol was followed. First, the
participant was introduced to the user test methodology and acquainted with the
equipment and recording systems in the room. Moreover, an explanation of the

Fig. 7. Close-up shots of the device showing the downsized information (on the left) and how it
appears when up close (on the right).
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importance in thinking aloud when performing the usability tests so that an indicator of
their confusions’ moments and reasons is clearer. A particular caution to avoid entering
into any details about the scenarios the participants would see was imperative as well as
about any possible interactions with them, thus ensuring an experience as unbiased as
possible.

Accompanying interviews with each participant happened before and after the
usability tests. The former to discussing any previous experiences with augmented and
virtual reality (AR/VR) and reasons for trying a new technology. The latter is preceded
by a form where the participant scores each scenario. Unscripted follow-up questions
were then done by the moderator to clarify participants’ behavior and expectations.
Finally, both moderator and observer did a debriefing together to contribute their
observations about surprises and issues identified and tallied those throughout the
sessions.

4 Findings and Recommendations

This section describes the main findings obtained from the study. Both quantitative and
qualitative data were analyzed at the end of all the user tests and results were organized
according to different categories that were evaluated during the sessions. These are:

Fig. 8. Close-up shots of the device showing the music diorama (on the left), looking at the
speaker (on the middle), and the moderator’s hidden controller.
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impressions about the hardware, input controls and user experience. We also look at
questions regarding the usability tests in themselves, considering main takeaways from
our experience, and draw some insights that might be useful for further explorations.

4.1 Hardware

This category describes some specifics of user’s acceptance and expectations regarding
the head-mounted hardware. For each of them, we also give recommendations to
improve future iterations of the prototype.

Focal Length. Different focal lengths between the digital projection and physical
surfaces led to misconnection between the two thus resulting in little spatial interaction
– i.e. little to no moving around the room to view information from other angles or
distances. This suggests that in order to make use of spatial interfaces, the projection
must have a focal length that matches with the real world. Virtual projections that are
mismatched with the physical world’s focus length don’t seem to provide credible
spatial behavior.

Ergonomic Device. Almost every participant complained about the device being big
and uncomfortable. Even when they had enjoyed the scenarios and found the experi-
ence to be useful, the ergonomic aspect of the device in general prevailed over other
considerations. This aspect of the product probed to be essential to users. Even an
extremely useful software experience is quickly overshadowed by any hardware-
caused discomfort. Indeed, bulky hardware was considered a main hindrance in user’s
acceptance of AR wearable devices. Therefore, despite its usefulness, a large and heavy
hardware is not well regarded with the sole exception for where helmets or big goggles
are already in use.

Small and Simple. The small form factor was also put forward as a crucial element
when considering future adoption. Several participants regarded as an acceptable size,
something they could carry in their pockets. Indeed, most participants found more
desirable a small device that offers a simple and convenient experience, than a big,
robust and powerful solution.

Modular Approach. Participants who wore prescription glasses encountered several
issues when wearing the device, due to incompatibility between the available space left
to fit the user’s face and several larger shapes for glasses’ frames. Moreover, having a
touchpad on the right side of the device is an issue for left-handed individuals. This
suggests that considering a modular approach might be an interesting path to explore
when aiming at a consumer market. This way, the same base hardware could fit a
plethora of glasses, attend to right- and left-handed individuals if using touchpads on
the side, and also allow temporary upgrade to more powerful and bulky devices.

4.2 Interface

Here we present main issues that occurred during participants’ interaction with the
interfaces. Participants were not specified how to interact in order to learn about user’s
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expectations of how interaction was most likely to happen by letting them sponta-
neously decide the appropriate response.

Useful Animations. Some participants stated that they would appreciate a more gui-
ded experience. In this regard, the use of animations to draw attention to a specific
object proved to be extremely helpful. As an example, animations were successfully
used to draw users ‘attention to a place where the camera needs to better analyze for
image recognition purposes.

Clear Design Elements. There should be a clear understanding of what is interactable
and what is purely informational. Participants were confused whenever the visual
representation of an interactable content differed from repeating interactive elements
seen previously. Keeping the visual unity guides the user on how to interact and what
to expect as a result, as well as provide context awareness through that element.
Exploiting repetition and consistency of design elements, users can rapidly define
mental models for greater interaction with the UI.

Feedback for Interactions. Another recurrent issue was a perceived lack of feedback
whenever an interaction was initiated or ongoing. In some cases, the experience was
initiated accidentally and in other situations participants tried out different gestures,
stating that they felt uncertain of whether they were interacting or not. This indicates
that letting users know they are being listened to or that their input is being recognized
in action, matters for them. A possible solution to this difficulty is to always provide
feedback for interactions – be it visual or audio –, not just for confirmation of per-
formed action, but also for ongoing ones.

“Do not Disturb” Option. During the tests, a few participants felt overwhelmed with
a continuous flow of information before their eyes. Some of them suggested having a
gesture to dismiss the information at any moment during the experiences. Questions of
invasiveness were also put forward during the debriefing interviews. In this regard,
being mindful of an intrusive interface (e.g. providing an easily accessible ‘Do not
disturb’ option or ‘Silent mode’ that could be triggered whenever the user deems
necessary) can minimize this potential hindrance for user’s acceptance of this kind of
solutions.

Ground’s Visibility. An important issue that was brought forward during the inter-
views with several participants, was a security concern regarding the possible risks of
using an AR wearable device in public places that could potentially isolate them or
even blind them against the environment. Indeed, the fact of blocking the ground’s
view might disguise physical obstacles, thus possibly causing accidents. Devices that
have their projections positioned straight on users’ eyesight, are likely to take up too
much space of user’s Field of View (FOV), thus getting in the way of critical infor-
mation from the surroundings. This must be considered when designing wearable
devices for outdoor use by consumers.
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4.3 Input Controls

This category refers to questions related to how participants used the input controls
during the test and presents the main insights about desires and expectations regarding
those.

Hands-Free Experience. According to participants the fact of having to interact with
the interface felt rather natural at times. However, it was highlighted that there would
be moments where they might not be able to use their hands to interact with the UI.
Another point that came to the fore, was that most participants felt shy about per-
forming the raised finger gesture even during the user tests and most of them explicitly
stated that they felt awkward while performing gestures in the air and that they would
not be willing to do it in a public place. This shows a gap that can be considered in
future work, by exploring real hands-free experiences for moments when interacting
through gestures is not possible or in situations where social awkwardness refrains
users from performing certain gestures.

Physical Surfaces. The previously mentioned social awkwardness and natural feel
also speak for the possibility of using physical surfaces for more natural haptic feed-
back. Not only can physical surfaces make interaction feel more natural, it can also
bring discretion to the experience.

Non-invasive Confirmations. During the interaction with the different scenarios,
sometimes participants accidentally activated an action they were not, in fact, willing to
take. The problem of false positives was a common occurrence that should be avoided.
At the same time, it is important to do so, while also avoiding excessive steps for
interaction (for example, a 2-step gaze interaction or temporary gesture/voice activation
could be used).

Multiple Input Options. During the test, we observed a great variety of intended
gestures when interacting with the interface. Indeed, natural controls and gestures
depend to a great extent on existing mental models and cultural traits. One way to
embrace idiosyncrasies is to allow personalization of such controls. The possibility of
doing so by providing multiple options depending on the user’s context and prefer-
ences, instead of only one, might be an interesting path to explore.

4.4 Experience

This section presents main findings in relation to the overall user experience, as it was
described and reflected upon by participants during the interviews that followed the
usability tests.

Convenience Beats Options. Throughout the accompanying in-depth debriefing
interviews with participants, most of them agreed that they valued convenience in a
solution, rather than a wide range of options. Therefore, it is significantly more valu-
able to a user an interface that, despite its simplicity and lack of options, is easy and
pleasant to interact with.
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Embrace User Guidance. In general, participants valued very positively user guid-
ance during the experiences. In the study, it was realized that an introductory experi-
ence presenting the interactions works well, however other resources such as simple
interaction hint animations for users to mimic proved to be highly effective. Also, using
redundancy in information provides helpful guidance through the user experience (e.g.
use animation, text and sound to explain an action).

IoT Controls. In several cases, participants manifested a desire to have control over
objects in a seamless fashion, for instance, being able to control smart locks, lights,
speakers, microwave ovens or washing machines.

5 Discussion

Our research investigated the overall user experience with an AR-focused wearable
head-mounted device, thus identifying opportunities for improvement and further
investment. The study was designed as an ad hoc exploration aimed at validating
expectations and mental models of users towards a head-mounted display. As with any
other ad-hoc reporting, the work involved a customized, small-target approach, which
entails inherent limitations, especially regarding the generalizability of the findings. On
the other hand, this kind of ad-hoc reporting allows to get actionable insight on specific
questions that might be difficult to get from more generic reports.

We organized the recommendations in different categories that span the different
aspects of the experience that we wanted to evaluate. These are: hardware, interface,
input controls, and overall experience. For each of them, we identified several issues
perceived during the user tests that somehow hindered the device usability and, thus,
we offer some suggestions for improvement. In the case of hardware, the main take-
away is that any hardware-caused discomfort severely compromises the entire expe-
rience, regardless of how useful the software was considered. Thus, it is important to
look at the AR experience as a whole, in which advances in software and hardware
should walk hand in hand to get out the full potential of the technology, since the
ergonomic factor seems to be a crucial element for its usage. Regarding input controls,
it was observed that the range of gestures which users spontaneously came up with
varied widely among participants. This suggests that a possible path that so far has
remained rather underexplored is to consider input control personalization. Given that
natural gestures are culturally shaped to a large extent, allowing for a degree of per-
sonalization of input controls can be one way to turn the experience with AR devices
easily amenable to such diversity. A main point that the user tests revealed is that AR
wearable devices should not deter user’s visibility and interaction with the physical
surroundings. Avoiding filling the user’s field of view with a digital projection is a way
out to this hindrance, as well as being mindful of an intrusive interface that might stand
on the way of user’s interactions with the real situations in which they find themselves.

On another level, this study discusses other questions that were encountered while
carrying the usability tests that go beyond the specific purposes aimed at evaluating. In
particular, some highlighted aspects perceived during the user tests are believed to
certainly become opportunities for improvement in forthcoming research. These
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questions relate to the method used to gain insights into the usability and utility of the
prototype and reveal both hits and opportunities that are worth considering regarding
the user tests per se. First of all, using superficial simulations proved to work well for
testing. It was observed that it allows more explorations with less effort, while facili-
tating any direction shift on a certain design strategy, without losing too much work.
Moreover, using simulations is less prone to usage error or crashes, and bypass controls
are highly effective to avoid user frustration with recurring failed attempts at interac-
tion. Simulating the success of interactions by bypassing them with remote controls are
highly effective in keeping participants engaged, while allowing for greater freedom in
interactivity.

Another takeaway of this experience is that the use of repetitive elements was very
helpful for participants during their navigation through the scenarios and served to
conduct the sessions more easily. For example, the use of information such as “End of
Scenario” upon completion of each of the demos was highly effective to keep a good
pace throughout the user tests. Besides, at the moment of wearing the device, an image
was immediately displayed to serve as a reference when adjusting the headset when
worn for the first time. This ensured that participants could effectively see the interface
as soon as it appeared and helped to create a smoother experience.

As a final note to this section, we argue that the primary value of this study lies in
its exploratory character, that is, as a key step to establish priorities, develop opera-
tional insights and help improve subsequent research. Allowing for this kind of studies
can provide industries with leverage to define a consistent roadmap and bring priorities
into focus. In this regard, the findings reported here, although lacking statistical gen-
eralizability, still provide grounds for analytical inquiry valuable for the design of
ensuing studies. In this regard, the validation presented can serve as a first step for other
explorations considering a more user-centered approach to AR devices, in addition to
drawing recommendations relevant to future investigations on this field.

6 Conclusion

This paper has presented main insights regarding several features for an ideal head-
mounted augmented reality experience to the user, as well as their view regarding the
future of digital media consumption. Among the findings, one major takeaway of our
study is that hardware issues regarding the size and ergonomics of the device were
given fundamental importance by participants, no matter how much utility or power
they might gain through the use of a device. This means that a primary concern when
designing an AR experience is first and foremost to ensure the hardware is comfortable
to wear, to use, and to purchase. Through the accompanying in-depth debriefing
interviews, another key finding is that convenience is much more important than
options. Therefore, it is significantly more valuable to a user an interface that, despite
its simplicity and lack of options, it is easy and pleasant to interact with. We have also
discussed some lessons learned for future work, specifically regarding how user tests,
as a method widely employed in user-centered studies, can be improved.

Our results allow us to shed light onto the scope of expectations for potential end
users, in order to help in the design and engineering of AR wearable devices. We argue
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that the value of exploratory studies such as these lies in its potential to delve into
innovative paths and their implications, otherwise difficult to trace within the industry.
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Abstract. Virtual Reality experiences are often touted as having the most
immersive user experience possible outside of live action, yet Virtual Reality
(VR) technology is often not designed to be inclusive to all users. From mild sim
sickness effects to a lack of accessible controls, many users are being left out
from the modern virtual reality experience. There are however tools available to
the developer that will make inclusive VR design a possibility.
While many of the tools for inclusive VR experiences are physical hardware-

based solution there are also what Doug Church describes as “Formal Abstract
Design Tools” that are conceptual tools that can be applied in this case to allow
a designer to think through making their experience design inclusive [1]. The
goals of this journal paper are to provide a primer for those approaching
inclusive game design. The researchers will cite current research, discuss
existing accessibility forward technologies, and highlight areas that need more
attention to assure a more inclusive VR experience.

Keywords: Universal Design � Inclusive design � Alternative controllers �
Game design � Gamification

1 Introduction

When approaching accessible forward design, one must explore a variety of approa-
ches, methods, and recognize past and present oversights that can occur when
designing for specific communities. Though there is no “magic method” when it comes
to designing for accessibility, there have been many successful utilizations of tech-
nology involving users who have disabilities. Virtual reality (VR) has been proven to
be a successful tool in both rehabilitation and inclusive game design [2].

Susan Goltsman describes inclusive design as, “Inclusive design doesn’t mean
you’re designing one thing for all people. You’re designing a diversity of ways to
participate so that everyone has a sense of belonging” [3]. Designs that start with
assumptions that the user will have the average height, dexterity, and number of limbs
as the average person are already being exclusionary. VR is a medium of which
modern design patterns remain fraught with assumptions. It seems clear, however, that
in many cases this could be solved by simply informing the designers that the exclusion
exists and providing solutions for how to be more inclusive.
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2 Background

There is a long history of accessible design, but it wasn’t until wounded veterans were
returning from World War II that the United States passed a law allowing free access to
government buildings, with the Architectural Barriers Act of 1968 [4]. This was fol-
lowed by additional legislation and a global declaration by the United Nations [5]. Of
course, while access is required, ensuring the best designed access is not always the
case in the physical world, and is only amplified in the virtual.

Many researchers have found positive impacts from using VR based solutions to
training those with traumatic events including stroke. Laver, et. al found positive results
in 8 out of 12 tests when using VR to train stroke suffers [6]. Additionally, Jack et al.
found significant improvements in hand control in stroke suffers as well as positive
subjective opinions of the training [7].

Phantom-limb or other phantom sensations pain is often reported from amputee
populations after the loss of a limb or other innervated body part [8]. Research has
investigated the role of cortical reorganization on the initiation and magnitude of
phantom limb phenomena, which result in either a painful or non-painful response [9,
10]. Studies done to investigate methods of mitigating the phenomena have examined
neurological and psychological influences on the underlying drivers of the phenomena
[9, 11, 12]. Work by Pucher et al. [10] correlated self-perceived body image with the
coping skills that may reduce phantom-limb phenomena.

New work is leveraging immersive virtual reality (IVR) as a management tool for
symptomatic patients [12]. Further studies will improve the understanding of the
effectiveness and statistical correlation that may have both psychosocial and psy-
chophysiological impacts.

3 Universal Design

According to the National Disability Authority, Universal Design is, “the design and
composition of an environment so that it can be accessed, understood and used to the
greatest extent possible by all people regardless of their age, size, ability or disability”
[13]. They also state that these design implementations should not act for the benefit of
only a minority of the population. Their mantra is, “if an environment is accessible,
usable, convenient and a pleasure to use, everyone benefits.” The goal with universal
design is to meet all user needs and maximize accessibility to the product or system.

3.1 Accessible Design

Accessible design revolves around designing for a specific disabled community the
design process. In other words, the design is focused on creating an inclusive expe-
rience for a person of a specific disability. In United States, the Americans with
Disabilities Act (ADA) mandates that the design of public facilities be completely
accessible to people with disabilities [14].
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3.2 7 Pillars of Universal Design as Related to VR Game Design

The 7 Principles of Universal Design were developed in the late 1990s by researchers
at North Carolina State University. The purpose of the Principles is to act as a guide in
the development of products, places involving human interaction [15]. This is the
foundation for protections of equality for differently abled users that has driven much
of the progress over the past decades. However, in application there are still limitations
where the intentionality of inclusion is misaligned from the execution of design that can
make a meaningful inclusive experience. This can be seen in the VR environments,
where simulated visuals can be customized to not be limited by traditional form. This
may provide empowering experiences for differently abled users, however the hard-
ware to participate must consider a wider distribution of abilities.

Principle 1: Equitable Use
The design is useful to people with diverse abilities. Ideally the use of virtual envi-
ronments can positively enhance experience for those with both cognitive, and motor
skill impairments. Unfortunately, current VR systems are designed with core users in
mind. Controls often require 2 hands, the ability to stand and move for long periods of
time, and the ability to manipulate complex tools with the user’s hands.

Identify Potential Users
It is important to identify potential users when beginning any inclusive VR game
development project. Determine if the design needs to support able bodied individuals.
Determine what other individuals the project will support. Will there need to be
changes made of individuals with motor, cognitive, hearing, speech, vision, or other
accessibility issue. The game accessibility guidelines suggest adding key remapping,
text size options, colorblindness modes, and subtitle options as the easiest features to
add support for [16].

Principle 2: Flexibility in Use
The design accommodates a wide range of individual preferences and abilities. While
some users will be fine with 2 hand controls not all users can support that. Additionally,
even if there is no exclusion for the user many users will not have the right hardware.

Identify Potential Exclusions
As consumer level VR solutions are still in an early stage the hardware individuals
bring to the VR space is varied. Supporting additional hardware configurations is
important from a financial perspective for many VR ventures. VR ready games on
steam will often support multiple control schemes. This includes two handed con-
trollers, the Xbox controller, or even Keyboard and Mouse. Supporting these additional
interface methods allows the user to implement their own customized solution as well.

Principle 3: Simple and Intuitive Use
Use of the design is easy to understand, regardless of the user’s experience, knowledge,
language skills, or current concentration level. This principle is key to good user
experience regardless of user’s skills and abilities. Insuring a good UX/UI experience
will go a long way in developing accessible games.
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Unfortunately, because VR is a new interaction platform, good standard conventions
are not well established. Early First-Person Shooters (FPS) were notoriously difficult to
control on game consoles until the release of Halo: Combat Evolved on the original
Xbox. The tutorial on Halo taught a generation how to play FPS games. This VR ready
example has yet to be established. As such it is the designer’s job to continue to bring
the most intuitive experience to the user they can.

Mimic Real World Interaction
Most VR controllers are an attempt at mimicking what hands can do in the real world.
If your player does not interact with the real world using their hands, mimic the tools
they do use. This might be a prosthetic device of one form or another, a wheel chair
control stick, or other implements used in the real world to interact. The closer the
interaction method is for the user is in VR to what they are comfortable experiencing in
reality, the better their interaction will be.

Principle 4: Perceptible Information
The design communicates necessary information effectively to the user, regardless of
ambient conditions or the user’s sensory abilities. This can be accomplished through
the use of Heads Up Display (HUD) messages explaining things that can’t be easily
seen. User guidance through good game design, lighting, environmental cues will all
help aid the player. Simple options like the ability to turn on subtitles, while 4th wall
breaking in VR, are a necessity for those with hearing lose. While it may seem obvious
that most information provided to the player would be through a graphical interface
there are other ways to build the player with perceptible information.

Audio Guidance
Audio can be used to enhance a virtual experience. It can set the mood, excite action,
and build a more complete immersive experience. It can also be used to help guide low
vision users through an environment. Players have used audio cues only to play games
like Street Fighter, and with the rise of audio assistants like Google Home and Amazon
Alexa, it can be easy to integrate an audio guide into any virtual space. This can
provide a deeper connection to the environment and stimulate subtle cues that can
support a wider range of abilities by providing additional reaction and planning time.

Haptic Feedback
Using the haptic feedback is becoming more common in game design. It is even
possible to use haptic feedback to help guide or smooth user input. The involves
providing cues to the player to warn them of potential impediments in the virtual world
and may have extensions to overlaid augmented reality (AR) that bridge the gaming
and physical environments.

Subtitles and Other Text Cues
While there should be a standard for videogame subtitles, there is currently is not.
Developers can still implement support tools for hearing lose, color blindness, and
many other common disabilities. Larger successful games like Fortnite have already
done so and the additional inclusion benefits a large range of users who may have long
term ability differences or simply situation limitations that could be physical, interface
hardware, or of the local environment.
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Principle 5: Tolerance for Error
The design minimizes hazards and the adverse consequences of accidental or unin-
tended actions. Everyone has the experience of hitting the wrong character on their
cellphone when typing a message. Luckily Autocorrect features have been improving
and a close miss can be corrected to the actual word required. The old saying of “close
only counts in horseshoes…” no longer needs to be the case. Devices should be able to
have tolerance for uneven input and do their best to interpret user intent.

Signal Smoothing
While users with less fine muscle control may input a more erratic signal then other
users, smoothing algorithms can be used to interpret the input. Using smoothing for the
player may not be 100% accurate or precise to the motion recorded, but this smoother
interpreted motion will provide a better experience for the player.

Sensitivity Controls
Many games will offer mouse and controller sensitivity control in the options menu.
This allows users to adjust the speed of their input on their own. These controls can go
a long way in making a player feel comfortable with the input in the game and can
easily be implemented.

Principle 6: Low Physical Effort
The design can be used efficiently and comfortably and with a minimum of fatigue.
When Wii Tennis was released players thought they needed to mimic the action of
actual tennis. The advertising campaign led to this belief. Players quickly learned that
they could sit and flick their wrists slightly to accomplish the same effect. This of
course was great for people with low upper limb dexterity.

In the case of VR games reticles can be smoothed and targeting can be sticky, so
users with unsteady hands can still track and interact with objects in the virtual space.
This is similar to the ability to adjust mouse sensitivity or remap controls to adjust to
user preferences. A feature to engage additional levels of ability may provide additional
comfort or ease for traditionally abled users.

Eye Tracking
Eye tracking is a feature that is quickly coming to VR. The basic functionality is based
on shining infrared light on the pupil and then detecting it with a camera to determine
the direction the eye is looking. This is commonly used to test usability on websites,
but it could also be used to move a character in a virtual space. It could be used to select
items or do any number of interactive tasks. Offloading the need to use hand of foot-
based controls.

Hand Tracking
Some VR hardware has hand tracking built in. This is similar to eye tracking but looks
at the user’s hands to determine hand location and gesture. While there are multiple
solutions available one common off the shelf device is the Leap Motion controller,
which can be on a table or mounted to the front of a VR headset.

Standard Controller or Microsoft Xbox Adaptive Controller
While VR appears to be next level and supports free motion either with hands or with
one handed controllers. Also, the standard controller might be more readily available
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and easier for some users. Microsoft recently released the Xbox Adaptive Controller
which connects as a standard controller and allows for custom controls to be used by a
large variety of available external button controls.

Quadstick
The Quadstick is an evolution of the Sip and Puff controller found on some wheelchair
controls. The Quadstick remaps all the buttons on a standard controller to a device that
can be controlled 100% with facial muscles and breath.

3D Rudder and Other Foot Controls
The 3D Rudder is a foot pad that can be manipulated with feet while sitting. It is a flat
platform with the bottom part of a sphere on the bottom. As the user tilts their feet their
character can traverse in the virtual environment. Other foot controls are generally
button based and could come in the form of individual buttons or something more
similar to a Dance Dance Revolution dance pad.

Custom Controller
In many cases there will not be the perfect device available. In this situation custom
controls could be considered. This is especially true when the user has expertise in a
particular device. Researchers at the University of Utah have adapted a sip and puff
controller to a ski simulation. Limbitless Solutions at the University of Central Florida
uses a custom controller based on their prosthetic design to support their users.

Principle 7: Size and Space for Approach and Use
Appropriate size and space is provided for approach, reach, manipulation, and use,
regardless of user’s body size, posture, or mobility. Users will come in all shapes and
sizes. The Void experience is a large room scale VR environment, that handles this
situation well. It does not require users to use their hand and shows them to the player
in front of them. It also supports changing the size of the avatar to match the height of
the player, and even wheelchair users will find themselves with a very short avatar
while in the experience.

Some VR systems may exclude specific groups of the population. For example,
inside out hand tracking is inefficient for those with limb difference. One the other end
of the spectrum the Vive Room Scale tracking is less effective for wheel chair users.
Each type of VR experience has its own benefits and limitations and the key moving
forward will be to broaden our expectations of the user profile to increase the acces-
sibility to the virtual environment.

Room Scale
Of the three major types of consumer VR experiences Room Scale is the most complex.
This form of VR has the user setup a complex set of tracking devices around their room
and allows the player to walk freely in that space. This type of VR space is good for
users with the ability to walk around in the space. Because tracking of the user and their
hands is done from an external source this particular type of VR is well suited for
people with limb difference. It can have trouble, however, for users in wheelchairs or
with other types of lower limb mobility differences. The most common Room Scale VR
system is the HTC Vive.
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Front Facing
Another solution for VR is Front Facing. This type of VR has the user position
themselves in front of a camera or multiple cameras. This type of VR works best if the
user has no reason to turn around. The need to be positioned in front of the camera
lends itself well to seated applications and can support tracking upper limb difference.
It is also good for users with lower limb difference but does not provide the same level
of freedom to move around found in Room Scale. The most common Front Facing VR
systems are the Oculus Rift and PlayStation VR.

Inside Out
The new trend in VR is called Inside Out tracking. This type of tracking comes from
inside the headset. The tracking looks for hand controllers in from of the headset. The
issue with this type of tracking is it is not well suited for those with limb difference as it
can be difficult to get the controller our far enough to see it. It can be better for
wheelchair users as height of the tracked individual does not impact the tracking. Inside
Out tracking can be found in the Oculus Go, and in the Microsoft Mixed Reality
headsets.

4 The 6 Steps in Inclusive Game Design

When designing for accessibility it is important to recognize the various needs of your
end user. Common accessibility needs revolving around remapping, text size, color
blindness, and subtitle presentation. This gets more complex when dealing in a virtual
or augmented space. Both virtual reality and augmented reality games can cover a large
array of mechanics and user needs. These game mechanics could involve the user to
utilize specific speech, hearing, vision, and other cognitive abilities. It is important that
the designer recognizes these specifics and builds them into the design process.
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When approaching a new inclusive project, it is important to follow these steps [16]:

• Identify
• Familiarize
• Plan
• Implement
• Share
• Review

4.1 Identify Potential Exclusion

Creating an inclusive experience means avoiding unnecessary hurdles that prevent
users with various impairments from fully experiencing or interacting with your game.
According to the Center for Disease Control (CDC), one in every four adults has some
type of disability [17]. This equates to around 61 million adults in the United States
alone living with a disability. These disabilities range from highest need to lowest in
mobility, cognition, independent living, hearing, vision, and self-care. A survey con-
ducted by PopCap in 2008 [18], one in five players of casual video games have an
impairment related to physical, mental or developmental disability. A study in the
Netherlands revealed that around 92% of people with impairments play games despite
difficulties [19].

This, however, does not mean that there has been enough done to support gameplay
for this population. It is the opposite. This population is so excited about games they
are figuring out personal work arounds. What should be happening is they should be
supported by the developers and the player communities. Unfortunately, with the
current state of competitive play, users with custom controls are often discovered as
cheating, and treated as lesser then others in the community they are working hard to
participate with.

This can only be truly changed with a cultural shift. Both the developers and the
other players must see this potential new competition as desired. Developers must
champion this to the community and hopefully the community will see how inclusion
makes the playing field stronger. While this might not extend to competitive gaming in
the short term, this needs to be on the horizon for all involved.

4.2 Familiarize with Current Strategies

Now that we have identified select mechanics how could one approach these mechanics
to develop an accessible gaming experience. Virtual Reality and Augmented Reality
games often require a large need for motor skills. Designers should take in consider-
ation the following when designing for those with limited motor skills.

Allow controls in the game to be remapped. Do no assume that the player will have
the ability to utilize the out of the box control set. Furthermore, do not limit these
configuration options solely to the in-game experience. Ideally all areas of the user
experience including the user interface should be able to be accessed with the alter-
native hardware/remapping.
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When considering movement in the design process, do not assume that your user
will have full dexterity of motor function. It is advised to implement calibration when
needed to adjust sensitivity of controls of the experience. With that said, the designer
should take a minimalist approach to designing the controller layout. The controls
should be as simple as possible and have the ability to have various visual and auditory
customizations to create a more inclusive experience.

When designing this type of experience the importance of a simple UI cannot be
overstated. Players navigating a slew of calibration screens, menus and maps can
quickly became troublesome for those utilizing a single-handed controller, especially in
VR. Per the motor skill discussion above, is also a need for implementation of both
customizable and easily readable typefaces in the interface. There is also a need to use
simple readable fonts for users with screen readers.

4.3 Plan a Custom Solution Using a Persona or a Person

This next step in designing for inclusivity is to understand your user. This can be done
in a variety of ways including creating personas or working directly with your user’s
community. Before the development of your VR game and even before the game
design document is created designers must put themselves in the role of various gamer
types. Keith Knight, a wheelchair user that streams his gameplay under the name the
Aerion, recommends asking these questions that should be thought about and answer in
the development of every new experience [20]:

• Does the user have the ability to physically play the game?
• What equipment do I use? What equipment with those with specific disabilities

need to use to experience the game?
• Will playing the game as the designer creates it physically hurt the user?
• Will the user have to program any specialized equipment?
• Can the user be competitive (if needed) within the experience?

To answer the questions listed above, many game and user experience designers
often develop user personas. The User Persona is a representation of the goals and
actions of a community of hypothesized users. Of course, working directly with actual
users is recommended and should be prioritized.

4.4 Implement Custom Solutions

In many cases the only solution is a custom solution. This can be in form of a
combination of off the shelf products organized in appropriate configurations. It can
also be with truly custom piece of hardware that allows for a specific interaction to
occur. The Able Gamers Foundation has begun keeping track of specific solutions that
could be implemented in a series of design patterns that will provide ways designers
can change their games to meet the needs of people with various forms of disabilities.
The Accessible Player Experiences (APX) is available freely on their website [21].
Further information on how to implement inclusive design in games can be found in the
game accessibility guidelines [16].
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While sharing what works for others is a good place to start, not all disabilities are
the same. Even people with the same diagnosis can have different levels of impairment.
Therefore, a single lens can not be applied universally. It is important to work closely
with individual users and find what works best for them. In some cases, this might
require the development of completely custom hardware solutions, in others it might be
as easy as modifying an existing solution. In any case it is important to share solutions
back to the community.

4.5 Share with the User and the Community

It is important that discovered or created solutions are shared back with the community.
When a new solution works for one user it is likely it will help others, even if their
disability is not the same. Seeing game-based solutions in action will also inspire new
work.

4.6 Review and Iterate

After implementing a solution testing with real users is important. Often times
developers will attempt to use a surrogate population when actual users are in low
supply. This can help with general usability but will not provide enough information in
ensure that a solution will work and will be accepted by the actual users. It is important
to get the target population represented in the research. Able Gamers can provide
access to player panels made up of game players with various disabilities.

5 Conclusions

By applying the 7 principles of universal design to the development of inclusive VR
experiences, all users will benefit from a more approachable and customizable expe-
rience in the long run. This will provide a more meaningful and engaging experience. It
is important to identify users with potential exclusions and find solutions that can work
for them directly. In many cases off the shelf solutions, like the Microsoft Adaptive
Controller, can help in the process. Modularity and the ability to interface with standard
ports allows for the creation of unique tools that may translate to a larger user popu-
lation after initial prototyping. Developers should not shy away from custom solutions
that will help individuals participate. This will only increase the potential user base VR
and improve the overall market. At the same time these solutions could easily have
benefits to existing users as well.

The key to inclusive design is to not to think of inclusion as a check box that needs
to be satisfied, but as a method to provide multiple paths for use. This cultural change
will lead to better user experiences for everyone.
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Abstract. Eyes-free interaction can reduce the frequency of headset rotation
and speed up the performance via proprioception in Virtual Environments
(VEs). However, proprioception cues make it difficult and uncomfortable to
select the targets located at further distance. In VEs, proximity-based multi-
modal feedback has been suggested to provide additional spatial-temporal
relation for 3D selection. Thus, in this work, we mainly study how such mul-
timodal feedback can assist eyes-free target acquisition in a spherical layout,
where the target size is proportional to the horizontally egocentric distance. This
means that targets located at further distance become bigger allowing users to
acquire easily. We conducted an experiment to compare the performance of
eyes-free target acquisition under four feedback conditions (none, auditory,
haptic, bimodal) in the spherical or cylinder layout. Results showed that three
types of feedback significantly reduce acquisition errors. In contrast, no sig-
nificant difference was found between spherical and cylinder layouts on time
performance and acquisition accuracy, however, most participants prefer the
spherical layout for comfort. The results suggest that the improvement of eyes-
free target acquisition can be obtained through proximity-based multimodal
feedback in VEs.

Keywords: Proximity-based multimodal feedback �
Eyes-free target acquisition � Spatial layout � Virtual Environments

1 Introduction

Recent work has shown the importance and potential of eyes-free target acquisitions in
Virtual Reality (VR) [1, 2]. For example, it can effectively reduce the frequency of
headset rotation and greatly improve the efficiency of interaction (e.g. painting, blind
typing [2]). The mostly used cue to leverage such an ability is the proprioception
(a sense of the relative position of one’ own parts of the body) [1, 3, 4]. For example,
Yan et al. [1] found that the users mainly rely on proprioception to quickly acquire the
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targets without looking at them in VR. However, this eyes-free interaction with pro-
prioception cues makes difficult and uncomfortable to select the targets located at
further distance. Such limitations lead to longer time performance and more efforts for
eyes-free target acquisition in VR.

In this work, we focus on alleviating this issue to improve the performance of the
eyes-free target acquisition in VR. Commonly, use of additional feedback to assist
eyes-free interaction is a promising solution (e.g. Earpod [8]). In VR, the multimodal
feedback has been suggested to provide additional temporal or spatial information [6],
particularly for 3D selections. For example, Ariza et al. [11] explored the effects of
proximity-based multimodal feedback (the intensity of feedback depends on the spatial-
temporal relations between input devices and the virtual target) on 3D selections in
immersive VEs, and found the feedback types significantly affect the selection
movement [11]. Thus, we hypothesize that the proximity-based multimodal feedback
that provides additional spatial-temporal information could further improve the per-
formance of eyes-free target acquisition in VR. When the user’s controller approaches
the target, the sound or the vibration is progressively given to inform the movement or
the acquisition of target (See Fig. 1).

To the best of our knowledge, there is no work focusing on such investigation. We
therefore create the proximity-based auditory (pitch) or/and haptic (intensity of
vibration) feedback in both the spherical and the cylinder layouts. Both allow more
items to display, and the items in the cylinder layout have the same horizontally
egocentric distance. In the spherical layout, the item size is proportional to the hori-
zontally egocentric distance, so that the items located at the further become larger to
acquire. The items at the higher and lower locations become closer to the users so that
they can acquire it easily and comfortably.

Fig. 1. This illustrates that the participant can acquire the blue target without looking at it (the
participant looks at the dark cube), with the help of additional proximity-based multimodal
feedback in VR (the distance between the target and the controller is mapped with the intensity of
auditory and/or haptic cues). (Color figure online)
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To evaluate the proposed approach, we conducted a Mixed ANOVA experimental
design to measure the between-subject factor (layouts) and the within-subject factor
(feedback conditions) on the eyes-free target acquisition task.

The contributions of this work are as follows:

• This is the first work to explore the proximity-based multimodal feedback (auditory,
haptic, auditory and haptic) for the eyes-free target acquisition in VR.

• We designed more comfortable spherical layout and compared the performance of
eyes-free target acquisition with the cylinder layout in VEs.

• Based on the results, we suggested that use of the proximity-based multimodal
feedback to keep a balance between the trial completion time and the acquisition
accuracy for the eyes-free target acquisition in VEs.

2 Related Work

2.1 Spatial Layouts for Target Acquisition

Target acquisition is one of the common tasks in VEs [12]. To improve the efficiency of
target acquisition in VEs, it involves many factors, for example, the spatial depth
between target and hand [19], the size of target [20], and the perception of the space
[21]. Fitts’ law [22] is a well-known model to predict selection time performance for a
given target distance and size. It is necessary to consider these factors when designing
the construction of the spatial layout in VEs. For example, a spatial layout for effective
task switching on head-worn displays is called the personal cockpit [23], it allows users
to quickly access the targets. In addition, Ens et al. [24] proposed a layout manager to
leverage spatial constancy to efficiently access the targets. The target distance and size
were carefully controlled to improve the efficiency in these experiments.

In particular, the spatial layout itself can provide additional information - the depth
variation. For example, Gao et al. [18] proposed the amphitheater layout with ego-
centric distance-based item sizing (EDIS), and found that the small and medium EDIS
can give efficient target retrieval and recall performance, compared to circular wall
layout [17]. Yan et al. [1] explored the target layout (a kind of personal cockpit, the
distance between the item and virtual camera is the same) for eyes-free target acqui-
sition around the body space, and found that the distance between higher/lower rows
and the body make it uncomfortable to acquire the targets. In this work, we propose a
spherical layout, so that participants can acquire the targets located at higher and lower
rows comfortably and easily. Little work has been investigated the comparison of
spherical and circular layouts for eyes-free target acquisition in the VE.

2.2 Multimodal Feedback for Target Acquisition

Previous research has shown the importance of multimodal feedback for selection
guidance in 2D graphical user interfaces and gestural touch interfaces [7, 9, 10, 25].
However, increasing the quality of the visual feedback does not necessarily improve
user performance [14]. In this work, we therefore mainly consider the additional
auditory and haptic feedback instead of visual feedback.
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Continuous auditory feedback can improve the gestural touch performance via
frequency and sound [13, 25]. For example, Gao et al. [25] presented that the gradual
continuous auditory feedback contributes to the performance of trajectory-based finger
gestures in 2D interfaces. The distance and orientation between the target and the user
can be given via the spatial auditory in VEs [6]. In addition, proximity-based multi-
modal feedback [11], in which the sensory stimuli intensity is matching with the
spatial-temporal relationship, can provide better performance of 3D selection in VR. In
particular, the binary feedback performed better than continuous feedback in terms of
faster movement and higher throughput. However, the eyes-free manner is different
from the eyes-engaged in terms of information perception. We believe the eyes-free
target acquisition requires more information than 3D selection. We therefore focus on
improving the performance of eyes-free target acquisition via continuous proximity-
based multimodal feedback in the spatial layouts.

3 Target Layouts with Multimodal Feedback

In this work, we adopted the findings from Yan et al. [1] to construct the target layout.
For example, the comfortable distance to acquire the target is 0.65 m for the users. The
radius of the target is 0.1 m. We create three rows, each row has 12 spheres (3 � 12).

To allow better comfort when acquiring targets, we propose a spherical layout,
which makes the distance between the higher/lower rows of targets and the body’s
chest closer. The radius is 0.45 m for both rows, and the radius of the middle row is
0.65 m. For the cylinder layout, the radius of the three rows is 0.65 m (See Fig. 2).

To create the spatial-temporal relation between the location of target and movement
of controller, we predefined the activation area as a sphere with 0.2 m radius for
multimodal feedback (Note that the radius of blue target is 0.1 m). Such 0.2 m distance
is used to give prior notification of the movement to the user. Park et al. [9] also
showed that the preemptive-based continuous auditory feedback gave better perfor-
mance for 3D hand gestures on circular menu selection. For example, if the controller

Fig. 2. The items size is proportional to the horizontally egocentric distance in the spherical
layout (left), so that the further targets become larger and the user feels comfortable to acquire
them, while the items in the cylinder layout have the same horizontally egocentric distance
(right). Note that the white cube indicates the direction that the participant looked at when
acquiring the target in an eyes-free way. The center of the layout is located at the user’s chest.
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gets closer to the center of the target (See Fig. 3: d is smaller than 0.2 m), the pitch of
spatial auditory feedback from the target or the intensity of haptic feedback from the
controller tends to be the larger to inform the movement. So the participant was
informed that the controller is being approached to the target. When the controller
intersects with the center of the target, the pitch of sound or intensity of vibration
remains the largest.

4 Experiment

In this experiment, we utilized the 2 � 4 Mixed ANOVA experimental design, the
between-subject factor was the spatial layout (cylinder layout vs. spherical layout),
while the within-subject factor was the feedback condition (none, auditory only, haptic
only, both auditory and haptic). The hypothesis formulated in this experiment are:

H1: The spherical layout could allow the participants to have better acquisition
performance and comfortable experience, compared to the cylinder layout.
H2: The proximity-based multimodal feedback could assist the correct phase during
eyes-free target acquisition in VR.

4.1 Participants

The 24 subjects (mean age = 22.2, SD = 2.43 years, the number of female was 12)
were recruited from the local campus. All of the participants had normal or corrected-
to-normal vision. None of them had experience using VR devices, and they were
assigned into two groups randomly. The number of female in each group was balanced.
Twenty of them have right hand for dominant and balanced into two groups. Six
participants do not play games. The remaining participants play video games for 2 or
3 hour per week.

Fig. 3. The relation between the pitch of spatial auditory/the vibration intensity and the spatial
distance d (between target and controller). The radius of the blue sphere (target) was 0.1 m. We
defined the d as 0.2 m in the experiment. When approaching the target (smaller than 0.2 m), the
pitch of sound from the target and the intensity of vibration from the controller is increased.
(Color figure online)
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4.2 Material

The experiment was performed with HTC Vive Pro [26], which allows the user to
navigate with lower-latency head tracking, and a refresh rate of 90 Hz. The device has
two screens, one per eye, each one having a resolution of 1440 * 1600. The field of
view of the device is 110°. The main machine has the capability of Inter core i7-8700,
CPU (3.2 GHz), 16 GB RAM, Geforce GTX-1060 graphics card. The platform of
development was Unity 2018 with C# language, where we implemented the cylinder
and spherical layouts for eyes-free target acquisition in the VE. Target acquisition was
implemented with one of the two controllers [27]. The participants were informed to
press the trigger on the controller to acquire the target. The target was rendered as the
blue. The selection interactions were the same in every condition.

For the assigned target, we defined the spatial distance predefined d as 0.2 m. In the
program, the largest pitch value was 1, and the strongest intensity was 4000, the
relationship between spatial distance and feedback intensity was illustrated in Fig. 3.
As mentioned above, the radius of the circular layout, the horizontally egocentric
distance between the target and the participants’ main body, was 0.65 m. For the
spherical layout, we reduced the radius to 0.45 m for the higher/lower rows, and the
radius of middle row was 0.65 m.

4.3 Task Design

Thanks to Yan et al. [1], we adopted the similar task design and procedure with them.
However, the goal of this work is to explore the effects of additional multimodal
feedback on assisting the performance, it is not necessary to ask participants to acquire
every target in the layout. We therefore randomly selected the representative locations
(3 targets) from low, medium, and high rows respectively among 36 targets.

For each target, the participants were informed to rotate the body towards the white
cube when acquiring it, twelve rotations in total (See Fig. 2). The order of rotations was
random. During each rotation, the location of target was the same while the participant
changed the orientation. It is important to note that the color of the target was changed
to the same with other items once the experiment started, so that the participants could
not notice the location of target during body rotation. The participants were asked to
grasp the 3D controller with the same grip pose. To ensure the eyes-free approach, the
observer was asked to look at the participant and the monitor for each acquisition. The
total number of trials in the experiment were 3456 (24 subjects * 3 targets * 12
directions * 4 feedback conditions). The participants were asked to focus on acquiring
the specific targets as quickly and accurately as possible with the 3D controller under
each of feedback conditions in the assigned layout. The orders of the feedback con-
ditions were randomly assigned to each participant.

4.4 Procedure

The experiment consisted of three phases. In the preparation phase, the participants
were asked to fill in the personal form, and informed to get familiar with the VR
environment and the interaction method, to acquire the targets several times using the
controller until they felt confident.
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In the experimental phase, the participant was asked to memorize the spatial
location of each target, by means of practicing acquiring it in an eyes-free way several
times. Then the participant started the eyes-free target acquisition. After each acqui-
sition, the white cube was automatically rotated to the next direction randomly, which
guided the participant to rotate the body towards the cube. Only the duration of
acquisition was recorded as the trial completion time. The spatial and angular offset
errors were also recorded. After 12 rotations for one target, they were allowed to have a
2-min break. After each of feedback conditions, they were asked to fill in the NASA-
TLX questionnaire. In total, each participant finished 144 trials (3 targets * 12 direc-
tions * 4 feedback conditions).

After the experiment, the participants were informed to do a subjective interview.
The whole experimental phases lasted about one hour. Each participant can obtain 4-
dollar payment.

4.5 Metrics

We utilized the following metrics, trial completion time, spatial offset [1], angular
offset [1], and subjective questionnaire (NASA-TLX [5]), to measure the eyes-free
target acquisition performance under the different feedback conditions. We defined the
duration from the starting of acquiring each target to the acquisition confirmation as a

Fig. 4. The participant acquires the target without looking at it. 2: The participant looks at the
white cube while acquiring the target. 3: The participant’s hand approaches the target (the blue
ball) using the controller. The bottom images illustrate the horizontal (from top view) and vertical
(from side view) angular offset degree between controller and the target (bottom). (Color figure
online)

50 B. Gao et al.



trial completion time. Spatial offset was defined as the Euclidean distance between the
acquisition point and the target’s actual position, Angular offset included horizontal and
vertical axis in degrees (See Fig. 4). It indicated the directions of the acquisition points
were shifted from the actual location. For example, if the acquisition point was the
upwards, as shown in Fig. 4, the vertical offset was positive.

5 Results

The Mixed RM-ANOVA with the post-hoc test (Least Significant Difference) was
employed to analyze the objective measures (mean trial completion time, spatial offset,
angular offset), and the Mann-Whitney U test and the Kruskal-Wallis H test for sub-
jective rating. If the ANOVA’ s sphericity assumption was violated (Mauchly’s test
p < .05), Greenhouse–Geisser adjustments were therefore performed.

5.1 Trial Completion Time

Figure 5 summarizes the mean trial completion time under four feedback conditions in
both the cylinder and the spherical layouts. No significant difference was found
between the cylinder (1447 ms, SD: 57) and the spherical layouts (1423 ms, SD: 57)
on the trial completion time (F1, 22 = .767, p = .09 > .05).

As expected, there was a significant difference for four feedback conditions (None:
1145.7 ms, SD: .258; H: 1356.1, SD: .279; A & H: 1586.3, SD: .345; A: 1652.8, SD:
.292) on the trial completion time (F3,66 = 18.442, p < .001). Participants spent a bit
longer time under three feedback conditions than the none condition. The post-doc test
revealed that there were significant differences (p < .05) for all pairs of feedback
conditions except the pair (auditory vs. bimodal (p = .423)).

Fig. 5. Mean trial completion time under four feedback conditions (None: no auditory and
haptic feedback; A: auditory feedback only; H: haptic feedback only; A & H: both auditory and
haptic feedback) (F3, 66 = 18.442, p < .001) in both cylinder and spherical layouts (1447 ms vs.
1423 ms, F1, 22 = .767, p = .09 > .05) are illustrated, No SD represents no significant difference
between two conditions, other pairs of comparisons differed significantly at p < .05 (Left). Mean
spatial offset errors under four feedback conditions (F1.968, 43.297 = 23.491, p < .001, ƞ2 = .516)
in both cylinder and spherical layouts (12.5 cm vs. 11.6 cm, F1, 22 = 1.009, p = .326 > .05) are
illustrated (Right).
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Participants spent more time under the auditory (p < .001) and bimodal feedback
condition (p < .05), compared to haptic. Most probably, the participants did not need to
confirm the acquisition under none condition. In other words, they did not know the
acquisition was correct or not. They relied on the proprioceptive cues only. In addition,
there was no interaction effect for the feedback conditions and the layouts (F3, 66 = .174,
p = .914).

5.2 Spatial Offset

As with the trial completion time, there was no significant difference between two
layouts (Cylinder: 12.5 cm, SD: .006; Spherical: 11.6 cm, SD: .006) on the spatial offset
(F1, 22 = 1.009, p = .326 > .05). Figure 5 shows the spatial offsets under the feedback
conditions (None: 16.19 cm, SD: .051; H: 11.44 cm, SD: .019; A: 10.68 cm, SD: .025;
A & H: 9.97 cm, SD: .019), a significant difference was found (F1.968, 43.297 = 23.491,
p < .001, ƞ2 = .516). The post-hoc test showed that participants performed much better
under each of three types of sensory feedback (A, H, A & H) than under the none
condition (p < .001). The bimodal condition gave better spatial accuracy than the haptic
condition (p < .05). However, there was no significant difference between auditory and
haptic (p = .307), auditory and bimodal (A & H) feedback (p = .224). No interaction
effect between the feedback conditions and the layouts was found (F3, 66 = .033,
p = .99).

Fig. 6. 1: Mean spatial offset errors at the different horizontal degrees in the cylinder layout. 2:
Mean spatial offset errors at the different horizontal degrees (F11, 253 = 91.9, p < .001) in the
spherical layout. 3: Mean spatial offset errors at the vertical degrees (L represents targets at the
low row, M represents it at the medium row, H represents it at the high row. F2, 46 = 16.72,
p < .001) under four feedback conditions (F3, 69 = 19.56, p < .05) in both layouts. 4: The
position of target is at 0°, when it is changed, then the 0° is changed accordingly.
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However, we additionally included the mean spatial offset errors for the horizontal
rotation degrees under the four feedback conditions in both layouts, as shown in Fig. 6
(1 and 2). We defined the position of the target as the 0°. Note that we recorded the
order of rotations for each target acquisition. There was a significant difference for the
horizontal rotation degree on the spatial offset (F11, 253 = 91.9, p < .001). As expected,
participants performed much better under the three feedback conditions in the both
layouts (F3, 69 = 11.96, p < .001), compared to the None condition. In particular, the
additional feedback greatly improved the performance at the horizontal degree of 90,
120, 150, 180, and 210 (See Fig. 6). However, there was no significant difference
among the three sensory feedback conditions (A vs. H: p = .92; A vs. A & H: p = .9; H
vs. A & H: p = .91).

As with the horizontal degree, a significant difference for the vertical position (low,
medium, high) on the spatial offset was also found (F2, 46 = 16.72, p < .001). Figure 6
(3) shows the mean spatial offset at the low, medium and high position under four
feedback conditions in the cylinder layout and the spherical layout respectively.
The participants performed much better under the additional feedback conditions
(F3, 69 = 19.56, p < .05), compared to the None condition. No significant differences
were found for the three feedback conditions with the Post-hoc test.

5.3 Angular Offset

We first calculated the absolute angular offset without considering the direction, as
shown in Fig. 7. The absolute angular offset indicates the difference between target
angular degree and pointing angular degree. Different from the trial completion time
and spatial offset, there was a significant difference for the layouts (Cylinder: 6.316°,
SD: .424; Spherical: 7.766°, SD: .64) on the angular offset (F1, 22 = 5.848, p < .05).
Post-hoc tests showed that a significant difference was found under the haptic
(p < .001) and the bimodal (p < .05) feedback conditions. Participants could greatly
reduce the angular offset under the three feedback conditions respectively
(F1.364, 30.015 = 28.239, p < .001, ƞ2 = .562). In particular, the auditory feedback gave
better performance than the haptic feedback (p < .05).

Fig. 7. Mean absolute angular offset under four feedback conditions (F1.364, 30.015 = 28.239,
p < .001, ƞ2 = .562) in both cylinder and spherical layouts (F1, 22 = 5.848, p < .05) are
illustrated.
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To further understand the direction of angular offset, Fig. 8 summarizes that the
horizontal rotation degree affected the horizontal angular offset of the acquisition
(F11, 253 = 13.23, p < .001), the sensory feedback significantly reduced the horizontal
angular offset in both layouts. However, no significant difference was found between
two layouts (F1, 23 = .103, p = .349).

5.4 Subjective Evaluation

The mean score of each dimension in both layouts are shown in Table 1. We found that
no significant difference for the feedback conditions on the temporal (H = 1.03,
p < .14) and frustration (H = .146, p = .21). The participants made more effort

Fig. 8. Mean horizontal angular offset at the different horizontal degrees under four feedback
conditions in the cylinder layout (left) and spherical layout (right) (F1, 23 = .103, p = .349) are
illustrated.

Table 1. Mean subjective rating (SR) of NASA-TLX questionnaire for the four feedback
conditions in both layouts (C represents the cylinder layout, and S represents the spherical
layout). Note that the Mann-Whitney U test is used to compare the layouts, while the Kruskal-
Wallis H test is used to compare the feedback conditions. Significant differences were marked
with bold.

None A H A&H Mann-
Whitney
U Test

Kruskal-
Wallis H
Test

C S C S C S C S

Mental 5.3
(1.56)

4.33
(2.06)

4.8
(1.68)

4
(1.65)

4.4
(1.42)

3.5
(1.623)

4.3
(1.34)

3.45
(1.56)

6.3
P < .05

5.6
P < .05

Physical 5.83
(1.85)

5
(1.65)

5.75
(1.05)

5.083
(2.15)

5.5
(1.16)

4.583
(1.56)

5.25
(1.13)

4.25
(2.34)

4.9
P < .05

7.97
P < .05

Temporal 6
(1.15)

5.16
(1.80)

5.5
(1.43)

4.8
(1.67)

6
(2.51)

4.83
(1.85)

5.7
(1.64)

4.7
(1.84)

1.03
p = .14

.21
p = .35

Performance 5.3
(1.23)

5.6
(1.12)

6.5
(.90)

6.7
(.80)

6.37
(1.37)

6.67
(1.27)

7
(.85)

7.2
(.81)

10.523
p < .05

31.08
p < .001

Effort 5.67
(1.23)

5.67
(1.61)

4.67
(1.15)

4.92
(1.62)

4.17
(1.19)

5.083
(1.31)

4.083
(1.24)

4.91
(1.37)

4.56
p < .05

16.35
p < .001

Frustration 3.66
(1.61)

2.31
(1.25)

3.5
(1.93)

2.23
(1.09)

3.25
(1.48)

1.92
(1.03)

3.75
(1.71)

2.31
(1.03)

11.1
p < .001

.146
p = .21
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(H = 16.35, p < .001) while resulted in the worst performance (H = 31.08, p < .001)
with the none condition. In addition, the participants required less mental (H = 5.6,
p < .05) and physical (H = 7.97, p < .05) demand for the bimodal (A & H) condition
to have the best performance, compared to none and auditory feedback conditions.

In terms of layouts, there was no significant difference for the temporal (U = 1.03,
p = .14). The participants reported that the spherical layout made them comfortable and
easy to acquire the targets. It requires less mental (U = 6.3, p < .05) and physical
(U = 4.9, p < .05) for the spherical layout than the cylinder layout. In the spherical
layout, the horizontally egocentric distance for the targets located at low and high rows
was smaller than that the targets in the cylinder layout, so participants can easily
acquire them without rotating the arm or shoulder in the spherical layout. Subjectively,
they can achieve better performance (U = 10.523, p < .05) with less effort (U = 4.56,
p < .05) in the spherical layout, although there was no significant difference between
two layouts on time and accuracy. Most probably, such a spherical layout can provide
additional depth information, which makes the participants feel less blocking. In
addition, every participant reported that they did not feel VR motion sickness after the
experiment.

6 Discussion

From the experimental results, although no significant difference between two layouts,
more participants preferred the spherical layout subjectively. For the feedback condi-
tions, auditory, haptic, and auditory & haptic greatly improved the accuracy of eyes-free
target acquisition in VR, rather than the trial completion time (See Figs. 5, 6, 7 and 8).
Overall, the haptic feedback allowed the participants to faster acquire target than
auditory feedback, while auditory feedback can provide better acquisition accuracy
compared to haptic feedback. The bimodal feedback could keep a balance between the
acquisition time and the acquisition accuracy basically. Subjective evaluation also
reflected the result that 15 participants preferred the bimodal feedback conditions. Thus,
H2 hypothesis could be accepted from the experimental results.

6.1 How to Assist Eyes-Free Target Acquisition?

From the existing work [1], the suggestion for the target UI for eyes-free target
acquisition was that “the horizontal ranges over 150 and 180 degrees (the rear region)
resulted in poor performance in these dimensions [1] ”. Our results showed that with
the help of auditory or bimodal feedback, the accuracy of target acquisition from such a
range was significantly improved (See Fig. 6). The participant reported that “this
proximity-based feedback greatly informed the movement and correction of eyes-free
target acquisition for the back side target”.

Second, the ‘area cursor’ [15] and ‘bubble cursor’ [16] could be used to improve
the acquisition accuracy according to the mean spatial offset error (around 2–20 cm).
However, the proximity-based multimodal feedback can help reduce the spatial offset
error to around 11 cm (See Fig. 5). This could help the designer to utilize such a
guideline to decide the size of the bubble cursor.
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Third, the acquisition accuracy increased under the proximity-based sensory
feedback. It revealed that the proximity-based multimodal feedback can improve the
correction phase, however, the trial completion time increased a bit with the help of
three types of proximity-based multimodal feedback. Overall, the results suggest that
the proximity-based bimodal feedback (both auditory and haptic) can keep a balance
between the trial completion time and the acquisition accuracy. This is consistent with
Ariza et al. [11], the bimodal is better than unimodal feedback for reduced error rates in
3D selection tasks.

6.2 Limitation and Future Work

In this experiment, we chosen the spatially continuous proximity-based multimodal
feedback due to the eyes-free target acquisition requires more spatial-temporal infor-
mation from the continuous feedback, while the 3D selection allows the participants to
look at the target, probably less spatial-temporal information is enough. In the future,
we will compare the effects of binary and continuous proximity-based multimodal
feedback on eyes-free target acquisition to confirm the difference empirically. Then we
will obtain the solid conclusion about the effects of the feedback type on the eyes-free
target acquisition in VR.

In this work, we also leave some work to be studied in the future, for example, the
effects of non-dominant hand on the eyes-free target acquisition in VR, in the real
world, we always focus on performing the main task with our dominant hand, and
acquiring the items using the non-dominant. We will observe how different the per-
formance of non-dominant from the dominant hand.

7 Conclusion

This work mainly investigated the effects of proximity-based multimodal feedback on
eyes-free target acquisition between two spatial layouts in VR. No significant differ-
ence was found between two spatial layouts in terms of objective measures. However,
the participants preferred spherical layout subjectively over the cylinder layout for
comfort (See Table 1). As expected, auditory, haptic, and bimodal feedback greatly
improved the accuracy of eyes-free target acquisition in VR. The results showed that
the proximity-based bimodal feedback could keep a balance between the trial com-
pletion time and acquisition accuracy basically. This research suggests the improve-
ment of eyes-free target acquisition in VR via the proximity-based multimodal
feedback.
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Abstract. Continuing advances in multimodal technology, machine learning,
and virtual reality are providing the means to explore and develop multimodal
interfaces that are faster, more accurate, and more meaningful in the interactions
they support. This paper describes an ongoing effort to develop an interface
using input from voice, hand gestures, and eye gaze to interact with information
in a virtual environment. A definition for a virtual environment tailored for the
presentation and manipulation of information is introduced along with a new
metaphor for multimodal interactions within a virtual environment.

Keywords: Multimodal interface � Gesture recognition � Virtual environment

1 Introduction

The concept of multimodal interfaces has captured the imagination of science fiction
audiences and shown significant benefits among HCI researchers [1]. The mouse and
keyboard, however, remain the primary method of interacting with this digital infor-
mation. Continuing advances in multimodal technology, machine learning, and virtual
reality are providing the means to explore and develop multimodal interfaces that are
faster, more accurate, and more meaningful in the interactions they support. This paper
will describe our ongoing effort to develop an interface using input from voice, hand
gestures, and eye gaze to interact with information in a virtual environment.

The mouse has been a ubiquitous input device because it presents the metaphor of
pointing that is known, efficient, and meaningful to the user. In conjunction with the
WIMP (windows, icons, menus, and pointer) interface, the mouse provides an effective
way of interacting with information. The mouse and its accompanying WIMP interface,
however, afford indirect interactions with the information and goals of the user. Using a
mouse, the user does not directly manipulate an object. They use a mouse on a two-
dimensional horizontal surface whose movement is then translated to a two-
dimensional vertical screen to manipulate elements of the WIMP interface. These
steps and resulting task distance between the user and their goal has been defined as the
gulf of execution by Norman [2]. A smaller gulf of execution will enable faster and
more efficient task accomplishment with a smaller chance of error. Part of the potential
of multimodal interactions is that it can afford a much smaller gulf of execution through
the use of multiple and more direct input options.
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Research with some of these alternative input modalities such as voice, eye gaze,
and gestures has demonstrated the benefits of reducing the gulf of execution by pro-
viding faster and more efficient interactions. The use of eye gaze in place of a mouse
for pointing at objects has proven to be a significantly faster technique [3]. There is also
evidence that using voice commands is more efficient than activating the same option
with a mouse and menu system [4].

The development and availability of multimodal systems that include two modal-
ities has been rare and interfaces that use more than two modalities are even more
scarce. Technological advancements in these multimodal domains of eye tracking,
voice and gesture recognition however, has improved the accuracy, speed, and
accessibility of the technologies monitoring and interpreting these modalities. We
believe the technology in these areas is mature enough to develop a working prototype
of a multimodal interface that has been designed from the ground up to integrate input
from these three modalities: (1) eye gaze, (2) voice, and (3) hand gestures.

2 Related Work

2.1 Eye Gaze Input

One of the primary ways people direct their attention is by moving their eyes to
visually explore and inspect the environment. Eye fixations have been shown to
indicate what a person is currently working on or attending to and requires little
cognitive effort [5]. Tracking a person’s eye movement can be dated back to the late
19th century when Louis Emile Javal examined eye saccades while reading [6]. Eye
tracking efforts are often used to understand what people are attending to or analyzing
their scanning pattern to improve the design and effectiveness of a product [7].

Researchers have also explored the use of eye tracking as an input modality for
interaction. Research has shown that eye gaze can be faster for selection than a mouse
and can be particularly beneficial for hands free tasks and larger screen workspaces
[3, 8]. Bolt used eye movements in user-computer dialogues [9, 10] while Glenn used
them to actively track moving targets [11]. Researchers have also identified disad-
vantages and challenges with the use of eye tracking as an input modality.

Eye trackers have traditionally been limited in everyday use as they can be intrusive
for the user, too sensitive to head movements, accuracy issues, and difficult to
administer [12]. Another challenge using eye tracking as an input modality is called the
Midas touch problem [13]. This problem occurs when interface elements are activated
unintentionally by the user due to the fast and unintentional movement of the eyes.
Potential solutions have been proposed such as limiting the use of eye gaze to selection
and not activation and setting timing thresholds for dwell times before an item is
activated [14].

2.2 Voice Command Input

Speech is widely regarded as the most natural method of communication and as such
has been considered an important area of development for enhancing input capabilities.
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With the development of larger vocabulary data sets and new algorithms, speech
recognition technology has made extensive progress in the past few decades in
achieving near instantaneous responses [15]. Early attention in this domain centered on
human-machine performance comparisons centering on acoustic-phonetic modeling,
language modeling, and error rates both in prime environments free of noise as well as
degraded environments filled with noise pollution [16]. What started with simple
machines recognizing only a few sets of sounds progressed to automatic speech
recognition systems which use statistical models of speech derived from Hidden
Markov Models [17, 18]. This technology recently has led to the development of
spoken dialog systems allowing for multimodal inputs and the use of machine learning,
resulting in high quality speech recognition.

Utilizing only a limited set of spoken command words can improve the accuracy
and speed of a speech recognition system. Past research has shown that such spoken
command word recognition systems can be faster than a keyboard and mouse interface
[4, 19]. It has also been shown in some domains that even if the task takes longer to do
with speech, the users prefer the speech input method over mouse interactions [19].
Current speech recognition systems require little training because they leverage com-
monly used vocabulary commands (i.e. using the natural command ‘Stop’ rather than
less intuitive or longer phrases) [20]. This mode of input can both reduce cognitive load
and increase system usability overall [21].

2.3 Hand Gesture Input

The use of hand gestures to communicate information is a large and diverse field. For
brevity, we will reference the taxonomy work of Karam and Schraefel [22] to identify 5
types of gestures relevant to human-computer interaction: deictic, manipulative,
semaphoric, gesticulation, and language gestures [23].

Deictic gestures consist primarily of a pointing gesture to spatially identify an
object in the environment. Bolt’s “Put-That-There” study in 1980 [24] defined and used
hand gestures in this way for a graphical user interface (GUI). Manipulation with
gestures controls objects by closely coupling the actions of the gesture with that object.
Examples of this would be to move, relocate, or physically alter an object with a
gesture [25, 26]. Semaphoric gestures are defined as a set of static and dynamic
gestures that communicate a standard meaning when performed. An example of a static
Semaphoric is a halt/stop gesture [27–29]. Gesticulation is one of the most natural uses
of hand gestures and it consists of the gestures that accompany conversational speech
[30]. The last form of gestures is language gestures, which represent the hand motions
for sign language that have grammatical and lexical meaning associated with them [31].

A number of technological approaches are available to track and identify hand
gestures. Optical solutions with external cameras that track the user’s motion can
include two basic types, a marker based system and markerless motion capture. The
marker based system uses input from multiple cameras to triangulate the 3D position of
the user wearing special markers while the markerless motion capture uses one or more
cameras and computer vision algorithms to identify the user’s 3D position. For issues
of practicality, the markerless motion capture represents the optical motion capture of
choice for general use. The Microsoft Kinect and the Leap Motion sensor are examples
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of markerless motion capture systems that are both affordable and accessible to con-
sumers, researchers, and developers. However, these types of optical sensors must have
an unobscured view of the user’s hands, which can force the user’s arms and hands into
a high fatigue posture [27]. In addition, these sensors have shown to be limited in their
gesture recognition accuracy and reliability [32, 33].

Another approach that does not use any optical devices is an inertial measurement
unit (IMU) system. The IMU approach consists of several sensors placed on the user or
in the clothing the user wears. Each IMU consists of a gyroscope, magnetometer, and
accelerometer to wirelessly transmit the motion data of the user to a computer, where it
is translated to a biomechanical model of the user. IMU gloves and suits have typically
been used by the movie and special effects industry but recent crowdsourcing efforts
like the Perception Neuron IMU suit have provided more affordable IMU based motion
capture solutions. IMU solutions do require the user to wear the sensors in the form of
gloves or straps but unlike the optical solutions, it does not provide constraints on
where the user’s hands must be to perform the gestures. As long as the sensors are
within Wi-Fi range of the router, there are no constraints on the position, orientation, or
worry of obscuring the hands from an external camera source.

2.4 Multimodal Systems

Multimodal systems involve two or more of the input modalities mentioned above and
beyond. One of the primary goals of multimodal systems is to leverage naturally
occurring behaviors and use them to interact with digital information. Essentially it
allows the user to interact with digital information in many of the same ways they
interact with everyday physical objects. Thoughtful implementation of these modalities
can reduce the gulf of execution mentioned earlier to improve task efficiency.

Bolt’s “Put-That-There” study was one of the earliest implementations of a mul-
timodal system integrating speech and pointing gestures [24]. Other studies have
shown that there is a strong user preference to interact multimodally when given the
chance [1, 19, 34, 35]. Performance is likewise improved for many tasks that include
verbal tasks [1], manipulation of 3D objects [35], and drawing tasks [36]. The flexi-
bility of multiple modalities also allows for easier error recovery [37] and allows the
user to select the modality they are most comfortable using, which provides a more
customized user experience. These are all important benefits to consider when
designing multimodal systems for future technology and virtual environments [38].

3 Virtual Information Environment

3.1 Virtual Information Environment (VIE) Attributes

We define a virtual information environment (VIE) as a virtual environment whose
primary purpose is to facilitate information foraging and processing activities. A VIE
should allow the user to (1) view information, (2) control how it is organized, and
(3) allow interaction with the desired information elements. The navigation require-
ments are reversed for a VIE compared to typical virtual environments. In most virtual
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environments, the user can navigate through the environment to view and experience
different aspects of the environment. With a VIE, the user is stationary and the
information is moved and interacted with relative to the user’s stationary position. This
avoids the challenging issue of navigation within a virtual environment that many VR
experiences struggle with.

The multimodal prototype developed was a digital photo management application.
Fig. 1 shows the basic console with a view of the VIE from the perspective of the user.
The interface allows zooming within the image collection to capture the elements of
Shneiderman’s visual information seeking mantra of providing an overview, while
allowing the user to zoom and filter in order to obtain details on demand [39]. In order
to reduce the potential for motion sickness during zooming actions with the informa-
tion, the image collection is contained within the curved console. Nonmoving anchors
or frames in the virtual environment help mitigate motion sickness [40]. While the
images inside the console may be zooming in and out based on user input, the rest of
the environment provides a nonmoving anchor.

Another attribute of the VIE is that most of the information visualizations, graphs,
and analytics is presented primarily in a 2D fashion. Past research has found that 2D
graphs are generally more accurate in presenting the intended information relative to

Fig. 1. Over-the-shoulder view of the VIE and a user viewing a photo collection based on time.
The timeline graph shown can be zoomed in to see that each part of the graph is composed of the
images taken during that part of the timeline. The images are framed on the top and bottom by the
non-moving VIE console.
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3D graphs [41]. Most of the graphs and information visualizations in the VIE are
presented in a 2D fashion where we reserve using the third dimension for special cases
where it can add new information for the user. In summary, one of the primary
purposes of the VIE is to support the user in searching, manipulating, and under-
standing information. It does this by presenting information to the user in a virtual
environment where they are stationary and most clearly presents the data, which is
primarily with 2D visualizations. The second purpose of the VIE is to break the glass
that separates the digital information from the user.

3.2 Bridging Digital Information with User Input Modalities

One of the most important attributes of the VIE is that it creates an environment where
both digital information and multiple input modalities from the user can be directly
represented. This is in contrast to WIMP interfaces where digital information is pre-
sented behind a glass monitor and interacted indirectly with a mouse and keyboard,
creating a wide gulf of execution. When multiple modalities are monitored, recognized,
and translated in real-time to the VIE, users have the ability to interact directly with the
digital information in the same ways they interact with a physical object. This is when
the full capabilities and potential of multimodal input can be realized.

3.3 A Metaphor for Multimodal Input

The use of a metaphor can help both the design and use of an interface. For design
purposes, a metaphor can help identify the issues and maintain consistency. For use
purposes, a metaphor can provide a schema that informs the user’s current and future
actions with the interface. Ware [42] and Hinckley [43] identified four control meta-
phors for 3D interactions:

• Eyeball-in-hand metaphor (camera metaphor): The view and perspective is con-
trolled by the user’s hand movement.

• Scene-in-hand metaphor: This is a first-person perspective view of an object where
objects can be manipulated directly with a hand motion.

• Flying vehicle control (flying metaphor): This is a locomotion metaphor that covers
ways to navigate through a virtual environment that includes flying, walking,
jumping or riding.

• Ray casting metaphor: Object selection and navigation can occur by casting a ray at
a target object or location.

We add a fifth metaphor:

• Conversation metaphor: This metaphor establishes that information elements in the
virtual environment will respond to multiple input modalities of the user as if it is an
active participant in a conversation. This metaphor leverages the ray casting
metaphor and applies it specifically to eye gaze driven ray casting for object
selection. It also expands that metaphor to include other modality inputs such as
speech and hand gesture input. Each information element can respond across these
different modalities, sometimes in different ways, sometimes in the same way.
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The information responses are loosely based on social and conversation conven-
tions between two humans, particularly the intent behind the action of the sender
and the expected response of the receiver. The sender is the human user while the
receiver is the information element in the VIE. The information element responds in
a limited but similar manner as another person would. Eye gaze indicates where
someone’s attention is being allocated to in the environment while speech and hand
gestures indicates the user’s intent. The way each of these modalities supports the
conversation metaphor is explored in the next section.

4 Multimodal Interactions

4.1 Eye Gaze

Technology. The technology used to monitor eye gaze in real-time is the Tobi Pro
Glasses 2 installed inside an Oculus head mounted display (HMD). The eye gaze data
is fed into Unity and the digital photo management application (i.e., VIE) to aid in the
selection of targets and objects.

Approach. Eye gaze indicates where a person’s attention is currently focused within
the environment. This is typically a reliable indicator what the user is interested in or
what they are currently working on. The use of eye gaze to select objects can be much
faster than other selection strategies [3]. We, therefore, use eye gaze in a limited but
focused manner. The eye gaze data is used purely as a selection function based on
dwell time on an object. In the case of our current application, most of the objects are
images, but there are other objects in the console including filters, bins the images can
be sorted to, and other control devices to support the visual information seeking mantra
[39]. We do not represent a cursor icon of any sort within the environment but instead,
highlight the object that is currently selected based on eye gaze data.

4.2 Speech

Technology. Speech is monitored and analyzed in real-time by an open source speech
recognition algorithm called Snowboy (https://snowboy.kitt.ai). Snowboy is a key
word speech recognition capability that runs on raspberry pi hardware. The system
requires each key word to be trained by the individual user. Training consists of
repeating the key word or phrase 3 times through an online interface. The user is
required to do that for each keyword to create an individual speech model that can then
be loaded onto the raspberry pi hardware. Once this individual model is created and
loaded, no additional changes are necessary unless new key words are added to the
vocabulary list. The current key word vocabulary is around 30 words that consist of
commands like “center”, “home”, and “activate”. In order to account for terminology
preferences among users, some actions are activated by more than one term such as
“zoom in”, “enhance”, and “magnify”.

Approach. The choice of using a key word approach instead of natural language
processing was due to a combination of available technology, speed, and accuracy.
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Based on initial testing, accuracy levels of the key word system are above 95%. In
addition to the inherent speech recognition capabilities, the vocabulary list can be
customized to further improve accuracy levels by selecting key words that are pho-
netically different from one another.

The key commands are primarily used to manipulate the view and organization of
the photos in the VIE. They replace some of the functions found in the menu system of
a typical WIMP interface. For example, a user can state “Filter vehicles” to apply a
filter that shows only vehicles in the photo collection. Key commands can be applied
generally or they can be specific to a particular photo in the VIE. Using the eye gaze
input data allows the system to know which photo is being attended to and can use that
location information within the VIE to zoom into when the user says a command such
as, “enhance”.

4.3 Gestures

Technology. Several commercial over-the-shelf motion capture systems were tested to
provide real-time tracking of the user’s hands and fingers. Issues arose when testing
these systems regarding their accuracy, reliability, and programming flexibility. These
issues motivated us to create a custom set of motion capture gloves with IMU tech-
nology. The use of IMU technology was critical in order to adopt the supported
gestures described in Hansberger et al. [27] and avoid significant user fatigue. These
gestures have been tested in both gaming environments [44] and with a digital photo
management application [45]. A convolutional neural network was trained to recognize
a set of 22 gestures. The training dataset was composed of 3D rotation data of finger
joints recorded from the glove’s IMU sensors. In order to meet the goal of real-time
gesture recognition, we reduced the network’s complexity by reducing the amount of
feature layers and the number of weight parameters in the training phase of the net-
work, and made the network find archetypal features of each gesture. As a result, the
classification model produced by the network maintained a high recognition accuracy,
and was able to classify new data samples by scanning a real-time stream of joint
rotations during the use of the multimodal interface.

Approach. The use of hand gestures during speech is so natural and ubiquitous that
people gesticulate as much whether the person they are talking to can see them or not
[46]. The position of their arms and hands when they gesticulate is typically with their
elbows bent at a 90-degree angle with their hands near their waist area [47]. In crafting
our gesture vocabulary, we leveraged semaphoric type gestures used in the arm
position that most gesticulation occurs [20, 27]. The gestures selected are commonly
used semaphoric gestures that also have applicability to manipulate actions within a
VIE. This results in short, familiar, and meaningful gestures that can be executed while
the user is seated with their arms in a supported posture by a set of armrests (Fig. 2).
Future gestures that allow for direct manipulation of VIE objects include actions such
as pinching and pulling two ends of a photo to enlarge it.
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4.4 Multimodal Discussion

Each of these modalities offer potentially faster and more natural methods that can help
reduce the gulf of execution between the user and their information related task. It is
when they are integrated and designed as a single input system when the potential of a
multimodal system is evident.

These modalities complement one another because we are not asking any single
modality to do too much or to perform functions that they are not well suited for. Eye
gaze performs the basic selection function that can then be used with either speech or
gesture manipulation. With every function or task in the VIE, we have tried to provide
at least two means to complete a task. For example, to zoom in on a photo, the user can
look at an image and either say “zoom in” or perform a “come here” gesture. This
flexibility aids in error recovery by providing alternatives for the user if one method is
not effective but it also allows the user to customize their pattern of interactions within
the VIE based on their individual preferences. For example, if a person, based on
individual differences, prefers to interact verbally, they have the option to utilize that
modality to a greater extent. This leads to greater flexibility and increased user satis-
faction overall.

The application of the conversation metaphor has helped guide the multimodal
system discussed here. It has motivated us to think more broadly about information and
how it can be more naturally and directly manipulated in a virtual environment.
More importantly, it has addressed the challenge of designing actions in the VIE that
respond to multiple modalities that will help explore multimodal research questions in
the future.

Fig. 2. Illustration of the supported gestures using an armrest of a chair as support. Two
example semaphoric gestures are shown, a swipe and a stop gesture.
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5 Future Directions

Future efforts in this area include a series of experiments that will examine the per-
formance, engagement, and user experience levels that the multimodal system provides
within the VIE. In addition to the VIE digital photo management application being
developed, we have also developed a 2D touchscreen version that mirrors all the same
functionalities. Future experiments will be able to examine the differences between
unimodal and trimodal interfaces in order to better understand the advantages and
disadvantages of both.
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Abstract. Household appliances are becoming more varied. In daily life,
people usually refer to printed documents while they learn to use different
devices. However, augmented reality (AR) assistive systems providing visual
and aural instructions have been proposed as an alternative solution. In this
work, we evaluated users’ performance of instruction understanding in four
different ways: (1) Baseline paper instructions, (2) Visual instructions based on
head mounted displays (HMDs), (3) Visual instructions based on computer
monitor, (4) Aural instructions. In a Wizard of Oz study, we found that, for the
task of making espresso coffee, the helpfulness of visual and aural instructions
depends on task complexity. Providing visual instructions is a better way of
showing operation details, while aural instructions are suitable for presenting
intention of operation. With the same visual instructions on displays, due to the
limitation of hardware, the HMD-users complete the task in the longest duration
and bear the heaviest perceived cognitive load.

Keywords: Augmented reality � Multimodal feedback � Assistive system �
Instructions � Head mounted displays

1 Introduction

In daily life, people usually refer to printed documents while they complete tasks by
using household appliance, for instance, using a coffee machine to make espresso
coffee according to the manual. During the course of operation, they may skip steps,
misunderstand instructions, or unable to correct mistakes in time. In part, these prob-
lems are caused by the readability of the documents. On the other hand, the gap
between the paper instructions and the actual context reduces the effectiveness of
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operation. We want to build an eyes-free, hands-free and non-distractive external
learning environment for users. Therefore, AR assistive system providing visual and
aural instructions based on head mounted displays seemed to be an ideal solution.

In this paper, we conducted a heuristic evaluation and a think aloud protocol user
study based on paper manual to establish user’s mental model as well as instruction
design principles. We redesign the paper document according to the experimental task
and develop three prototypes of assistive system, one with HMDs, one with computer
monitor and one with conversational voice system. All three of the prototypes offering
support to users with the same quantity of information. Through a Wizard of Oz user
study with 20 participants, we compared users’ performance for instruction under-
standing in visual and aural modality.

We have made three main contributions in this paper: (1) a diagram applied to
design multimodality AR assistive system: When system providing visual or aural
detailed description for each step, a simple and clear statement should contain three key
information points, target objects, relative position between target objects and actions.
(2) a design principle based on task complexity: For novices, when they use home
appliance to perform some easy functions, there is no significant difference in help-
fulness between visual and aural instructions. However, when a step contains several
complex operations, visual instructions provide more helpfulness. Comparing to gra-
phic user interface, a well-designed voice user interface is more flexible. Voice user
interface is suitable for presenting intention of operation and users demand supple-
mentary information from conversational virtual assistant expecting for better inter-
active experience. (3) a method applied to analyze users’ decision-making process on
visual and aural instructions, helping researchers to design multimodal AR assistive
system.

The result of user study shows that, due to the limitation of the hardware, AR
assistive system based on HMDs have theoretic feasibility on current stage. To reach
the ideal state, it requires better recognition and display technology. Conversational
assistive system could effectively reduce perceived cognitive loads. But when users are
unfamiliar with the devices, descriptiveness of aural instructions is limited. With the
accumulation of hands-on experience, there is less demand for detailed description of
each step and users tend to seek support from the system for specific problems rather
than being instructed.

2 Related Work

In recent years, research on AR assistive system involves varies domains, such as
hospital setting [1, 2], remote work support [3], industrial manufacturing [4], education
applications [5], etc.

In earlier research, AR multimodality assistive system in human settlement is
usually built with in-situ projection. CounterActive is a cooking aid system used in the
kitchen guiding the users with projection and aural instructions [6]. In the work of
Ayaka Sato et al., the MimiCook system uses image recognition technologies to
analyze user activity. With in-situ projection, Mimicook displays menu as well as
supplementary information to improve users’ task efficiency [7]. Yu Suzuki and
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Shunsuke Morioka et al. developed a cooking support system for novices, including a
conversational robot assistant “Phyno”. Phyno can interact with the user via voice and
gestures [8]. Meanwhile, there are some mixed modality conversational virtual assis-
tants coming on the market, such as Siri, Amazon Echo. The aim of the research above
are not to report interactive efficiency or perceived cognitive loads, but rather focus on
system design, implementation, user experience and acceptance of introducing AR
assistive system in domestic environment.

With the development of AR technology, the research reports task completion time,
error frequency and interactive efficiency of AR assistive system in specific scenario is
gradually unfolding. Markus Funk et al., compared assembly instructions based on
HMDs, tablets, in-situ projections and baseline paper documents. The results show that
for assembling tasks, completion time is significantly longer using HMDs. HMD-users
make more error and have more perceived cognitive load [9, 10]. Markus Funk’s
research also involves the comparison of different visualizations, such as pictures,
videos, 3D models and contour. They report that contour visualization is significantly
better in perceived mental load and performance of the impaired participants [2].

For multi-modality feedbacks, Marina Cidota et al. compared audio and visual
notifications in remote workspace collaboration. After analyzing the case of placing
virtual objects in the shared workspace, they find that visual notifications are preferred
over audio or no notifications independent from the level of difficulty of the task [11].
Youngsun Kim et al. presented an AR-based tele-coaching system for fast pace task
applied to the game of tennis. They evaluate the instantaneous response rate of visual,
voice, and multimodal augmented instructions. Sound show the worst performance in
terms of the responsive time. AR is the most useful in stringent temporal conditions.
Multimodal feedback seems to caused distraction to users [12].

Overall, previous work investigated the acceptance of AR assistive system in
domestic environment. However, a comprehensive study comparing visual and aural
instructions using HMDs in domestic environment has not been done yet. In this paper,
we will compare baseline paper instructions, aural instructions to visual instructions
based on HMDs and computer monitor. Further, we will evaluate user performance
following long instructions in complex tasks in human settlement.

3 Initial Study

3.1 Evaluating Paper Document

We conducted a heuristic evaluation of paper documents in accordance with Nielson’s
usability principles [13, 14]. Five researchers with the background in human-computer
interaction participated in the test. They evaluated the usability of original paper
instruction of De’Longhi ECO 310 Icona Espresso Manual Machine (Chinese) [15].
Then, we launched a think aloud protocol test [16] involving 3 participants. They were
asked to make espresso coffee according to the manual.

The results of the heuristic evaluation and the think aloud protocol test indicate that,
for the task of making espresso coffee, the problems on usability and readability in
original manual are found as follows: (1) The operative description in paper manual
cannot be fully matched to actual operating procedure. (2) The paper documents
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include terms that are not familiar to novices (i.e. filter-holder, extraction, etc.).
(3) Semantic ambiguity in descriptive text, icons, and diagrams. (4) Information
redundant: precautions, explanatory and descriptive information have been cropped up
in operating procedures. (5) User need to follow the serial number among instruction
text to look up for diagrams, which may easily lead to misreading or skipping steps.

In general, we need to select a task for experimentation, clear the procedures and
simplify the instructions. The usability and readability problems in paper manual
should be revised. Besides, related diagrams and text descriptions for each step should
be form a one-to-one correspondence and displayed on same page.

3.2 Case Study of Making Espresso Coffee

We clarified that the aim of experimental task was to “making a cup of espresso coffee
with a manual coffee machine”. Operating procedure was simplified into 9 steps with
intention and specific operative descriptions (see Table 1).

The task of “making espresso coffee”was chosen because: (1) It involves the primary
operation methods for the coffee machine, helping users to understand the operating
principle. (2) It includes numerous operative steps and appliance, but makes limited use
of ingredients. Therefore, users’ prior experience will not affect their performance.
(3) Concerning task complexity, operation has different levels of difficulty. Therefore,
the task is considered appropriately to be simulated in the laboratory environment.

The instructions were grouped in to two categories: (1) Simple instruction: it
describes how to interact with a single object. The spatial position or state of the object
changes such as “Position the cup under the filter holder spouts”. (2) Complex
instruction: it describes how to interact with more than two objects. It involves the
changes of relative spatial position between objects and multiple physical feedback,
such as “Attach filter holder into boiler outlet. Turn right to lock into position.”

Table 1. How to prepare espresso using ground coffee.

Step Intention Description Complexity

1 Turn the machine on Press the ON button Simple
2 Install steel filter Install steel filter cup into the filter holder Complex
3 Filling coffee Fill the filter with a level measuring scoop of coffee Complex
4 Tamp the coffee Press the coffee lightly using the coffee tamper Complex
5 Attach filter holder Attach filter holder in place into boiler outlet. Turn

right to lock into position
Complex

6 Place coffee cup Position the cup under the filter holder spouts Simple
7 Extraction Press the coffee button. (It is recommended not to

run the coffee for more than 45 s). Press the same
button again

Simple

8 Cleaning Remove the cup. Turn the grip from right to left to
release the filter holder

Simple

9 Turn the machine off Press the OFF button Simple
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3.3 Tutorial Design Paradigm

In the analysis of procedures and instructions, we generalized that when assistive
system providing visual or aural instruction for each step, a simple and clear statement
should include three key information points: (1) Objects, what will be used in operating
process; (2) Relative position between objects, where the objects should be placed;
(3) Actions, how to manipulate. For example, “Attach filter holder in place into boiler
outlet”. The objects involved are “filter holder” and “boiler outlet”, the action is “attach
into”, and the relative position is from separating to assembling.

In order to avoid affecting users’ performance, instructions in paper document,
visualization and auditory need to convey the same amount of information. In visual
instructions, an object is marked with a circle. We draw lines between objects, which
started with a dot and ended with an arrow, to indicate relative position and orientation.
Action is described by a dynamic arrow. Orientation and acceleration of the arrow
indicates how much force should be performed. Intention of each step is displayed in
the lower left corner in text. In conversational voice system, aural instructions are the
precise description of dynamic graphic illustrations (see Fig. 1).

4 System

For exploring visual and aural instructions in human settlement, we simulate a
domestic environment in independent space in our lab. In the following, we introduce
the system prototype of visualizations and auditory.

Fig. 1. Example of instructions. (1) Paper manual, (2) Visual instruction, (3) Aural instruction.

Fig. 2. AR assistive system. (1) Live stream, (2) System being used, (3) Instruction on
HoloLens.
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4.1 Visualizations

Visual instructions were designed according to the diagram described in Sect. 3.3.
Previous works suggested that compared to video and pictorial visualization, contour
instructions resulted in fewer errors and better performance. In our previous study, we
tried to make contour instructions on HMDs. We used HoloLens Vuforia SDK for
image recognition and built dynamic contour with Unity 3D. Because the speed of
image recognition and tracing was rather slow, we decided to use video instructions
instead. We photographed the standard task procedures and overlaid dynamic contour
instructions on the image to simulate contour-overlapping.

Visual Instruction Based on HMDs. For HMDs implementation, the instruction
system was developed with Unity 3D and C#, then implemented on HoloLens. In this
system, a serial of silent video clips was provided along with the serial number of each
step, the intention of the operation and minimum additional text explanation if needed
(only a few steps have such additional explanation, i.e. It is recommended not to run
the coffee for more than 45 s). Users could switch to the next or the previous step by
interacting with buttons on the right or left side of the video clips using gestures (see
Fig. 2).

Visual Instruction Based on Screen. Considering that HMDs themselves might have
influence upon the study, we implemented visual instructions not only in HMDs but
also on a computer monitor (27-in. screen). For visual instructions on screen, video
clips are displayed on a computer monitor orderly. Each clip shows the instruction of
one step out of nine (see Table 1) with the serial number and the intention of the
step. Once the user complete current step, the video of next step would be played on the
screen.

4.2 Aural Instructions

The conversational voice system prototype was designed according to task procedure.
Conversation samples were listed and dialogue process was analyzed based on task
flow. According to task procedure (see Table 1), we referred to existing voice-based
interface design paradigm and developed a preset list of aural instructions and responses.
Experimenter (the wizard) could select computer synthesized audio clip from the
response list. We transferred text to voice instructions by Responsive Voice API1.

After observing users’ interaction in pre-test with the voice-based instruction sys-
tem, we classified user behavior into five categories: Explicit next, Request, Implicit
next, operation errors or timeout and undefined response. Different responses were
given to the user in a Wizard of Oz study according to this classification (see Table 2).

1 https://responsivevoice.org/api/.
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5 Evaluation

In this work, we developed a high-fidelity Wizard of Oz simulation to evaluate user
performance. We describe the protocol and apparatus below.

5.1 Procedure

We invited 20 participants to engage in our user study. The participants were aged
between 20 to 33 (Avg. = 25, SD = 4.8); 9 participants were male, 11 were female.
Participants were divided into four groups. Each group was asked to take one of the
four evaluations: (1) Paper instructions, (2) Visual instructions based on HMDs,
(3) Visual instructions based on computer monitor, (4) Aural instructions. All partic-
ipants have no experience of using a manual coffee machine. Out of the 5 participants
that attended HMDs evaluation, 2 reported having used HMDs within half a year, 2
reported earlier, 1 never; while among the 5 that attended aural instructions evaluation,
1 reported using a conversational assistant usually, 2 reported having used an intelli-
gent voice system within half a year.

The experiment took place in an independent space at our research facility. Par-
ticipants were briefed upon arrival, and were given 5 min to read a paper introduction
about the components of the coffee machine that would be used in the following
experiment. Participants of visual instruction group were guided by the same serial of
looping video clips. Switching from one step to another could be done by gestures. An
additional operation was provided for HMDs users to replace the video clips to
wherever they prefer. Participants of conversational assistive system were informed
that they could communicate with the system, either asking for step changing or
instruction repeating. All participant actions were audio and video recorded.

During the experiments, lab assistants wouldn’t be involved unless necessary (e.g.
If users tried to do something that would probably make themselves in danger,
assistants would intervene). Participants were asked to complete System Usability
Scale (SUS) questionnaires [17], the NASA Task Load Index questionnaire (NASA-
TLX) [18] and a semi-structured interview. The post-interview mainly focuses on:
(1) Overall feelings about the system and its advantages and disadvantages; (2) Causes
of errors or confusion during the experiment; (3) Open interview according to results
from SUS and NASA-TLX, where participants were asked to give suggestions to better
user experience.

Table 2. Example of user behavior and system response

User behavior Response

Explicit Next: “Okay”, “Next?” Play the instruction of next step
Request: “What is…?” “Say it again?” Repeat the instruction of current step
Implicit next (complete and wait quietly) Play the instruction of next step
Errors or timeout Repeat the instruction of current step
Undefined response “Sorry, I am listening”
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5.2 General Impressions

All of the 20 participants completed the task. Visual instructions on screen received the
highest SUS average score of 70.83 (SD = 13.91), followed by aural instructions with
an average score of 69.5 (SD = 9.82) and paper instructions with an average score of
67.5 (SD = 25.74). AR assistive system based on HMDs was the least favorable, which
got the lowest average score of 66.5 (SD = 9.62). All of the four prototypes were
performing at the acceptable threshold level.

5.3 Task Completion Times

We accumulated users’ response time and the procedure duration at each step. For the
length of instructions varied a lot, we used the “point-in-time” when users started to act
as the starting point for timing. When a step was completed, we stopped timing.

Participants referred to visual instructions on screen taking an average of 143.7 s
(SD = 52.7) in finishing the task, which was the fastest, followed by the group using
paper document with an average of 172.2 s (SD = 19.6), aural instructions with an
average of 190.0 s (SD = 58.6) and visual instruction on HMDs with an average of
256 s (SD = 58.6).

For an overview of each step completion times (see Fig. 3.), participants who was
supported by HMDs possessed longer procedure duration than users who was
instructed by screen. When users performed some easy functions (i.e. Step1, 6, 7, 8, 9),
the there was no significant difference in helpfulness between visual instructions on
screen and aural instructions. However, when a step contains several complex opera-
tions (i.e. Step2, 3, 5), visual instructions seemed to improving operative efficiency.
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Fig. 3. Overview about the results of step completion times. Comparing (1) Paper instructions,
(2) Visual instructions based on HMDs, (3) Visual instructions based on screen, (4) Aural
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5.4 Errors

On the whole, participants made least mistake using visual instructions on screen with
an average error rate of 0.07 (SD = 0.06), followed by aural instructions with an
average error rate of 0.08 (SD = 0.1), paper instructions with an average error rate of
0.18 (SD = 0.11) and visual instructions on HMDs with an average error rate of 0.36
(SD = 0.21).

We further analyzed the errors participants made while completing the task in each
step. Participants supported by paper manual made errors in Step2 (error rate = 0.4),
Step5 (error rate = 0.6), Step7, Step8 and Step9 (error rate = 0.2). Except for Step8,
participants using the HMDs instructions made mistakes in all the other operations.
Error rate for Step2 and Step5 was as high as 0.8. Users supported by visual instruc-
tions on computer monitor made mistakes mainly at Step2 (error rate = 0.4) and Step4
(error rate = 0.2). Errors occurred to conversational system users at Step2 (error
rate = 0.4), Step3 (error rate = 0.2) and Step8 (error rate = 0.2).

5.5 Cognitive Load

The participants using aural instructions had the least perceived cognitive load with an
average score of 6.73 (SD = 2.92). HMD-users reported the highest perceived cogni-
tive load with an average TLX score at 10.01 (SD = 0.98). Meanwhile, visual
instructions on screen caused the perceived cognitive load with a score of 8.27
(SD = 3.83). Paper instructions got the average score of 9.6 (SD = 5.48). We also
analyzed the perceived cognitive load on six dimensions with each instruction tech-
niques (see Fig. 4).

Mental Demand. Conversational system prototype perceived the lowest mental
demand score on average of 0.69. AR assistive system on HoloLens leaded to the
highest mental demand of average score of 1.76, followed by paper instructions with
average score of 1.61 and visual instruction on screen with average score of 1.15.
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Fig. 4. Overview about the results of NASA-TLX. (A) Mental demand, (B) Physical demand,
(C) Temporal demand, (D) Performance, (E) Effort, (F) Frustration.
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Physical Demand. The participants perceived the paper manual reported the highest
physical demanding feedback with an average score of 1.4. Meanwhile, three other
group’s report on physical demanding was rather low.

Temporal Demand. Paper instructions leaded to the lowest temporal demand with an
average score of 0.07. The other three instruction techniques were considered to a
higher temporal demand.

Performance. Participants perceived their performance best using the HMDs with an
average score of 2.76, followed by paper instructions with 2.49. Participants supporting
by visual instruction on screen and aural instructions perceived their performance less
successful with an average score of 1.67 and 1.69.

Effort. The participants perceived the lowest effort using conversational system pro-
totype with an average score of 0.52. The group using HMDs perceived their effort the
highest with an average score of 1.96.

Frustration. Surprisingly, participants using HMDs perceived least frustration with an
average score of 1.2, followed by visual instruction on computer monitor and con-
versational system both with 1.67. Participants using paper manual perceived the
highest frustration with an average score of 2.52.

5.6 Qualitative Results

Additionally, we observed the process participants interacted with the systems. Besides
the quantitative results we also collected qualitative result from post interviews.

Paper Instructions. Participants who used paper manuals casually browsed through
the instructions before the experiment. When they encountered with problems, they
would look up the context thoroughly. Most of the participants thought that the paper
manual was simple and easy to understand. “I think this manual is better than most
manuals I have ever used. For there’s not much redundant information and the
description is quite clear.”

Visual Instructions on Screen. Supported by visual instructions on screen, partici-
pants completed the task without much effort. The main complaint was about the
motion graphic instructions. “I didn’t notice the text in the lower left corner. I was busy
watching the dynamic image. Coffee tamper merged into the background, so I had
some difficulties in recognize it. In addition, I hope the it could show me how much
force I should use while tamping.”

Visual Instructions on HMDs. Most of the inconveniences HMDs users encountered
were caused by the hardware. Due to the insensitivity of gesture recognition, partici-
pants needed to click multiple times to switch step. Furthermore, even though we had
provided the function of dragging and dropping the video to a better viewing position,
few participants adjusted the viewing distance. “I was gazing at the video on HoloLens.
Sometimes I lose the video instruction in my view.” “I am short sighted. I think the line
of contour better be thicker.”
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Aural Instructions. Without any visual instructions, participants who was supported
by sound focused on the items to be handled in the task. If they were familiar with the
items mentioned in the instructions, they would operate while listening to supple-
mentary description. Otherwise, they’d ask system to repeat. Participants found that it
was interesting being instructed by a conversational virtual assistant. “I think it would
be better if the system was able to play some music for me while I was waiting for my
coffee.” “I’d like to know how to discern good coffee from bad. But she didn’t replied.”

6 Discussion

6.1 Comparation Among Modalities

Paper Document. Participants are able to go back and forward freely through paper
manual, which is natural but time consuming. Matching images and text explanations
are shown on paper instructions at the same time, giving more information than the
other three prototypes. As reading paper instructions is the most familiar way to absorb
information of how to use a new machine, users perceived temporal demand turns out
to be considerably low. For the same reason, people will get frustrated easily once
failed to complete tasks.

HMDs. We suggest that the low performance of HMDs was mainly caused by the
hardware, instead of the design of contour visual instructions. Although the error rate of
HMDs users is the highest among the four prototypes, the TLX frustration score of
which turns out to be the lowest, implying that users are willingly to explore this new
device. In further study, we would introduce smartphones as another carrier and launch
more comparing experiments.

Auditory vs. Visualization. Compared to visual instructions, results on aural
instructions are better than expected. While user listening to aural instruction, they
focus on comprehension without any distractions. We point out that appliances being
used have significant influence on the users’ cognition. In cases where the appliances
are familiar to the users, it is easy for them to understand the intention of certain
operation. It explains the result that during some steps, users using voice system
performed better than those who was visually supported. In such situation, aural system
shares visual perceived cognitive load. While in cases where the appliances are
unfamiliar to the users (i.e. steel filter, filter holder, coffee tamper, etc.), aural system
gave out worse performance than visual system. In such situation, visual system pro-
vides more effective guidance than aural system does.

6.2 Design Method for AR Tutorial

According to our study, we propose an ideal design method for multi-modal AR
tutorial: (1) Define learning purpose and contents; (2) According to the contents and the
design paradigm in Sect. 3.3, list steps of operations and instructions. Description of
text and diagrams should be as simple and basic as possible; (3) Extract objects to be
handled in each step and launch semantic tests upon these objects, to build users’
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mental modal; (4) Provide instruction from two aspects: On one hand, present the
intention of each operation and the descriptive explanation of unfamiliar objects with
voice. On the other hand, display spatial relationships between objects and tips for the
operation with image. As for those complex operations, we recommend combining of
visual and aural instructions.

7 Conclusion

In this paper, we explored the tutorial design method for AR assistive system applied to
home appliances and evaluated different systems for providing instructions in domestic
environment. We compared visual instructions on HMDs and screen to aural instruc-
tions and baseline paper instructions. Our result show that, well designed and displayed
visual instructions provide helpful information. Aural instructions share visual per-
ceived cognitive task load. Especially when users are familiar with the appliances,
conversational assistive system is appropriate for building an eyes-free, hands-free and
non-distractive external learning environment.

Although HMD-instructions have problems being perceived the highest cognitive
loads and the longest procedure duration, with the improvement of image recognition
accuracy and the acceleration of tracing speed, the results will be different. In future
work, we want to investigate the effects on smartphone and portable devices by con-
structing multimodality assistive system, and explore users’ response upon long
instructions in both visual and aural modality.
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Abstract. Real-time data collection in immersive virtual reality can be difficult
due to the visual obstruction to the real-world. Furthermore, subjective data
collection is conducted post-task, reducing the information of detailed user
responses during a task therefore potentially missing critical events, subtle dif-
ference, or issues not obvious to a user. In this paper we present, KnobCollector,
a custom device controller for dynamic real-time collection of subjective user
data during an experimental. We conducted a user study with the KnobCollector
to demonstrate the feasibility of use during a virtual reality task. Our results
provide more rich data sets of user feedback during the virtual reality experience
and could be used for future user studies in virtual reality environments.

Keywords: Real-time data collection � Immersion � Virtual reality �
Device controller � Arduino prototyping � Virtual reality � User study �
Evaluation

1 Introduction

Quantitative and qualitative data collection utilizing questionnaires (whether standard
or specialized) during user studies for in virtual environments are conducted post-task
via electronic or paper-based mediums. While this produces viable data, it lacks
specificity of time and actions, rather serves more as a post-reflection. This type of data
collection may miss subtitle responses on more specific actions or reactions that are less
obvious to or missed by a user in real-time during their task. Particularly in a virtual
environment, this becomes more difficult due to the immersive display, closing off the
user from the real world. In this paper, we present the use of a custom input device
controller for dynamic real-time data collection of questionnaires or other subjective
inquiry for use during tasks in virtual reality using head-mounted displays. While
automatic logging of user data in a virtual environment is standard practice, there is
little work done to provide users with real-time input responses outside of an experi-
mental task [1, 3, 5]. Other experiments have utilized a button on an input controller to
identify a response [2], but these actions have to be done as a separate component (not
in real-time during the task) and may take too long to control visual widgets.
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We conducted a user study utilizing our technique and present the results of the
feasibility evaluation of the data collection activity. We used two types of subjective
questionnaires, a specialized questionnaire to gather a wide-range of valued responses
and a 7-point standard presence questionnaire- the Witmer-Singer presence question-
naire [4]. Our findings present that is not only feasible to utilize such a device for data
collection during a task in virtual reality, but that the data collected demonstrates a
much more rich and detailed perspective on the feedback from users in real-time. Our
results have the potential to improve subjective user data collection for user studies
conducted using immersive virtual reality. This paper is organized as follows.
Section 2 describes the related work and background of our work. Section 3 describes
the description of our custom device controller i.e., KnobCollector. Section 4 presents
our experimental study and Sect. 5 describes results of our study and Sect. 6 presents
our conclusion and future work.

2 Background and Related Work

Technological advancement has introduced different methods for how quantitative and
qualitative data of an experiment is collected and analyzed. In general questionnaires,
observations, and interviews using a paper or an electronic medium are typically used
to collect subjective data of a user experiment. This method of collecting subjective
data usually fine, but in the context of virtual reality or when using immersive systems,
a user must exit a virtual environment or take off an immersive system to provide the
answers which might affect the response provided [6]. Researchers have designed tools
and techniques for data collection while a user is within a virtual environment to
maintain the level of immersion.

2.1 Button and Controllers

Researchers [7] investigated the effects of feedback delay on the qualitative subjective
experience of virtual reality. They used the thumbstick on the left Oculus Touch

Fig. 1. KnobCollector, a custom input device for real-time subjective data collection from
a user.
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controller [8] for scaling task as an input for data collection for scaling task. This
method supported a user to provide subjective feedback of the experiment while the
user is experiencing the virtual environment. This method requires the participant to
train to which button in the controllers to be used, however our technique provides a
dial controller where the data input is mapped more intuitively to rotate each direction
to increase or decrease variable data on a scale. Furthermore, researchers [2] presented
the use of a button on an input controller to provide the input for data collection.
However, this use of the button to provide must be done separately and not in the real-
time during the task which might affect the response of the participant.

2.2 Smartphone

Tsaramirsis et al. [9] presented navigating in virtual environments using smartphone
sensors. The data collected from the smartphone sensors along with the machine
learning technique is used to help the user to navigate in the virtual environments. This
method only takes sensor as the data but cannot be used for the collection of the data
for subjective response in real-time. Furthermore, Laaki et al. [10] showed a situation
where data collected from the smartphone device is used to augment the virtual world
along with the real-life data. This method of collection is different from our research
work as our KnobCollector is used to provide data to the subjective questionnaire in the
real-time.

2.3 Virtual Avatar

Hasler et al. [11] used a human-controlled avatar to interview the participants within
the virtual world, Second Life [12], about their religion. This use of an avatar for
interviewing the participants allowed the user to be within the virtual world and provide
the answers to the questions. Furthermore, this provided a way for face-to-face com-
munication, but our work is more directed towards providing input for data collection
individually using a tool and is flexible move and to integrate with different immersive
virtual environment.

2.4 Virtual Interface

Bell et al. [13] designed and developed a virtual data collection interface (VDCI) which
used a virtual assisted self-interview (VASI) method in Second Life [12] to collect
subjective data while a user is in the virtual world. This tool allowed to survey within
the virtual world for collecting data while being immersed in it. Faleiros et al. [14]
designed virtual questionnaire for a virtual platform to collect data of Germans diag-
nosed with Spina Bifida (SB). The virtual questionnaire consists of 57 questions, and it
was a Likert Scale question. While these will enable real-time data collection in a
virtual world, typically online virtual environments are not experienced using an
immersive system so that a user can utilize standard input devices and see the virtual
world as well as the devices. Our technique helps a user collect data while fully
immersed in a virtual environment and cannot see the device in the real world.
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3 Custom Device Controller – KnobCollector

We present our novel device, KnobCollector (see Fig. 1), that can be used to collect
subjective quantitative data in real-time while a user is experiencing a virtual envi-
ronment using an immersive virtual system. To prototype the controller (see Fig. 1), we
implemented an Arduino UNO board [15], used a dial for collecting variable data, and
a laser-cut 3D printed a case for more ergonomic angle placement of the device. This
device can be used on the table (as used in this experiment) but also attached to the
body. In either case, it allows for comfortable and easy control of the device while
using a head-mounted display. This device controller is lightweight and can also be
held in a user’s hand while interacting in CAVE [16], IQStation [17], HMD, or another
different immersive virtual environment while experimenting. It was important that the
user could ‘feel’ the knob and comfortably turn the knob left and right so as not to take
away from the virtual reality experience. As such the knob has ridges to grasp and feel
the knob better. This device currently uses a USB cable to connect and transfer the data
to the computer, however, in future we plan to add a feature for wireless connection
with the computer. The custom device controller knob was calibrated to provide a
custom range of input (calibrated by a user). We customized each rang for the stan-
dardized questionnaires that we used in this experiment: from 1 to 5 for a customized
System Usability Scale (SUS) [18] questionnaire and from 1 to 7 for the standard
Witmer-Singer Presence questionnaire [4].

4 Experimental Study

Each participant was presented with the experimental study environment and was asked
to complete the task in a virtual environment. The participant used our KnobCollector
device after each trail while they were in the virtual environment to provide their
responses as input to the SUS and Witmer-Singer questionnaire in real-time during the
experience.

4.1 Experimental Environment and Apparatus

We used the Unity3D game [19] development platform (version 5.4.0) and C# pro-
gramming language to develop the experimental user study. An Arduino UNO board
[15] was used to create the custom device controller which connects to the dial for

Fig. 2. Virtual slider movement corresponds to a user’s input change of the device controller.
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collecting input data. A package, Ardity [22] was used to move the data from the
Arduino board to Unity, bidirectionally, over a COM port. A USB cable was used to
connect to the computer for transferring the data collected while rotating the dial during
the experimental study. The virtual slider that is shown in the experimental environ-
ment is developed in the Unity3D which corresponds to the rotation of the dial.

4.2 Participants

We recruited participants by sending out information using emails, flyers and mouth-to-
mouth information. All the participants recruited were from of the University of
Wyoming. We had a total of 20 participants which included 12 females and 8 males. The
participants age ranges from 19–51 years (l = 25.55, r = 8.28)). Each participant was
screened for proper 3D-vision using Butterfly Stereoscopic Test [20]. To compensate for
the time, each participant was paid $5 and was entered for raffle of a $50 gift card.

4.3 Procedures

This experimental study was approved by the University of Wyoming Institutional
Review Board. Each participant signed the consent form, and they were presented with
the Butterfly Stereoscopic Test for proper 3D-vision. After the completion of 3D-vision
test, participants completed an online pre-questionnaire (in the real-world). During the
experiment, participants completed the experimental task by which they each experi-
enced a virtual environment and then provided input of their responses to each prompt
during the experience using our KnobController device. After the experimental study
was completed, each participant completed a post-questionnaire. The total time for the
experimental study was approximately 1 h.

Fig. 3. A mock participant interacting with the experimental user study environment. The
participant wears an HTC Vive to view the virtual environment and her left hand is rotating the
dial to provide the input for the data collection during the experiment.
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For the experimental task, participants were seated at a table with our KnobCollector
device in front of them. Participants were exposed to a virtual reality environment and
asked to do complete task to explore objects in the virtual reality environment. Partic-
ipants were presented with the virtual environment using an HMD (HTC Vive [21]). To
avoid distraction for the participants, we masked the sound of our moving apparatus by
providing headphones and playing background elevator music. After each trial, the data
was collected in the experimental environment with the use of the KnobCollector
(combined with virtual sliders for visual feedback). The ratings were input to the
experimental study environment by using the custom device controller - KnobCollector
(see Fig. 1). The participants turned the dial left to select a lower value and turned it right
for a higher value. As the participants turned the dial, the experimental user environment
provided feedback about their current selection by showing a moving slider (see Fig. 2).
Figure 3 shows a mock participant using the described setup.

5 Results and Discussion

Each participant provided their responses as input using our KnobCollector device. The
participant positioned the visual slider by using a dial provided in the KnobCollector.
During the experimental task the values collected could vary between 0 and 100 but
participants could not see the values only the point at which the slider was on the
virtual widget (Fig. 2) in the HMD. The values were then converted based on the
calibrated scale for each type of questionnaire used or rating for data input. Ratings
were collected during their experience and after. Without use of the KnobCollector we
might only obtain a final rating for each participant, or at the very least a final rating
after each trial, resulting in a summary of ratings across the trials as in Fig. 4. With data
collection using KnobCollector we can gain so much more. Feasibility is demonstrated
for collecting a rich amount of data over time that can show critical incidents as in
Fig. 5. Additionally, as seen in Fig. 6, there is a wide variability and richness of data
collected over time in the ratings for each trial.

Fig. 4. User ratings after each trial, collected after a user’s experience.
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Fig. 5. User ratings over time showing critical incidents using KnobCollector during an
Immersive Virtual Environment experience.
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Fig. 6. User ratings over time colored by trials using KnobCollector during an Immersive
Virtual Environment experience.
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5.1 Witmer-Singer Presence Questionnaire

Using the standardized Witmer-Singer Presence Questionnaire, we collected the
impressions of the participants while interacting and conducting the task of the
experimental user study in the virtual environment. The results are listed in Table 1.
These results suggest our KnobCollector using the dial did not detract from the
experience of the participants, as it did not distract them from the tasks they performed;
and even, from their post-study comments, we found they enjoyed using the dial for
providing the input for the data collection. Questions prefixed with an asterisk are
expected to have a mean close to 3 as they do not have clear applicability to our study.
The highest ranked questions of the questionnaire are listed in Table 2. Conversely, the
lowest ranked questions are listed in Table 3. Furthermore, below we present additional
questionnaire used for the Witmer-Singer Presence questionnaire.

In our comparison, we found similar results on the sense of presence and user
perception of the objects in virtual reality. Through this data, we can validate the
feasibility of the technique can be used instead of or in combination with the post-task
data collection. Furthermore, our paper will present the detailed results that with more
rich data collection and in real-time while a user is fully immersed in a virtual envi-
ronment, we were about to derive more detailed differences in presences and user
response based on time. Small periods during the experience revealed interesting
results in relation to user response time, user interpretation of the virtual reality
environment, and user initial reactions versus reactions based on exposure over time.
Our results may have implications on how designers and developers design virtual
reality environments as well as a practical and useful tool for researchers conducting
user experiments in virtual reality who desire more detailed data collection and critical
events based on time. Furthermore, we believe KnobCollector can be used as an tool
for data collection for experiences in immersive virtual environments. One idea is that
the level of presence will change while a user is experiencing the virtual environment
as opposed to completing the questionnaire after the experiment as he/she has com-
pleted their experiences of the virtual environment. KnobCollector will provide an
effective medium to complete the pre/post-experiment data collection without having
an effect of any external real-world factors (Table 4).

Table 1. Results of the Witmer-Singer Presence Questionnaire, ratings from 1 to 7.

Criteria Mean score

Realism 5.01
Possibility to act 5.23
Quality of interface 4.62
Possibility to examine 5.53
Auto-evaluation of performance 6.11
Sounds 4.92
Haptics 5.03
Total 5.19
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Table 2. Highest ranked questions of the Witmer-Singer Presence Questionnaire.

Question Mean
score

Standard
deviation

How well could you concentrate on the assigned tasks or required
activities rather than on the mechanisms used to perform those
tasks or activities?

6.45 0.69

How quickly did you adjust to the VE experience? 6.21 1.32
How proficient in moving and interacting with the virtual
environment did you feel at the end of the experience?

6.00 0.88

Table 3. Lowest ranked questions of the Witmer-Singer Presence Questionnaire.

Question Mean
score

Standard
deviation

How much did the auditory aspects of the environment involve
you?

3.89 2.14

How natural was the mechanism which controlled movement
through the environment?

3.94 1.76

(*) How much were you able to control events? 4.25 1.60

Table 4. Additional Witmer-Singer Presence Questionnaire used for experimental user study.

Question Mean
Score

Standard
deviation

How natural did your interactions with the environment seem? 4.90 1.17
How compelling was your sense of objects moving in space? 5.16 1.34
How much did your experiences in the virtual environment seem
consistent with your real-world experiences?

4.53 1.12

How involved were you in the VE experience? 5.55 1.47
How responsive was the environment to actions that you initiated
(or performed)?

5.39 1.69

How much delay did you experience between your actions and
expected outcomes?

4.72 1.23

How much did the visual display quality interfere or distract you
from performing assigned tasks or required activities?

4.50 1.76

How much did the control devices interfere with the performance
of assigned tasks or with other activities?

4.63 1.67

How well could you actively survey or search the virtual
environment using touch?

5.60 0.88
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6 Conclusion and Future Work

We presented our custom device controller, i.e., KnobCollector, for dynamic real-time
collection of subjective user data during experiences or experimental studies in real-
time while in an immersive virtual environment. The KnobCollector provides rich data
during an immersive virtual reality experience that can help identify critical incidents as
in Fig. 5 and further breakdown of data by trials or other conditions as in Fig. 6.
KnobCollector provides a practical tool for researcher and scientist while conducting a
user experiment in the virtual reality to collect subjective data who desire to have their
data collected while the participant is within the virtual environment. The tool has been
easily mapped physically to the directionality of standardized questionnaires that can
be presented virtually in the virtual environment. The results presented are promising in
terms of providing confirmation of feasibility that this device can be used to provide a
richer set of data. The results are exciting as the participants found the dial in
KnobCollector used for collecting the input data during the experiment did not distract
them from the immersive experience while doing the task. Furthermore, from the post-
study feedback, we found that participants enjoyed using the KnobCollector to provide
their subjective rating responses for each questionnaire during the task.

In future work, we also plan to conduct a user study to compare KnobCollector
with different other methods of subjective data collection. Furthermore, we will work
on developing the KnobCollector so, that it supports wireless connectivity which will
help provide a user with flexibility to move around in a larger immersive virtual
environment while interacting with the task.

Acknowledgement. We want to thank Daniel Wilches for developing the apparatus and data
collection, who further developed Ardity [22]. We also want to thank our participants for their
time to participate in the experiment.
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Fig. 1. Our CHARM system is a combination of a versatile retractable input device
for radial AR menus (A) and 3D object manipulation (B), that is fully implemented
for state-of-the-art AR glasses. The smart handle (C) provides additional controls.

Abstract. The recent trend of emerging high-quality Augmented Real-
ity (AR) glasses offered the possibility for visually exciting application
scenarios. However, the interaction with these devices is often challeng-
ing since current input methods most of the time lack haptic feedback
and are limited in their user interface controls. With this work, we intro-
duce CHARM, a combination of a belt-worn interaction device, utilizing
a retractable cord, and a set of interaction techniques to enhance AR
input capabilities with physical controls and spatial constraints. Build-
ing on our previous research, we created a fully-functional prototype to
investigate how body-worn string devices can be used to support generic
AR tasks. We contribute a radial widget menu for system control as well
as transformation techniques for 3D object manipulation. To validate
our interaction concepts for system control, we implemented a mid-air
gesture interface as a baseline and evaluated our prototype in two forma-
tive user studies. Our results show that our approach provides flexibility
regarding possible interaction mappings and was preferred for manipu-
lation tasks compared to mid-air gesture input.
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1 Introduction

The dissemination of high-quality head-mounted displays with augmented real-
ity (AR) capabilities (e.g., Microsoft HoloLens) served as the foundation for
the development of new AR applications in various fields. However, while the
opportunities are clearly inspiring, well-known problems in interacting with these
AR applications still prevail. Those issues are, e.g., interface limitations [1] and
missing tactile feedback of physical surfaces [12] and references (e.g., a desk
or display). This often makes it difficult and physically demanding to select or
manipulate virtual objects using hand gestures. Current system control solutions
often lack the support of even simple control tasks. To address the lack of haptics
in AR and VR, several approaches have been proposed. Emerging technologies,
including smart textiles (e.g., [8,21]), tiny wearable devices (e.g., [25]) or special-
ized AR devices (e.g., [9]) have been introduced for head-mounted displays and
provide different forms of tactile feedback. In addition, string-based systems in
stationary and cave-like environments connect fingers, wrists, tangible grips or
even the hole body with retractable strings in a fixed interaction frame to enable
force or torque feedback. However, the problem remains that these approaches
often do not fulfill important needs of personal AR interaction such as mobility,
eyes-free interaction, and tactile controls.

In our work, we aim to provide an unintrusive mobile controller that enables
an easy and sensory-rich on-demand access to AR system control and 3D trans-
formation tasks. In particular, we want to support interaction with AR applica-
tions by providing a frame of spatial reference. Therefore, we present CHARM,
Cord-based Haptic Augmented Reality Manipulation1. We see high potential
in using retractable body-worn string controllers, building on mechanical wind-
up mechanisms that are able to change the string length through pulling and
thereby provide continuous haptic feedback. Thus, we build on our previous work
Elasticcon [14], investigating its application to AR scenarios. As system control
is an important aspect of AR applications, we devised an AR menu and widgets
controlled by our CHARM device that allow to change states, modes or values.
In addition, we also support object manipulation, which is central to most AR
applications [4], by providing interaction techniques for 3D transformation.
The contribution of our work is composed as follows:

– An elastic input device consisting of a belt-worn retractable multi Degree-
of-Freedom (DoF) handle which provides a rich,cone-shaped interaction space
and can be natively connected to the HoloLens.

– A menu and interaction solution that provides a flexible, radial widget
for AR system control tasks and is controlled by our CHARM device.

– Interaction techniques for 3D object manipulation including transla-
tion, rotation and uniform scaling of 3D content in AR environments.

– A fully-functional software prototype implementation of our menu and
3D transformation techniques for the Microsoft HoloLens.

1 See our project website for additional information: http://www.imld.de/charm.

http://www.imld.de/charm
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– A formative, qualitative user study investigating our menu solution
regarding different interaction mapping schemes and comparing it to a base-
line mid-air gesture interface.

The paper is structured along these contributions: First, we summarize and dis-
cuss previous work and thereby position our own approach. Then, we introduce
the concept and realization of our mobile elastic controller for AR interaction.
As a next step, we present our radial widget control concept and report about
its formative evaluation. Finally, we propose a 3D transformation concept for
object manipulation and conclude with a discussion and future work.

2 Background and Related Work

The related work for our approach is twofold, and we structured it into the
two sections: Interactive Controls and Menus in AR Environments as well as
Body-worn Cord Controllers.

2.1 Interactive Controls and Menus in AR Environments

A vast variety of interaction techniques was developed in the field of VR and
AR (see [4] for an overview, [6] for menus in particular). For example, hands-
& glove-based approaches have been used to attach menus to the user’s hand
and link items or interactions to different fingers [3,19]. Tinmith-Gloves [19]
can be used to browse a display-referenced top menu and specify 3D input
based on contacting fingers gestures. In contrast, TULIP [3] was designed to
access three menu items at a time while using the fourth finger to switch to a
new set. In addition, mid-air interactions focus on floating gestures in front of
the user. For instance, Microsoft’s HoloLens combines air tap gestures with a
gaze cursor to confirm selections. Furthermore, physical handheld surfaces have
been investigated to provide graspable 2D interaction surfaces that enable a
familiar frame of reference for 3D interaction menus and tasks [5,13,23,26].
Szalavári introduced a two-handed Personal Interaction Panel [23] which enables
pen interaction on a handheld tablet transferring the pen-and-tablet paradigm
to AR menus. Further, Shake Menus [26], a menu displayed around a tracked
cardboard, applies the metaphor of shaking a wrapped gift to explores menu
options and thereby focus on more tangible interactions. Hyeongmook et al. [13]
used a mobile phone as an interactive surface panel. Physical controllers provide
advanced capabilities [10,17]. Gebhardt et al. [10] investigate pick ray, hand pro-
jection and hand rotation interaction techniques for extended pie menus with
commercial fly sticks. Instead of pointing, Lee and Woo [17] developed a tangible
spin cube for a 3D ring menu in space. In addition, the Cubic Mouse [9] and
YoYo Device [22] are VR interaction devices that enable seamless 3D navigation
and the application of cutting planes.

These solutions do not meet all requirements for an unobtrusive mobile AR
controller as they are either not eyes-free, provide little to no tactile feedback
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or require large setups. In order to overcome these limitations and to provide
an always-available system, we specifically focus on the promising class of body-
worn retractable string controllers that have elastic and haptic properties.

2.2 Body-Worn Cord Controllers

A number of wearable and retractable cord controllers have been proposed in the
literature. Some controllers build on mechanical wind-up mechanisms that are
able to change the string length through pulling and thereby provide continuous
haptic feedback [2,14,16,20,24]. Furthermore, cord controllers have been pro-
posed for different positions of the body and accessories including the chest [16],
wrist [2], finger [24] and belt [14,20] as well as at head-phone cables [18,21] and
hoodies [15,18,21]. In addition, several degrees of freedom including the strings’
traction, deflection, manipulation, and additional knobs as well as displays at the
strings’ end have been proposed for carrying out simple selection and navigation
tasks. For example, Blasko et al. [2] presented a small wrist-worn dual-display
that uses the string’s length and angular deflection to provide access to a set
of angular cells, while Koch and Witt [16] control a basic 3 × 3 × 3 selection
grid capturing the position of a chest-worn string in a cone-shaped interaction
space. Pohl et al. [20] combined a retractable belt-worn system with a display
badge to support indoor navigation. Furthermore, Schwarz et al. [21] propose an
touch-enabled hoodie zipper, called CordInput. ARCord [15] extends the interac-
tive hoodie cords with holographic visual overlays, while I/O Braid [18] enables
visual feedback based on weaved optical fibers.

In our previous work Elasticcon [14], we introduced a design space for body-
worn retractable controllers and proposed a generic belt-worn string controller
with a set of exchangeable traction knobs focusing on mappings for essen-
tial interaction tasks. Although we previously already argued that body-worn
retractable string controllers have a promising potential for wearable AR glasses,
we conducted no detailed investigation of this scenario. In this work, we propose
using a body-worn retractable string controller for mobile AR system control
and direct 3D manipulation, which we will describe in more detail in the next
sections.

3 The CHARM Input Device

First, we want to introduce our wearable CHARM input device (see Fig. 2) that
we developed to address the lack of haptics in AR interaction by providing
physical constraints. Based on our prior work Elasticcon [14], our system consists
of a string-based control handle that can be smoothly pulled away from the
body (see Fig. 2A) or deflected in mid-air (Fig. 2B) and thereby enables several
body-relative degrees of freedom (DoF). In addition, a tangible handle (Fig. 2C)
at the end of the string provides a thumb-joystick, three push- and one trigger-
button, and vibro-tactile feedback. All DoFs work in synergy and create a cone-
shaped interaction space (Fig. 2D).
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Fig. 2. Our CHARM controller integrates several DoF (A–C) including the dimensions
of traction (A), deflection (B) and a multi-DoF handle control (C) that creates a rich
cone-shaped interaction space (D).

3.1 Belt-Worn CHARM Controller

To detect the traction length (Z) and radial deflection (rX, rY) of the cord, our
system needed the integration of a retractable winding and deflection mecha-
nism as well as related sensing, processing, power and transmission components.
The retractable winding mechanism (see Fig. 3A) was taken from a disassem-
bled GameTrak2 controller. A worm drive translates the axis of the spring-loaded
spool to a potentiometer measuring the current traction length. The deflection of
the corresponding pulling direction is tracked by a two-axis joint from a regular
thumb-joystick using linear potentiometers. Our main logic board primarily con-
sists of a Semiconductor nRF51822 micro-controller with built-in Bluetooth Low
Energy (BLE) capabilities. We used custom BLE peripherals and implemented
three sensor characteristics (traction: Z and deflection: rX, rY) based on the
Generic Attribute Profile (GATT) to provide versatile wireless connectivity. In
contrast to prior research, this allows us to natively connect our prototype to the
HoloLens without other computers or mobile phones as intermediate devices. A
power switch and LED were integrated in the 3D-printed casing. Small mounting
rigs make it easy to clip the prototype to the belt for either right- or left-handed
use. The device is powered by a 3.7 V lipo battery with 900 mAh and can be
charged via an external Micro-USB connector.

2 See http://en.wikipedia.org/wiki/Gametrak.

http://en.wikipedia.org/wiki/Gametrak
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Fig. 3. Hardware prototype of our CHARM-Controller (A), showing the first (B) and
second, ergonomic (C) iteration of our handle, as well as the hardware inside (D).

3.2 CHARM Handle

The CHARM handle went through several iterations. While at first we focused
on a small and unobtrusive design (see Fig. 3B), the studies we conducted have
shown that users prefer a more ergonomic handle. We addressed this issue with
a refined version of the handle (see Fig. 3C). The final device uses a nRF51822
micro-controller, that handles the input of a two-axis thumb-joystick with a
center button, a frontal trigger-button, two tactile push-buttons positioned left
and right of the trigger, and also provides pulse-width modulated vibro-tactile
feedback. The case of the CHARM handle consists of a custom designed, 3D-
printed left and right part that hold the electronics and are held together by
screws, which enables an easy access to the hardware (see Fig. 3D). All sensor
values are represented in GATT characteristics and can be – depending on their
type – subscribed or written via BLE.

3.3 Software Prototype

We implemented our CHARM Prototype for the Microsoft HoloLens3 (as a rep-
resentative of state-of-the-art AR glasses) using the Unity 3D game engine. To
achieve our goal of a generic menu solution, we also designed on our software
architecture to provide high flexibility and extensibility, using a modular struc-
ture and completely encapsulated the interaction functionality to offer easy sup-
port for different interaction modalities. The composition of our menus is defined
by an accompanying XML-description. For 3D transformation we implemented
a separate CHARM controlled and gesture controlled transformation widget,
which can be attached to arbitrary objects and can be easily integrated into
existing applications.
3 See https://www.microsoft.com/en-us/hololens.

https://www.microsoft.com/en-us/hololens
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4 Our CHARM Menu-Design

One important task for most applications is system control, which we address
with a configurable radial AR menu, comparable to the works of, e.g., Davis et
al. [7]. Therefore one of our goals was to use our CHARM device (as described in
the previous chapter) for controlling generic widgets, that can be easily adapted
to the requirements of arbitrary applications. In the following, we introduce the
design of our AR menu and describe the control scheme using our CHARM
device and how its several DoFs are utilized (see Fig. 4A+B).

4.1 General Menu Design

To take advantage of the cone-shaped interaction space of our input-device (see
Fig. 2D), we decided to use a planar, hierarchical radial menu. The menu can
either be situated at a specific real world position for controlling aspects of real
or virtual objects, or in case of general menus, be situated in front of the user,
following her. Since the menu is planar, it always faces the user to prevent any
visibility issues. The segments of the menu are always distributed equally to form
a full circle (see Fig. 4A). Although our menu basically supports any number of
items, we have limited the maximum number of items in our prototype to eight
in order to ensure good visibility and interaction with each individual menu
item. The menu is hierarchical, so that a menu item can activate a sub menu
with different items, thus enabling menus of arbitrary depth and complexity (see
Fig. 4A). An additional element in the menus center displays the current menu
level and also acts as a trigger to return to the previous level.

4.2 Design of Menu Sections and Widget Controls

Since our goal is to provide a generic menu solution, we integrated common con-
trol widgets that are devised based on established graphical user interfaces. Each
menu segment consists of a description label, an icon, and widget-specific ele-
ments like, e.g., the selected element of a list (e.g., see Fig. 4C). In the following,
we describe each of the individual widget types:

Buttons are probably the most basic, but also most important type of widget for
any menu. In our solution they can activate a specific action, like switching to a
sub-menu or trigger an application-specific function (see Fig. 4A). Additionally,
we also provide toggle buttons that can be switched either on or off and are
therefore suitable for controlling boolean operations within an application, like
showing or hiding specific objects (Fig. 4B).

Sliders can be used to adjust a value within a specific range. Our slider can
be configured to handle continuous values, as well as discrete ones. The allowed
minimum and maximum values are configurable as well, and a suffix can be
defined to allow for the representation of specific units. Sliders show their current
value directly in the menu segment when inactive (see Figs. 1B and Fig. 4C).
When a slider is activated, a scale is shown above or beside the menu segment,
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Fig. 4. Our radial AR menu consists of hierarchical sub-menus (A) and widget controls
including toggle buttons (B), sliders (C) and lists (D).

which is rotated so that the original value is centered at the middle of the menu
segment. This makes it easy for a user to determine if the selected value is higher
or lower than the original one. During an adjustment a small red moving arrow
and a respective label preview the currently selected value. In addition, the slider
also supports range selections which are visualized with two arrow handles of
both ends of the value range and a semi-transparent mask between them.

Lists support the selection of items from a larger data set. Each item consist
of a description and a corresponding icon. Similar to the previous widgets, lists
show their current selection directly in the menu segment. When a list widget is
activated, a side menu is shown to the left or right, depending on the segments
positions (see Figs. 1A and Fig. 4D). It shows the available items, centered on
the currently selected one. To ensure optimal readability, only ten items are
displayed at the same time and the list can be scrolled vertically as necessary,
with a scrollbar indicating the current position.

4.3 Interaction Design for Menu Control

This section describes how the menu can be controlled with our elastic input
device, CHARM. Simply pulling the CHARM handle makes the general menu
appear at a fixed distance relative to the user. Object-specific menus are situated
at the object’s position and can be accesses by pressing the trigger-button. All
menus always face the user.
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Fig. 5. Our Radial Widget Menu using our CHARM control and mid-air gestures.
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Segment Navigation: Because of the rich input space offered by our
device, the best interaction mapping for navigating the radial menu
is not immediately obvious. Therefore, we propose three alternative
CHARM interaction mappings (C1-C3) for the navigation: The pulling-based
browsing mapping (C1) uses the string’s pulling length (see Fig. 2A) to select
a menu segment. When the user slightly pulls the handle and string, the menu
segments are selected in clockwise order, depending on the current pulling length
and symbolized by a red outline. The deflection-based selection (C2) maps the
angular deflection of the string to a menu segment (see Fig. 2B). For instance,
moving the handle to the left highlights the left segment in the radial AR menu.
The thumb-joystick mapping (C3) uses the deflection of the thumb-joystick (see
Fig. 2C) to target a specific menu segment. If the user moves the joystick to the
right, the right segment in the menu is selected. While the deflection-based tech-
niques map the finger (C3) or arm (C2) direction to a radial segment relying
on two spatial dimensions, the pulling-based selection (C1) provides access to
the radial segments by only using the one dimension of traction. Every selection
change is supported by vibro-tactile feedback of the handle, which can also be
deactivated if the user prefers.

Segment and Widget Control: Pressing the handle’s trigger-button activates
a menu-segment. Depending on the selected segment type (e.g., hierarchical sub-
menu or a specific widget control), a corresponding action is executed: Changing
the menu level replaces the current menu items with the ones of the correspond-
ing sub-menu and alters the middle element accordingly. Activating a list or
slider shows either the side menu with the list items or the slider scale. Since
lists and sliders have only one dimension, they are manipulated by pulling the
handle away from or to the body, as this offers the most haptic feedback to users.
We integrate a relative mapping, using the current pulling length of the string
as a starting position for sliders and lists. This makes it very easy for users to
increase or decrease the current value or selection and also prevents the list or
slider from immediately jumping to a new value when the section is activated as
it would be the case with an absolute mapping. If a specific value is unreachable,
e.g., due to physical constraints, our system provides a clutching method that
allows users to hold down the trigger-button, return to a comfortable position,
and release the button to continue. Lists automatically scroll when the second
or second to last item is selected. In case of range sliders, the left push-button
of the CHARM handle is used to switch between both values, which are then
adjusted by pulling the handle.

5 User Feedback

To evaluate our menu concept for system control and prototype implementation,
we conducted two small-scale qualitative user studies for hands-on feedback and
insights. In the first study we were particularly interested in finding the most
suitable interaction mapping and get general feedback to our system design. The
second study improved upon our design based on the results of the first study
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and was focused on comparing our CHARM interaction to gesture interaction
using the native air tap of the Microsoft HoloLens as a baseline. Both studies
were conducted using our first generation handle (see Fig. 3B).

5.1 First Formative Study

The subjects of this study had to explore our menu (a restaurant finder use-
case) using our CHARM device and perform simple menu tasks, that included
all widgets. We recruited 6 participants (3 female, 3 male) between the age of
24 and 49 from students and post-doctoral personnel of our local university.
Participants reported some experience with mixed reality and all except one
participant had used some form of radial menu before.

Tasks and Procedure: Each participant started with a short training session to
try out the menu and familiarize themselves with the interaction mappings. After
that, we evaluated the three mapping conditions introduced in Sect. 4.3 (C2:
pulling-based, C2: string-deflection and C3: thumb-joystick) in a counterbal-
anced within-subject design. Participants had to solve a continuous sequence
of eight tasks for each condition, which varied between each condition to avoid
learning effects. The tasks incorporated interacting with all our proposed wid-
gets, as well as sub-menus, as we asked participants to find restaurants matching
certain criteria (e.g., cuisine, price, distance, type). Participants had to accom-
plish these tasks without help from the experimenter and were encouraged to
describe and comment on all their actions. Every interaction condition (C1-C3)
could only be controlled with the current mapping (e.g., only thumb-joystick or
deflection) with no combination of mappings. The overall duration of the study
for each participant was approximately 45 min.

Measurements: We recorded the video stream from the HoloLens and a video of
each participant from far away. This enabled us not only to see the user’s perspec-
tive but also to reconstruct their corresponding interaction with our CHARM
device. Of the two present investigators, one was primarily responsible for con-
ducting the study, while the other took detailed notes of the observations of the
participant. All sessions were accompanied by questionnaires after each condi-
tion that included a raw NASA-TLX [11] with seven-point scales and three open
questions (general pros, cons, and comments) to get qualitative feedback.

Results: In general, our user feedback revealed that our approach has been
assessed as useful and suitable for the control of AR menus. Surprisingly, no
interaction mapping proved clearly superior over the others, but was instead
subject to user preference. Two participants preferred the pulling-based segment
navigation (C1), three participants the string deflection (C2), and one partic-
ipant the joystick-based navigation (C3). Although C3 was only rated once as
the preferred interaction mapping, nearly all participants rated it as their second
favorite, stating that they liked the condition in general, but did not like mov-
ing and pressing the joystick at the same time. Therefore, we have the strong
assumption that this mapping would perform significantly better when the trig-
ger button of our new handle design would be used instead of the joystick button.
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Based on the feedback we also improved the mappings of all interaction styles,
e.g., how much a slider value changes when the handle is pulled, and adjust a
deadzone to the deflection. All participants mentioned that the tactile buttons
are very helpful for interacting with Mixed Reality and much better than only
getting visual feedback. Our results from the NASA-TLX test showed no con-
spicuous differences in the task load index (1-best; 7-worst) between our tested
conditions (C1-C3). Participants rated physical demand (A = 2.55, SD = 0.13),
mental demand (A = 2.46, SD = 0.05), frustration (A = 2.55, SD = 0.10), and
success (A = 2.44, SD = 0.26) very similar between all conditions. However, the
general workload was also low, which means that CHARM is useful for mobile
system control tasks regardless of the used mapping condition. We were particu-
larly pleased that participants assessed the elastic input very positively regarding
haptic feedback and support for controlling the AR menu.

5.2 Second Formative Study

The goal of the second study was to compare our CHARM interaction concept
with a suitable baseline to evaluate user satisfaction. Additionally we logged
task completion times to gain first insights about user performance. We imple-
mented a gesture interaction interface using the air tap provided by the Microsoft
HoloLens in combination with a gaze-cursor. The cursor is used for selecting
menu segments, while the air tap activates buttons, sliders and lists, and tap &
hold manipulates slider and list values (see Fig. 5). Furthermore, we implemented
two different manipulation techniques for the gesture interaction: The first is an
position-based mapping, where moving the hand when performing a tap & hold
gesture is directly mapped to moving the virtual slider or selected list item. The
second approach uses a rate based system, where moving the hand up or down
during the tap & hold gesture results in a continuous change of intensity the
further the hand is moved away from the neutral position. For this study, we
recruited seven participants (all male) aged between 20 and 28 from students of
our local university, which did not participate in the first study. Six participants
were right- and one was left-handed, all had experience with radial menus, but
little experience with mixed reality.

Tasks and Procedure: To compare both interaction modalities each partic-
ipant either started with the gesture interaction or the CHARM interaction.
We alternated the order with every participant. For each modality, we again
started with a short training session where participants would familiarize them-
selves with the current interaction scheme. After that we evaluated two differ-
ent mappings for the specific modality, counterbalanced between participants.
For the Gesture interaction, we evaluated the position-based (G1) and rate-
based (G2) mappings and for CHARM interaction the thumb-joystick (C2)
and string-deflection (C3) based mappings. We decided not to use mapping C1
because results of our first study suggested that its least suitable for selecting
menu segments. Participants solved two sequences of four tasks per condition,
involving sub-menus and all widgets. The last task was always to activate a
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toggle button. Instead of the restaurant finder, we used a home automation use
case were users could adjust a variety of home related values like lighting con-
dition or temperature. Participants had to solve each tasks without help from
the experimenter and were told to solve the tasks as quickly as possible (we did
not encourage thinking aloud this time to not influence the time measurements).
The overall duration of the study for each participant was approximately one
hour.

Measurements: We again recorded the livestream from the Microsoft HoloLens
and the current state of the CHARM device (which buttons were pressed, current
deflection values, etc.), gestures recognized by the HoloLens and all events that
were triggered within our menu. With this data we could accurately reproduce
the actions of the users, which helped in identifying problems with the interac-
tion mappings. Furthermore, we measured the completion times for each task
sequence, taking the toggle button at the end of each sequence as completion
mark. Similar to the first study, two investigators were always present, which one
conducting the study and the other taking detailed notes of each participant.
All sessions were accompanied by questionnaires of seven-point scales including
a raw NASA-TLX [11], and questions on how easy it was to select menu items
and manipulate sliders and lists with a particular interaction mapping.

Results: Somewhat surprisingly, task completion times for both gestures
(AG1 = 49.71 s, AG2 = 47.08 s) and CHARM (AC2 = 44.52 s, AC3 = 49.64 s)
were mostly the same, with CHARM being slightly faster overall. Due to the
small number of participants we did not test for statistic significance. However,
as a first indication of user performance, the results where nonetheless very inter-
esting to us, as we did not expect this outcome. We observed that the selection
of segments using the gaze cursor was a lot faster than using either C2 or C3,
while CHARM was faster manipulating sliders and lists. This is also supported by
our questionnaire, were four participants stated that gestures supported them
more for selection tasks, compared to two preferring CHARM and one unde-
cided. For manipulation, CHARM was preferred by four participants and ges-
tures by two, with one undecided. The results of the NASA-TLX (seven point
scale, 1 being best and 7 being worst) showed distinctively less physical demand
(AG1 = 3.71, SDG1 = 1.16, AG2 = 3.71, SDG2 = 1.27, AC2 = 1.57, SDC2 =
0.49, AC3 = 2.00, SDC3 = 0.76) for CHARM compared to gestures, and also
reduced stress level (AG1 = 2.86, SDG1 = 0.99, AG2 = 3.14, SDG2 = 1.64,
AC2 = 1.71, SDC2 = 0.70, AC3 = 2.14, SDC3 = 0.63). The other categories
were very similar between both modalities, although CHARM scored slightly
better in all categories in comparison to free hand gestures.

5.3 Discussion

Building of the insights of this study, we propose a hybrid approach of our
CHARM concept, using the gaze cursor from our gesture interaction baseline
for selecting menu items and using our CHARM device to manipulate them.
Although we have not yet evaluated this approach, we are confident that this
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leads to a faster and more satisfying solution. Furthermore, we learned that
users have very different preferences regarding their favored interaction map-
pings. Therefore, an important point for future developments is to provide cus-
tomizable mappings or even their conjunction. For example, the deflection-based
selection could be the default mapping, while using the thumb-joystick overrides
the selection. Such a combined mapping scheme could enable a highly adaptive
input device with synergetic interaction mappings that work seamlessly together
and provide alternatives. Our own observations during both studies and discus-
sions with our participants lead to the assumption that our CHARM device
possesses a flexibility and adaptability which not only makes it suitable for sys-
tem control tasks, but also as a generic input device for AR applications. This
inspired us to extend our system to also incorporate an interaction scheme for
the 3D transformation of objects, described in the next section.

6 3D Transformation

3D transformation is also an important aspect for AR applications and serves as
an example of how our CHARM device can be used for the direct manipulation
of objects within an application. Our concept and prototype incorporates seven
degrees of freedom: Objects can be translated and rotated freely on all three axis
and uniformly scaled. We decided for a uniform scale over a free scale on all three
axis, because it does no distort the transformed object. Every transformation is
always performed in relation to the users current position and orientation so
that, e.g., moving the handle to the left always moves the object to the left as
well from the perspective of the user.

Translation is activated by pressing and holding the trigger button and moving
the handle in the desired direction (see upper Fig. 6). Releasing the trigger but-
ton stops the translation. We use a direct mapping between handle and virtual
object, e.g., moving the handle one meter to the left also moves the transformed
object one meter to the left. We also experimented with a rate-based mapping,
where the rate of deflection of the handle in a certain direction determines the
movement speed of the object in this direction. However, early tests with users
showed that the direct mapping was preferred by users over the rate-based app-
roach, as it was more precise and easier to understand.

Rotation is controlled by the thumb-joystick, using a rate-based quadratic
transfer function to determine the speed with which the object is rotated. Since
the joystick provides only two degrees of freedom, a mode switch is used to iter-
ate through the different rotation axes. Only one rotation axis is active at a time
and symbolized by a green circle around the object (see Fig. 6). The axis can
be switched by pressing the joysticks push-button. Both deflection directions of
the joystick result in a rotation of the object around the currently active axis.
While it would be possible to map two axes at once, we found that this confuses
the user more than it helps to reduce the required mode switches.
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Fig. 6. 3D transformation using our cord-based techniques and mid-air gestures. (Color
figure online)
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Scale is activated by pressing and holding the left push-button and pulling the
handle away from the body to enlarge the object and pulling it to the body to
shrink it. Releasing the button stops the scale. The scale uses an linear mapping,
where pulling the string 50 cm in one direction results in the object getting 50%
smaller or larger. We again experimented with a rate-based mapping, but are
convinced that a linear mapping works better and is more precise.

Our tests have also shown that our translation mapping is not suitable for
moving objects over large distances like several meters, as this requires a lot
of arm movement and is exhausting. We propose two solutions for this issue:
The first is an alternative long range mode, toggled by the right push-button
of the CHARM-device, which activates a non-uniform mapping of the deflection
to the object’s position. This means that moving the handle a certain distance
translates into the object moving several times that amount. We made good
experiences with a factor of five, but of course this can be freely configured
according to the use-case. This provides our CHARM device with an imprecise
long range mode on the direct mapping for the exact positioning of objects.
The second solution is to harness the movement of the user itself by picking an
object up, which results in the object moving in accordance to the user, and
putting it down again, after which it can be positioned with the CHARM device
as normal. We found the second solution to be preferable, as it enables users to
pick up several objects at the same time and is also more intuitive than using a
non-uniform mapping.

In addition to our CHARM transformation techniques, we also implemented
a gesture interaction interface. The air tap supported by the HoloLens only
provides three degrees of freedom. To compensate for this, our gesture interface
therefore uses widgets (see lower Fig. 6). This is a contrast to the CHARM trans-
formation, which makes nearly no use of widgets or additional visual feedback,
with the sole exception being the circle indicating the current rotation axis. We
based the widgets for the gesture interface on the ones the HoloLens itself uses,
but have extended them to provide the same seven degrees of freedom CHARM
provides. The widget can be thought of as a cube around the transformed object.
It can be moved by executing a tap & hold on one of the cube’s sides and mov-
ing the hand. The object will perform the exact same movement as the hand.
To rotate and object on a specific axis, the corresponding handles on the edges
of the cube are used. However, the object is always rotated around its center
and not around the edge itself, with a green circle indicating the rotation axis.
Scaling is performed by handles on the corner of the cube. Pulling the handle
away from the object enlarges it, and polling the handle to the center shrinks
the object. All transformations are done in relation to the users current position,
e.g., moving the hand to the left always rotates the object to the left. This ges-
ture interface acts as a baseline for a future evaluation of our 3D transformation
concepts.



112 K. Klamka et al.

7 Conclusion and Future Work

In this paper, we investigated the potential of string-based elastic interaction for
AR applications. Therefore, we presented CHARM, a retractable string-based
device with a multi-DoF handle for generic tasks in AR. To demonstrate the
suitability of our CHARM approach, we introduced a set of interaction concepts
for system control (by means of AR menus) and 3D transformation. In order
evaluate the feasibility of our body-centric elastic interaction approach, we built
a fully-functional prototype. It can be seamlessly connected to state-of-the-art
AR glasses, which we demonstrated on the example of the HoloLens. Based
on mobile real-world interaction tasks, we evaluated our AR menu for system
control within two small-scale user studies. Our results suggest that CHARM
sufficiently supports generic AR interaction in a casual and easy to use way,
while being useful for precise input. However, as gaze selection was rated as
a promising input for rough selections, we proposed a hybrid input method of
using CHARM in conjunction with a gaze cursor. In addition, we introduced
a 3D transformation concept that allow users to translate, rotate or uniformly
scale objects directly using our CHARM device.

For future work, our CHARM system needs to be miniaturized to enhance
the degree of wearable integration. Furthermore, we plan to evaluate the dif-
ferences between our CHARM and gesture interaction for the menu, as well
as the 3D transformation in a future comparative quantitative user study We
are confident, that CHARM provides a promising modality for interacting with
three-dimensional content in Augmented Reality.
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Abstract. Nursing programs are designed to teach students the knowledge,
skill and attitudes needed to provide nursing care to patients of various ages,
genders, cultures and religious backgrounds. Traditionally, students acquire
these skills through patient interaction. There have been shown benefits to
training nurses, and other medical students, via embodied virtual humans. We
have designed a system to enable mobile interactive training for nursing students
using an embodied conversational virtual human. Furthermore, we conducted a
study to compare whether display type and interaction type have an effect on
users’ interactions. In this paper, we present the details of our system and results
from our user study. Our results could have impact for designing and using VH
training systems.

Keywords: Virtual humans � Virtual patients � Mobile � User evaluation �
User study � Texting I/O � Speech I/O � Mobile vs Desktop � Mobility � VH

1 Introduction

Nursing programs are designed to teach students the knowledge, skill and attitude
needed to provide nursing care to patients of various ages, genders, cultures and
religious backgrounds [1]. Students can gain these skills through patient interaction and
during a student’s program of study he/she is often presented with numerous oppor-
tunities to interact with patients in a variety of environments such as hospitals, clinics,
and community settings. Nursing programs provide as much patient interaction as
possible however, there is a need for students to practice their skills outside of patient
interaction [2]. A mobile virtual patient is a virtual human as a virtual patient that is
implemented on a mobile device such as a tablet or smartphone. We designed and
developed a mobile virtual patient prototype for nurse training (Fig. 1) and imple-
mented it for two different mobile platforms, a web-based and mobile virtual patient.
We also implemented two different interaction modalities, Texting I/O and Speech I/O
(Fig. 2), to investigate the effects of interaction style for mobile virtual patient training.
The purpose of this research was to design a prototype mobile virtual patient and
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investigate the effects of mobility and screen size of the mobile virtual patient. This
prototype will provide mobility and ease of access so that it can be used anywhere 24/7,
without the need of specialized equipment. This paper presents the implementation
details of our mobile virtual patient as well as a user study to evaluate the effects of
using different mobile platforms and multi-modal input. This user study consists of
investigating the effects of mobility and screen size among three devices a tablet,
desktop and smartphone which will be divided between subjects as the main effect.
This study will also investigate the interaction effects of I/O style within subjects using
text and speech. This experimental study had a 3 � 2 mixed design with 3 device types
as between-subject conditions and 2 I/O Styles as within-subject conditions. The results
of this work will provide a solution for the use of mobile virtual patients as well as
provide information as to how platforms and input/output modalities can affect usage in
practice.

2 Related Work

2.1 Simulation-Based Nursing Training

The need for additional practice can be achieved through simulations techniques that
represent patient interaction. “Simulation is a technique -not a technology- to replace or
amplify real experiences with guided experiences that evoke or replicate substantial
aspects of the real world in a fully interactive manner” [2]. There are numerous sim-
ulation models that have been used by nursing students. In paper-based cases students
read scenarios that are either linear to aid in learning the interaction process [3].
Standardized patients are where an actor learns a patient scenario and acts like a real

Fig. 1. A model of our Mobile Virtual Patient for Nurse Training prototype.
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patient in order to simulate patient-nurse interaction, sometime the actor is replaced by
a student [4, 5]. Mannequins allow students to train techniques that may be difficult
using other simulation models [2, 5, 6]. Virtual Patients are interactive computer
simulations that present students with a nursing scenario [6–14].

2.2 Virtual Patients

Virtual patients which are a computer based simulation of a virtual human modeled as
virtual patient using a nursing scenario that allows for dynamic patient interaction,
designed to supplement clinical training. Virtual humans are 3D and in some cases 2D
computer based visual representations of humans [6–14]. Virtual humans can be
autonomous agents, which are controlled by a computer, or avatars, which are con-
trolled by a real human [6–14]. Virtual patients have the advantage of not requiring an
actor, being modifiable with new scenarios, and providing standardization so that all
students interact with the exact same scenario. Though most current implements are
large and require an area that is dedicated to the virtual patient [7, 8, 15, 16]. With
increases in technology, virtual humans are becoming widely used for marketing,
education, training and research. There are a number of studies that focus on virtual
patients [7–14], there have even been studies on mobile learning [17–19], however
there have been few studies that focus on studying the use of virtual patients on mobile
platforms.

2.3 Mobile Learning Platforms and Studies

A study conducted by Taylor et al. investigated developing a mobile learning solution
for health and social care practice [17]. The program scaled over five years+ to
introduce mobile learning into health and social care. Their research demonstrated that
there is a potential for these platforms to be more widely used across the higher
education sector to bridge the gap between the classroom and work-based learning.
Another mobile learning study by Lea et al. investigated enhancing health and social
care placement learning through mobile technology [18]. They conducted a three-year
study of research on their mobile learning project. From this project they concluded
that success in mobile learning needs to be based on a clear set of principles to ensure
effective pedagogy for both staff and students.

3 Mobile Virtual Patient Prototype Design

In this section, we provide a description of our prototype. For our prototype, we based
the interaction on an existing nurse-patient interaction scenario. This scenario called for
a 52-year-old male with iron deficiency anemia and no defining characteristics. The
scenario starts off with the practitioner asking how the patient is, and the patient replies
that he is tired all the time. The practitioner asks questions about when the symptoms
began, frequency, medication history, about headaches, light sensitivity, fevers, level of
dehydration, weight changes, viral symptoms, breathing, swelling, lightheadedness,
and pain/discomfort in stomach. The patient replies that this is a source of pain, while
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the practitioner asks more details about the stomach, etc. In the design of our virtual
patient, while the responses of the virtual patient are designed to answer a wide range
of questions in this scope of this scenario, it is designed to me more dynamic so that the
student practitioner can ask questions in any order, a variety of questions, and in a
variety of ways. The design of this virtual character is described in Sect. 3.3. We
wanted the prototype virtual patient to serve as an interactive conversation agent [20]
with animated gestures, that responded using speech or text output, further detailed in
Sect. 3.4.

3.1 Pedagogical Frameworks Used in Design of the System

Nursing students need to learn the knowledge, skill and attitude to be able to provide
nursing care to patients of various ages, genders, cultures and religious backgrounds.
Virtual patients are simulations designed to be used as a training tool. Thus, it is
important to look at the learning process that nurses follow. There are two major
frameworks that we looked at these include the Miller Triangle and the RTI Triangle.
The miller triangle illustrates George Millers framework for clinical assessment [21],
used to evaluate, diagnose and treat patients. The pyramid’s base or tier one starts with
‘knows’, meaning the student has the knowledge required to carry out professional
function correctly. Tier two is ‘knows how’ refers to the competence of a student
ability to perform the function that they know. Tier three is ‘shows how’ which
represents the students’ performance when interacting with a patient. Tier four is the

Fig. 2. Our Mobile Virtual Patient for Nurse Training interacting with a user through Texting
I/O (left) and natural language processing or Speech I/O (right).
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final stage ‘does’ which refers to the actions of a student when they are actually
working with patients. Virtual patients can be used to allow students to practice the
‘knows how’ tier and with modern designs of virtual patients that log interaction can
allow students to demonstrate what they have learned thus completing the ‘shows how’
tier the miller triangle.

Another way to view the nursing learning process is by the RTI training triangle
[14]. The RTI learning triangle is a learning framework designed to allow nursing
students to acquire and practice skill safely in a virtual environment. The base tier of
this training triangle starts with pedagogical stage where students familiarize them-
selves about nursing practices and interactions. The base tier is normally complete in a
classroom environment. In tier two students work in a virtual environment where they
acquire and practice skills that they will need to for their profession. The second tier
could be completed using a virtual patient system. The last tier is on the job where
student finish practicing and validating the skills which they have learned.

3.2 Platform for Mobile-Based Virtual Patient Prototype

The model and animations of the virtual patient were created using Reallusion’s iClone
4 version 4.3.1928.1 [22]. A model from iClone was used but notified to match no
defining characteristics (Fig. 1). The virtual patient’s voice was generated using
Microsoft SAPI 12 4 [23] text-to-speech generator. We used the ‘Mike’ voice because
it sounded closer to a middle-aged man. To control the animation, we used Java’s Flex
Builder version 3.5 [24]. Flex Builder also provided the framework for receiving I/O
interaction from the user. The Flex builder was linked to a MySQL [25] database which
contained all the virtual patient’s questions and responses. The database was setup
using the question-resolution algorithm provided by Clemson University [REF]. This
prototype virtual patient was designed to run in a web browser so that the virtual patient
could be accessed via the internet. This web based virtual patient provided the foun-
dation and idea for creating a mobile virtual patient (Fig. 2) which was implemented
using a Texting I/O interaction style (left) and a natural language processing or Speech
I/O interaction style (right). The mobile virtual prototype had a few challenges that we
had to overcome. Due to most virtual characters’ environments being created for the
desktop, at the time this was developed, there were no platforms or controller methods
to enable the event-driven input/output and interruption for a virtual human interaction
flow to run on the web or on a mobile device. As such, we used video files in a novel
way to create simulate the interactive responses of the virtual character and to enable
the interaction with a web-based virtual patient. To create a realistic virtual patient that
did not require as much processing power to overcome a limitation of processing power
on a mobile device, we pre-rendered the virtual patients’ animation responses and
saved each as a video file. Each video file was played for the appropriate response
using Android’s media player. Another issue was having a limited screen real estate for
a mobile device. To see the detail of the mobile virtual patient, the upper half of the
virtual patient was only displayed (Fig. 2).
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3.3 System Design of Virtual Patient

The system design consisted of the six major functions shown in Fig. 3. We imple-
mented the input listener to listen for input provided by a user. When a user asked a
question, the input listener would update the state control letting the system know that a
question has been asked. The text version of the input listener functioned using
android’s OnClickListener API. When a user clicked the send button the input listener
would fetch the input string and update the state control (Fig. 3). The speech version of
the input listener functioned using androids ReconfitionListener API. The listener was
on a loop waiting for user input. The current state of the listener was displayed using
color coded boxes that the listener updated (Fig. 3). We set up the state control to keep
track of the current state of the system and of the input and output. After a question had
been asked by a user, the state control would send that user’s question to the question
matching algorithm. The question matching function was setup using the question
resolution algorithm provided by Clemson University. The code provided by Clemson
was written using C++ code that was linked to a MySQL database. The C++ code was
converted to Java so that it would run on an Android Device. The MySQL database had
to be converted to work as a SQLite database. This was done by taking the main SQL
commands and inserting them into a java wrapper that could execute SQL code. The
first part of the Question Resolution Algorithm provided by Clemson University
generated a serious of synonyms from the nursing scenario questions. The synonyms
created, were divided into word pairs, or bigrams. The generated files created a MySQL
database that I used to create a SQLite database on an Android device. The created
database is used to compare the questions asked by the user with the bigrams in the
database. After the question matching algorithm matched the ‘asked’ question with the
correct response, the system updated the state control with the response found. The
virtual patient animation view was updated to display the current state of the mobile
virtual patient’s animation for the appropriate response to the screen. The current state
of the mobile virtual patient’s animation was controlled by the control thread. The
control thread maintains the virtual patient in an idle state until the state control updated
the state with a response that had been found. When a response was found, the control
thread would update the animation so that the mobile virtual patient would respond
with the correct response. When mobile virtual patient finished responding the control
would default back to the idle loop until another response was returned.

3.4 I/O Styles

The user would be able to provide input to the mobile virtual patient using either text or
speech input (Fig. 2). A built-in microphone was used for each device used for speech
input. The speech input was then synthesized into text, and then is filtered through the
question resolution algorithm. For the text-based input a QUERTY keyboard was used.
We chose these input types to study whether similar training effects occur when using
typing and texting. Texting with a virtual patient may be more private and less socially
awkward when training in a public location. The prototype needed to be accessible so
that it could be used from home, school or anywhere with an internet connection. The
text interface provided the user with input and output (I/O) boxes as well as a send
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button (Fig. 2, left). The input box allowed the user to type or text a question, they
would then press the send button. When the send button was pressed, the input listener
received the input. After the input was processed and a response was found, the input
question and output response were printed to the output box for the user to read. The
mobile virtual patient’s animation would also be updated to move as if he was saying
the response that is displayed in the output box.

4 Experimental Design

4.1 Experimental Design and Procedure

We conducted an experiment to gather empirical data to determine how users physi-
cally interact with objects in the real-world, when asked to select a target group of
objects. Our intent was to understand the actions that are more intuitive for users to
inform the design of our physically-based volumetric selection technique. Our exper-
imental study was approved by the University of Wyoming IRB. The experimental
study was a 3 � 2 mixed design, with three device types as between-subjects condi-
tions and two I/O styles (Sect. 3.4) as within-subjects conditions. The conditions were
counter-balanced to reduce order effects, where each participant was randomly assigned
to one order:

• Tablet-1st: Speech interaction, 2nd: Text interaction
• Tablet-1st: Text interaction, 2nd: Speech interaction
• Smartphone-1st: Speech interaction, 2nd: Text interaction
• Smartphone-1st: Text interaction, 2nd: Speech interaction
• Desktop-1st: Speech interaction, 2nd: Text interaction
• Desktop-1st: Text interaction - 2nd: Speech interaction

Fig. 3. Functionality of system states for our Mobile Virtual Patient prototype.
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Participants completed a consent form and a pre-questionnaire. Each participant
completed two interactions with the virtual patient in the order of conditions that was
assigned. Participants completed a post-questionnaire after each interaction. Once all
conditions were completed, participants answered a final debriefing interview.

4.2 Apparatus

The experiment utilized three different device types: a tablet, a smartphone, and a
desktop. All the devices were designed to operate using Google’s Android operating
system. The tablet used was a Toshiba Thrive. The Thrive has a 10.1″, 1280 � 800
resolution, 16:10 aspect ratio screen. The tablet ran on a Tegra 2 dual-core processor
with 1 GB DDR RAM and 16 GB of internal storage. The tablet ran Android 3.2,
Honeycomb operating system. The smartphone used was a Motorola DROID.
The DROID has a 3.7″, 854 � 480 resolution, 16:9 aspect ratio screen. The smart-
phone used an ARM corex A8 wih 256 MB RAM and 512 MB of internal storage. The
smartphone ran android 2.3, Gingerbread operating system. The desktop setup used the
same Toshiba Thrive listed above as a base though was hooked up to a mouse,
keyboard and a 23″ 1920 � 1200 16:10 aspect ratio so participants were provided with
a full desktop.

4.3 Measures

Demographic information was collected, such as age, gender, ethnicity, major and
occupational status, by a questionnaire using a seven-point scale (1 = never used
before, 7 = a great deal). The questionnaire was also used to collect information about
participants’ usage with virtual humans, virtual patients, and 2D or 3D applications.
Examples of these questions included, but not limited to: ‘To what extent have you
worked in a health 26 care setting with real patients?’ and ‘To what extent have you
been exposed to Virtual Patients.’ The questions also asked how familiar users were
with tablets, smartphones and computers, such as ‘To what extent do you use a
computer in your daily activities?’. Performance measures were automatically logged
to the device during each trial. These measures include response time, time between
questions asked, the question asked by the user as well as the responses provided by the
virtual patient system. These measures were collected and stored to the device memory
to identify trends in participant’s interaction with the mobile virtual patient.

A post experiment questionnaire used a 7-point scale (1 = Not at all, 7 = A great
deal) to determine the ease of use, screen size satisfaction, realism, beneficial to
nursing, perception of learnability, enjoyment of use and preferred input style.
Examples of these questions are ‘Would you use this application as a learning tool?’
and ‘How much did you feel like you gained real patient-interaction experience from
using this system?’. These questions provided the needed input for determining the
effects of mobility and screen size has on the mobile virtual patients ease of use, screen
size satisfaction, realism, beneficial to nursing, perception of learnability, enjoyment of
use and preferred input style. The final stage before end of the experiment was the
debriefing interview. The debriefing interview consisted of a series of questions. An
example question is ‘which would you prefer mobile phone, mobile tablet, laptop, pc,
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large screen or another device? why?’. These debriefing questions allowed for par-
ticipants to provide feedback that may have been missed by the post experiment
questionnaires. The purpose of these types of questions is to gain insight on partici-
pants’ responses.

5 Results

This study investigated the effects of mobility and screen size using a mobile virtual
patient. The qualitative data is analyzed by first summing up the measures and then
calculating the mean and standard deviation. The quantitative data was analyzed using
a repeated measure analyses of variance (ANOVA) statistical test for each measure.

5.1 Participants

A total of 30 students, teachers and professionals (26 females, 4 males) participated in
the study. The participant’s background consisted of 2 nursing instructors, 5 nursing
students, 18 professionals, and 5 additional students from other disciplines that par-
ticipated in this study. All participates were over 18 years of age (M = 38.2, SD =
13.22), had 20/20 or corrected 20/20 vision and used English as their first language.
Volunteers were recruited from Wyoming hospitals, the University of Wyoming
Fay W. Whitney School of Nursing and by word of mouth.

5.2 Performance Results

Questions Asked by Participants. The performance measures collected showed that
participants asked more questions using speech (M = 11.95, SD = 8.69) than with text
(M = 11.10, SD = 5.91). When comparing devices participants asked the most ques-
tions while using the tablet (M = 13.15, SD = 9.73), followed by the desktop
(M = 10.67, SD = 6.96) and smartphone (M = 10.62, SD = 4.87). The performance
measures collected showed that participants asked longer questions using speech
(M = 4.95, SD = 1.33) than with text (M = 4.58, SD = 0.99). When comparing
devices, participants asked the longest questions using the desktop (M = 5.15, 1.19),
followed by the tablet (M = 4.67, SD = 0.82) and the smartphone (M = 4.32,
SD = 1.20).

Error Rate of VH-Questions Having Unknown Responses. The performance
measures collected showed that participants error rate, questions having unknown
responses, was highest while using speech (M = 2.39, SD = 1.57) compared to text
interaction (M = 1.75, SD = 1.59). When comparing devices participants had the
highest error rate using the smartphone (M = 2.25, SD = 1.36), compared to the
desktop (M = 1.97, SD = 1.27) and the tablet (M = 1.90, SD = 1.29). Devices by
interaction style: smartphone-text (M = 2.50, SD = 1.51) had the highest error rate
followed by desktop-speech (M = 2.33, SD = 1.07), tablet-speech (M = 2.30, SD =
1.89), smartphone-text (M = 2.00, SD = 1.15), desktop-text (M = 1.60, SD = 0.92)
and tablet-text (M = 1.50, SD = 0.92).
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5.3 Usability and User Experience Results

Ease of Use. A repeated measures ANOVA showed a significant main effect of ease of
use by device type F(2, 28.64) = 5.45, p = 0.01, η2 = 0.29, Power = 0.80 (Fig. 6.1
and Table 6.1) and a significant interaction effect of I/O style F(1, 27) = 15.10,
p = 0.001, η2 = 0.0.36, Power = 0.96 (Fig. 4), but no significant effect for interaction
effect of I/O style by device type F < 1. A main effect showed that participants had the
greatest ease of use with desktop (M = 6.22, SD = 0.42), followed by the tablet
(M = 5.80, SD = 0.94) and the smartphone (M = 5.30, SD = 0.70). An interaction
effect of I/O style showed a higher ranking of ease of use for text (M = 5.77, SD =
0.79) than speech (M = 5.37, SD = 0.95).

Screen Size Satisfaction. A repeated measures ANOVA showed a significant main
effect of screen size satisfaction between devices F(2, 32.85) = 39.32, p < 0.001,
η2 = 0.71, Power = 1.00 (Fig. 5) and a significant interaction effect of I/O style by
device type F(2,20.05) = 5.00, p = 0.01, η2 = 0.768, Power = 0.77, but a significant
effect for interaction effect of I/O style F < 1. The main effect showed the highest
satisfaction with the desktop (M = 6.40, SD = 0.75) followed by tablet (M = 6.25,
SD = 1.02) and the smartphone (M = 3.90, SD = 1.25). When comparing interaction
effect of I/O style by device type the highest was tablet-text (M = 6.70, SD = 0.48) and
the lowest was smartphone-text (M = 3.50, SD = 1.08).

Learnability. A repeated measures ANOVA showed a significant main effect of
participant’s feeling they could learn nursing interaction skills using the virtual patient
F(2,56.63) = 14.11, p = 0.004, η2 = 0.33, Power = 0.88 but no significant effect for
an interaction effect of I/O style F(1, 1.34) = 3.719, p = 0.06, η2 = 0.12, Power = 0.46
nor interaction effect of I/O style by device F(1, 1.34) = 1.38, p = 0.27, η2 = 0.09,
Power = 0.27. The main effect showed the highest rankings on the tablet (M = 5.45,
SD = 0.99), followed by the desktop (M = 5.32, SD = 0.87) and smartphone
(M = 3.93, SD = 1.15).

Fig. 4. Ease of Use mean ratings of Devices by Interaction Style.
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Enjoyable to Use. A repeated measures ANOVA showed a significant main effect of
participant’s enjoyment while using the virtual patient F(2,51.48) = 14.87, p = 0.002,
η2 = 0.37, Power = 0.93 but there was no significant effect for interaction effect of I/O
style F < 1 nor interaction effect of I/O style by device F < 1. The main effect showed a
higher ranking of enjoyable to use for tablet (M = 5.72, SD = 1.03) followed by the
desktop (M = 5.52, SD = 0.74) and the smartphone (M = 4.13, SD = 1.21).

Preference of I/O Style. A repeated measures ANOVA showed a significant inter-
action effect of I/O style F(1, 29.01) = 7.17, p = 0.01, η2 = 0.73, Power = 0.73
(Fig. 6) but there was no significant main effect by device F(2, 67.51) = 7.54, p = 0.06,
η2 = 0.18, Power = 0.54 nor interaction effect of I/O style by device F(1,
29.01) = 7.17, p = 0.01, η2 = 0.73, Power = 0.42. The interaction effect of I/O style
showed a higher ranking of preference of I/O style with text (M = 5.33, SD = 1.53)
than speech (M = 4.62 SD = 1.30). During the debriefing interview 14 participants
responded that they preferred text compared to 10 that preferred speech and 6 that had
no preference. Several comments were: “my preference would depend on my location”,
while many participants that preferred speech stated that “texting is slow” or “talking is
easier”. Some of the responses from participants that preferred text commented: “typing
is easier than speaking to a computer” and “prefer texting if in a public location”.
During the debriefing interview, 20 participants responded that they would like to use
the tablet, compared to 13 wanting to use the desktop and 7 want to use the smart-
phone. (Note: users where allowed to pick more than one device) Some of the par-
ticipants’ responses when asked about their preferred device were: “tablet, for visual
assessment” and “tablet, prefect middle ground for size and portability”.

Virtual Patient as a Training Tool. For all devices, when participants were asked
“how effective do you believe this system will be for training or practice?” where 30 of
30 participants responded positively. They responded with comments such as: “yes,
since we currently watch boring movies for practice and training”, “it would be a great
tool, since we currently watch boring movies for practicing and training”, “good for
training”, “would be really effective”, “very beneficial”, “would work well for specialty
areas”, and “really effect because, it is hard to find people to practice with”.

Fig. 5. Satisfaction mean ratings of Devices by Interaction Style.
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Benefits for Nursing Students. A repeated measures ANOVA showed a significant
main effect of participant’s perception of the virtual patients being beneficial to nursing
F(2,40.86) = 4.98, p = 0.01, η2 = 0.27, Power = 0.77 (Fig. 7) but there was no sig-
nificant effect for interaction effect of I/O style F(1,1.41) = 1.99, p = 0.17, Power =
0.28, η2 = 0.07 nor an interaction effect of I/O style by device F(2, 1.41) = 1.07,
p = 0.37, η2 = 0.07, Power = 0.21. The main effect showed the highest rankings on
the desktop (M = 6.23, SD = 0.73) followed by the tablet (M = 6.20, SD = 0.95) and
the smartphone (M = 5.15, SD = 0.89).

5.4 Co-presence

A repeated measures ANOVA showed a significant main effect of mobile virtual
patient co-presence by device, F(2, 48.38) = 3.45, p = 0.046, η2 = 0.20, Power = 0.60
(Fig. 8) and a significant interaction effect of I/O style F(1, 9.475) = 5.747, p = 0.024,
η2 = 0.18, Power = 0.64 but there was no significant effect for interaction effect of I/O
style by device F < 1. The main effect showed that participants rated co-presence the

Fig. 6. Preference mean ratings of I/O Type by Device.

Fig. 7. Benefit for Nursing Students mean ratings of Devices by Interaction Style.
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highest on the tablet (M = 5.08, SD = 1.14) followed by desktop (M = 4.13, SD =
0.69) and smartphone (M = 4.10, SD = 1.18). The interaction effect of I/O style
showed higher rating of co-presence for text (M = 4.61, SD = 1.04) than speech
(M = 4.25, SD = 1.16).

6 Discussion

6.1 Performance Results

The performance measures collected showed that participants asked more questions
using speech than with text. When comparing devices participants asked the most
questions when they were using the tablet, followed by the desktop and smartphone.
While this data is interesting it is hard to analyze due to a few participants asking for
additional time when using a virtual patient. The increased number of questions asked
with the tablet and smartphone could be due to this addition time provided. Although, it
also could be related to engagement or participants enjoying the mobile virtual patient
and wanting to ask as many questions as possible. In any of those cases, the virtual
patient is beneficial for increased training practice. The performance measures collected
showed that participants asked longer questions using speech than with text. This could
be due to that is may have been easier to ask longer questions or that when using a
mobile device and texting, typical texting tends to use short-handed diction. When
comparing devices, participants asked the longest questions when they were using the
desktop, followed by the tablet and the smartphone. Participants may have asked longer
questions on the desktop because they were comfortable using that device.

The performance measures collected showed that participants error rate, or ques-
tions having unknown responses, was highest while using speech input. This could
have in part due to errors in the speech recognition though it should be noted that users
asked more in-depth questions while using speech, at time causing the virtual patient
not to have a valid response. When comparing devices participants had the highest
error rate using the smartphone, compared to the desktop and the tablet. This could be
due to the smartphone being a smaller device and having a keypad that users may not
have been accustomed to. It was noted that many users would move the smartphone
closer to them while speaking which may have cause background noise.

Fig. 8. Co-presence mean ratings of Devices by Interaction Style.
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6.2 Usability and User Experience

Usability: Ease of Use, Satisfaction, Learnability. On all devices and input styles
participants responded positively for ease of use however, the desktop was reported as
having the highest overall ease of use, followed by the tablet and the smartphone. The
average age for participants in this study was 38.2 which may have attribute to all 30
participants owning a computer. Only 19 of the participants owned a mobile device
with only 40% of participants that where given the smartphone device owning a
smartphone. The ease of use could have also been lower on the smartphone due to it
being a smaller device, with a smaller screen and a keypad that users may not have
been accustomed to using, as a few smartphone participants stated: “I don’t normally
text” and “texting is slow”. Participants responded positively about their satisfaction
with the screen size on the tablet and desktop however, the smartphone the responses
were neutral. The smartphone ranked the lowest is to be expected with the smartphone
having the smallest screen size of 3.7″ however; it ranked noticeably lower than the
tablet. Some insight on this was provided by participants’ responses in the qualitative
data. When asked which about device participants prefer, they responded with state-
ments like “tablet, it is mobile and still large enough to see detail”, “the smartphone
might be too small” and “tablet or larger for visual assessment”. These types of
statements reveal that the smartphone did not show as much visual details about the
virtual patient. It was also noted that, on the tablet and desktop, multiple participants
reported on visual characteristic of the virtual patient, this was never reported on the
smartphone.

Participants using the tablet and desktop reported positively on their perception of
learnability while using the virtual patient however, users on the smartphone had a
neutral response. The neutral response by participants on the smartphone may be due to
is smaller screen size since attention to detail is an important aspect nurse training [1]
and it can be difficult to see the mobile virtual patients detail on the small screen
provided by the smartphone.

User Experience: Enjoyment and Preferences. Participants showed they enjoyed
working on the tablet the most. This follows the trend of the tablet ranking highly
among the previous areas of ease of use, screen size, co-presence and learnability. The
participants ranked the tablet below the desktop for ease of use however; the simplest
products are not always the most enjoyable. The participants ranked the smartphone
lowest for enjoyable to use and this is likely due to its ranking the lowest among ease of
use, screen size, presence and learnability.

Users preferred I/O style by participants across all devices was the text. This could
be due several factors such as someone being present in the room with the participant
while they were working with the virtual patient. Another factor could have been
speech recognition and synthesis or the text-to-speech voice used. Like with all speech
recognition software there are sometime errors in determining what the user is saying
and the participants seemed to notice this and provided comments like “more unex-
pected responses with the speech version”. Other users were more comfortable texting
with comments like “easier to type than speaking to a computer”.

Participant’s responses during the debriefing interview showed that more partici-
pants preferred text than speech. There were many useful comments such as: “my
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preference would depend on my location” and “prefer texting if in a public location”.
Comments like this show that both I/O styles may be viable depending on where the
mobile virtual patient is going to be used. It should also be noted that a proctor was in
the room while the participants were interacting with the mobile virtual patient, this
may have caused more people to prefer text since they were not using the virtual patient
privately. Participants responses during the debriefing showed that the tablet was the
most preferred device. This may be due to the participants ranking the tablet highly
among the previous areas of ease of use, screen size, co-presence and learnability.
Some participants’ responses when asked about their preferred device were: “tablet, for
visual assessment”, “tablet, prefect middle ground for size and portability”, and “I feel
that a tablet is the ideal device for a mobile virtual patient as it is large enough to see
detail, yet small enough to be used as a mobile device”.

Benefit for Nurse Training. When participants were asked questions about the
mobile virtual patient being beneficial to nursing the participants responded positively
on all devices and I/O styles. The smartphone was rated the lowest may be contributed
to the smaller screen size not providing as much detail of the mobile virtual patient.
Noticing visual symptoms when diagnosing a patient, is an important skill for nurses to
learn [1]. However, the smartphone has a hard time providing visual assessment due to
its small screen. There were a lot of positive quantitative responses collected from
participants. A teacher stated that it would provide “opportunities to verify practice”,
that “it would be useful in that students need to learn to form questions” and that it
would be beneficial to “use in online classes”. Another teacher stated that “it would
provide a standardized scenario for students” and “it would allow us to have more off-
campus practice for students”. From the feedback provided shows that a mobile virtual
patient would be a beneficial simulation tool for nursing students to interact with.

6.3 Co-presence

Co-presence was reported to be the highest by participants using the tablet device, which
came as a surprise, as it was hypothesized that the desktop display would provide a
higher co-presence with the larger screen size. The desktop had a significantly larger
screen at 23″ compared to 3.7″. There are no responses that provide insight to why the co-
presence was reported higher on the table than the desktop, which had a larger screen
than the tablet. One theory is that the tablet is held closer to a user than the desktop
monitor, which could make it seem like effective screen size larger on the tablet, creating
an immersive effective. Another theory is that many people interact over video confer-
encing applications, such as Skype or FaceTime, and may relate to that type of inter-
action in a more human-to-human interaction way. There were also responses like
“tablet, for visual assessment” which shows that participants liked the way the virtual
patient on the tablet looked. The desktop and smartphone where rated similar by par-
ticipants for co-presence. This could be that a user holding the device may increase
presence however, another study would need to be done to investigate this.
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7 Contributions and Conclusion

The purpose of this research was to design a mobile device-based and a web-based
virtual patient with dynamic discourse interaction for nurse training to determine if
mobile device platforms are sufficient to incorporate dynamic interaction of a con-
versational agent. We used this prototype and conducted a user experiment to inves-
tigate the effects of mobility and screen size has on a mobile virtual patient. We
measured performance and participants’ ratings on ease of use, screen size satisfaction,
co-presence, learnability, being enjoyable to use and being beneficial to nursing stu-
dents. The contributions of this evaluation can be summarized as follows:

• Mobile devices are sufficient to incorporate dynamic interaction of a virtual con-
versational agent or virtual human.

• Mobile virtual patients are beneficial for nursing students to provide nurse training.
• Co-presence is higher when interacting with a mobile virtual patient using a tablet.
• Speech I/O facilitates users to ask more detailed questions and engage the users

more in nurse training when interacting with a mobile virtual patient.
• Text I/O is the preferred input style for interacting with mobile virtual patients.
• Ease of use was highest for interaction with a mobile virtual patient on a tablet.
• A tablet provided the highest results for interacting in a realistic manner.

The main conclusion that can be made from this study was that on all devices mobile
virtual would be beneficial to nursing students and thus could be used as a learning
device. All devices were acceptable platforms for interacting with a mobile virtual
patient for nurse training. The tablet provided participants with the best experience with
a large screen size, highest co-presence and enjoyable to use. Therefore, when training
with a mobile virtual patient use a tablet with Speech I/O for the best training outcomes
or Texting I/O as the more preferred method when there are people around, on the go,
or when a user feels self-conscious about their training performance interacting with
either a smartphone or tablet. The results from this research can be used by future
researchers to continue to investigate mobile virtual patients and usage.

8 Future Work

There are several directions of research that could follow from this work. This study
determines that text input is favored I/O style among users however, it does not compare
different ways of implementing speech input. An extension of this work would be to run
a study evaluating several versions of implementing speech input for a mobile virtual
patient. Another follow-up study would be to investigate the I/O style and proxemics
and density of people to users training. Another area of work for a mobile virtual patient
are learning outcome associated with different scenarios for virtual patients and learn-
ability. Another aspect would be to investigate long-term training effect and frequency
of use when having access to a mobile virtual patient for training.

Acknowledgements. We would like to thank all participants who participated in this study.

130 J. Loyd et al.



References

1. Jones, M.E., Cason, C.L., Bond, M.L.: Cultural attitudes, knowledge, and skills of a health
workforce. Transcult. Nurs. 15(4), 283–290 (2004)

2. Gaba, D.: The future vision of simulation in healthcare. Simul. Healthc. 2(2), 126–135
(2007)

3. Helfer, R.E., Slater, C.H., Goltz, L.: Measuring the process of solving clinical diagnostic
problems. Med. Educ. 5(1), 48–52 (1971)

4. van der Vleuten, C.P.M., Swanson, D.B.: Assessment of clinical skills with standardized
patients: state of the art. Teach. Learn. Med. 2(2), 58–76 (1990)

5. McKenzie, F., Garcia, H., Castelino, R., Hubbard, T., Ullian, J., Gliva, G.: Augmented
standardized patients now virtually a reality. In: Third IEEE and ACM International
Symposium on Mixed and Augmented Reality, ISMAR 2004, pp. 270–271, November 2004

6. Hwang, Y., Lampotang, S., Gravenstein, N., Luria, I., Lok, B.: Integrating conversational
virtual humans and mannequin patient simulators to present mixed reality clinical training
experiences. In: 8th IEEE International Symposium on Mixed and Augmented Reality,
ISMAR 2009, pp. 197–198, October 2009

7. Triola, M., et al.: A randomized trial of teaching clinical skills using virtual and live
standardized patients. J. Gen. Intern. Med. 21(5), 424–429 (2006)

8. Johnsen, K., et al.: Experiences in using immersive virtual characters to educate medical
communication skills. In: Proceedings of the Virtual Reality, VR 2005, pp. 179–186. IEEE,
March 2005

9. Zary, N., Johnson, G., Fors, U.: Web-based virtual patients in dentistry: factors influencing
the use of cases in the Web-SP system. Eur. J. Dent. Educ. 13(1), 2–9 (2009)

10. Cook, D.A., Triola, M.M.: Virtual patients: a critical literature review and proposed next
steps. Med. Educ. 43(4), 303–311 (2009)

11. Zary, N., Johnson, G., Boberg, J., Fors, U.: Development, implementation and pilot
evaluation of a web-based virtual patient case simulation environment - Web-SP. BMC Med.
Educ. 6(1), 10 (2006)

12. Bearman, M., Cesnik, B., Liddell, M.: Random comparison of ‘virtual patient’ models in the
context of teaching clinical communication skills. Med. Educ. 35(9), 824–832 (2001)

13. Triola, M., et al.: A randomized trial of teaching clinical skills using virtual and live
standardized patients. JGIM J. Gen. Intern. Med. 21(5), 424–429 (2006)

14. Hubal, R.C., Kizakevich, P.N., Guinn, C.I., West, S.L., Merino, K.D.: The virtual
standardized patient-simulated patient-practitioner dialogue for patient interview training,
pp. 133–138. IOS Press, Amsterdam (2000)

15. Kenny, P., Parsons, T.D., Gratch, J., Leuski, A., Rizzo, A.A.: Virtual patients for clinical
therapist skills training. In: Pelachaud, C., Martin, J.-C., André, E., Chollet, G., Karpouzis,
K., Pelé, D. (eds.) IVA 2007. LNCS (LNAI), vol. 4722, pp. 197–210. Springer, Heidelberg
(2007). https://doi.org/10.1007/978-3-540-74997-4_19

16. Ziemkiewicz, C., Ulinski, A., Zanbaka, C., Hardin, S., Hodges, L.: Interactive digital patient
for triage nurse training. In: First International Conference on Virtual Reality. Citeseer
(2005)

17. Taylor, J.D., et al.: Developing a mobile learning solution for health and social care practice.
Distance Educ. 31(2), 175–192 (2010)

18. Lea, S., Callaghan, L.: Enhancing health and social care placement learning through mobile
technology. J. Educ. Technol. Soc. 14(1), 135–145 (2011)

19. Huang, G., Reynolds, R., Candler, C.: Enhancing health and social care placement learning
through mobile technology. J. Educ. Technol. Soc. 82(5), 446–451 (2007)

To Speak or to Text 131

http://dx.doi.org/10.1007/978-3-540-74997-4_19


20. Cassell, J.: Embodied Conversation Agents. MIT Press, Cambridge (2000)
21. Rethans, J.-J., et al.: The relationship between competence and performance: implications for

assessing practice performance. Med. Educ. 36(10), 901–909 (2002)
22. iclone 4.3 (2012). http://www.reallusion.com/iclone/
23. Sapi 4 (2000). http://www.microsoft.com/
24. Adobe flex 3.5 (2012). http://www.adobe.com/products/flex.html
25. Mysql (2012). http://www.microsoft.com/

132 J. Loyd et al.

http://www.reallusion.com/iclone/
http://www.microsoft.com/
http://www.adobe.com/products/flex.html
http://www.microsoft.com/


Xavier Electromyographic Wheelchair
Control and Virtual Training

Albert Manero1, Bjorn Oskarsson2, John Sparkman1,
Peter A. Smith1(&), Matt Dombrowski1, Mrudula Peddinti1,

Angel Rodriguez1, Juan Vila1, and Brendan Jones1

1 Limbitless Solutions, University of Central Florida,
4217 East Plaza Drive, Orlando, FL 32816, USA
albert@limbitless-solutions.org,

peter.smith@gmail.com
2 Mayo Clinic Jacksonville, 4500 San Pablo Rd, Jacksonville,

FL 32224, USA
Oskarsson.Bjorn@mayo.edu

Abstract. For a variety of individuals, limited hand dexterity yields compli-
cations to independently control a power wheelchair. Neurological conditions,
including quadriplegia, and traumatic brain injuries can all reduce or eliminate
fine motor skills necessary to operate a joystick. For patients with progressive
disorders, this acute or chronic progression can affect the hands and limbs at an
early stage of the disease. In an effort to extend independence and autonomous
mobility, the Xavier system was developed to utilize electromyography signals
measured on the temporalis muscles on the face to enable control of a power
wheelchair. This study looks to document the human to machine interaction and
control scheme as well as discuss the development of a clinical trial protocol to
quantify the effectiveness and meaning of the technology on patients. Patient
selection in this pilot study was focused on people living with Amyotrophic
Lateral Sclerosis (ALS) in conjunction with Mayo Clinic Jacksonville. A review
of the clinical protocol and assessment techniques is joined with a discussion
about the role of virtual training via designed vehicle simulation to develop
muscle isolation and driving mechanics.

Keywords: Mobility � ALS � Electromyography

1 Introduction

Patients ailed by numerous neurologic conditions preserve mobility and function via
powered wheelchairs. Their ability to use these wheelchairs can subsequently be
impaired by disease progression affecting hand dexterity. The consequent limited
mobility decreases independence and quality of life [12]. The state of the art tech-
nology is often limited in the extent of the autonomy and mobility that can be provided.
For many patient groups challenged with progressive peripheral motor loss and other
complications, autonomous wheelchair control may be lost due to limited alternative
devices and remain a lower priority relative to the overall medical care.
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1.1 Background

Wheelchair control and associated improved quality of life may be preserved via
technology such as sip and puff pressure transducers or head mounted accelerometers
[2]. However, these methods may be bulky, obtrusive, and have control systems with
increased complexity [2]. For some patients with advanced disease, no independent
mobility options exist that are compatible for their condition and needs. Studies [1] have
assessed the effectiveness and user response to different techniques including head
mouse control, speech control, and limited fine motor skill controls such as single
control actuation using the Psychosocial Impact of Assistive Devices Scale (PIADS) [6].
These evaluations are discretized into three categories including: Competence
(12 items), Adaptability (6 items), and Self-Esteem (8 items). The responses highlighted
[1] the role of independence counteracting humiliation as well as the role of autonomy
on feeling productive. This aligns with expectations patients may set for themselves
from a functionalist perspective [14] and has a real impact on quality of life perceptions.

1.2 Electromyography

To attempt to preserve patient mobility in advanced disease, research has been
conducted in novel control systems based on electroencephalogram (EEG) [3, 19],
electrooculography (EOG) tracking [19, 20], and electromyography (EMG) [3, 4, 13,
18, 19]. These methods capture voltage signals produced in isolated muscle groups
resulting from nervous system stimulation triggering an electro-chemical response
during contraction. These signals can be amplified and measured sufficiently over the
baseline noise bands [17].

Utilization of these modalities has been effective in capturing intentionally of
motion, but has been limited by the need for more extensive on-board computers,
challenges with muscle group isolation, and development of efficient control schemes
and training methods. The methods have demonstrated incredible promise as these
limitations continue to be mitigated. Two studies [4, 13] have both demonstrated
success in isolating electromyography signals using shoulder muscle actuation and left
right decoupling from a variety of muscle groups. These muscle groups include levator
scapulae and sternocleidomastoid. However, for progressive diseases or high level
spinal cord injuries, muscle isolation may be limited to only the muscles in the face.
This, coupled with other limitations such as breathing apparatuses or head bracing,
have limited control methods for use in certain populations.

Fig. 1. Example electromyography signal featuring pattern pulse, varying magnitude (voltage
over time), and long duration flexure.
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Electromyographic measurements on the face have been observed to be complex,
sometimes with significant artifacts. Signal processing, both hardware and software,
can be done to read a more clear signal that can isolate intentionality from a variety of
muscle groups. On board integrated bandpass filters can help improve the signal to
noise and support more complex assessment. Further, these muscles can perform
contractions of varying complexity including patterns, various magnitudes, and short
activation versus long duration. This can be seen in Fig. 1 for an example reading from
a bicep actuated pattern sequence. In this study’s approach, muscle groups on the face
including the temporalis muscles are considered for isolation. These muscles can be
engaged and isolated with subtle jaw motion such as a clench of the molars. For full
vehicular control, two sensors are used on opposing sides of the temporalis muscle set
[5]. Additional isolation and effectiveness can be learned through practice and poten-
tially simulation efforts. The location of the electromyography leads vary based on
muscle volume and strength, but can be generalized as seen in Fig. 2.

An example of the lead placement and system in use is presented in Fig. 3 during
internal lab control scheme validation. It is important to note that lead placement will
vary with each user and may vary with muscle composition and skin tightness. The
temporalis control method permits a greater degree of independence via allowing
multitasking: for example, the patient can maintain a conversation or sip from a straw
while simultaneously controlling accurate wheelchair movement.

Fig. 2. Electromyographic lead placement on temporalis muscle groups for human machine
interface including signal (a) and ground (b) locations
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2 Clinical Assessment Design

Amyotrophic lateral sclerosis (ALS) is a heterogeneous disease involving motor neuron
death, resulting in progressive weakness and disability [16]. In the limb-onset subset of
ALS patients, facial muscles are often spared until late in the disease [15]. Such facial
sparing makes the limb-onset subset of ALS patients candidates for significantly
benefiting from our device. This initial pilot study is limited to this population, how-
ever other populations that could also significantly benefit include any afflicted by
significant arm and leg weakness with preserved head muscle control, such as subsets
of patients with spinal cord injury (SCI) or traumatic brain injury (TBI).

The initial pilot study was designed for patients to learn to use the hands-free
wheelchair control system on a standardized 4 � 4 m indoor testing course. The course
included several components such as turns, obstacle avoidance, and simulated resi-
dential obstacles. Participants are asked to perform a series of wheelchair skills in the
testing course with the standard joystick system at baseline and with the Xavier hands
free system. Testing will be repeated for comparison with the hands-free control system
at the post-evaluation visits. Additional secondary post-evaluation visits depending on
how fast proficiency is achieved.

2.1 Control Methods

The Xavier system allows users to engage and control their wheelchair or vehicle
through temporalis engagement. This is more practically expressed to the patient as jaw
clenching, which through coupling can isolate and engage the temporalis group for

Fig. 3. Example of device in operation during internal control scheme validation
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signal measurement. These instructions are presented in a user manual for new patients
and clinicians. Figure 4 describes and visualizes the flex pattern required to trigger the
forward and reverse actuation states by activating both left and right muscle groups
simultaneously. A longer duration activation will trigger the reverse condition. At any
time in the forward state, an additional dual activation flex will perform a complete
vehicle stop.

While engaged in the forward motion, left or right translation can be activated by a
single (left or right) muscle activation. This maintains the forward motion, resulting in a
turning radius travel dependent on how long the muscle is engaged. This provides a
direct control scheme which can also be tailored to the patient’s desired control scheme,
turning rate, and overall sensitivity. Figure 5 highlights this visualization of the control
scheme.

Initial learning of control states is initiated while the wheelchair is in a parking
mode, allowing the received gesture state actuated to be verbally or visually commu-
nicated to the patient. This is designed to provide a more comfortable learning expe-
rience. Emphasis for control is first placed on gross skills, forward and reverse, before
left and right activation. For some users, decoupling the left and right temporalis
muscles may prove to be complex and require additional use time before mastering.
The role of visual or auditory feedback has been explored from user feedback, and
noted that it may accelerate the ability to learn the control schemes.

Of interest to many is speed control of the vehicle and menu selection. This is
particularly important for patients with more sophisticated or involved wheelchairs, that
may include breathing support or other medical support on board. The initial pilot study
only features the forward, reverse, left, and right, and their respective combinations.

Fig. 4. Excerpt from user manual, visualizing forward and reverse control schemes for patient
interaction with system.
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This is mainly limited by the ability to interface with many different styles of power
wheelchairs and in an effort to not compromise any critical support equipment on
board. Further continuation of the control schemes are in development that feature
manipulation of speed with varying flex magnitude controls, but are not yet deployed.
Additional ‘sport’ modes where turning sensitivity can be adjusted through a flex signal
command to adjust for varying indoor or outdoor obstacles of different length scales are
also in development.

2.2 Wheelchair Skills Test

The Wheelchair Skills test is the primary standardized assessment utilized in this study,
and was developed and refined at Dalhousie University [7–11]. It is used to compare
baseline function in the patient’s current assistive power chair and the subsequent
testing in the Xavier control system. The primary questions found in the Wheelchair
Skills Test are enumerated herein. Not every question is applicable or influenced by the
Xavier control system, which only interfaces with the users current chair and interacts
with steering control. The clinical protocol emphasizes these control focused questions
as the study team looks to understand the usability and role of training with the system.

For evaluation of the wheelchair skills, the scoring for capacity is on a 0, 1, or 2
scale. Here, a score of 0 is a failure in assessment, a score or 1 is considered pass with
difficulty, and a score of 2 is identified as passing.

Fig. 5. Excerpt from user manual, visualizing left and right control schemes for patient
interaction with system. Steering can be implemented from either the rest state or as a modifying
direction while engaged in forward or reverse.
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Wheel Chair Skills Testing Questionnaire [9]

1. Moves controller away and back
2. Turns power on and off
3. Selects drive modes and speeds
4. Disengages and engages motors
5. Operates battery charger
6. Rolls forwards short distance
7. Rolls backwards short distance
8. Turns in place
9. Turns while moving forwards
10. Turns while moving backwards
11. Maneuvers sideways
12. Reaches high object
13. Picks object from floor
14. Relieves weight from buttocks
15. Operates body positioning options

16. Level transfer
17. Gets through hinged door
18. Rolls longer distance
19. Avoids moving obstacles
20. Ascends slight incline
21. Descends slight incline
22. Ascends steep incline
23. Descends  steep incline
24. Rolls  across side-slope
25. Rolls on soft surface
26. Gets over threshold
27. Gets over gap
28. Ascends low curb
29. Descends low curb
30. Gets from ground into wheelchair

2.3 Patient Selection

Patient selection was established for the pilot study to provide a clear and focused
population. A maximum of five patients are authorized under the pilot clinical trial
protocol. While future work is designed to expand to additional patient demographics,
the initial work with only a handful of patients to be included follows this inclusion
criteria:

Inclusion Criteria

• ALS diagnosis by revised el Escorial criteria (definite, probable or probable labo-
ratory supported)

• Age 18–89
• Limited mobility with use of motorized wheelchair at screening-time
• Impairment of hand function limiting the use of a standard joystick control
• Caregiver willing to assist with transfers into wheelchair and application of

controllers
• Ability to attend study visits with a motorized wheelchair
• Ability to communicate and answer patient reported outcome measure questions

Exclusion Criteria

• Cognitive impairment prohibiting safe independent mobility as defined by an ALS
Cognitive Behavioral Screen (ALS-CBS) score of <10 or the opinion of the
investigator

• A sensory impairment prohibiting safe independent mobility in the opinion of the
investigator

• Allergy to adhesives or electrode gels (required for EMG electrodes)
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• Skin breakdown over the temporalis muscle that would predispose to further
breakdown and/or infection with electrodes

• Severe loss of facial muscle functionality or control that would preclude EMG
electrode efficacy

• Subjects who do not have the capacity to consent

3 Virtual Training Goals

During the design and prototyping phase, the need for a clear visual feedback sur-
rounding the human to computer interaction became apparent. Because of the chal-
lenges of learning to control a vehicle in a real world environment, the study’s
researchers set out to create an interactive virtual simulation of the control scheme. This
began with its hardware operation connecting with a computer terminal to transfer the
three classes of action: isolated left flexing, isolated right flexing, and simultaneous
flexing. Interfacing with a Unity® game engine, it was possible to simulate the
operation of the wheelchair in a digital 3D space by setting up these states in the video
game and reading the input from each separate sensor in the same way as the hardware.

Once an accurate simulation was completed where a player had the ability to
navigate an avatar through a digital 3D space presented in Fig. 6, many design
opportunities arose for ways to extend the experience past its current hardware limi-
tations. This allowed the simulation team to support new functions and hardware
development. Future versions of the software will allow for variable flexes based on the
magnitude of the received signals. One setting allows to shift between control schemes
such as vehicle gears in the simulation. Differences in the vehicle control methods and
in the training methods will be tested as well to target specific training outcomes or
experiences. The virtual environment will allow for advancing design goals and
establishing stronger training methods to expedite learning full control of wheelchairs
and vehicles.

Fig. 6. Virtual training environment built in a Unity® game engine
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4 Future Work

With the designed protocol and focused patient demographic, the next step for this
work is to begin the clinical assessment of the hands-free wheelchair control system.
The assessment and survey instruments will provide valuable feedback and validation
for the technical design, control scheme usability, and instruction or training methods.
From the early developmental work, the need for a virtual training environment to
support both learning the driving mechanics and proficiency has been demonstrated.
Initial development findings have supported the benefit of visual or audio feedback
during the calibration and early use cases. Following the conclusion of the pilot study
for five ALS patients, efforts to study the role of the virtual training will be imple-
mented in a secondary study. A comparison of the rate of training to a control group is
of key interest and will demonstrate new ways to use virtual challenges and problem
solving to teach mechanics or complex tasks that require longer period of training.
Efforts to mask the technical learning behind a visual experience or gamified tasks will
look to enhance the patient experience, affinities to the device, and overall proficiency.

Acknowledgments. The authors would like to thank the many members of the Limbitless team
who have supported the project throughout its development. The authors would also like to
disclose that the technology for this study is patent pending under US Application
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Abstract. Onomatopoeia refers to a word that phonetically imitates, resembles,
or suggests the sound (or motion that accompanies sound) that it describes. It is
often used in comics, games, and videos, along with the actual sound in caption.
This usage is a way to emphasize, exaggerate, dramatize and draw attention the
situation. In this paper we explore if the use of onomatopoeia, associated with
sound feedback, could also bring about similar effects and improve the user
experience in immersive virtual reality. We present an experiment comparing
the user’s subjective experiences and attentive performance in two virtual
worlds, each configured in two test conditions: (1) sound feedback with no
onomatopoeia and (2) sound feedback with it. Our experiment has found that the
moderate and strategic use of onomatopoeia can indeed help direct user atten-
tion, offer object affordance and thereby enhance user experience and even the
sense of presence and immersion.

Keywords: Onomatopoeia � Virtual reality � Sound visualization �
User experience

1 Introduction

Onomatopoeia refers to a word that phonetically imitates, resembles, or suggests the
sound (or motion that accompanies sound) that it describes. Common occurrences of
onomatopoeia include animal noises such as “oink”, “meow”, “roar” and “chirp” [16].
Onomatopoeia is much used in paper comics that have no aural feedback, to enrich the
static image cuts [4]. However, it is used less in a spoken fashion especially in the Indo-
European languages. The extent of use of onomatopoeia can differ between languages
and cultures, and Koreans, in particular, make use of onomatopoeia in both written (not
necessarily for comics) and spoken ways very frequently. It is often used even along
with the actual sound in caption for entertainment shows (in Korea [6]) and games [8])
as a way to dramatize, emphasize, exaggerate and draw attention the situation [19].

On the other hand, one of the important goals to achieve in virtual reality (VR) is to
provide a rich content experience by giving users a high level of immersion and
presence (feeling as if situated in the [5, 13]). There are variety elements that can affect
and improve the sense of presence, including the first person viewpoint, visual realism,
interaction, shielding from the operating environment, and physical immersion, just to
name a few.
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Based on such observations and research results, we explore if the use of ono-
matopoeia, associated with sound feedback. could also bring about the similar effect,
i.e. enhancement in presence and immersion for VR. Note that showing of ono-
matopoeia is not physically possible in the real world, however, there have been many
instance of purely virtual worlds or proper mixing of physically unrealistic effects (e.g.
showing motion profiles of a flying ball in a tennis game [1]) such that it can still
induce the suspension of disbelief and not come in the way of, or even enhance the
level of immersion and presence [5, 13]. On the other hand, we can also expect
overusing onomatopoeia can be distracting, too unrealistic and break the sense of
immersion and illusion [12].

In the following, we present a pilot experiment (and its results) comparing the
user’s subjective user experience, presence and immersion in two virtual worlds, each
configured in test conditions: (1) sound feedback with no onomatopoeia and (2) sound
feedback with it. First, we shortly review related research in the next section.

2 Related Work

There have been several works that has artificially added “text (or glyphs)” and
localized “sound word animation” to images [9] and videos [15] with the intent to add
the effects of, e.g. dynamics and excitement. As for the use of onomatopoeia, perhaps
due to the cultural orientation, there have been just few researches mainly from Japan,
as applied to images or computer graphic contents, but not for immersive virtual reality.
For example, Wang et al. developed a method for automatically transforming non-
verbal video sounds to animated sound words and positioning them near the sound
source objects in the video for visualization. Furthermore, they conducted a user study
to show that animated sound words helped clarify the sound source and made the video
watching more enjoyable [15]. Yamamoto et al. developed a method to transform the

Fig. 1. The two test virtual environments: “Animal Farm” (left) and the “Busy Kitchen” (right),
“Sound-only” (above) and With-words” (below).
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environmental sound into the corresponding onomatopoeia and visualized them in
various ways (e.g. varying fonts and sizes to reflect sound qualities and loudness) [18].
In a similar vein, Fukusato and Morishima considered the estimation and depiction of
onomatopoeia in computer-generated animation based on physical parameters [3].
More recently, Shimoda and Yani have applied the deep neural network in labeling an
image with the appropriate onomatopoeia [12].

Among many presence enhancing elements, we take a note of the role of attention
and affordance [10, 11, 17]. The use of onomatopoeia, to direct user’s attention, can be
regarded as a similar approach. Illusion effects and multimodal effects for enriching VR
contents are also related approaches [2, 7, 20].

3 Experiment

3.1 Experiment Design

A usability experiment was carried out to assess the projected merits of the use of
onomatopoeia, as an additive to the regular sound effect, towards directing user
attention, affordance, and thereby to enhancing immersion and presence. The assess-
ment was made over two different virtual reality scenes. Thus, the main factors were
the use of onomatopoeia and scene type, making the experiment designed as a 2-
factors x 2-levels within subject repeated measure.

Fig. 2. The location of sound making object. (above – Animal Farm, below – Busy Kitchen)
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3.2 Experiment Task

The experimental task involved the subject to experience two different scenes, “Animal
Farm” and “Busy Kitchen” (see Fig. 1) and assess them guided by a subjective survey.
Each scene type was configured in the two test conditions, i.e. (A) one with ordinary
sound effects (denoted “Sound-only”), e.g. from the animals (cow, sheep, chicken, pig),
cooking objects (kettle, boiling pot, operating mixer, baking oven), and other miscel-
laneous ones (flag on a pole, clock on the wall, running water from a faucet, ringing
phone), (B) the other with the added onomatopoeia (denoted “With-words”). Therefore,
as a within-subject experiment, there were four virtual environments for the subject to
experience and assess, presented in a balanced order: (1) Farm/Sound-only,
(2) Farm/With-words, (3) Kitchen/Sound-only, (4) Kitchen/With-words. To minimize
any learning effect, the respective scenes (Farm and Kitchen) was slightly reconfigured
between experiencing (1) and (2), and (3) and (4): as for the Farm, the number and
kinds of animals making sounds were made and distributed differently (the total staying
the same), and as for the Kitchen, the types of food prepared, several types of cooking
apparatus and time of day (one for breakfast and other supper preparation) were
changed. The total number of objects making sounds in the Farm was about 12 and 15
for the Kitchen, distributed evenly throughout the scene (see Fig. 2). For the condition
(B), the onomatopoeias were positioned right next or above to the pertaining objects
with sufficient contrast for visibility. The actual sound words (onomatopoeia) used in
the experiment all common and registered in the standard Koreans dictionary.

3.3 Experiment Procedure

Thirty six people (18 females and males) aged between 19 and 38, (mean = 23.4,
SD = 3.3) participated in the study. Each subject experienced and freely navigated
around the four test VR scenes (for 5 min each) in an order balanced around the content
theme (Farm/Kitchen) and the experimental factor (with or without the onomatopoeia).
The subject was told to count the total number of notable objects (e.g. animals, kitchen
objects) and sound making objects, and also identify which objects or how many of
them were making sounds. Such measures were collected to evaluate quantitatively the
effect of the onomatopoeia with respect to user focus/attention and awareness.

After experiencing the each scene (2-conditions x 2-content types), the subject
answered a survey which asked of the general usability (fatigue, sickness, naturalness),
content perception (liveliness, realism, affordance and attention), presence/immersion,
and enjoyment/preference level, all in 7 level Likert scale (see Table 1). Finally, the
subjects were asked of various situations in the respective scenes (see Table 2) and to
describe the experience virtual space in words, which was linguistically analyzed for its
richness in expression similar to the approach in [14].

The testing platform was implemented with Unity3D and run on a desktop PC with
the HTC VIVE head-set and interaction controller (for navigation). Further experiment
procedural details are omitted due to space restriction. Our basic expected outcomes
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were that both quantitative (e.g. more accurate assessment of the objects in the scene)
and subjective (e.g. preferred, helpful in perceiving the content to be rich, and leading
to a higher level of awareness, presence, and immersion) performance would be better
with the additive use of the onomatopoeia to sound.

Table 1. The subjective survey assessing a variety of aspects in user experience (all answered in
7 level Likert scale).

Fatigue
F1 I am mentally tired looking around the environment
Simulation sickness
S1 I feel sick and nauseated
S2 I have a headache
S3 I feel dizzy
S4 I have a problem in concentrating
Naturalness
N1 The visual scene looks natural
Perceived Realism
R1 The visual realism is high
R2 The overall scene looks realistic
Perceived Dynamism/Liveliness
D1 The content feels to be lively and dynamic (e.g. lots of activities, things moving, sounds,

etc.)
Affordance/Attention
A1 My attention is naturally drawn to various objects
A2 I am able to attend to objects making sounds
Immersion
I1 I feel immersed in the virtual space (spatially)
I2 I am immersed into the task of viewing the virtual space (mentally)
Presence
P1 I felt as if I was at the Farm/Kitchen
P2 I lost the track of time while experiencing the virtual space
P3 I felt and was drawn to act upon and interact with the objects
Enjoyment/Preference/Satisfaction
E1 I would like to experience the virtual space again if given the chance
E2 I enjoyed the virtual space

Table 2. Object attention questions (for Busy Kitchen - Breakfast scene).

What was being cooked in the pot?
What was being grinded in the mixer?
Where was the telephone?
How many different breads were there on the table?
What color was the trash can?
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4 Results and Discussion

See Fig. 3.

4.1 General Usability (Fatigue, Naturalness, Sickness)

ANOVA/t-test was applied for the analysis of these dependent variables (corre-
sponding responses to the survey in Table 1). A statistically significant difference was
found in the fatigue level (F1) when onomatopoeias were used (vs. not using) for the
Farm scene (t(35) = −2.935, p = 0.006*), but not for the Kitchen. The Farm containing
relatively more onomatopoeias per unit area (and thus also for the momentary visual
span) seems to have caused this difference.

Subjects felt the scene to be, expectedly, relatively unnatural (N1) when the ono-
matopoeias were used for the Farm scene (t(35) = 1.898, p = 0.066), but again not for
the Kitchen. Considering that the overall realism did not suffer despite the use of the
sound words (see Sect. 4.2), it seems this result emanates from the scene/object specific
characteristics (e.g. animals making occasional sounds/text vs. cookeries making
constant sounds).

Sickness levels were low (below 2 out of 7) as the virtual environment incurred no
substantial navigation (just slow-paced local exploration) and no differences were
found between Sound-only and With-words.

Fig. 3. The levels of various aspects of user experience for the four conditions: (1) Farm –

Sound only, (2) Farm – With words, (3) Kitchen – Sound only, (4) Kitchen – With words.
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4.2 Content Perception (Realism, Liveliness)

It was actually projected that the additive use of onomatopoeia possessed a danger of
lowering the realism (R1, R2 - since obviously, such a thing does not exist in the real
world). However, no significant effect was found on this variable. Aside from the usual
suspension of disbelief, we attribute this partially to the fact that most people are
already accustomed to using and seeing onomatopoeia in everyday living, comics and
other media form (at least in Korea).

ANOVA/t-test found that users generally felt the scenes to be more dynamic and
livelier (D1) when the onomatopoeias were used in the Animal Farm (t(35) = −2.076,
p = .045), but not in the Busy Kitchen. Animals compared to kitchen objects moved
and were expected to do so freely and onomatopoeia helped the users feel improved
dynamics and liveliness. In contrast, the kitchen objects were mostly static to begin
with, and the added sound words would be ineffective, and rightly so. We believe that
the dynamism and liveliness can further increases for moving objects, if we also
animate the words in tune with the object motion. The perceived liveliness might
improve even for the non-moving objects with onomatopoeia animated in synch with
the sounds made.

Even though the scenes were not interactive, users reported they were led to interact
with the objects in both contents, implicating a strong sense of affordance when the
onomatopoeia were used. Unfortunately, to the two relevant questions of object
attention and affordance (A1 and A2), statistically significant effects were not found.
However, other measures of object attention were found to be different with a statis-
tically significant difference (see Sect. 4.4).

4.3 Immersion and Presence

ANOVA/t-test found a significant difference for the user felt immersion and presence
(P1, P3 collectively) for the Kitchen scenes (Breakfast - p = .002; Supper - p = .027),
but not for the Farm scenes. In the Busy Kitchen scenes, user felt immersion and
presence were higher when onomatopoeias are used. Note that it was observed and
found that subjects felt a substantial level of affordance and interest (for interaction
possibility) through the onomatopoeia (see Sect. 4.2). This seems to have led the sub-
jects to perceive higher immersion and presence. On the other hand, in the Farm scene,
subjects felt that the animals were arranged too crowdedly and there were excessively
many additive texts (in unit area), raising the level of fatigue, and eventually distracting
them and breaking the sense of immersion/presence. The onomatopoeia did not help the
scene to be felt interactive because of the very nature of the content type (nothing much
to do with animals vs. kitchen objects having clear functional purposes). On the other
hand, subjects reported that it was much easier to focus, attend and localize the objects in
the less crowded Kitchen scene with the onomatopoeia (see Sect. 4.2). In fact, there are
research works indicating a strong correlation between presence and affordance/
attention [17] and vice versa with distraction [17].
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4.4 Situation Awareness

The situation awareness was evaluated in two ways: (1) accuracy in the counting and
naming objects (total or sound making) (2) linguistically analyzing the subject’s scene
descriptions (evaluated based on the richness of the vocabularies or expressions). In
both the Animal Farm and Busy Kitchen scenarios, subjects were generally more
correct in the counting and identifying objects and grasping features of objects when
there was onomatopoeia either for the total or the sound making ones (we omit the
exact statistical figures). In fact, when there was no onomatopoeia, the counts were
significantly inaccurately less. Despite the no effect not being found for questions A1
and A2 (see Sect. 4.2), based on this result, we believe the subjects had an object-wise
understanding.

Subjects were also asked to freely write out and describe the scenes they experi-
enced. We applied the neuro-linguistic programming to code the subjective experience
[14]. In general, the subject’s descriptions were richer when the onomatopoeia
accompanied the sound effect. For example, the descriptions were longer and changed
from simple depiction to a more refined story (see Table 3). Also, the descriptions were
partly imagined out with colorful vocabularies with the perceptual position changed to
the first person from the third (see Table 4).

4.5 Enjoyment/Preference

ANOVA/t-test found mixing results for the user enjoyment/preference as well. For
example, subjects showed a significantly more willingness/preference for the content
with the onomatopoeia for the Busy Kitchen, but not for the Animal Farm. As posited,
this seems to relate to the difference in the object affordance and attention to them,
leading the subjects to raise their interest and the desire to interact.

Table 3. Examples of Farm scene description from a subject (Sound-only and With-words
conditions) – originally written in Korean and translated to English.

Sound-only “Cows, pigs, chickens and sheep cry outside the fence and are observing what
is going on in the fence.”

With-words “The pigs, sheep and cows have gone outside because the fence was low, but I
and the chickens cannot get over it and feeling restless while, the other
animals are urging us to come over.”

Table 4. Examples of Kitchen scene description from a subject (Sound-only and With-words
conditions) – originally written in Korean and translated to English.

Sound-only “Based on the food on the table, it seems like it is morning time, and from the
sounds, it feels like a hectic situation.”

With-words “I think I was invited for a meal and looking at the kitchen, it seems the host
briefly stepped out.”
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5 Conclusion and Future Work

In this paper we verified that using onomatopoeia as added to the sound feedback could
improve the user experience in virtual reality. Our experiment result has found that the
judicial use of onomatopoeia can indeed help direct user attention, offer object affor-
dance and thereby enhance user experience and even the sense of presence and
immersion, without degrading the perceived realism. Summarizing the specifics,
important factors that would make an effective application of onomatopoeia to sounds
were: (1) having a scene (and associated objects) that has an interactive theme and
highly functional, (2) not crowding the scene with too much additive texts.

In the future, we would like to investigate in how to present the onomatopoeias in
various ways, such as in their position, pose, size, animation, timings, and how they
might also affect the user experience in virtual and mixed reality. Using mimetic words
for emphasizing the object movement is also another consideration along this line. The
ultimate goal is to derive a specific guideline for utilizing onomatopoeia in VR/MR.
Finally, how onomatopoeia can help give experience to the hearing-impaired or how it
can be associated with other modalities such as the haptic and visual (e.g. object
animation) are another interesting future work topic.
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Abstract. Cross Reality (XR) immersive environments offer challenges and
opportunities in designing for cognitive aspects (e.g. learning, memory, atten-
tion, etc.) of information design and interactions. Information design is a mul-
tidisciplinary endeavor involving data science, communication science,
cognitive science, media, and technology. In the present paper the holodeck
metaphor is extended to illustrate how information design practices and some of
the qualities of this imaginary computationally augmented environment (a.k.a.
the holodeck) may be achieved in XR environments to support information-rich
storytelling and real life, face-to-face, and virtual collaborative interactions. The
Simulation Experience Design Framework & Method is introduced to organize
challenges and opportunities in the design of information for XR. The notion of
carefully blending both real and virtual spaces to achieve total immersion is
discussed as the reader moves through the elements of the cyclical framework.
A solution space leveraging cognitive science, information design, and trans-
media learning highlights key challenges facing contemporary XR designers.
Challenges include but are not limited to interleaving information, technology,
and media into the human storytelling process, and supporting narratives in a
way that is memorable, robust, and extendable.

Keywords: Transmedia learning � Storytelling � Cognitive science �
Information design � Virtual reality � Augmented reality � Mixed reality �
Cross reality � XR

1 Introduction

The physical world around us is well known to most of us, we spent our early years
learning about space, mass, movement, and direction. We often take space for granted
so much that it comprises the framework of our way of speaking [1]. A user’s
familiarity with real spaces makes designing virtual spaces problematic. Our innate
sense of spatial orientation in the real word is undermined by cumbersome technology
and the use of input/output devices when engaging in virtual environments. That said,
the future looks bright—trends in games, virtual/mixed reality, robotics, and artificial
intelligence promise to bring us closer to rich, technology-mediated experiences pop-
ularized by science fiction [2].
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Designers and developers of technologies often cite popular culture and science
fiction such as Ready Player One and Star Trek as sources of inspiration [3]. For
example, Gene Roddenberry’s Star Trek series—popularized by American media and
Hollywood—has been a cult phenomenon in the United States celebrated for decades by
scientists, artists, and technologists alike. Audiences around the world have been
intrigued by the potential of Star Trek “technologies” to change our society, relation-
ships, and abilities. The holodeck, first introduced in a 1974 animated episode of Star
Trek called “Practical Joker,” and later in the television series Star Trek Next Genera-
tion, has widely influenced discussions about the design and use of immersive, com-
putationally augmented collaboration environments [4]. A holodeck is a smart
virtual/architectural hybrid space that incorporates voice actuated computer interaction,
artificial intelligence, storytelling, and holographic display of information. Holodeck
simulations can be distinguished from reality only by their limitless programmability.
The Star Trek Next Generation holodeck was the epitome of an interactive storyworld of
illusions that could be stopped, started, redirected, recombined, and reused at will [5].
The holodeck is in fact “too good to be true.”

Behind the holodeck were some highly paid Hollywood scriptwriters expert at
narrative and timing. By design, the holodeck was created to stretch audience imagi-
nations beyond their boundaries of the physically familiar and technologically possible.
Usability was seamless and the technology transparent in the Star Trek Next Gener-
ation holodeck. Unfortunately, virtual (VR), augmented (AR), and mixed reality
(MR) environments, together often referred to as XR or cross reality [6], have not yet
been particularly successful at achieving the high technical ideals set by literally
adopting a holodeck metaphor.

Nevertheless, science fiction and the notion of the holodeck can be useful when
applied in the socio-technical context of general user expectations [7]. The holodeck
introduced audiences to possible social implications of futuristic non-traditional
human-computer interfaces for learning, conveying information, and collaboration. For
example, by immersing oneself in the holodeck environment, crewmembers simulated
problem situations, evaluated alternative solutions, employed new tools, and painlessly
explored the consequences of life-altering decisions. The holodeck induced provocative
changes in the behaviors of the crew of the Starship Enterprise while exploring what
the future could hold for human communication, cognition, and creativity. In fact, the
holodeck technology was so seamless, it was practically invisible. That is to say, it was
not necessarily the pointer to futuristic technologies of the holodeck that inspired
audiences around the globe, but rather the narratives, or stories, created in it.

Although the holodeck is a powerful metaphor for the way computer simulations,
artificial intelligence, XR, and the design of advanced information displays can aug-
ment human learning and collaboration, like any metaphor, it must be interpreted with
care. What aspects of the holodeck are most important to learning through discovery or
collaborative problem solving? Possibilities from which we might have chosen include
the availability of real time simulations; practically unlimited access to information,
bandwidth, and artificially intelligent collaborators; and the freeing of computational
power from the encumbrances of screens, head mounted displays (HMDs), smart-
phones, touchpads, keyboards, mice, controllers, gloves, trackers, and other 3D input
devices.
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More importantly, however, in the present paper the holodeck metaphor is extended
to illustrate how information designers, developers, and engineers may achieve some of
the qualities of this imaginary computationally augmented environment in order to
support real life, face-to-face and virtual human learning, collaboration, and digital
storytelling that is information-rich, right now. Information design is a multidisci-
plinary endeavor involving data science, communication science, cognitive science,
media, and technology [8]. A brief description of the holodeck metaphor serves as a
device to explore how XR information design is a social construction of narrative.
Second, the Simulation Experience Design Framework & Method [9] is introduced to
organize key concepts relevant to designing XR environments and their associated
challenges and opportunities. The notion of carefully blending both real and virtual
spaces to achieve total immersion is discussed as the reader moves through the ele-
ments of the cyclical framework. Last, the conclusions describe a solution space
leveraging applied cognitive science, information design, and transmedia learning that
is neither high-tech nor low-tech, but all-tech. Transmedia learning is defined as the
scalable system of messages representing a narrative or core experience that unfolds
from the use of multiple media, emotionally engaging learners by involving them
personally in the story [10]. As previously noted by [10, 11], the challenge facing
contemporary XR designers and developers is to interleave information, technology,
and multiple media into the human storytelling process, and implement it in a way that
is memorable, robust, and extendable.

1.1 The Social Construction of Narrative

The meaning of any metaphor emerges from an interaction between the metaphor’s
basis (in this case, the holodeck) and the goals, assumptions and constraints of its
interpreters. In applying the holodeck metaphor to the design of collaborative XR
environments, the authors’ interpretive bias is to de-emphasize the advanced tech-
nologies it describes in favor of the collaborative interactions it potentially supports.
One of the dangers of the holodeck metaphor is that it might steer us toward trying to
replicate Star Trek technology, while ignoring practicality, usability, human perfor-
mance, learning, ethics, and the deeper structure of human collaborative work or play.
This could easily lead to the construction of yet another technical showpiece, filled with
costly, soon to be obsolete, hardware that is good for little more than carefully
orchestrated demonstrations. If we are to build useful and meaningful XR environ-
ments, the human dimension must drive our design decisions.

“Social construction of narrative” is the creation, by a group of people, of sys-
tematic, coherent structures for organizing shared knowledge and developing future
knowledge. Although the goal of social construction of narrative is applicable to nearly
all forms of collaborative information work, the emphasis on narrative as a social
construction is particularly relevant to the design of information in immersive expe-
riences. User experience (UX) design addresses the synthesis of cognitive science,
human-computer interaction, communication, and design thinking. User experience
design puts the human at the center of the product or service design process. As XR
designers and developers create more immersive XR and persistent transmedia learning
[10] experiences, it can be useful to employ a metaphor to bring to the fore initial
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assumptions, biases, or notions of expectations integral to the design of immersive
information experiences.

Narrative plays a powerful role in virtually all forms of human problem solving,
theory formation, creative work, and play [12]. For example, examining seminal work
in artificial intelligence has long recognized the power of scripts and other narrative
structures in creating and organizing knowledge [13, 14]. Laurel [15] has shown that
human computer interfaces can be improved by paying attention to the narrative
structure of the interaction activity. Narrative has even been shown to underlie the
formation of scientific theory. Historical studies of scientific practice confirm the role of
metaphor and analogy in theory formation [16]; these processes derive their power
from their narrative-like ability to organize knowledge into a systematic structure.
Landau [17] offers further support for the role of narrative in science by analyzing
various versions of the theory of evolution, to show that all of them have a common
narrative structure that mirrors the universal hero myth.

Therefore, the position taken in the present paper is that it is not the promise of
technology that ultimately appeals to users; it is idea of co-creating and living out
stories. More than the promise of artificial intelligence, simulation, or information
visualization, it is the support for social narrative construction and creativity that is the
source of the metaphor’s power. This understanding gives us a basis for elaborating the
holodeck metaphor in ways that may be relevant to information designers and devel-
opers of immersive transmedia learning experiences leveraging XR and other media.

2 Simulation Experience Design Framework & Method

Organizations tell stories to share learning, strategies, and knowledge. Daily operations,
the communication of scientific results, and data science analyses are story-driven
endeavors. Scenario and problem-based learning with simulations and games, in par-
ticular, often leverage story-driven experiential learning. The Simulation Experience
Design Framework & Method [9] is a process that addresses design as a system of
experiences that exists within an emergent, adaptive, cultural context that the designer
shapes and facilitates throughout user engagement, before, during, between, and after
the core experience has concluded. The word simulation in the name of the method
refers to an experience in which the role of a human, environment, or both, can be
simulated. The Simulation Experience Design Framework & Method, briefly described
in the present paper, has been applied by the author and others to problem-based
learning in virtual environments, serious game design [9, 18], and transmedia learning
[10]. User experience design for XR (or any medium for that matter) requires that
designers and developers understand what makes a good experience first, and then
translate these principles, as efficiently as possible, into the desired medium without the
technologies dictating the form of the experience. In simulated environments in which
end users are creatively problem solving or playing together, one’s experience may be
unpredictable, may not have a right or wrong approach, or may not be what the
designer intends. The Simulation Experience Design Framework & Method can be
helpful in framing the co-creation of open-ended, rich systems of experiences that
fosters learning, understanding, and sense-making (Fig. 1).
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The Simulation Experience Design Framework & Method suggests that supporting
equitable intercultural communication and learning is comprised of several salient
elements, among them (1) the interactions or type of communication (interpersonal,
group, etc.), (2) the narratives that are co-created by interlocutors, (3) the place, or
context, in which narratives occur, and (4) the culture that emerges from the social
construction of experience [19]. Following the circular framework from upper left to
upper right, design may then be considered as facilitating a journey, or connected
learning experience from interactions to emergent culture that iteratively lead to new
interactions spawned by the emergent culture. Use of the framework and method is
intended to improve the quality of equitable intercultural communication and learning
in collaborative, immersive environments such as XR, serious games, simulations,
transmedia storytelling & learning ecosystems [9, 10].

Finally, by treating intercultural communication as a core value, the individual
cultural backgrounds the players bring to their experiences are considered strengths, not
design liabilities. As we strive to create engaging immersive XR experiences
approaching the holodeck, differing cultural values of designers, developers, stake-
holders, and players can create a myriad of complications and competing desires or
expectations. The Simulation Experience Design Framework & Method can serve to

Fig. 1. Simulation Experience Design Framework [9]
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socially construct narratives and establish a shared understanding for thoughtful
analysis from which to better ground assessment and evaluation of human perfor-
mance, creativity, and expertise.

3 Challenges and Opportunities in XR Information Design

The following sections describe some of the challenges and “low hanging fruit”
opportunities in information design for engaging storytelling and socially constructing
narratives in XR immersive environments. Challenges and opportunities are presented
as the reader moves through the elements of the cyclical Simulation Experience Design
Framework & Method [9]. As designers and developers strive to blend real and virtual
spaces to achieve total immersion, key challenges include but are not limited to inter-
leaving information, technology, and media into the human storytelling process, and
supporting diverse cultural narratives in a way that is equitable, memorable, robust, and
extendable.

3.1 Interaction

Challenge: The Communication Space. Human communication is comprised of
systems of utterances, acts, and messages that are verbal, nonverbal, and incorporate
each of the senses. After the novelty has worn off, virtual environments are usually less
interesting and less appealing to the senses than the real world. What can we do to
make XR spaces more appealing to the senses and more easily inhabitable? We know
that people can make spaces more interesting, and, conversely, empty spaces may be
prone to bore users—how can we make use of the emptiness often associated with
virtual environments?

Opportunity: Support Quiet Reflection and Active Immersion. An immersive
environment can encourage an appropriate mixing of virtual and co-present end users
for public, private (alone or two), and semi-private (small group) interactions. Although
we often equate immersion with activity, designing for quiet reflection can enhance
learning, or problem-solving experiences. The holodeck allowed for active and
reflective behavior, both physically and virtually. The “coordinated use of mind, lan-
guage, and body is a fulfilling mode of being in the world” [20, p. 193]. A space that is
experienced through reflection and action can enhance immersion and engagement,
such that the space becomes a “place.” Additionally, telepresent creativity should also
value the silent pauses between verbal and nonverbal communication as much as it
values the communication itself. While proximity creates presence without constant
communication, the telepresent space must, like the holodeck, support co-present
reflection as much as co-present active communication.

Supporting XR immersion requires we be able to represent the emerging narrative
(e.g., problem solution) in the shared physical space. Users may want to actively
manipulate data, or quietly inhabit the same physical or virtual space while working
side-by-side with colleagues. This suggests a judicious integration of both high-tech
(XR or wall-size displays for AR data simulations and shared virtual spaces) and low-
tech (white boards and butcher paper) representations.
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For example, a review of AR research suggests its potential in the design of 3D and
2D information for quiet reflection and active immersion. AR refers to the display of
virtual elements alongside those in the real world [21]. The real/virtual juxtaposition of
information can be used when visualization would otherwise be difficult, such as the
inclusion of 3D components alongside 2D media [22]. This combination of digital and
physical elements creates immersion that facilitates critical thinking, problem solving,
and communication [23]. Research further indicates that the introduction of AR can
improve understanding and memory of material [24, 25] as well as raise the level of
engagement during presentation of information [26].

Another potential benefit of AR is the reduction in cognitive load, or the mental
effort involved in task performance [27]. Cognitive load may be divided into three
types: intrinsic (related to the inherent level of difficulty in task performance), germane
(the construction of schemas that facilitate task performance), and extraneous or
incidental (effort required based on the method of presentation or instruction) [28].
While intrinsic cognitive load is beyond the manipulation of an instructor, and germane
cognitive load is desirable as it relates to identification of problem-solving strategies,
extraneous cognitive load can and should be minimized in order to reserve cognitive
resources to process the intrinsic and germane aspects of a task [29]. Extraneous
cognitive load is thought to be reduced with proper AR implementation [24, 27].

Using electroencephalography (EEG), theta activity can be used as an index of
cognitive load [30], sustained vigilance [31], and can be used to build a classifier to
detect mental fatigue [32]. Employing theta activity as an index of attention, fatigue,
and cognitive load can allow for the comparison of XR versus 2D information pro-
cessing in terms of how hard individuals are working to process complex information,
how engaged they are attentionally, how much mental fatigue is present, and ulti-
mately, how well information is understood and recalled. Advancements in neuro-
science, data science, and communication provide the scientific foundation for
information design of quiet reflection and active immersion supported by XR and
environments employing transmedia learning to blend real and virtual elements.

3.2 Narrative

Challenge: The Storytelling Space. Although we think of immersion as a property of
advanced computer interface technology, immersion is actually a fundamental property
of narratives that goes back earlier than Homer (e.g. The Iliad and The Odyssey). All
good stories can draw us in to the virtual worlds they create. How can we facilitate the
simultaneous co-creation of and immersion in a shared narrative?

Opportunity: Achieve Co-created Immersion With and Through Interactivity.
The medium of film has deeply immersive qualities and is both symbolic and spatial.
Movies achieve immersion through fixed narrative, the representation of physical space
and realistic audio, yet are also symbolic in that the viewer sees from a “Gods eye”
view. Movies compress time to suit one’s limited attention span and warp psycho-
logical and physical distances to suit narrative flow. A film is not a “true” represen-
tation of reality, but it is compelling nonetheless. However, to explore the notion of the
viewer as a co-creator of narrative we may look at how computer game technology
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achieves immersion with and through interactivity. Early pioneers like Brenda Laurel
and Hal Barwood pointed out that computer games are more like plays, not films [19,
33]. Like plays, scenes in computer games are often viewed from single angles and
from the same distance. Additionally, as actors leave the stage, audience members
know that they still exist and are not out of the context of the plot. A computer game is
similar in that the player buys into a narrative of off-screen armies plotting against him
or her while s/he is battling evil aliens on-screen. Thus, the action of the game takes
place on and off the screen [19]. Games are stories that are co-created by the player [5].
The goal of information design of immersive narratives is to combine the symbolic
narratives of movies and the co-creating nature of games into a space that support
flexible creative relationships and improvisation that characterize learning and human
creative problem solving. Previous research points to real spaces that support creativity
and innovation [20], and the way problem solvers use objects as part of the creative
process [34]. Narratives often find their way into physical spaces—via storytelling
artifacts and other attempts to capture an experience in a more permanent fashion. An
immersive, information-rich problem space should provide for the spatializing of
narratives and artifacts necessary to facilitate innovation and creativity.

Preliminary exploration at the authors’ institution in spatializing problem-solving
narratives in XR environments, involves bringing legacy simulation frameworks into
XR applications to create visceral experiences and provide learning takeaways
unachievable through a traditional PC interface. For example, in the domain of physical
security, 3D simulation frameworks have been developed for analyzing the effective-
ness of security system layouts. Dante is a simulation framework that constructs a
system-of-systems model of a facility, including accurate 3D representations of the
facility along with modeling security assets [35]. Dante relies on its intelligent agent
architecture to simulate thousands of possibilities through Monte Carlo simulation runs.

An AR prototype was developed to explore whether problem-solving “what if”
narratives supported by Dante could become more hands-on engineering design aids
with the integration of Microsoft HoloLens. The prototype enabled users to explore the
placement of virtual security assets (objects) within an indoor space. Some virtual
assets (e.g., simulated cameras) provided information on the sensor viewshed within
the deployed space and updated the viewshed information in real-time as the objects
within the physical space were moved. A viewshed is the visible area of a physical
space from a sensor’s vantage point. For example, a camera may be able to view a
parking lot but would not see what’s behind a parked car. The area in front of the
parked car is within the viewshed, but the space behind the car would be outside of it.
The application also supported a “what if” narrative which involved an attempt by a
non-player character (NPC) to find, and take simulated objects placed by the end user
in the indoor space. The NPC constructed its navigation plan based upon the physical
layout instead of a human-generated 3D model of the facility. The prototype demon-
strated that Dante agents and sensor modeling libraries may enable XR applications to
access predictive simulation tools thereby adding additional dimension to the
co-creation of a shared narrative to aid decision making.
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3.3 Place

Challenge: The Space Isn’t a Place. An immersive information space is not just a
display of data; it should be a place where people act.

Opportunity: Achieve Immersion With Contextual Cues. Learning is situated in
implicit cultural and contextual information. This includes assumptions, values, goals,
meanings, and history shared by learners. This information is often implicit and
comprises the tacit knowledge that is learned through interactions over time. When
collaborating, especially with those who are not co-located, we should attempt to
include tacit knowledge in our computational space, although much essential tacit
knowledge never successfully makes it into current computational environments.

The first author and others [36] have shown that introducing subtle cultural and
contextual cues into immersive environments is an effective way to encourage certain
group collaboration. Cultural and contextual cues may be embedded in 3D information,
simulated objects, models and data from real-world experiments, posters, or each other.
Worth further exploration is a comparison of human collaboration with virtual objects
or data within the XR environment, to a real-world corollary which splits attention
among data in the XR environment, physical objects outside the XR environment, and
a collaborator inside and/or outside of the XR environment. Being co-located in the
same virtual space may allow collaborators to explore spaces intuitively, transition
focus more easily, and more naturally interact with physical entities in the real world.

Designers can also carefully design places that provide clues about the unfolding
narrative by stimulating memories and emotions. Research by LeDoux [37] suggests
that the human brain is wired to pick up on messages crafted as stories because we feel
real emotions when we connect with content or a character in a story. One potential
explanation is that the brain uses two mnemonic systems to process information [37].
The brain processes information both rationally and emotionally, although emotions
about rational content are usually processed by the brain split seconds before rational or
logical interventions by the cerebral cortex. Put simply, LeDoux’s research indicates
we best remember information presented in the form of a story.

Information and user experience designers can accommodate learners’ need for
cultural cues and situated information through a deep understanding of social work
structures, careful application of intercultural communication principles, and a will-
ingness to accept the possibility that when faced with a choice, end users may rec-
ognize limitations of XR and prefer that some activities happen outside the immersive
environment [9].

3.4 Emergent Culture

Challenge: The Space for Diversity. Immersive narrative technologies, especially
simulation, have a tendency to present a single point of view so powerfully, and with
such an illusion of reality, that other points of view are lost. One of the less fortunate
effects of information and communication media is their tendency to homogenize
different points of view. How can we ensure that learning in collaborative immersive
environments celebrate creative differences and reward out-of-the-box thinking?

Information Design for XR Immersive Environments 161



Opportunity: Support Multiple Points of View and Perceptions in Multiple
Spaces. In parallel with our growing acceptance of virtual spaces, we can begin to
explore merging a spatial and symbolic paradigm. An XR space that is populated with
intelligent agents may adapt to one’s perspective, cognitive perception, and indeed
crucially, to specific communities and communication preferences. The medium may
be the message, but we should also remember that in designing message-rich envi-
ronments, the message is more important than the medium! In transmedia learning the
interaction with messages communicated by each individual medium (XR, etc.) should
reinforce performance improvement, reflection, and behavior change. Emergent culture
is an opportunity to explore the broader story, or socially constructed narrative, in
different ways to enrich the core transmedia learning experience [10]. We can use
agents to tailor information and personalize the medium based on an understanding of
the way learners perceive information, the narratives they co-create, and knowledge of
how users juggle peripheral and focused information in multiple spaces [38].

4 Conclusion

We have captured what we believe to be the essential appeal of the holodeck metaphor,
and also the essential constraints on XR environments. Recall that after the novelty has
subsided, it is not the technology that appeals to users; it is idea of creating and living
out stories with colleagues. This understanding provides a basis for elaborating the
holodeck metaphor in ways that may be relevant to XR information design. The
Simulation Experience Design Framework & Method was introduced to organize
challenges and opportunities in the design of information for XR environments. The
discussion of carefully blending both real and virtual spaces to achieve total immersion
leveraged research from cognitive science, neuroscience, information design, and
transmedia learning. Key challenges facing XR designers include but are not limited to
inter-leaving information, technology, and media into the human storytelling process,
and supporting diverse cultural narratives in a way that is equitable, memorable, robust,
and extendable.
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Abstract. Rehabilitation after stroke requires the exploitation of active move-
ment by the patient in order to efficiently re-train the affected side. Individuals
with severe stroke cannot benefit from many training solutions since they have
paresis and/or spasticity, limiting volitional movement. Nonetheless, research
has shown that individuals with severe stroke may have modest benefits from
action observation, virtual reality, and neurofeedback from brain-computer
interfaces (BCIs). In this study, we combined the principles of action observa-
tion in VR together with BCI neurofeedback for stroke rehabilitation to try to
elicit optimal rehabilitation gains. Here, we illustrate the development of the
REINVENT platform, which takes post-stroke brain signals indicating an
attempt to move and drives a virtual avatar arm, providing patient-driven action
observation in head-mounted VR. We also present a longitudinal case study
with a single individual to demonstrate the feasibility and potentially efficacy of
the REINVENT system.

Keywords: Virtual reality � Brain-computer interfaces � Stroke rehabilitation

1 Introduction

Cerebrovascular accidents (i.e., strokes) are a leading cause of adult long-term dis-
ability worldwide [1], with up to 74% of stroke survivors requiring assistance with
daily life activities due to motor impairments (e.g., an inability to move the affected
side) [2]. Rehabilitation for these individuals is difficult because most current training
options require some volitional movement to train the affected side. However, research
has shown that individuals with severe stroke may have modest benefits from action
observation, virtual reality (VR), and brain-computer interfaces (BCIs). First, in healthy
subjects, action observation of motor actions has been shown to facilitate the formation
of motor memories and effects of physical training. Moreover, it has been shown that
action observation in association with physical training can enhance the effects of

© Springer Nature Switzerland AG 2019
J. Y. C. Chen and G. Fragomeni (Eds.): HCII 2019, LNCS 11574, pp. 165–179, 2019.
https://doi.org/10.1007/978-3-030-21607-8_13

http://orcid.org/0000-0001-9676-8599
http://orcid.org/0000-0001-5935-4215
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_13&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21607-8_13


motor training after stroke [3], eliciting motor-related brain activity on the lesioned
hemisphere which leads to modest motor improvements after severe stroke [4, 5].

Second, action observation in VR through a head-mounted display (HMD) has
been shown to increase motor activity in both the healthy and the post-stroke brain
[6, 7]. Furthermore, gamification mechanisms, which capitalize on motivational factors
that are essential for recovery and adherence to the treatment, can be built into head-
mounted VR rehabilitation environments [8]. VR rehabilitation environments can also
be tailored to allow for the personalization of training, self-monitoring, and monitoring
by therapists. Additionally, they can enable patients to play a more active role in their
rehabilitation by taking part in the development process through participatory design
approaches [9].

Finally, another treatment for individuals with severe stroke is the use of neuro-
feedback through BCIs, which also does not require active motor control. BCIs are
communication systems capable of establishing a pathway between the user’s brain
activity and a computer system [10]. The most common brain signal acquisition tech-
nology in stroke BCIs is non-invasive electroencephalography (EEG) [10], as it is the
most cost-effective solution for brain-computer interfacing [11]. EEG signals are dis-
tinguished by different wave patterns in the frequency domain called EEG bands or
rhythms. These EEG rhythms are divided into different ranges including Delta (1–4 Hz),
Alpha (8–13 Hz), Beta (13–30 Hz), Theta (4–8 Hz), and Gamma (25–90 Hz), and each
rhythm or combination of rhythmic activity has been previously related with sensori-
motor and/or cognitive states [12]. For example, during a motor attempt, the temporal
pattern of the Alpha rhythm desynchronizes, forming a special shape which, when
inverted in polarity (negativity is up), is reminiscent of the Greek letter l (mu). This
rhythm is also named Rolandic mu or the sensorimotor rhythm (SMR) because of its
localization over the sensorimotor cortices of the brain. Mu-rhythms are considered
indirect indications of functioning of the mirror neuron system [13] and general sen-
sorimotor activity, and are often detected together with Beta rhythm changes in the form
of an Event-Related Desynchronization (ERD) when a motor action is executed [14].
These EEG signatures are primarily detected during task-based EEG (e.g., when the
participant is actively moving or imagining movement). Moreover, specific signatures
from resting-state EEG activity—that is, EEG activity in the absence of a task—have
been also utilized as a biomarker in research for motor deficits [15]. When combined
with neural injury information, resting EEG measures, such as of frontoparietal activity,
can be used to predict the efficacy of stroke therapy [16].

In EEG-based BCIs for rehabilitation, motor-related brain signals generated by the
patient are reinforced by rewarding feedback, even if the patient cannot move [10]. In
this way, BCI feedback can be used to strengthen key motor pathways thought to
support motor recovery after stroke. Such feedback has shown modest success in motor
rehabilitation for severe stroke patients [17]. The fusion of BCI and VR feedback
allows for a wide range of experiences where participants can feel immersed in various
aspects of their environment - either in an explicit or implicit manner-and which they
can control using only their brain activity [18, 19]. This direct brain-to-VR commu-
nication can induce a sensorimotor contingency between one’s internal intentions and
the environments responsive actions, increasing the sense of embodiment of the virtual
avatar [20].
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In this study, we combined the principles of action observation, virtual reality, and
BCI for stroke rehabilitation to try to elicit optimal rehabilitation gains. We developed a
platform called REINVENT which takes post-stroke brain signals indicating an attempt
to move and drives the movement of a virtual avatar arm, providing patient-driven
action observation in head-mounted VR [21].

The purpose of this study is twofold: (1) to describe the new modular REINVENT
architecture that provides increased accessibility to the system, and (2) to test whether
REINVENT is feasible to use across repeated sessions to strengthen motor-related
brain signals in an individual after stroke.

2 Methods

2.1 Participant

For this study, a 69-year-old male stroke survivor was recruited. The participant suffered
a right hemisphere middle cerebral artery stroke 9 years prior resulting in severe left
hemiparesis in his upper arm. Upon inclusion in the study, the participant was unable to
actively extend his wrist or fingers greater than 5°. The experimental protocol was
approved by the University of Southern California Health Sciences Campus Institutional
Review Board (IRB) and performed in accordance with the 1964 Declaration of Hel-
sinki. Informed consent was obtained from the participant upon recruitment.

Fig. 1. System architecture: (a) EEG system with 8 electrodes over the motor and somatosen-
sory areas, (b) Oculus Rift HMD delivering the VR feedback, (c) 4 EMG sensors over target
muscles of the affected arm, (d) the dedicated desktop computer running the VR task and data
acquisition.
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2.2 Experimental Setup

The experimental setup was composed of a desktop computer (OS: Windows 10, CPU:
Intel® Core™ i7-6700 at 4.00 GHz, RAM: 16 GB DDR3 1600 MHz, Graphics:
NVIDIA GeForce GTX 1080), running the VR task, and the EEG and EMG data
acquisition. For EEG acquisition, a Starstim 8 (Neuroelectrics, Barcelona, Spain)
system was used. Starstim is a wearable, wireless sensor with 8 EEG channels and a
triaxial accelerometer, allowing for the recording and visualization of 24-bit EEG data
at 500 Hz (Fig. 1a). The spatial distribution of the electrodes followed the 10–20
system configuration [22] with the following electrodes over the somatosensory and
motor areas bilaterally: Frontal-Central (FC3, FC4), Central (C3, C4, C5, C6), and
Central-Parietal (CP3, CP4) (see Fig. 1 for set-up). The EEG system was connected via
Bluetooth to the dedicated desktop computer for raw signal acquisition and processing.
For the EMG data acquisition, a Delsys Trigno Wireless System (Delsys, MA, USA)
was used, incorporating 4 differential Ag active electrodes with 16-bit A/D converter at
2000 Hz and 3-axes acceleration data at 150 Hz and 8-bit ADC resolution. The EMG
sensors were placed on Extensor Digitorum Comunis (EDC), Flexor Carpi Ulnaris
(FCU), Biceps Brachii (BB) and Triceps Brachii (TB) muscles of the paretic arm
(Fig. 1c). The raw data was acquired from Delsys through the Lab Streaming Layer
protocol [23] and processed through a custom script in Matlab (MathWorks, MA,
USA). For delivering the VR feedback to the user, an Oculus Rift CV1 HMD was used
(Oculus VR, Menlo Park, California, USA). The HMD has two OLED displays,
1080 � 1200 resolution per eye, at 90 Hz refresh rate, and 110° field of view.
The HMD also features 6-DoF tracking (3-axis rotational tracking and 3-axis positional
tracking), and integrated headphones with 3D spatial audio (Fig. 1b). Finally, the VR
task was designed in Unity game engine (Unity Technologies, San Francisco, CA,
USA) and rendered in the HMD using the Oculus SDK (Fig. 1d).

2.3 REINVENT Architecture

The goal of the software architecture design was to be able to tailor REINVENT to
each participant’s specific rehabilitation needs and current level of impairment.
A secondary goal was to develop a flexible architecture that could integrate new
hardware easily to keep up with the rapid pace of technological improvements in VR
and wearable sensing devices. To do this, we upgraded the previous REINVENT
system [21] with a distributed architecture, making it hardware independent. REIN-
VENT allows for neurofeedback from a variety of interfacing devices that require
different degrees of freedom from patients, including those with (1) no active move-
ment through EEG in a direct brain-to-VR interfacing, (2) weak muscle activation
through EMG in a muscle-to-VR interfacing, and (3) substantial active movement
through hand tracking. The new architecture is built in an open and modular design,
with the data acquisition and processing modules independent from the VR task,
communicating bidirectionally over a network layer (Fig. 2). In the current study, the
EMG and kinematics were only used for logging and not interaction due to the par-
ticipant’s ability level.
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2.4 REINVENT Training Task

The VR feedback involved the rendering of two virtual hands performing a
flexion/extension training task from a first-person perspective (Fig. 3). The manipu-
lation of the virtual hand was triggered through the user’s brain activity. The experi-
mental protocol was designed for a 3-week intervention, resulting in 8 training
sessions. Due to the severity of the participant’s motor impairment, and positive
response after the first 8 sessions, the patient participated in a second set of 8 sessions,
for a total of 16 sessions with a one week break between the sessions. The duration of
each session was 1.5 h during which resting state data were acquired at the beginning
and end (4 min), with 4 blocks of 20 trials each of the training task in VR (80 trials
total) in the middle (Fig. 4). Each task trial included a baseline rest period of 10 s,
followed by a motor attempt of hand extension towards a target in VR, which lasted up
to 20 s. The patient’s virtual arm moved towards the target if their sensorimotor brain
activity during motor attempt increased relative to baseline (e.g., increased desyn-
chronization between 8–24 Hz under motor electrodes C3 or C4). At the end of each
block of trials, a total score was calculated as a percentage of successful hand move-
ment in VR.

Fig. 2. REINVENT distributed architecture for a closed neurofeedback loop.
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2.5 Behavioral and Clinical Assessment

A set of clinical outcome measures were acquired from the patient at the beginning and
the end of the intervention by a trained occupational therapist. The clinical scales
included: (a) the Fugl-Meyer Assessment (FMA) for motor impairment, with 66 as the
maximum score for upper limb [24] and (b) the Stroke Impact Scale (SIS), a subjective
scale of the perceived stroke impact and recovery as reported by the patient with a
maximum score of 100 [25].

In addition, a series of questionnaires about the VR experience were collected at
three time-points: baseline (session number 1); mid (session number 8); final (session
number 16). Those included the (a) Simulator Sickness questionnaire [26], (b) the
Embodiment Questionnaire [27] and (c) the Presence Questionnaire [28].

The Simulator Sickness questionnaire (revised by the UQO Cyberpsychology Lab,
2013) included 16 questions on a 0 to 3 Likert scale resulting in two sub-scales: Nausea
(9 questions for a maximum of 27 points) and Oculo-Motor (7 questions for a

Fig. 3. VR feedback of the training task: (a) idle state during baseline measurement, (b) target
onset with a ball appearing on the table, (c) motor action of wrist extension towards the target.

Fig. 4. Training protocol per session. In the beginning of each session, resting state data for
4 min were acquired before and after the 4 training blocks (5 min for each training block).
Within each block, 20 trials of motor attempt training were performed.
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maximum of 21 points) [29]. The Presence Questionnaire was adapted from Witmer
and Singer (1998) and asked participants a series of questions related to their sense of
presence in VR. Responses were reported on a 1 to 7 Likert scale divided in five sub-
domains: Realism, Possibility to Act, Quality of Interface, Possibility to Examine, and
Self-Evaluation of Performance. The Embodiment Questionnaire included a series of
questions to gauge their sense of embodiment. Responses were reported on a 1 to 10
Likert scale related to either Self Embodiment or Spatial Embodiment sub-domains.

2.6 Data Processing

EEG signals were processed in Matlab with the EEGLAB toolbox [30]. A bandpass
filter was applied between 1–50 Hz, following bad channel removal. All EEG channels
were re-referenced with an average reference and divided into motor-execution epochs
for every trial. Finally, Independent Component Analysis (ICA) was used for removing
all major artefacts related with power-line noise, eye blinking, ECG and EMG activity.

For acquiring the Power Spectral Density (PSD), the power spectrum was extracted
for the following frequency bands: Alpha (8–12 Hz), Beta (12–30 Hz), Theta (4–7 Hz),
and Gamma (25–90 Hz). For the current analysis, and because we were only measuring
from sensorimotor areas, an Event-Related Spectral Perturbation (ERSP) analysis was
performed. The ERSP is a time-frequency representation of the spectrograms of the
post-stimulus EEG, divided by its pre-stimulus baseline, and then averaged across all
trials (or epochs) [31]. It serves as a generalization of the Event-related synchronization/
desynchronization (ERS/ERD) [32]. In our analysis, we converted all ERSP values into
ERS/ERD percentages for the Mu (8–12 Hz) and Beta (12–30 Hz) bands over the C3
and C4 electrode locations in order to capture motor related activation. Finally, for
assessing differences in activation from both hemispheres we extracted a hemispheric
asymmetry index. Here, we defined hemispheric asymmetry as the relative power values
detected at C3 and C4 for both the ERD values and Alpha power. To estimate the
asymmetry, the power at the electrode contralateral to the movement side was subtracted
from the ipsilateral (e.g., for left hand actions, it would be defined as C4-C3).

2.7 Statistical Analysis

Normality of the distribution of all data was assessed using the Shapiro-Wilk (S-W)
normality test. A one-sample t-test was used to determine whether there was a sig-
nificant difference between the patient’s ERD values versus the mean ERD values of
healthy population. Moreover, for comparing the means between two related score-
groups of the patient on the same continuous, dependent variable (score in %), a paired-
samples t-test was used. Finally, a non-parametric Spearman’s rho test was used for
assessing significant correlations between ERD values, EEG resting state and training
scores. For all statistical comparisons the significance level was set to 5% (p < 0.05)
and all statistical analysis were completed using IBM SPSS 20 (SPSS Inc., Chicago,
IL, USA).
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3 Results

3.1 Brain-to-VR Interaction

One of the major goals of the REINVENT architecture was to evoke motor-related
activation from stroke participants’ brains that mirrored healthy motor brain activity.
Our current results show that when using REINVENT, we are able to evoke distinct
patterns of sensorimotor activation during motor attempt over the lesioned area. This
was achieved by extracting the level of ERD/ERS over the motor and somatosensory
areas through C3 and C4 electrodes during the virtual motor training task (Fig. 5).

Although the motor intention signatures are clearly illustrated on the extracted EEG
data, we also compared the patient’s data with healthy population data in order to
quantify how closely the patient’s ERD values matched those of healthy individuals.
To achieve this, we included data from two well established studies in EEG research.
The first study (Study 1) from Pfurtscheller and Aranibar. included data from 10
healthy subjects performing voluntary self-paced movement [33], while the second
study (Study 2) from Pfurtscheller et al. included 9 participants performing motor-
imagery tasks [34]. In this way we compared the activation during stroke motor attempt
to both actual motor execution and motor imagery. For consistency, we included data
from the same electrode location (C4) in order to compare it with the lesioned side of
the patient.

Fig. 5. Percentage of the Event-related synchronization (ERS) and desynchronization
(ERD) over the lesioned area (electrode C4) between mu and Beta frequency ranges including
head maps pre-post the stimulus. The blue trace 500 ms post stimulus at 12–24 Hz is the
signature of the motor intention of the user over the right hemisphere as quantified by
REINVENT. (Color figure online)
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A one-sample t-test was used to determine whether there was a significant differ-
ence between the patient’s ERD values versus the mean ERD values of each of the two
studies. Our results show that the mean ERD values of the patient data (M = −10.8,
SD = 21.3) were significantly higher than those from Study 1 (M = −70.8, SD = 59.7),
t (15) = 10.918, p < 0.05) and Study 2 (M = −86.7, SD = 8.9), t (15) = 13.813,
p < 0.05) (Fig. 6). This suggests that although we are able to evoke motor related
activation from the lesioned side, it is still far from optimal activation compared with
healthy data. This distance between healthy ERD and stroke constitutes an important
feature since it can be used to better quantify a stroke ERD goal amplitude during
BCI-VR training.

Regardless of the low ERD from the lesioned side, the VR training task scores
revealed that the patient was able to voluntarily control the virtual limb by using brain
signals from the lesioned side with up to 95% success (M = 77.2, SD = 10.5) (Table 1).
Since the patient had two sets of training (8 sessions each), we divided the score into two
sessions. Session 1 (M = 74.2, SD = 5.6) included sessions 1 to 8, and Session 2
(M = 80.1, SD = 5.2) included sessions 9 to 16 (Fig. 7). A paired-samples t-test
revealed marginally significant differences between the two sessions (t(7) = −2.2584,
p = 0.058).

Fig. 6. ERD values of the patient with healthy population values during voluntary movement
(Study 1) and motor imagery (Study 2) [33, 34]. * indicates significance of p < 0.05.
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Finally, in terms of EEG rhythmic activity during resting state, non-parametric
Spearman’s rho tests revealed significant correlations between resting state Alpha and
performance in VR training. Specifically, Alpha rhythm during resting state each day
was moderately correlated with the training score in VR that day (r = 0.603,
p = 0.013). Similarly, ERD in both Mu (r = −0.500, p = 0.03) and Beta (r = −0.541,
p = 0.043) during training showed significant negative correlations with resting state
Alpha. That is, a higher resting state Alpha correlated with more sensorimotor activity
(measured as increased negative ERD amplitude) and subsequently higher training
scores. In addition, the ERD hemispheric asymmetry (that is the difference between
C4-C3) of the Beta rhythm was significantly negatively correlated with the session
number (r = −0.726, p = 0.001). That is, motor-related beta activity increased over the
healthy hemisphere over time.

Table 1. Score table for all trials per session in %.

Trials Sessions
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 92 60 91 61 81 66 46 83 79 80 92 79 83 80 78 72
2 70 91 90 71 83 68 82 93 93 65 75 74 77 67 84 79
3 58 68 83 87 59 68 76 62 95 74 79 77 79 65 89 91
4 – 88 78 72 60 67 70 77 85 76 80 83 91 72 83 87

Fig. 7. Scores of Group 1 for sessions 1 and 8, and Group 2 for sessions 9 to 16.
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3.2 Behavioral Data

Regarding reported presence in VR, in looking at all sub-domains extracted from the
Presence Questionnaire, there was an increasing trend starting from the first session,
moving to the mid-session (8th) up to the last session (16th) across four sub-domains:
Realism (First: 27, Mid: 30, Last: 33), Possibility to act (First: 16, Mid: 17, Last: 20),
Quality of Interface (First: 4, Mid: 5, Last: 6) and Possibility to examine (First: 12,
Mid: 6, Last: 18). The Self-evaluation of performance remained stable over time (First:
14, Mid: 14, Last: 14) (Fig. 8). In terms of simulator sickness, the patient did not report
any increases in either Nausea (First: Pre = 1, Post = 0, Mid: Pre = 1, Post = 0, Last:
Pre = Not collected, Post = 0) or Oculo-motor sickness (First: Pre = 3, Post = 1, Mid:
Pre = 3, Post = 3, Last: Pre = Not collected, Post = 1) at any of the timepoints. This
suggests that the repeated VR intervention is feasible, and this was consistent over time
with no increases in simulator sickness.

Finally, in terms of embodiment, an increasing trend over time was observed
concerning the participant feeling that the virtual arm was his own (real) arm (Q3),
feeling that the virtual arm was him (Q4), and feeling that he was surrounded by the
virtual environment (Q7). Only the question about feeling that the virtual environment
seemed like the real world decreased in the last session (Q9), while the rest of the
questions maintained relatively stable across all sessions (Fig. 9).

Fig. 8. Presence questionnaire subscales
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3.3 Clinical Outcome

In terms of motor impairment as assessed by the Fugl-Meyer scale, the patient showed
a very modest improvement in the total score after the end of the intervention (Pre: 13,
Post: 14). Moreover, the patient reported an increase in stroke-related quality of life,
particularly in the physical domain, as reported on the Stroke Impact Scale (Pre: 45,
Post: 75).

4 Conclusions

First, the current findings illustrate that the new REINVENT architecture can be suc-
cessfully used by an individual with stroke, increasing the levels of presence over time
and the sense of embodiment of the virtual arm. Second, as anticipated, the stroke
survivor showed sensorimotor brain activity during motor attempt from the lesioned side
which resembled that of motor activity in healthy individuals, although not at the same
level. This suggests that REINVENT can activate targeted motor pathways with a virtual
representation of the affected arm in VR, despite lack of volitional movement. In
addition, the patient was able to voluntarily control the virtual limb corresponding to the
affected side with up to 95% accuracy during the VR training task and showed generally
improved control over time through the increased score, suggesting that the patient was
learning to modulate his own motor brain activity. Correspondingly, to examine dif-
ferences in activation over time, we conducted a correlation analysis between the
lesioned hemisphere and session number, showing decrease of the hemispheric asym-
metry index over time. That is, motor-related beta activity increased over the healthy

Fig. 9. Embodiment questions. Q1: To what extent was the virtual arm an extension of
yourself?; Q2: To what extent did you feel if something happened to the virtual arm it felt like it
was happening to you?; Q3: To what extent did you feel that the virtual arm was your own (real)
arm?; Q4: To what extent did you feel that the virtual arm was yours?; Q5: How much did the
virtual arm’s actions correspond with your commands?; Q6: To what extent did you feel like you
were really at the virtual environment?; Q7: To what extent did you feel surrounded by the virtual
environment?; Q8: To what extent did you feel like you really visited the virtual environment?;
Q9: To what extent did you feel that the virtual environment seemed like the real world?; Q10:
To what extent did you feel like you could reach out and touch the objects in the virtual room?
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hemisphere. This finding is inline with stroke research showing that action observation
is lateralized to the dominant, rather than ipsilesional, hemisphere [35].

Moreover, we found a positive correlation between resting state Alpha with training
in VR, which was measured as sensorimotor desynchronization in Mu and Beta bands,
suggesting sustained increases in motor-related brain activity. Since it is known that Mu
has been associated with somatosensory information and Beta with actual motor pro-
cessing [36], it is likely that the current relationship with resting state Alpha could be
used as a potential predictor of training performance in VR and a potential biomarker for
rehabilitation efficacy using EEG-based BCI-VR training paradigms [37, 38].

Finally, the participant reported improvements in functional measures, as captured
through the Stroke Impact Scale and Fugl-Meyer following REINVENT training.

Overall, in this study, we present a new, flexible architecture for a brain-computer
interface for stroke that provides neurofeedback in HMD-VR and show that it is
feasible to use for individuals with chronic severe stroke across 16 sessions. Future
studies may examine the use of REINVENT as a personalized training system for post-
stroke individuals across varying levels of ability and should explore the impact of
REINVENT training on functional activities and across additional settings (e.g., lab,
clinic, home).
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Abstract. This paper presents the details of a novel selection technique,
Physically-Based Volumetric Selection, to combat challenges in selecting vol-
umes of data using immersive display spaces. We present results on a physical
experiment that we used to inform design and discuss the details of our proposed
technique. We also present the results of a virtual experiment to evaluate fea-
sibility, utility, and usability. A description of user strategies and design is
included. Our results will have implications for applications that use alternative
rendering techniques as well as volume selection to assist with selection tasks in
a physically-based manner. Our technique can be used in combination with
other selection and manipulation techniques to improve the overall desired
performance of volumetric selection.

Keywords: Physically-based selection � Selection technique �
Volumetric selection � Mid-air gestures � Bimanual interaction �
Rendering change for interaction � Volume visualizations �
Immersive display spaces � Virtual environments

1 Introduction

Immersive display spaces, such as CAVE Automated Virtual Environments [1] and use
of head-mounted displays [2], provide advantages for viewing and exploring immer-
sive visualizations over standard desktop displays [3]. Volumetric visualizations are
especially useful to explore in immersive environments to better understand spatial
relationships [4]. However, when performing selection tasks in these types of envi-
ronments, there are challenges that can hinder this human-visual process, such as dense
data rendering, rendering ambiguity, limitations to visual channel, and/or occlusion of
data points [5]. Other issues result from portions of the desired target selection to be too
entangled with non-desired target areas. Typically, interaction solutions designed to
solve these problems may have low learnability and require some additional instruction
to use a technique. We would like to harness innate actions of reaching and grasping
we well as other physical properties of objects interacting. This can be difficult to
accomplish, but in this paper, we present a novel selection technique that enables users
to convert the rendering to geometric-based rendering to manipulate objects using
innate physical actions and seeing physics-based responses, but instead for the purpose
of selection. There are known advantages to direct manipulation techniques and a
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plethora of well-designed manipulation techniques. Our novel idea is to change the
rendering of the objects and convert a selection task into a manipulation task. Once
they are converted, users manipulate the objects to create the desired selection volume.
Once completed the rendering returns to original form, position, and other spatial
relationships; however, with the volume of area identified as ‘selected’. Not only that,
but our technique will enable selection of disjoint portions of a volume (not all of the
volume in one place). In this paper, we present the details of our physically-based
selection technique. We present the results of a physical experiment where observations
were analyzed and used to inform design of the technique. We also present the results
of an evaluation of the feasibility and usability of incorporating physically-based
interaction for selection of volumes of data. The goal of this work was to determine
what strategies users were able to use this technique and how this technique might be
incorporated with other existing interaction techniques.

2 Related Work

2.1 Volume Tool Selection

Previous work has designed selection techniques that provide a predefined volumetric
area to the user and a user manipulates that volume tool manipulation to define the
selected set of points [5–9]. A predefined shape may not accommodate perfectly to the
data that needs to be selected so users may have problems selecting occluded elements.
Worm Selector [10] allows selecting complex shapes while providing precision. CAST
[11] techniques use context-aware interactive selection to provide a faster analysis of
the large datasets. Other work provides a way to refine selection from multiple objects
to single sets progressively [12, 13]. However, this technique may not be suitable for
dense data points in a volume visualization.

Fig. 1. A user performs mid-air gestures and movement with objects using our physically-based
selection technique.
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2.2 Bimanual Selection

Several of the techniques implemented uses bimanual selection techniques [8, 9].
Additionally, one technique, which has been designed for bimanual interaction, Volume
Cracker [14], allows users to break open a set of data in a physical way. Users can use
both hands through tracking to manipulate translation and rotation of the parts of the
volume. Our technique is unique from this one in the sense that we are permitting users
to change and completely manipulate and reorganize any individual or groups of data
positions and other attributes of the data. We incorporate a change in rendering to ease
the interaction of volume selection and treat it as a virtual environment geometric object
selection task. Furthermore, Volume Cracker also does not return data to original sets as
in ours but keeps track of context through use of a spine to connect the two portions [14].

2.3 Touch-Based Selection

Other techniques use interaction with 2D touch-based devices to interact with the
volume data [15–17]. A few techniques do exist which combine user input and aided
selection. Multi-touch touchpad [16] employs two touchpads that uses an asymmetric
bimanual technique, which allows selecting a 3D region by requiring only a single
action. While these are excellent solutions to reduce fatigue, our intent is to investigate
the use of mid-air gestures in situations where it might be more advantageous in other
ways by interacting with 6-DOF direct manipulation to solve challenges relating to
rendering visibility and occlusion.

2.4 Multiple Object Selection

PORT [18] allowed selecting multiple objects using a set of actions to move and resize
while defining a target object. Depth-ray technique [19] that requires two operations to
specify the target uses the ray-casting technique with added depth control to select that
objects that are occluded. Magic Wand [20] uses an automated procedure to select
objects based upon the proximity of the other objects but is sensitive to the geometric
outline, which makes it difficult to work. Balloon selection technique [15] uses the
distance between two hands of a user to allow the user have control over the depth of
selection in a 2D touch surface. Flower ray technique [19] uses the ray-casting tech-
nique with marking menu to select multiple target objects concurrently. However, our
physical based selection technique in comparison to these works is different as we use
mid-air gesture to manipulate the objects/data along with its attributes.

2.5 Semi-automated Selection

Two 3D selection techniques that use gestures for 2D volume selection are
TeddySelection and CloudLasso [17]. In both techniques an initial selection is done in
a 2D plane by using a Lasso tool, this shape is then extruded to form a 3D cylindrical
shape, and the structure of the selected data is analyzed. These solve some of the
occlusion problems in an automated way, while our technique serves to solve the issue
using direct manipulation. In the future, we will compare performance differences
among these techniques but are out of the scope of the work presented in this paper.
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3 Physically-Based Volumetric Selection Technique

In this section, we provide a description of how the selection technique works from a
user’s perspective and the back-end. There are three sequential stages to this technique:
Render-Swap, Manipulate-to-Select, and Transitional Return. Users are intended to use
this technique with multiple types of 6-DOF devices. However, we implemented our
technique with the Leap controller (Fig. 1) to use mid-air gestures and evaluate the
feasibility of physical actions a user would perform in the real world.

3.1 Render Swap

This is the first of three phases. The information for volumetric data is typically
rendered as billboard-based rendering, or other similar cloud-like visualizations
(Fig. 2). The challenge of this rendering is such that it makes it difficult for users to
perceive specific details borders of the data with what they would like to select. The
first step to better volumetric selection is to swap the rendering for a geometric ren-
dering approach (Fig. 3). The users will see data points or clusters of data points
change to geometric objects. Color encoding will be retained. There is a great deal of
flexibility for the user to determine what the geometric objects or glyphs should be,

Fig. 2. Example of billboard rendering of data.

Fig. 3. Example of geometric-rendering of data.
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how many data points per cluster, clustering by data properties, and any other set of
properties. For the purposes of our evaluation, we chose spherical geometric objects
because they most closely matched our physical experiment (experiment one) and
innate physical interaction.

3.2 Manipulate-to-Select

Once the data is represented as geometric objects, the next phase of our selection
technique is engaged. The idea is that those data points or clusters of data points, easier
to see and identify. We call this phase Manipulation-to-Select because users may
translate, rotate, scale, or manipulate other properties of the data without penalty to the
actual data properties or spatial relationship. For our prototype implementation, we
implemented translational change only as per our results from our experiment one (see
section Experiment 1: Physical Observations). Additionally, physics or a subset of
physics aspects are applied. For the purposes of our prototype and evaluation, we
enabled physics forces on collisions of the user with the objects and with other objects
but did not enable gravity. The reason we did this was to retain the spatial relationships
of the elements initially so that users could better begin to identify what to select.

In this phase, the rendered data is no longer locked into each position. Users can
move the objects around with the intention to organize the data and separate out what
elements users wish to select. There is a lot of flexibility on users’ end for how they
would like to organize the data. A user can collect data in a pile to indicate selection,
separate out all the elements s/he does not want to select, separate out all the elements
s/he does want to select, separate elements into different piles or groups for different
levels of selection, etc. We discuss these user strategies, discovered from the evaluation
we conducted, in more detail in the User Strategies section of the section: Experiment
2: Evaluation of Technique in Virtual Space.

How the user manipulates the elements for selection could also be categorized as
egocentric or exocentric. In egocentric Manipulation-to-Select, users gather the data

Fig. 4. Example of manipulation-to-select
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relative to themselves. For example, a user will collect data close to the body or away
from the body. In exocentric Manipulation-to-Select, users will gather elements based
on spaces. For example, a user may designate a ‘selection space’ and then move all
elements to that space or a user may identify a threshold or line through the space to
push all elements to be selected across this threshold. In exocentric Manipulation-
to-Select, there is an additional step for users to define the ‘selection space’ either by
creating a volume of space through a geometric object, or by organically drawing an
area or line in the space. However, once the user defines this area, that area is saved or
retained in the workspace and is retrieved during the ‘Render-Swap’ phase.

For the purposes of our evaluation, we only implemented egocentric Manipulation-
to-Select however in our evaluation is where we discovered users were performing this
strategy of designating areas to put objects for selection. As such will implement
support for exocentric manipulate-to-select for a future evaluation.

3.3 Transitional Return

Once users have identified the elements for selection through the task of manipulate-to-
select, users may initiate the phase of Transitional Return. In this phase, the elements
morph back into each element original position, individual data elements (if a Render-
Swap clustered data element- see section on Render-Swap), and original rendering
type. We indicate this phase as transitional, because it is important that the morph
process does not occur instantaneously. This phase is a continuous animated visual
change over a short period of time to maintain context in both (a) where the data points
came from/ moving to but also (b) in the process a user conducts when they perform
manipulation-to-select. As a user is moving the elements around in the space during
manipulate-to-select, key-frames of the change in position of the elements are recorded
over time. Once Transitional Return is initiated, those key-frames are loaded and
played back for the user in reverse in a much quicker time. We have implemented for
users to have the option to include their arm movements in the replay or not. Users also
have the flexibility to adjust the speed of the replay.

4 Experiment One: Physical Observations

We conducted a qualitative experiment to determine how users physically interacted
with objects when asked to select a target group of objects. We designed this exper-
iment to understand user movement in 3-dimensional space and inform the design of
our physically-based volumetric selection technique.

4.1 Experimental Design

Participants were seated at a table and presented with a volume of objects in various
randomized configurations. Some of the objects were colored differently than other
objects, referred to as target objects. For the objects, we chose to use cotton balls
because they are lightweight, can be easily manipulated, do not easily roll away, and
stay together for the most part when placed together. The task was to determine the best
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way for them to identify objects they would like to ‘select’ using physical actions. The
configurations consisted of situations, which a user would encounter when interacting
with volumetric data: occlusions, non-target data in-between target data, various
clustering and non-clustering of data, and variety of size and shape of target volume.
Participants were presented with a total of 25 trials. While configurations were assigned
at random, all participants received a wide range of configurations from one end of the
spectrum no occluded target object to all occluded target objects and of the spectrum
from all clustered target object to zero clustered target objects. We collected data on
observations, and subjective responses from participants based on questionnaires. In
addition, Cyber Gloves, one for each hand, and wrists, tracked participants’ hands by
an optical rigid-body tracking system by Opti-Track.

4.2 Results

A total of 10 participants (6 males, 4 females; Mean age = 25.05, SD = 3.28) partic-
ipated in the study. In this study, handedness was not used as a measure for exclusion,
but all participants were right-handed. Video recording and hand/wrist tracking data
was analyzed using 3 facilitators to independently identify patterns in participants’
actions, then later came together to determine what factors would be used to inform the
design of our selection technique. What we found was that participants would use
actions that would separate out the target balls in some way, which related to the
configuration of the target balls in relation to the non-target balls. Since the target balls
were made of cotton and could be easily manipulated, we hypothesized that partici-
pants might shape or squeeze the cotton to indicate selection. However, no participants
changed or manipulated the size and shape of the cotton to signal selection. The only
actions participants performed were in support of translation. The following are pat-
terns found from our observations:

Less Occluded Targets. All participants for majority of time in this situation would
use their hands to divide out and separate the non-target balls from the targets. The
selection configuration resulted in target balls would be left in their current positions
and the non-targets spread away in new positions.

More Occluded Targets. Participants would start with larger groups of target balls
and try to move other target balls closer to those groups. Any non-target balls in the
way were separated out from the target balls. Any non-target balls or groups of balls
were removed from the participants’ view and set aside.

Widely Spread Targets. Where smaller sized groups of or more single target balls
there were, the more the participants pulled together the target objects in a common
area than separating away non-target objects. Therefore, in this sense, participants
instead changed the position of the target balls, while non-target balls remained
majority in original position.

Clustered Targets. In addition to any separation actions described in treatment of
occlusion, majority of participants (N = 7 out of 10) left clusters of targets in the
location of majority of target balls, while moving only single or smaller clusters
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towards those larger groups. Some participants (N = 3 out of 10) instead held the target
balls at various times in their hands to signal each group was to be ‘selected’.

5 Experiment Two: Evaluation of Technique in Virtual Space

The goal of this experiment was to evaluate the usability of our designed volumetric
section technique. Our technique and three phases of ‘Render-Swap’, ‘Manipulate-to-
Select’, and ‘Transitional Return’ are described more in detail in the earlier section:
Physically-based Volumetric Selection Technique. We implemented our technique
using a Leap motion controller (to enhance freedom of handedness movement) and in
Unity using collision-based physics for the hands and objects. Gravity forces were
disabled for all objects to help retain spatial relationships during the ‘Manipulate-to-
Select’ phase. See Figs. 1 and 4 for an example setup and how users interacted.

5.1 Experimental Design and Procedure

Participants wore a head-mounted display (Oculus Rift) with a Leap controller attached
to the front of the display. Unity 3D was used to render the task environment as well as
a natural-looking hand model (male and female models were used to match the gender
of the participant). Participant’s hands were tracked using the Leap controller. In
addition, participants’ head, wrists, and elbows were tracked using a wide-area optical
rigid-body tracking system provided by Opti-Track.

In the virtual environment, participants were presented with a set of volumetric data
where some areas were colored different from other areas, signaling the areas as the target
for selection. Initially data was rendered using billboard-based rendering where data
looked like blended clouds of color. When the participant was ready, they gave a verbal
command to begin the Manipulate-to-Select task. At that point, the data would become
geometric spheres. While users can change this, for the purposes of the experiment we
used a consistent set data point and sphere size. There was a total of 3 clusters of target
balls, each one with a range of balls from 5–15. A range of configurations of occlusion
and spread of these virtual objects were randomly assigned in the trials.

The task was to use their hands to identify the volumes for selection. Participants
then used a voice command ‘Select’ to signal that they were finished with the
Manipulate-to-Select task and therefore selection was complete. At that time, Transi-
tional Return would initiate. In this study, since we used participants from a broad
general subject pool, it would not make sense to evaluate retention of context in the
Transitional Return phase. We plan to do this type of evaluation in the future with
expert scientists who use these types of visualizations who could provide a better
gradient of performance for context retention of the data. In this evaluation, our goal
was to evaluate broad utility and usability of this technique. In addition to the tracking
that recorded the arm/hand movements of the participants, position change of the
objects in the environment were automatically logged for the Transitional Return but
also for our analysis purposes. We collected data on NASA TLX workload to assess
fatigue, subjective responses on a modified SUS usability questionnaire, and from an
open-ended interview.
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5.2 Results

Participants. Data from 14 participants was collected (mean age = 26.36, SD = 7.43).
All participants had or corrected to 20/20 vision. There were 5 females and 9 males.
There was one color-blind person but the distinction between target objects and non-
target objects were not reported to be a problem. 7 out of 14 participants are moderately
to very experienced with these types of volumetric visualizations. The remaining 4 had
little to no experience. All participants completed and passed a full range of arm motion
test to determine if they had any physical limitations that may influence how they were
moving. All participants completed and passed the Butterfly Stereopsis Test, deter-
mining the range of stereopsis the participants could see. All 14 participants were
different from the participants in experiment one. We made sure to exclude participants
from experiment one because we did not want any bias or influence from their expe-
rience with the physical objects in influence their experience of the virtual selection
technique. In other words, we wanted to make sure the opinions of the participants were
in response to the usability and utility of our selection technique, rather than the com-
parison to an exact physical experience. In interaction design, it may not always be
beneficial to provide an exact replicated experience to the real world and we designed
the technique with this in mind. The purpose of this experiment was to identify the
strengths and weakness of our proposed technique in the context of volume selection.
All but one participant was right-handed. We looked at the data of the participant who
was left-handed closely in comparison with our analysis and conclusion and did not find
any discrepancies relating to hand dominance. In the future, we will actively recruit
participants of all range of handedness to determine what differences exist for different
dominance. Analysis of handedness is out of the scope for this work.

Utility, Usability, Fatigue, and Overall Workload. The mean completion time of
each trial was 1.24 min (SD = 0.48) with a total of 14 trials each participant, for a total
of 17.36 mean time of experience. Participants answered questions on usability, such as
ease of use, usage satisfaction, own performance, comfort, and utility, and fatigue, on a
scale from 1 to 7. One represents more difficulty, less satisfaction, poor performance,
less comfort, higher utility, and less fatigue. Seven represents higher ease of use, higher
satisfaction, better performance, more comfort, and higher fatigue. Overall usability
ratings are high, as participants reported the following for ease of use (M = 5.75,
SD = 1.05), performance satisfaction (M = 5.5, SD = 1.34), comfort (M = 5.62,
SD = 1.53), and utility (M = 5.86, SD = 0.86). Overall, we expected much higher
reports of arm fatigue, but ratings were generally low (M = 1.07, SD = 1.59).

We analyzed data on NASA TLX Overall Workload and participants reported
overall workload (M = 41.26, SD = 22.34), with effort and performance being a more
highly weighted contributing factor than mental and physical demand. Overall work-
load is lower than expected given the physical aspects of the technique.

Other positive themes are illustrated by the following positive comments (negative
comments are in the limitations section):

• “I feel I completed all of the tasks as directed but had intuition with the movements”
• “I could perform and complete each task in a very comfortable way. Also, I could

move comfortably throughout the room without any difficulty”
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• “The Head Mounted Display was showing me almost perfectly what my moves
were. It was really impressive!”

User Strategies from Movement Data and Observations

Gather. Participants often collected target balls close to them in an egocentric manner.
Participants generally collected them within a short distance of themselves and then
indicated selection.

Separate. Participants would move non-target balls away from target balls. In some
instances, participants would separate target balls from non-target balls, but majority of
those actions could be considered a gathering strategy. To be considered under a
‘separating’ strategy, participants removed balls away from other balls but did not
collect them into one area.

Expunge Non-Targets. The ball objects move with speed relative to user’s speed at
which the hand is moved. As a result, the user can control the force that is applied to
the balls. One strategy that users followed was to quickly and forcefully knock non-
target balls out of the scene. There were a few occasions where this was not meant to
happen (see Limitations section), however debriefing participants who did this often,
did this as a strategy for selection. Participants did not do the reverse as we found in
experiment one. No target balls were sent away to indicate selection.

Pointing. We found a number of participants would touch single objects with their
finger or point at (without touching) to identify objects for selection. This is a sur-
prising result since participants did not really do this in the physical experiment. Given
this result, a Ray-Casting [21, 22] technique can then be used to select stray individual
objects after the Render-Swap phase. Ray-casting has been shown to have high
accuracy and fast selection completion times.

Lasso. Participants would gesture circles around groups of targets to indicate selection.
This may be carry-over from other computer-based applications.

Painting. A small subset of participants used the palm of their hand to gesture strokes
as if to ‘paint’ the objects they wished to select, typically below the balls or above the
balls. This is different from LASSO because participants did not make complete or
semi-complete loops.

Limitations. In this section, we outline a few themes, each illustrated by an actual
comment from a participant, to facilitate discussion of the limitations of the system.

“Performance wise, however, once a ball goes the wrong way, it is impossible to
get it back.” We will address this limitation by implementing a snap-back feature along
the translation trail of the ball. That way the user can not only ‘undo’ a translational
change but also move to a location, as it was intended for. For example, if the user only
wanted to move it to a particular location but the object(s) traveled too far.

“Occasionally it was difficult to reach some of the balls that were further away or
towards the edge of the usable area.” Other participants commented on unwanted body
interaction as well. This limitation can be address by implementing an already useful
existing technique of HOMER [21, 22], where the hand can be cast-out into space,
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thereby extending the physical reach of a user. We did not implement for this study
since we wanted to look at how physical actions directly work as a selection technique.

“It looks like the system had trouble responding fast or sudden gestures.” Other
participants also reported that at times the hand models would disappear. This was a
result of the tracking performance (in particular when the hands disappeared from view
of the Leap system). We expect this technology will improve and that the results we are
reporting in this paper would only improve with better tracking performance.

6 Discussion

The main difference in strategies found between the physical observations and the
virtual evaluation is that participants in the virtual evaluation did not send target objects
away from their body or away from other non-target objects. In the physical experi-
ment, participants did this when there was less clustering of target objects as an easier
way to pluck out the target objects. We speculated that this might be a result of having
the desk serve as a workspace ‘frame’ in the physical space. In the virtual experiment,
if participants sent a ball away, they could not retrieve it so that could be interpreted as
a non-selection. This may be the reason why participants did not execute this strategy.

Additionally, the PAINTING strategy was an interesting and surprising result, as it
was different from the physical experiment and we did not provide color change
feedback for selection of the objects. We will incorporate various tools that participants
can use for this manipulation phase.

We found through debriefing participants that the mean task completion time was a
reasonable amount of time to complete the task. In the future, we will compare our
technique to other existing techniques. We will still expect our technique to take more
time however, we will expect our technique to counteract difficulty areas where other
existing techniques may fail (occlusion, data spread out, non-target data too close to
target data, etc.)

The results on low arm fatigue and low workload may be due to the observation
that they (participants) used their arms in short bursts of actions rather than continu-
ously holding up their arms. Given that the task was timed but not constrained to
complete the task as fast as possible, perhaps users may experience more fatigue
without more time to rest arms between actions.

7 Conclusion

In conclusion, we present a novel volumetric selection technique. This technique has
three novel phases. The first is the phase that converts the typical volumetric rendering
into geometric rendering temporarily for selection. Based on the results from our
evaluation, we discovered that once in this phase, a variety of selection techniques
proven high performance for virtual environments can be used for selection of these
difficult to see volumes. The second is the manipulation-to-select phase. This idea is
novel in the sense that you could take any manipulation technique and use it for a
selection-based task. Within the scope of this paper, we only looked at translation-to-

Physically-Based Bimanual Volumetric Selection 193



select and reported the strategies and limitations of the technique. The third idea is that
the data converts back into the original rendering, position, and original state of other
properties. The data travels along the path in reverse that the data took when a user
manipulates the spatial relationships of the data.

This paper presents the details of a novel selection technique, a solution to combat
the challenges with volumetric data selection explored using immersive display spaces.
We conducted a physical experiment to inform design and then conducted a virtual
experiment to evaluate feasibility utility, and usability. Overall, this technique pro-
duced high utility, usability, and satisfaction in performance ratings. Surprisingly the
technique produces low fatigue and overall workload. Our results also include
descriptions of strategies to incorporate and adjustments to make on our technique. Our
results will be useful for applications that use alternative rendering as well as volume
selection to assist with selection tasks in a physically-based manner. We view this
technique to be augmented with other techniques as a way for users to use gesture-
based interaction when direct manipulation is more useful.

8 Future Work

We outlined several ideas to combat weaknesses and limitations of this technique in the
discussion section and throughout the paper. We plan to implement those augmenta-
tions to the technique and then conduct an evaluation to compare the performance of
our technique with other existing techniques. We will investigate Transitional Return
performance in relation to preserved context for expert users in selection scenarios.
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Abstract. Museums offer visitors a variety of historic content. However,
museums still rely on traditional methods of delivering content to visitors through
the use of signage to compliment an exhibit. A research study was conducted to
determine the feasibility of developing Mobile Augmented Reality experiences
for a museum in an open environment. Three examples of AR experiences were
investigated. First, the Serpentine Path AR experience is presented, providing
contextual AR, showing the development of a historically significant garden
pathway with primary source historical documents, and images. The Horse
Chestnut Tree AR experience follows, presenting a miniature 3D model of a tree
that is a vital part of the outdoormuseumgrounds. TheMainHouseAR experience
illustrates AR over time, showing the contrasting progression of a home and
surrounding foliage. Through mobile delivery, users are provided with an AR
experience either on the physical site grounds or from a remote offsite location.
Approximately two-thirds of the users (68%) considered the AR experience good
for the Horse Chestnut Tree experience, with 90% of the users responding that the
Serpentine Path AR experience, which included audio, provided access to his-
torical content they would not receive anywhere else. Similarly, 96% of the users
felt that the Main House AR experience provides unique access to historical
content which was not available elsewhere. Evaluation of the mobile AR expe-
rience identified areas where users learned more, based on the information pro-
vided to them during their visit, with the identification of areas for future work.

Keywords: Use experience � User centered design � Mobile applications �
UX evaluation

1 Introduction

Augmented Reality is distinct from Virtual Reality. In Augmented Reality (AR) the
environment is real but extended with information and objects overlapping in real time.
In contrast Virtual Reality fully submerges the user into a virtual environment [1].
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Augmented Reality bridges the gap between the real and virtual world in a seamless
way [2]. For the research presented here, three AR experiences were developed for the
Liberty Hall Museum Grounds in Union, NJ. The purpose of developing these expe-
riences was to captivate museum visitors using mobile technology. It also gives the
opportunity for visitors to view historical artifacts in a non-traditional manner, inte-
grated with the real artifact. All these experiences are suited for outdoor environments.

2 Prior Work

During the early development of Augmented Reality (AR) users wanting to take part of
AR would have to wear a head-mounted display (HMD) [1]. Due to the weight of the
system, the HMD was suspended from the ceiling. This headset was often bulky, and
users were limited in range by the wires and components that were part of the headset.

As time progressed, advancements in technology have allowed devices to be much
more powerful and smaller in size. Smartphones now contain numerous tools such as a
camera, GPS, telephone, Wi-Fi support and a web browser. The widespread use of
smartphones makes the smartphone a great tool for Mobile Augmented Reality (MAR),
bringing new possibilities of delivering content to users. Delivery methods include
virtual content such as audio, text and video which can overlap in the physical world [3].

There are countless applications for the use of AR. One venue for AR is in
museums [4]. Museums are places where visitors can see hundreds of well-preserved
artifacts on display. For instance, in a museum there could be skeletons of prehistoric
animals such as dinosaurs. Yet visitors, mainly children do not know what an actual
dinosaur looked like. In a study, museum visitors can see what a recreated dinosaur
overlays on an actual skeleton [5]. This AR system allows visitors to get a better
understanding of what a dinosaur may have looked like.

Another adoption of AR is the Chicago 00 Project (http://chicago00.org) by the
Chicago History Museum [6], more formally known as the Riverwalk Project [7]. The
Chicago 00 Project presents users with historical images and footage while users are
physically present at one of their AR experience sites in an outdoor environment, which
are scattered around the city of Chicago. One AR experience is the SS Eastland
Disaster. Visitors have the ability to align their smartphone using the outline of an
image onto the building or bridge [6]. Presenting the user with a historical image and
allowing users to stand where the photograph was originally taken provides an
immersive, engaging, memorable experience. Clicking on the image brings text with
detailed information of what occurred, further enhancing the Chicago 00/Riverwalk
experience [8]. Similar work is taking place in Montreal, as part of the Cite Memoire
installation [9], with visual projections on the buildings on downtown Montreal in the
evening, accompanied by information accessible through a mobile app.

AR presents museums new opportunities to place historical content that may
otherwise be placed in collections or archives in an outdoor environment [10–13]. This
research further explores the feasibility in developing in Mobile Augmented Reality
using marker-based technology in an open space.
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3 Methodology

There are two types of AR systems commonly found today: marker-less and marker-
based AR. Marker-less AR uses GPS coordinates from a mobile smartphone or image
recognition to determine a user’s location. Mobile applications such as Snapchat
currently uses marker-less AR in its platform. Users have the ability to add 3D model
banners and text into their Snapchat videos, without any additional work other than the
initial video recording. Marker-based AR requires an image that is used as a trigger for
the AR experience to start. The image acts similar to a barcode. The user simply scans
an image from their mobile smartphone and in return is presented with some form of
digital content that overlaps the physical world (Fig. 1).

For this research, marker-based AR was added to the Liberty Hall Museum
Grounds. During the initial stage, pencil sketches of the mobile AR markers were used
and were later designed digitally using the Adobe Creative Suite. This approach saved
time as it allowed several versions to be made quickly. The best pencil sketch for each
AR experience was later selected by the museum director and staff.

Three unique and prominent AR experiences were developed for the Liberty Hall
Museum Grounds, in Union, NJ: a Serpentine Path experience, Horse Chestnut tree
experience, and a Main House experience, using the Augment and Blippar AR plat-
forms. The selection of the Augment and Blippar platforms was based on support for
scaling and compatibility for mobile phones, using both the Android and iOS operating
systems, and Blippar’s support for the inclusion of audio clips.

3.1 Serpentine Path

The Serpentine Path (Fig. 2) is an important natural exhibit on the grounds of the
Liberty Hall Museum. The path is a walk-through of the various trees, foliage and
landscape of the property. The path however has been altered throughout the years.

Fig. 1. Depiction of 3D content generation process.
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The AR experience allows visitors to explore the property back to its origin and
experience the time lapse to what the property is today. Historical images were pro-
vided by Kean’s History Department and from the Liberty Hall Museum staff. For the
first time museum visitors would be able to see images depicting the original grounds
accompanied by an audio clip (Fig. 3).

Fig. 2. Marker for Serpentine Path

Fig. 3. AR images with audio clip options
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Here is segment of the audio clipped used for this experience:

“Over the course of the eighteenth century, the fashion for gardens changed from the formal,
geometric and symmetrical “French” aesthetic to the “English” style landscape garden. Those
changes are reflected in the gardens of Liberty Hall. William Livingston owned several books
on gardens, including John Evelyn’s Sylva (the most important treatise on trees to be published
in the seventeenth century), Philip Miller’s Gardener’s Dictionary (a major English reference
work), and Batty Langley’s Principles of Gardening, an influential volume by the noted
eighteenth-century English garden designer. The same books could be found in the libraries of
Livingston’s American peers Robert R. Livingston, George Washington, and Thomas Jefferson,
all of whom were enthusiastic gardeners …”

3.2 Horse Chestnut Tree

The second AR experience is the Horse Chestnut Tree experience (Fig. 4). The
physical Horse Chestnut tree is currently planted in front of the Main House at the
Liberty Hall Museum.

The Department of Environmental Protection in the State of New Jersey recognizes
the tree has a height of 49 feet tall with a spread of 57 feet wide. It is considered the
biggest in Union County and in the state of New Jersey. The tree has aged and has had
parts of its trunk and branches cut off. It is believed that William Livingston’s daughter
Susan Livingston planted the tree. For this experience a miniature 3D model of the
Horse Chestnut tree appears when the marker is scanned (Fig. 5). We felt it was
important to demonstrate to the museum visitors what the tree appeared like in the past.

Fig. 4. Marker for the Horse Chestnut Tree
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3.3 Main House

The Main House AR experience (Fig. 6) was inspired by the works of the Chicago 00
or Riverwalk Project [6, 7], which uses marker-less Augmented Reality in which users
can align their smartphones, tablets, or any other smart device with the physical world.
When aligned properly, users are able to see a layered image that overlaps the physical
world and displays a historical image.

For this research we proceeded with the marker-based AR route. This AR expe-
rience consists of four historical images from different points in time, taken from years
1844, 1856, 193,5 and an unspecified dated image. Images were made transparent so
users can align the entire image of the Main House (Fig. 7). The transparency helps
users see what property look entirely at the given year.

Fig. 5. 3D Model of Horse Chestnut besides the physical Horse Chestnut
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Fig. 6. Marker for the Main House

Fig. 7. Picture of the Main House using the Blippar platform
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4 Results

A survey was conducted, and participants (n = 41) were asked a series of Augmented
Reality questions. The first question asked participants if they knew what Augmented
Reality (AR) was. Ninety percent of the respondents reported they did know what AR
was, with only 10% reporting no. The second question asked participants if they
believed AR can be used as an educational tool. All participants (97.6%) agreed that
the AR can be used as education tool.

Participants were shown the Horse Chestnut experience and asked if the AR
experience provided them with historical content. The majority of the survey partici-
pants (68%) did not find any historical content. Participants mentioned that there was
no text to accompany the 3D model. It is possible, if a historical document were to have
accompanied the 3D model, that the results may have been different.

The Serpentine Path and Main House AR experiences provided different results.
Survey participants agreed there was some type of historical content to be derived from
both Augmented Reality experience. The Serpentine Path AR experience, with audio,
received a 90% favorable response for access to historical content that would not have

Fig. 8. 1856 etching of Liberty Hall main house
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otherwise been available to the participants. The Main House AR experience received a
97% favorable response for access to historical content as well.

One drawback to the AR experiences was that the transparency made it difficult to
work with at certain times during the day. Environmental factors such as lighting
played an important role. On cloudy days users reported that transparency made it
difficult to find the anchor points or reference points with which to align the image onto
the physical Main House. On one occasion a user reported that instead of aligning the
virtual AR image on the physical building, simply holding the virtual image below the
physical house could suffice.

Additionally, during the development of this experience, objects that were added or
removed surrounding the Main House were not taken into account. For instance, in the
1856 image of the Main House (Fig. 8), the Main House and the Horse Chestnut is the
focus of the image. However, on the present-day property several trees and plants have
been added.

Future work would include identifying points on the property where users could
stand for the best AR experience. Additionally, a narrative trail may be used to further
enhance the historical context of the property. For example, audio narration could
provide visitors with information about the present-day small creek beside the property
which used to be a large river supporting supply ships delivering household goods from
New York City and elsewhere. Understanding this commerce provides a context for the
economic and social power of the residents of the home at that time. Overall, AR
experiences have the potential to change the static museum-going experience, when
correctly aligned with other materials, including audio narration and historical artifacts.
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Abstract. Projection mapping onto non-rigid deformable objects
requires highly accurate tracking of its surface position. Traditional
methods of using measured deformations of the surface can be inadequate
due to potential sources of time delay, such as projector lag. Previous
work done by Gomes et al. [3] demonstrated a novel approach for predict-
ing the motion of a non-rigid surface to assist in the compensation of any
delays. This paper improves upon the extended Kalman filter algorithm,
presented by Gomes et al., by introducing a higher order approxima-
tion using the cubature Kalman filter. This algorithm is verified using
an experimental setup where an image is projected onto a deformable
surface being disturbed by a “random” force. The results show a marked
improvement over the extended Kalman filter. The error results demon-
strate that the cubature Kalman filter can be applied to situations with
low measurement capture rates as well as higher levels of occlusion.

Keywords: Spatial augmented reality · Virtual reality ·
Non-rigid surfaces

1 Introduction

Spatial augmented reality (SAR) is the use of projection technology for the pur-
pose of transforming any object into a display surface. This, currently, is most
often used by the entertainment industry to project large, sometimes user inter-
active, scenes onto walls or other rigid surfaces such as tables and buildings.
Projection mapping onto non-rigid surfaces could be very useful in the enter-
tainment and fashion industries, and the field of surgical training. Current rigid
mapping algorithms, however, would not be able to function if significant defor-
mations were to alter the surface, such as those involved with textiles, leading to
a lack of realism and immersion. Current methods to solve this problem [7,10,11]
involve the real-time tracking of surface geometry and projecting a warped image
onto the measured surface. However, for quickly changing surfaces there is no
mention of how well these techniques perform. If a surface being tracked is mov-
ing quickly the image processing and surface tracking time required may cause
delays that lead to image distortions. Other solutions [6] that have been shown
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to work for high speed deformations rely on highly customised and expensive
projector and tracking systems. Other issues that arise due to the nature of this
problem include inherent system time delays for real time purposes as well as
occlusions. Projectors are notorious for having slow response times, also called
input lag, which along with algorithm processing times can be a large damper on
any real time effects. Occlusions occur when an object being tracked is blocked
from observation and so can no longer be measured. A common occurrence when
tracking non-rigid surfaces is self-occlusion where by the object itself prevents
it from being fully measured. A prediction scheme can be used to approximate
the position of the surface at some future time, which can smooth the overall
experience. The goal of this paper is to improve upon the extended Kalman
filter (EKF) algorithm presented by Gomes et al. [3] by implementing a cuba-
ture Kalman filer (CKF) process. This paper does not cover any image warping
or projection techniques as it is assumed standard techniques will be used for
projection. This paper is organized as follows: Sect. 2 discusses the modelling
of the non-rigid surface, Sect. 3 introduces the EKF and CKF prediction based
surface tracking algorithms, Sect. 4 provides a description of the experimental
procedure for real-time application of the algorithm, Sect. 5 presents the results
of the experiment, and Sect. 6 lists conclusions and future work.

2 System Model

The CKF algorithm requires a physically accurate deformable model that will
describes the motion of the surface being tracked. Several different deformable
models have been studied in the field of computer graphics ranging from aesthet-
ically pleasing to physically accurate. This paper uses the mass-spring system
used by Gomes [4] due to its simplicity, speed, and ease of construction. The
mass-spring model was first developed by Provot [9], it uses an interconnection
of point masses (nodes), springs, and dampers to represent a surface. Each point
mass is connected to all adjacent nodes with structural springs (or dampers),
diagonal nodes with shear springs (or dampers) and nodes that are two steps
away with flexion springs (or dampers), as shown in Fig. 1. This allows each
point mass to be connected from between 3 to 12 other nodes.

The dynamics of the system can be written in the state space form:

x[k + 1] = f(x[k], u[k]), (1)

y[k] = Cx[k], (2)

where x[k] is the state vector containing the position and velocity information of
each node at time-step k, f(x, u) contains the nonlinear dynamics of the system
and u[k] is a vector of input forces. The matrix C in Eq. (2) selects only the
position states from the state vector to be the output of the model.

To account for errors between the model and the real-life plant, a random
process w[k], with covariance Qk, is added to the state equation (1) and a random
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Fig. 1. Connection of point masses with structural springs (blue), shear springs (red
dashed), and flexion springs (grey dashed) (Color figure online)

process v[k], with covariance Rk, is added to the output equation (2). The state
and output equations now become:

x[k + 1] = f(x[k], u[k]) + w[k], (3)

y[k] = Cx[k] + v[k]. (4)

As stated in [3], the inner dynamics of the model are linear, however, the
geometry of the model causes nonlinearities (similar to those of a pendulum).
These nonlinearities require linearization to be used with the EKF estimation
algorithm previously presented, discussed further in Sect. 3. Using the first order
Taylor series expansion for linearization, the dynamics are converted to the sim-
pler form of:

x[k + 1] = Fx[k] + Bu[k] + w[k], (5)

where F is the Jacobian matrix of f(x, u) with respect to x and B is a matrix
that selects the inputs related to the velocity states.

With the dynamics of the surface defined in a state space form, the model
can easily be implemented into estimation filters; one of which will be used in
the algorithm described in the next section.

3 Prediction Algorithm

A common technique to predict states of a nonlinear dynamic system is the EKF
algorithm [1]. The EKF is a extension of the standard Kalman filter, which is
an algorithm that uses measured outputs of a system to make state estimates,
which are essentially the best guess of the internal behaviour of the system.
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The Kalman filter can be used to find state estimates when measurements are
corrupted with noise or when the system is not modelled perfectly, but can also
be used as an algorithm for predicting what the state value will be. The standard
Kalman filter produces the optimal estimate of a system under the condition that
the dynamics of system are linear and any measurement or modelling error is
normally distributed. The EKF extends the Kalman filter to systems that have
nonlinear dynamics, in a very straightforward way. The EKF takes the nonlinear
model, finds the closest linear model of the system each time a prediction is
needed, and uses the standard Kalman filter algorithm to predict the states.
Since the dynamics of the mass-spring system are nonlinear, the EKF is a suitable
choice for predicting the motion of a non-rigid surface. However, since the EKF
uses the linearized model, Eq. (5), to update the estimates of the system, it
only provides a first-order approximation of system states. As a result, the EKF
may only give a “near-optimal” estimate of the system. There are other filtering
techniques that provide a solution to the state estimates of a system which may
be more accurate than the EKF. In this paper, the Cubature Kalman filter will
be used instead of the EKF to predict the position and velocity of non-rigid
surfaces.

To develop a more accurate way of predicting the states of a nonlinear system,
one can take advantage of the “nice” properties of Gaussian distributions. Since
it is assumed that the nonlinear mass-spring system is modelled with error that
is normally distributed, these properties can be exploited. It is well known that
the best state prediction, xk|k−1, of a dynamic system is given by a conditional
expectation [2]. Furthermore, when the source of noise in the model is normally
distributed, the state prediction can be written as an integral of the nonlinear
model f(x, u) and of the Gaussian density function. Since this integral may be
difficult to solve, it can be approximated as

xk|k−1 ≈
m∑

i=1

ωif(ζi) (6)

where ωi are weights and ζi are sample points which are chosen in a specific
manner. This method of approximation is called a Gaussian quadrature rule for
solving the conditional expectation of a normally distributed random variable
[2]. As already stated, the standard way of solving for a conditional expectation
is to solve a complicated integral equation (which may not have a closed form
solution). A Gaussian quadrature rule allows for a computationally less inten-
sive approximation of the conditional expectation. The difficult part of finding
an accurate approximation, as given in Eq. (6), is solving for the weights ωi and
sample points ζi. There may be many combinations weights and sample points
that give a “somewhat” accurate solution of the state prediction. The Cubature
Kalman filter (CKF) is a one of many approaches to finding weights and sample
points that are “optimal” in a certain sense [2]. In fact, the CKF provides a solu-
tion for the state prediction that is more accurate (third order approximation of
the true solution) than the solution given by the EKF (first order approxima-
tion). The CKF uses what are called cubature rules to solve for the weights and
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sample points; the mathematics of which are beyond the scope of this paper.
The weights and sample points given by the cubature rules can be found by

ωi = 1/m, i = 1, 2, . . . m (7)

and

ζi =
√

m

2
{1}i, i = 1, 2, . . . m (8)

where m = 2n, n is the number of states of the system, and {1}i is the ith

element of the set of all n-dimensional unit axis vectors. Figure 2 provides a
simple illustration of how the sample points of the CKF allows it to be a more
accurate prediction algorithm than the EKF. Solving the cubature rules is only
a small portion of the entire CKF algorithm which is very simply depicted in
Fig. 3.

Fig. 2. Visualisation of the EKF and CKF algorithms propagation accuracy when
compared to a true sampling technique

Figure 3 shows a simple flow chart of the CKF algorithm where the function
f(x, u) describes the dynamics of mass-spring model and the plant is the real-
life system on which measurements are made. At each prediction time-step, Tm,
the most recent estimate of the non-rigid surface, xk−1|k−1 is offset by each
sample point ζi for i = 1, . . . 2n multiplied by the square root of the most recent
covariance matrix P

1/2
k−1|k−1 to create a set of 2n vectors. Each of these 2n offset

estimate vectors are passed through the mass-spring model, Eq. (1), and are
then averaged to create a prediction of the plant’s position and velocity xk|k−1.
This prediction is used as the best “guess” of what the surface will look like one
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time-step into the future. The covariance matrix of each of the 2n offset vectors
are sent through a simple linear transformation and are averaged to create the
predicted state covariance matrix Pk|k−1. The state covariance matrix gives a
description of how correlated the states of the system are to one another at
each iteration of the algorithm. This entire step is known as the prediction
step of the CKF. After a new measurement, y, is made from the real-world
system, the state prediction xk|k−1 is now offset by the same sample points
ζi for i = 1, . . . 2n multiplied by the square root of the predicted covariance
matrix P

1/2
k|k−1, is averaged again, and is subtracted from the measurement y.

This “error” is then combined with the state prediction xk|k−1 and predicted
covariance matrix Pk|k−1 to produce the “near-optimal” state estimate xk|k and
estimated state covariance Pk|k. This part of the algorithm is called the update
step of the CKF. The state estimate will then be used to create a new prediction
for the next time-step, and the algorithm repeats itself. An issue that can arise
when measuring the position of a surface is the occlusion of markers. If only
measurement data was used to determine the surface geometry, losing vision
of a marker would make the projection nearly impossible. However, using this
prediction algorithm, the lost marker’s position can be approximated using the
prediction step of the CKF, which is a very close estimate of the true position of
the marker. This allows occlusion compensation to be nearly free, provided the
markers are not covered for an extended period of time.

When running the CKF algorithm for SAR applications, a projector needs
to project images on the predicted surface. This can pose issues as the projector
takes a certain amount of time to receive and process images from a computer
and an additional amount of time to draw a frame. It is well known that projec-
tors suffer from delays when processing images and these delays usually range
from 20 ms to 100 ms depending on the type of projector [5]. This delay, Td, is
troublesome when using the CKF for surface prediction in real-time. Since an
image needs to be sent to the projector Td seconds in advance to be projected
at the correct time, the CKF needs to predict the geometry of the surface Td

seconds in the future at each predict step. Now, since measurements are received
every Tm seconds, the CKF can only update the state estimate every Tm seconds.
An issue arises when the delay time Td and measurement time Tm do not match
(i.e. are vastly different). The time of the current state prediction and the time
at which the measurement is made will never be the same. This means the tra-
ditional CKF algorithm will not work, as the prediction and measurement times
need to line up. To fix this issue, a further prediction, using numerical integra-
tion, is made to align the time of the current state prediction with the current
measurement. At this stage, a new estimate can be made using the regular CKF
algorithm.

When compensating for the delay caused by the drawing of a frame, it is
imperative to consider the speed at which the surface is moving compared to
the drawing rate. Surfaces that move quickly with respect to the drawing rate
of the projector may incur additional image distortion because the projector is
still drawing an “old” image. To compensate for the effects of surface movement
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during the drawing of frames, an inter-frame prediction (IFP) method is used,
as proposed in [3]. Considering that the update rate of the CKF is Tm seconds,
if the cloth’s position changes significantly during inter-sample periods, there
may be significant error between the prediction and the actual position of the
cloth when a new measurement is made. To compensate for this, an interpolation
approach is used. As the cloth is moving, the CKF solves for an estimate of the
velocity states, and using a first-order approximation, the inter-sample position
of every node is calculated. This estimation is based on the assumption that
drawing horizontally is instantaneous.

Fig. 3. Block diagram of the CKF algorithm with the mass-spring model

Using the state prediction xk|k−1, which was solved with Eq. (1) and the
corresponding time-step, nΔT , where n is the row number and the time-step
ΔT is defined by

ΔT =
1

frame rate × (#rows − 1)
, (9)

the inter-frame prediction can be computed. First the state prediction vector
is split into a position prediction vector pk|k−1 and a velocity prediction vector
vk|k−1. The position predictions are then reordered, such that the elements are
ordered based on their horizontal position with respect to the projector. More
specifically, the first i elements of the position vector would contain the positional
information of the first horizontal row of nodes with respect to the projector, the
next j elements would contain the positional information of the second horizontal
row of nodes with respect to the projector, and so on (Fig. 4).

After reordering the states, the predictions are passed through the state tran-
sition function f(x, u), described by Eq. (1). This returns the derivative of the
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Fig. 4. Orientation of cloth with respect to projector for inter-frame prediction

position state predictions, and as a result, the velocities to obtain the next posi-
tion vector. The velocity vector is then multiplied by a matrix describing the
time at which each row of the object is predicted. The result is added to the posi-
tion estimates to obtain the inter-frame position predictions p′

k|k−1. At a time t0,
when the system receives a measurement from the cameras, the current predic-
tion at t0 is combined with the measurement to produce the new estimate. This
is done using the aforementioned Kalman update step. Since the time between
measurements, Tm, is quite large, the IFP algorithm is run at a time-step of
ΔT to counteract the effects of surface motion while drawing. When each new
estimate is calculated, every Tm seconds, the Kalman predict step of the CKF
is run to create a prediction Td seconds into the future. This is done to have
a prediction of the surface when the projector is ready to draw a frame. This
new Kalman prediction replaces the prediction from the IFP algorithm, and the
whole sequence repeats itself until termination. The entire CKF-IFP algorithm,
compensating for projector delay, is shown in Fig. 5.

4 Experimental Setup

Validation of the algorithm proposed in Sect. 3 will be performed using the exper-
imental procedure proposed in [3]. The goal of the experiment is to show the
effectiveness of using the CKF-IFP algorithm when compared to projecting with
the EKF-IFP procedure. This will be done by projecting an image onto a per-
turbed surface, and using subjective measures to determine whether using the
CKF-IFP algorithm is superior to using the EKF-IFP. To maintain consistency
with previous measures a towel is chosen to be the surface for the experiment as it
is very deformable and sensitive to external forces. Positional data of the surface
of the towel is required for the prediction algorithms to function. Several choices
of data capture systems can be considered, such as image processing techniques
or 3D scanning systems; however, this experiment uses an infrared motion cap-
ture system for added position accuracy. The NaturalPoint OptiTrack system
[8] is an infra-red (IR) camera-based motion capture system that provides posi-
tional data, both translational and rotational, within millimeter precision. For
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Fig. 5. Timing diagram of CKF-IFP algorithm. ΔT is the IFP time-step, Tm is the
measurement time, and Td is the delay time.

this experiment, a three camera configuration is used to measure the position
of 12.7 mm diameter infra-red markers. The markers are placed on the towel to
match the initial positions of the mass nodes in the model. Specifically, 20 mark-
ers are placed on the towel corresponding to a 5 × 4 node mass-spring system
used to model the system. The towel is hung vertically, just as it would be on a
standard towel rack, such that all the IR markers are visible to the cameras. An
Epson VS240 short-throw projector is placed directly in front of the towel, and
below the cameras as to not interfere with the cameras’ view. Figure 6 shows the
complete experimental setup.

Before the CKF-IFP algorithm in Sect. 3 can be used the mass-spring model
parameters need to be chosen so that the simulated deformable model has sim-
ilar characteristics to the real-life system. Using visual inspection, mass values
of 0.025 kg for each node, spring constant values of 300N

m , and damper values of
0.08N·s

m for each spring and damper connection are chosen. Errors in parameter
choice are considered to be process noise and lumped into the w[k] term and will
be handled by the CKF. The initial position states of the mass-spring model are
set to be equal to the position of the IR markers on the towel and the velocity
states are set to 0, as the towel is at rest. Since the initial states of the mass-
spring model match the initial conditions of the real-life surface, the initial state
covariance matrix is set to the zero matrix, as there is no uncertainty between
the initial state and the true position of the surface. The measurement noise
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Fig. 6. Photo of experimental setup with three motion capture cameras, a projector
and a towel being projected onto.

covariance matrix Rk is set so that the variance of each position state is
0.01 mm2, and the covariance between any two position states is 0 mm2 (con-
sidered independent). These values of variance are chosen based on the error
specifications given by the OptiTrack system. The model noise covariance matrix
Qk is chosen to be an identity matrix, as 1 m can easily be assumed to be an
extreme upper bound for the uncertainty in node position.

Before the experiment can be run the system needs to be properly calibrated.
A still image is projected onto the towel when it is at rest, as seen in Fig. 6. The
projection parameters are then adjusted so that the computer knows where the
projector is relative to the surface. Finally, the timing parameters Tm and Td are
tuned so that the speed of motion of the model matches that of the towel. After
the system adequately matches the mass-spring model to the towel, a rotating
fan is placed behind the towel to create a “random” motion on the surface. This
is done to test the robustness of the prediction algorithms under conditions of
randomness. Additionally, the delay time-step is set to 30 ms and the rate at
which the measurement are sampled is varied between 100 fps (10 ms) and 50 fps
(20 ms). This is done to verify the usefulness of the algorithms on systems where
data is less easily available as well its ability to deal with occlusions, as occlusions
lead to fewer measurements being made available. The results of the projection
method are visually inspected and predictions of the surface position states are
stored to be compared to the real-world values offline.



216 K. Fernandes et al.

5 Results

The effectiveness of the CKF-IFP algorithm presented in Sect. 3 is evaluated on
the experimental setup described in Sect. 4, qualitative and quantitative meth-
ods are used. Qualitatively, the results of the both the EKF and CKF prediction
algorithms are visually compared to each other. When the image is projected
onto a flat surface (the towel at rest), both projection methods produce the
exact same results. However, once the towel is disturbed by the fan, there is a
noticed difference. Both algorithms perform better than no algorithm running,
however, the CKF-IFP method produces slightly more true-to-life results when
compared to the EKF-IFP, this is especially true with the lower 50 fps mea-
surement sample rate. When comparing static compensation of the algorithms,
both the CKF and EKF algorithms perform identically to that stated in [3] and
far outperform the standard, sans algorithm, projection method, as shown in
Fig. 7. In the three orientations shown in Fig. 7 the CKF and EKF algorithms
both compensate identically since the towel being stationary means their solu-
tions converge. However, the uncompensated projection produces clipped and
undesirable results. Specifically, the uncompensated projection method displays
parts of the image past the towel, onto the wall, while the prediction algorithms
“paints” the image on the towel.

Quantitatively, the success of the CKF-IFP algorithm is evaluated using the
mean error between the measured position of the markers and the predicted posi-
tion of the mass nodes. At every measurement time-step, the difference between
measured position of node and the predicted position of the node are squared
and then averaged. The mean error is defined as

E[k] =
1
N

N∑

k=1

‖y[k] − Cxk|k−1‖ (10)

where N is the total number of nodes (20 in this case), y[k] as defined in Eq. (2)
is the output vector, and xk|k−1 is the state prediction vector. Figure 8 shows the
mean error (ME) between measured and predicted node positions over a 10 s win-
dow for both the CKF and EKF algorithms with a measurement sample rate of
100fps. It can be seen that after every large input (strong gust from the fan), the
ME for both algorithms increases drastically. This is due to the non-anticipatory
behaviour of real systems. After this peak in error, the ME exponentially decreases
to a point where there is almost no difference between predictions and measure-
ments. The mean error for the CKF and EKF peak at roughly 1.6 mm and 2.9 mm,
respectively, when the towel is most affected by the input force, and 0.5 mm and
0.8 mm when the towel comes back to rest. These effects are even more pronounced
when the measurement sampling rate is reduced to 50 fps as shown in Fig. 9. The
maximum ME for the CKF and EKF in this case goes up to roughly 2.3 mm and
5.3 mm, respectively while the ME at rest is 0.6 mm for both cases. This demon-
strates that CKF performs significantly better than the EKF, especially in the
50 fps measurement sample rate case. The implications of this result are that the
CKF would be better suited for applications with slower measurement rates as
well as in systems with higher occlusion occurrences.
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(a) Standard projection: towel at rest (b) Prediction algorithm: towel at rest

(c) Standard projection: pulled backwards (d) Prediction algorithm: pulled backwards

(e) Standard projection: pushed forward (f) Prediction algorithm: pushed forward

Fig. 7. Visual comparison of standard projection and prediction algorithms on static
deformations
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Fig. 8. Mean error graph display the average error between measured and predicted
node positions over time with a 100 fps measurement sample rate.

Fig. 9. Mean error graph display the average error between measured and predicted
node positions over time with a 50 fps measurement sample rate.
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6 Conclusion

This paper implements an improvement to the EKF techniques for predicting the
motion of non-rigid surfaces for image projection specified by Gomes et al. [3].
The CKF based algorithm, named the CKF-IFP algorithm, predicts the position
of a non-rigid surface by using a set of sample points to improve the accuracy
of Kalman filter when applied to highly nonlinear models. The algorithm is
shown to handle the delays often associated with projectors as well as handle
brief occlusions of the surface far better than its EKF counterpart. Using a mass-
spring system to model the dynamics of a towel, the CKF-IFP algorithm was able
to improve on the position prediction of the nodes with errors ranging between
2.3 mm and less than 0.5 mm on average. The CKF-IFP algorithm was shown to
outperform the EKF-IFP algorithm even when tested with a worse measurement
sample rate than its counterpart. These results were observed when the non-rigid
surface was being perturbed by random forces. Projection using the CKF-IFP
algorithm created a more realistic and useful experience when compared to the
EKF-IFP and so should be able to expand on its practical uses.

6.1 Future Work

As the mass, spring and damper parameters for the model were chosen quite
arbitrarily, finding parameters that match the surface material properties would
allow for more robust prediction. Future work will include using machine learning
techniques for parameter identification. Additional future work includes using
less obstructive motion capturing systems since the marker based motion capture
system is quite expensive and sensitive to environmental conditions. A more cost-
effective camera based system, combined with computer vision techniques, can
instead be used to capture the position of surfaces in real-time. Although this will
likely cause an increase in sensor noise in the system, the prediction algorithm
should be able to compensate for the additional measurement error.

Additional work to improve the performance of the algorithm includes the
distribution of the nodes on the objects surface as well as taking advantage of
having access to the makeup of the surface. It is of great interest to analyse
the effects of distributing the nodal masses on the mass-spring system in a way
that is more optimal. Namely, to take advantage of the fact that, in the case of
a hanging towel, the nodes at the top of the towel move far less than those at
the bottom. Taking this information into account it would be possible to better
distribute the nodal masses to improve the simulation accuracy of the areas
of higher error. Additionally, by having access to the material of the non-rigid
surface, it would be possible to make a surface out of interconnected masses and
springs. This would allow our model of the system to be nearly perfect, instead
of an approximation of the true physical system. If the model is nearly identical
to the real system it would allow for far greater accuracy in prediction.
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Abstract. The markers used in the marker-based Augmented Reality have
disadvantages that they are heterogeneous in their surroundings and difficult to
detect in a dark environment. Therefore, it is necessary to study the markers that
can be identified even in dark situations. We analyzed the studies that supple-
mented the weakness of markers and created new markers. In this method, it is
produced by overlapping printing of markers and pictures based on the fact that
infrared images vary depending on the type of printer. However, the printed
color was darker than the original one, because the marker and the color of the
picture were becoming a subtractive mixture. In order to reduce the color dif-
ference and to show a similar color, it is required to correct the picture color of
the marker part and the picture color of the non-marker part. The color cor-
rection was processing by comparing the combined result of Printer-A RGB
color code on the top of markers pressed by Printer-B and the sole result of
Printer-A RGB color code. As a result, the color difference between the marker,
the overlapping part of the picture and the picture part was reduced, and the
marker was concealed so that it was not visible to the eye. The concealed
markers are able to replace existing invisible markers and can be detected in
dark environments. In particular, since the marker concealment method uses
original ink or toner without modifying a general printer, it can be easily
manufactured. Besides, given that printing work is done by a printer, it is
possible to mass-produce uniform quality markers.
In this paper, we evaluated and analyzed the results of user evaluation to

check the effectiveness of markers. The assessment was conducted by using the
application program which was made with and without the concealed marker
method. The survey results showed that there was a positive response to the AR
content with the concealed marker and the rejection of the concealed marker
decreased compared to the existing markers.

Keywords: Marker concealment � Color correction �
Marker based augmented reality � Near-Infrared camera image �
Invisible marker

1 Introduction

With the advancement of a performance of mobile and HMD devices, the application
areas of AR are becoming more diverse. It is essential for AR to keep track of the
position and orientation of the object in the camera image. Marker-based Augmented
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Reality are most widely used in easy-to-use ways [1–3]. However, the marker is
expressed in dark color and figure, hence it is heterogeneous with the surroundings.
Research has been conducted to improve the disadvantages of these markers [4–8].

Additionally, it is difficult to detect the marker with the camera in a dark envi-
ronment. The infrared camera has been a method for recognizing a marker in a low-
light mode. This is a method of using an ink having a characteristic of absorbing
infrared rays of a specific wavelength. By drawing the shape of the marker with a pen,
the technique recognizes the marker. However, due to the color of the ink, we can
adopt only invisible markers that are similar to the background color. Another method
is to dilute the infrared absorbing ink with acetone to color the marker part.

The new markers improved the existing infrared markers, applying printing dif-
ferences between printers without using infrared ink. There were differences in printed
color and infrared image depending on how it works and the composition of the toner
and the ink. If you print two markers on two printers with significant differences in
image Infrared, you will see the markers on the infrared camera images, but the pictures
are not visible. However, since the marker area is printed twice over, the color is darker
than the other areas. In order to reduce the color difference and to show a similar color,
it is necessary to correct the picture color of the marker part and the picture color of the
non-marker part.

The color correction was processing by comparing the combined result of Printer-A
RGB color code on the top of markers pressed by Printer-B and the sole result of
Printer-A RGB color code. As a result, the color difference between the marker, the
overlapping part of the picture and the picture part was reduced, and the marker was
concealed so that it was not visible to the eye.

The characteristics of the concealed marker are as follows. First, the marker can be
recognized even in the low-light mode. Second, the marker and background image look
natural. Third, the mass production of uniform quality markers is possible. Lastly, it is
easy to produce.

In this paper, we analyzed the description of marker concealment and the opinions
and evaluation of users. The participants in the review were targeted to young 20s
people who frequently use multimedia technologies such as Augmented Reality. Par-
ticipants were able to directly view three samples of common markers, existing
invisible markers and concealment markers, and test markers on projector-based AR
applications. The majority of the users agreed with the need for invisible markers and
evaluated that the markers concealment method was better than the current IR markers.
A detailed analysis of user evaluation a given in Sect. 4.

The composition of this paper is as follows. Section 1 explains the need for marker
concealment, its introduction, and its composition. In Sect. 2, we analyze the existing
research on markers that can be used in invisible and dark places. Section 3 explains
marker and image overprinting using IR image difference and printer color correction.
In Sect. 4, the user evaluation process and its results are analyzed to verify the use-
fulness of marker concealment. Finally, conclusions and future research are discussed
in Sect. 5.
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2 Related Works

Previous studies on markers that can be used in the low-light mode without being
visible to the naked eye use mostly Near-Infrared band. Near-Infrared rays are broadly
utilized as markers because infrared objects can be seen in dark environments. Espe-
cially, considering infrared is widely used, there are many studies on Near-Infrared-
based markers [4, 5].

Studies using IR cameras include using IR absorbing inks and using the infrared
features of objects or prints. The IR pen has the advantage of being easy to use because
it can draw the shape of the marker directly [6]. However, there is a drawback that the
markers are not constant and the color of the IR pen is not transparent. IR inks are very
dark in color, so when diluted with acetone, they appear to be a light, and you can draw
large markers faster than pens. However, when diluted to a light color, the infrared
absorption intensity is lowered, and uniform coloring is difficult [7].

The use of such inks does not show the color of the ink itself in a low-light
environment but is visible to the public as a regular marker in bright light (Fig. 1).

Some publications and printed papers are also seen in infrared images. Printing
markers with printer ink with these features can be used as infrared markers. This has
the advantage of being able to rapidly produce a large number of infrared markers. As it
is visible, you can overlay the print marker with a different color, therefore it is similar
to the surrounding tone. However, when sprayed with spray, the surface is not uniform
and stains occur. These problems result in poor print quality when printing pictures
(Fig. 2).

Fig. 1. Marker IR image painted with infrared absorbing ink
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3 Marker Concealment

The marker concealment used in this paper is a form in which a marker is inserted in
the picture. Marker concealment is the use of two printers with different intensity of
infrared image, not using infrared ink, to overprint the marker and the picture [8]. This
section describes the process of making marker concealment.

3.1 Overprinting Pictures and Markers

If the markers printed on different printers are viewed with an infrared camera, the
image intensity may be different. This difference makes it possible to achieve the same
effect as using infrared ink without using infrared ink. Overprinting of markers and
pictures uses two printers. Printers that print the markers use what looks good on
infrared images (Printer-B). Printers that print pictures use something that is not visible
in the infrared (Printer-A). We compared printers and markers printed on multiple
printers with infrared cameras and chose printers for overprinting. The printer used is a
regular printer and has not been deformed or reassembled.

Since the color of the marker is black, we adjusted the grayscale level from 0 to
255. Even if the grayscale level is 220, it is possible to detect the marker with the
infrared camera.

3.2 Printer Color Correction

The printed color was darker than the original one, because the marker and the color of
the picture were becoming a subtractive mixture. In order to reduce the color difference

Fig. 2. Left: RGB Camera Right: IR Camera
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and to show a similar color, it is required to correct the picture color of the marker part
and the picture color of the non-marker part. Figure 3(a) shows the color difference
between the marker part and the non-marker part. Color correction reduces this color
difference (Fig. 3(b)).

Color patch images printed by different printers are in different colors that are
caused by the printing method and the characteristics of the printing materials. For
minimizing color difference between printed images, color correction algorithm is used.

Fig. 3. Marker part color and Invisible Marker part color

Fig. 4. Color space placement of color patch
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For print color correction, the input color and output color of the printer must be
compared, and the comparison can be performed using a color patch. Since color
patches cannot be created in all colors, we used color patches that were divided into 7
spaces for all color ranges from 0–255. Figure 4 shows the color patches arranged in
color spaces.

(a) Top View

(b) Front View

Fig. 5. Left: Color patches printed on printer A, Right: Print the marker on printer-B and then
print the color patch over to printer-A.
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The generated color patch can be printed and captured by the camera, so that the
RGB values of the digital data and printed data can be used for color correction. The
two RGB values correspond to each other, and when the digital data of color patch is
printed, corresponding printed data indicates printed value. With the correspondence,
the desired printed color can be found in digital data of color patch, and the RGB value
not in the color patch can be inferred by using the color patch.

Color patches are printed in two types. The first is that the color patch is printed
using the printer A, the second is that the marker is printed using the printer B, and then

(c) Left View

(d) Perspective View

Fig. 5. (continued)
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the color patch is printed using the printer A. Figure 5 shows the two types of color
patch RGB values printed in the color space. In Fig. 5, we can see that the color
representation range on the left is wider than the color representation range on the right.
To print the same color by different printers, the range of colors that the two printers
can print should include the color range of the image. Since the invisible marker is
narrower, the color range of the image is limited within the range of the invisible
marker. The image was taken with the camera in a condition where the light was
constant, and the image and the color patch should be shot in the same environment.

It is possible to calculate the color of the overlapped portion of the marker which is
color-corrected by the inferred color patch RGB value. Figure 6 shows the measure-
ment of color before and after color correction using a spectrophotometer. Figure 6(a)
is the color value before color correction and Fig. 6(b) is the measurement value after
color correction. It can be confirmed that the color difference is reduced.

Figure 7 shows an example of applying marker concealment to a photograph.

Fig. 6. Spectrophotometer color value compare

Fig. 7. Marker Concealment print comparison (Left: No Correction, Right: color correction)
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4 User Evaluation

In this chapter, we conducted and analyzed user evaluations to verify the necessity and
usefulness of marker concealment.

4.1 Assessment Methods and Evaluator Consist

Participants were 50 college students aged 20–22. Because they are familiar with
mobile devices and frequently access multimedia technologies and contents, they will
be more active in AR technology and content consumption than other age groups.

The AR system prepared for demonstration and evaluation is based on a mobile
projector camera. There are four types of markers, general markers, two conventional
invisible markers, and proposed concealment markers. Experiment (evaluation) was
conducted in a bright environment and a dark environment so that invisible markers
could be compared. The evaluation items are 10, and the necessity aspects, usability
aspects are evaluated.

Figure 8(a) shows the gender of the participant. There are 33 men and 17 women.
96% (48 participants) of participants knew about AR (Fig. 8(b)). And 90% of partic-
ipants (45) experienced AR (Fig. 8(c)). As shown in Fig. 8(c), no one used AR every
week, and many participants experienced 1 to 3 times a year. This result shows that
augmented reality is widely used but is not widely used in everyday life.

4.2 Necessity Aspects

In necessity aspects, we evaluated the problems and improvement points of the con-
cealment markers by evaluating participants who experienced augmented reality based
on concealment markers.

In Fig. 9(a), “satisfaction” and “Neutral” are large numbers because they did not
experience augmented reality in various environments and form. Figure 9(b) and
(c) show the reason for this. After experiencing marker based augmented reality in a
dark environment, the necessity ratio was high.

4.3 Usability Aspects

In usability aspects, the interest in AR technology and the concealment marker system
used in this paper are investigated.

In usability aspects, 74% of the participants rated the concealment markers in dark
environments very useful (Fig. 10(a)). In addition, the quality of the concealment
marker was evaluated to be higher than that of the conventional invisible markers
(Fig. 10(b)). And 72% of the evaluators suggested that an augmented reality system
with a concealment marker could be recommended to others (Fig. 10(c)).

The evaluators evaluated that the concealment markers used in this paper are
superior in performance and quality to the conventional invisible markers. Also, as
shown in Fig. 11, the markers applied to the children’s storybooks used in the
demonstration were evaluated very positively for the contents of the hiding augmented
reality contents.
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(b) Question2 Do you know about Augmented Reality?

(c) Question3 How often have you used Augmented Reality?

(a) Question1 Please indicate your gender

Fig. 8. Evaluator configuration and background
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(a) Question4. What do you think about Marker-based Augmented Reality?

(b) Question5. Do you need AR technology that can be used in dark environments?

(c) Question6. Do you need invisible markers and markers that are available in a dark environ-
ment?

Fig. 9. Survey of result on necessity
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(a) Question7. Concealed markers were useful when using AR in dark environments. 

(b) Q8. What is the quality of the Concealed markers that printed the picture and the marker? 

(c) Question9. Can I recommend the marker concealment system to others?

Fig. 10. Survey of result on Usability
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5 Conclusion and Future Work

We analyzed and calibrated the printer colors of the two printers to reduce color
differences, and consequently, hid the markers in the images. In this paper, a user
evaluation was conducted to confirm the usefulness of a concealment marker. The user
evaluations were performed to compare the proposed method with the conventional
infrared absorbing ink method. And they perform evaluation and analysis on the
concealment marker that we proposed. The survey results showed that there was a
positive response to the AR content with the concealed marker and the rejection of the
concealed marker decreased compared to the existing markers. In the future work, we
plan to improve the color correction algorithm and find out how to apply it. Utilization
research studies will be conducted to print pictures and concealment markers on dif-
ferent types of paper surfaces or clothing.
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Abstract. We investigate the visual effects of superimposing turning
points and travel directions within the user’s field of view in a naviga-
tion system using a subjective assessment procedure. Existing methods
were developed without conducting subjective assessments of the effects
of superimposing the turning points and travel directions on the user’s
display while walking outdoors. We therefore designed a questionnaire-
based subjective assessment of the use of these navigation methods. We
developed an outdoor navigation system using a recently launched opti-
cal see-through head-mounted display (HMD) product that was compact
and lightweight. We demonstrated that the subjective scores in terms of
understanding of the turning points and the travel directions were signif-
icantly increased by the visual effects of superimposing these cues on the
display. We confirmed that the HMD helps to increase user likeability of
use of the navigation system while walking outdoors.

Keywords: Visual effect · Navigation · Superimposed image ·
Turning point · Travel direction

1 Introduction

There is considerable demand for an outdoor navigation method that can guide
users intuitively while they walk. Conventional navigation methods [1] guide
users by providing a route on a map to allow the user to reach their desti-
nation smoothly. Before the user walks, he or she sets the destination at the
starting point and selects the route that is suggested by the navigation method.
While walking, the user checks for the required turning points on the map and
searches for landmarks in the real world. Figure 1 illustrates the typical process
of this type of navigation method. If the user understands and can determine
the turning points in the real world, he or she can then determine the required
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Check turning point on map

Search for landmarks in real world

Determine travel direction and move

Understand turning point in real world?

Yes

No

Fig. 1. Overview of conventional navigation method.

travel direction. Otherwise, the user must laboriously repeat the navigation pro-
cess until he or she correctly understands both the turning points and the travel
directions. Note here that a turning point is a location at which the user changes
the travel direction to start the next stage of the journey, and the travel direction
is a unit vector that is directed from the current position to the next turning
point. A navigation method that leads to frequent repetition of the navigation
process cannot guide the user intuitively. Ease of understanding of both the
turning points and the travel directions for the user is therefore very important.
Many researchers [2,3] have attempted to design suitable navigation methods.

To reduce repetition in the navigation process, the existing methods [4,5]
often generate either a rough map or a written announcement. These existing
methods can thus become a burden because they require the user to read the map
or the announcement at least once. To eliminate the repetition from this process,
existing methods [6–11] generally overlay the navigational information on real
world images. Narzt et al. [6] overlaid routes on images that were acquired from
a camera equipped in a mobile device. Mulloni et al. [7–9] developed hand-held
indoor navigation systems using mobile phones. Oliveira et al. [10] overlaid the
travel directions on images using a process based on recognition of markers using
a mobile device. For their car navigation application, Narzt et al. [11] overlaid
the route when using a head-up display for the car’s driver. We believe that
users can understand the routes intuitively, including the turning points and the
travel directions. However, holding up a mobile device or using a head-up display
while walking can prove to be very inconvenient for the user.

In this work, we discuss a method to superimpose the turning points and
the travel directions directly using an optical see-through head-mounted display
(HMD). As described in [12–15], an HMD helps the user to have intuitive under-
standing of the navigation process. In indoor navigation studies using HMDs,
Rehman et al. [16] superimposed the travel directions, while Gerstweiler et al. [17]
superimposed the route on the HMD. However, the existing methods assumed
the case of indoor use. In addition, the existing methods did not assess whether or
not the user understood the turning points and the travel directions intuitively.
Recently, compact and lightweight commercial optical see-through HMDs have
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Fig. 2. This study investigated whether or not the visual effects of superimposing
turning points and travel directions within the user’s field of view help the user’s
understanding of the directions given while walking outdoors.

been launched. We are now able to test outdoor navigation with these HMDs
using subjective assessment processes.

In this paper, we investigate the visual effects that are used in our method
for outdoor navigation and demonstrate that they help the user to understand
the turning points and the travel directions intuitively while walking by super-
imposing these directions directly into the real world using the HMD. Note that
we consider the scenario in which the user is approaching a turning point while
walking. Figure 2 illustrates the overview of the outdoor navigation process. We
conducted a questionnaire-based subjective assessment of the navigation meth-
ods used with the HMD. The experimental results show that there was significant
agreement among the participants about the visual effects of superimposing both
the turning points and the travel directions. The rest of the paper is organized as
follows. Section 2 describes the user study protocol, while Sects. 3 and 4 present
the results of the subjective assessment. Our concluding remarks are given in
Sect. 5.

2 Design of Test for Evaluation of the Visual Effects

2.1 Overview

We aimed to evaluate whether or not the visual effects of showing the turning
point and the travel direction aid the user’s understanding of these aspects. We
therefore developed a navigation method that superimposed both the turning
point and the travel direction in the user’s field of vision using the HMD. We
tested four possible methods, as follows:

M1: The navigation method did not provide visual effects for the turning point
or the travel direction.

M2: The navigation method provided visual effects for the turning point only.
M3: The navigation method provided visual effects for the travel direction only.
M4: The navigation method provided visual effects for both the turning point

and the travel direction.
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We set a walking task for each participant using each navigation method.
After walking, we used a questionnaire to ask each participant about the different
navigation methods. We showed a printed map that included the starting point,
the turning point, and the destination point to each participant before they
began walking. While the user walked, our navigation method provided the same
voice guidance for each of methods M1 to M4 to inform the user of the timing
of the turning point. The details of this evaluation are described below.

Fig. 3. Illustration showing the starting point, the turning point, and the destination
point.

2.2 Walking Task

We designed a walking task in which the participant moved from a starting point
to a destination point. In the general case, there is a polarity for the turning
points that are used for navigation. In our evaluation, we set the number of
turning points to be one to simplify the navigation issue. We used a crossroads as
the turning point. When standing at the starting point, the participant was able
to see the turning point, but was unable to see the destination point, which was
hidden behind a building. The distance from the starting point to the destination
point was 30 m. We set the turning point to be 15 m forward from the starting
point. Figure 3 shows the starting point, the turning point, and the destination
point. We prepared two combinations of the starting point, the turning point,
and the destination point. We used the combinations of these points at random
for each assessment.

2.3 Representation of the Turning Point and the Travel Direction

We used a three-dimensional virtual object composed of an arrow to represent
the turning point and/or the travel direction. The arrow object is frequently
used in navigation systems, as described in [18]. Use of the arrow object was
intended to ensure that the experimental conditions remained the same for each
of methods M1 to M4.

Figure 4 shows examples of the superimposed arrow objects used for each
navigation method. In this figure, the angle of view shown in the camera images
is smaller than the actual angle of view of the participant. The arrow object had
identical dimensions of 28× 10× 34 cm in each navigation system. We adjusted
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Fig. 4. Navigation methods M1 to M4 were compared to investigate the visual effects of
superimposing the various combinations of the turning point and the travel direction.
The participants walked wearing the HMD while using each navigation method. In this
figure, we have overlaid the arrow objects on images that were acquired from a camera
that was attached close to the eye level of the user.

the height of the arrow object above the floor to suit each participant within the
range of the vertical angle of view of the HMD. In method M2, we superimposed
the arrow object at the three-dimensional location of the turning point to inform
the user of the turning direction. The navigation system varied the size of the
arrow object based on the distance from the current position to the turning
point. In method M3, we superimposed the arrow object to inform the user of
the travel direction. We set the arrow object at a distance of 2 m in front of
the user’s current position. The navigation method changed the direction of the
arrow when the user reached a distance of 1 m from the turning point. The arrow
turns stepwise by 45◦ rather than turning by 90◦ around the turning point. We
assumed that each walking human moves by 1 m over a period of 0.75 s, as
described in [19]. In method M4, we superimposed arrow objects for both the
turning point and the travel direction in the user’s field of view by combining
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methods M2 and M3. Note that the arrows of methods M2 and M3 never crossed
because the arrow in M3 turns stepwise around the turning point, as described
above.

Fig. 5. Architecture of proposed navigation method using the HMD. We used an HMD
(HoloLens Development Edition, Microsoft). Our method superimposed the arrow
objects by rendering them on the display based on the position and the pose of the
user.

Fig. 6. Participant wearing the HMD.

2.4 Optical See-Through HMD

Using the HMD, we developed navigation methods to superimpose the arrow
objects within the user’s field of view. Figure 5 illustrates the architecture of
our navigation method. We used an HMD (HoloLens Development Edition,
Microsoft) that was equipped with an optical see-through display, an inertial mea-
surement unit, cameras and a speaker. The HMD is capable of acquiring both the
position and the pose of the user in real time. Figure 6 shows a participant wear-
ing the HMD. Our method superimposed the arrow objects that represented the
turning point and the travel direction by rendering them on the display based on
the position and the pose of the user. We reconstructed a three-dimensional (3D)
map to represent the surroundings of the road to be navigated in advance of the
experiments. Figure 7(a) shows the reconstructed 3D map. The HMD renders the
arrow on the 3D map shown in part (b) in the participant’s field of view, which
is illustrated in part (c). We also set the locations of the starting, turning, and
destination points on this map in advance. We assumed that no obstacles were
present on the road during the period in which user was walking.

3 Questionnaire-Based Subjective Assessment of Turning
Point and Travel Direction

3.1 Design of the Subjective Assessment

Sixteen participants (13 males and three females, with an average age of 22.3±
1.6 years old) participated in the study. We used Scheffe’s paired comparisons



Visual Effects of Turning Point and Travel Direction for Outdoor Navigation 241

method [20] (Ura Variation [21]) in the assessment. We set various pairs of
the navigation methods 12 (= 4C2 × 2) times. For each pair of methods, the
participant used first the former and then the latter navigation method. We
then asked each participant the following questions:

Fig. 7. Reconstructed 3D map of the surroundings of the road shown in part (a). The
HMD renders the arrow on the 3D map shown in part (b) in the participant’s field of
view, which is illustrated in part (c).

Questions
Q1: Which navigation method made it easy to understand the turning point?
Q2: Which navigation method made it easy to understand the travel direc-

tion?
Answers (four response levels)

– Absolutely the former navigation method (−1.5)
– Maybe the former navigation method (−0.5)
– Maybe the latter navigation method (0.5)
– Absolutely the latter navigation method (1.5)

We also asked the inverse questions of Q1 and Q2, i.e., to determine which
method made it more difficult to understand the travel direction and the turning
point. Each participant selected an answer for each question of each pair. We
showed the pairs of questions to the participants in random order.

3.2 Results of the Subjective Assessment

Figure 8 shows the subjective scores from the questionnaire. Yardstick Y indi-
cates that there is a significant difference of 5% or 1% when the difference in sub-
jective scores between the navigation methods is larger than Y (0.05) or Y (0.01),
respectively. In the answers to Q1 and Q2, there were significant differences
between method M4 and the other three methods. We can therefore claim that
each user found it easier to understand the turning point and the travel direction
when using method M4, as compared with methods M1 to M3. In the answers to
Q1, no significant difference was observed between methods M2 and M3. Despite
the fact that M2 superimposes the turning point in the user’s field of view, we
cannot claim that the user found it easier to understand the turning point when
using M2 as compared with M3. In the answers to Q2, however, there was a sig-
nificant difference between M2 and M3. We can thus claim that the user found it
easier to understand the travel direction when using M3 rather than M2 because
M3 superimposes the travel direction in their field of view.
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Fig. 8. Rated scores of participants’ understanding obtained via comparison of navi-
gation methods M1 to M4.

3.3 Assessment of Likeability

We also evaluated the likeability of the navigation methods that superimposed
the turning point and the travel direction in the user’s field of view. We used
the same procedure that was described in Sect. 3.1. We asked the participants
the following questions:

Q3: Which navigation method guided you intuitively?
Q4: Which navigation method guided you comfortably?

We also asked the inverse questions of Q3 and Q4, i.e., to establish which of the
navigation methods guided the users less intuitively or comfortably. The answers
were given with the same four response levels.

Figure 9 shows the subjective scores that were obtained from the question-
naire. In the answers to Q3 and Q4, significant differences were again found
between method M4 and the other three methods. We can therefore claim that
M4 increases the likeability of the navigation method for the users when com-
pared with methods M1 to M3. We also observed that M3 obtained better subjec-
tive scores than M2. We believe that the users preferred the dynamic movement
of the arrow in M3 in accordance with the movement of the users when compared
with the static fixed arrow in M2.

4 Assessment of the Visual Effect of the Route

4.1 Design of the Route Navigation Method

We evaluated the visual effects of superimposing a route that contained both
the turning point and the travel direction in the user’s field of view using the
following method:

M5: The navigation method showed the route within the range in which the
user is looking.
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Fig. 9. Rated likeability scores obtained via comparison of navigation methods
M1 to M4.

The method again used the arrow objects to represent the route. We set the arrow
objects at 1 m intervals over the route from the starting point to the destination
point. Figure 10 shows an example of the superimposed arrow objects used for
method M5. Each participant evaluated navigation methods M4 and M5. The
reason for the use of the arrow objects here was that we intended to maintain
consistent experimental conditions between M4 and M5.

4.2 Results of Superimposing the Route

Ten participants (eight males and two females, with an average age of 22.9± 1.3
years old) participated in the study. We compared the subjective scores of the
participants for methods M4 and M5 using Q1 and Q2 from the questionnaire
that was described in Sect. 3.1. Each participant used methods M4 and M5 in
random order and then answered the questionnaire.

Figure 11 shows the subjective scores that were obtained from the question-
naire. We used the Wilcoxon signed-rank test in this case. There were no sig-
nificant differences (p < 0.01) between the methods for Q1. We believe that the
users felt that they were able to understand the turning point that was pro-
vided by M5 in a similar manner to that provided by M4. However, there was
a significant difference for Q2. We believe that the users felt that it was easier
to understand the travel directions provided by M5 when compared with M4
because method M5 superimposed the future travel directions in the field of
view in addition to the current travel direction.

4.3 Likeability of Superimposing the Route

We also evaluated the likeability of the navigation methods in which the route is
superimposed. We used the same procedure that was described in Sect. 4.1 with
questions Q3 and Q4.

Figure 12 shows the subjective scores that were obtained from the question-
naire. No significant differences were observed between M4 and M5. We therefore
cannot claim that M5 increased the likeability for the users when compared with
M4. After completion of the experiments, we issued a free-form questionnaire to
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Fig. 10. Navigation method M5 for evaluation of the visual effects of a route that
contains both the turning point and the travel direction.

Fig. 11. Rated scores of participants’ understanding obtained via comparison of meth-
ods M4 and M5.

the participants. From this questionnaire, we obtained the opinion that a single
moving arrow was sufficient for navigation, while there was also the opinion that
it is preferable to superimpose a number of arrows simultaneously. The results
for the likeability of the route were different for each participant. We therefore
need to perform a further subjective assessment of the method of displaying the
route.
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Fig. 12. Rated likeability scores obtained via comparison of methods M4 and M5.

5 Conclusions

We have demonstrated the visual effects of showing the turning point and the
travel direction in navigation systems by superimposing them in the user’s field
of view using a commercial HMD. The combination of the turning point and the
travel direction produced higher subjective scores in terms of user understanding
when compared with use of only one of these directions. A route that contained
the turning point and the current and future travel directions increased the
subjective score in terms of both user understanding and likeability of the travel
direction when compared with the simpler combination of the turning point and
the travel direction.

In future work, we will expand our assessment of the system’s usability, and
we also intend to develop a navigation method using more complex outdoor
routes.
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Abstract. Virtual Reality (VR) technology has shown impressive growth in
recent years, extending to industrial, military, and rehabilitation occupations.
However, despite such growth, there is little research on the usability aspects
associated with different VR devices. This paper investigates subjective and
objective usability differences between two commercial Head-Mounted Display
(HMD) systems, the HTC Vive and Oculus Rift, using a between-subjects
experimental design on three teleportation task scenarios. Each scenario had a
time limit of five minutes and sequentially increased in complexity. Objective
usability was evaluated through performance measures, including per scenario
effectiveness, time duration, total time duration, completion rate, and time-based
efficiency. Subjective usability was evaluated by users after the three scenarios,
via a questionnaire formed of ease of use, comfort, effectiveness, and visual
quality subscales. The results, interpreted using Mann-Whitney U Tests, indi-
cated significant differences between the HTC Vive and Oculus Rift: in terms of
objective usability, Vive’s overmatch in scenario three effectiveness suggests
harder tasks in the Rift may require additional aids; in terms of subjective
usability, Vive’s overmatch in effectiveness questionnaire items suggests it is a
preferred choice for a range of applications, as well as for learning real-world
skills. In terms of significant Spearman’s rho correlations, more HMD comfort is
aligned with completion rates, within the Vive; different contexts may lead to a
reversal effect, where visual quality can either relate to negative or positive
performance, depending on the headset; and overall, many different usability
aspects positively relate to total time-based efficiency of the teleportation task.

Keywords: Virtual Reality � Usability analysis � Head-Mounted Displays �
Usability games

1 Introduction

The purpose of this research is to compare the HTC Vive and Oculus Rift Virtual
Reality (VR) systems from a human factors perspective. The research focuses on
assessing subjective and objective usability differences between the two Head-Mounted
Displays (HMDs), and their respective controllers, through teleportation scenarios
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within a Virtual Environment (VE). Specifically, this research aims to investigate the
usability of each device through statistical analysis of a usability survey and perfor-
mance data.

1.1 Virtual Reality, Augmented Reality, and Mixed Reality

The Reality-Virtuality (RV) Continuum [1] serves as a guide in referencing Mixed
Reality (MR), Augmented Reality (AR), Augmented Virtuality (AV), and all respective
positions which fall between the Real Environment (RE) and the complete VE (see
Fig. 1). In the RV Continuum, MR is defined as an environment in which aspects of
real and virtual worlds are combined within a single display. AR falls to the left of the
RV Continuum, with the RE composing the majority of the environment. AV, although
similar to AR, falls more to the right of the RV Continuum, as the VE is supplemented
with real world objects, such as people or things. The AV/AR distinction stems from
the proportions of real and synthetic objects in the environment. VR, defined as being
immersed within a VE that is entirely synthetic, is the focus of this paper. It can be
considered colloquial to the VE, and is thus outside the range of MR due to its
complete visual virtuality. The VE may mimic components of the real world, such as
the constraints of gravity and time, or be entirely fabricated with no governing physical
or temporal laws at play.

1.2 Societal Applications

The use of VR has branched out into the world of entertainment, as well as more
serious circles involving training and rehabilitation [2, 3]. A VR-based training system
grants subjects the ability to navigate critical, sometimes dangerous situations without
the real-world risk associated with the task: for example, VR-based training was
reported to be effective at portraying real job hazards in a safe and controlled way for
South African miners [4]. A study done by Bouchard et al. [5] concluded that VR may
also be used as a preventative measure for Posttraumatic Stress Disorder (PTSD) in
military occupations, as it allows individuals to better train and prepare for stressful
circumstances in the real world. The controlled nature of VR lends itself to

Fig. 1. Depiction of Reality-Virtuality (RV) Continuum (Milgram, P., Takemura, H., Utsumi,
A., & Kishino, F. (1994). Augmented reality: a class of displays on the reality-virtuality
continuum. SPIE, 2351, 282–292.)
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rehabilitation undertakings, in how highly realistic VEs are able to evoke therapeutic
levels of anxiety, while offering complete control over an anxiety-inducing stimulus [3,
6]. Furthermore, VR has been bolstered as an economic choice in comparison to
traditional training and rehabilitation methods; a company may invest less than $2500
USD and use VR technology with any number of people for years to come [6].

1.3 Related Work

VR technology has created interest in assessing different areas of performance with
HMD systems. In a prior usability study, an HMD system was shown to underperform
when compared to a desktop, mostly due to a lack of familiarity; there was no further
data comparing the HMD system to another HMD system [7]. An additional study
examined various locomotion methods, but not the same method on two different
devices: the study utilized a joystick, physical walking, and a point-and-teleport
method [8]. These studies illustrate the overall lack of research comparing HMD-to-
HMD system usability.

HMD system comparison studies are focused on assessing technological functions,
as opposed to usability. Although a study found the Vive performed slightly better than
the Oculus in terms of quality of experience, this research used a small participant
group in a sorting task [9]. Researchers attributed the Vive’s success to its strong sensor
system. Another study cited the Vive’s tracking system as a positive attribute over the
Oculus; yet both devices presented low visual jitter, and minimal tracked head
movements [10]. In terms of visual performance, the Oculus was shown to outperform
the Vive in lower distance compression, where HMD weight, field of view, and lens
type were thought to be contributing factors [11].

1.4 Usability

Usability is defined as a system’s level of “effectiveness, efficiency and satisfaction”
[12]. In this study, the subjective usability subscales assessed by the participants were
ease of use, comfort, visual quality, and effectiveness. For the purpose of this study, the
following operational definitions are given:

• Ease of use typically refers to “the degree to which a person believes that using a
particular system would be free of effort” [13].

• Comfort relates to physical comfort while wearing the HMD, such as how the
HMD fits on the head or if it causes visual stress.

• Visual quality relates to how clearly the image is presented through the HMD.
• Effectiveness relates to whether or not the participant is able to achieve the

experimental goal [14].

Objective usability data includes numerical performance acquired from the virtual
scenarios. Within the simulation, several different forms of data were logged. Overall,
performance data focused on how well an experimental task was completed, in terms of
completion, time-to-completion, and efficiency (i.e., an equation resulting in a mix of
completion and time-to-completion). The specific performance measurements will be
detailed in the method section: per scenario effectiveness, time duration, total time
duration, completion rate, and total time-based efficiency.
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1.5 Research Questions

Below are the Research Questions (RQs) of interest, based on outcomes from the three
virtual scenarios (i.e., an object collection game controlled via teleportation locomo-
tion). There are two main research avenues: determining if differences exist between
the Rift and Vive, in terms of usability; and determining if measures of objective
usability (i.e., performance data) relate to measures of subjective usability (i.e., survey
data).

RQ1: Is there a statistically significant difference in objective usability (i.e., per
scenario effectiveness, per scenario time duration, total time duration, completion
rate, and total time-based efficiency) between the Vive and Rift?
RQ2: Is there a statistically significant difference in subjective usability survey
subscales (i.e., ease of use, comfort, visual quality, and effectiveness) between the
Vive and Rift?
RQ3: Is there a correlational relationship between the subjective usability survey
subscales and objective usability for the Vive and Rift?

2 Method

2.1 Participants

Participants were recruited from the University of Central Florida (UCF). To be con-
sidered as a participant in the study, the individual had to be a U.S. citizen, be at least
18 years-of-age, have had normal or corrected-to-normal vision, have had no previous
history of seizures, and not be colorblind. For this study, there were 40 participants
with an age range of 18-to-30; 14 participants were males (M = 20.93; SD = 3.36) and
26 were females (M = 21.38; SD = 1.55). After study completion, the participant was
monetarily compensated up to $10 USD, for his or her time and travel.

2.2 Experimental Design

A between-subjects design, with one independent variable, was used to measure user-
differences in the teleportation tasks. The independent variable was the type of HMD
system, with two conditions (i.e., Vive and Rift). The dependent variable was the
objective and subjective usability data of the teleportation task scenarios.

Teleportation Task Battery. All three virtual scenarios required the participant to use
a handheld controller to navigate the virtual environments: either the Vive controller or
the Oculus Touch controller was used exclusively for all scenarios, with its respective
headset. Although the teleportation locomotion was the same per each system, the
buttons for teleportation differed between controllers. In the Vive, one held down a
trackpad to initiate the laser, tilted or laterally moved the controller to indicate direction
of the laser, and let go of the trackpad to jump to the laser’s projected location.

250 C. Maraj et al.



The Rift’s Oculus Touch controller incorporated a joystick instead of a trackpad,
though kept the same control scheme.

In each scenario, a usability game was given: the participant’s goal was to collect a
set number of objects, within a five-minute time limit. By teleporting into the desired
object, it became collected. The user viewed the VE from a first-person perspective. In
the first and second scenarios, a new collectable object would only appear after the
current collectable was retrieved. The first scenario involved a flat-floor room filled
with red-tile floors; thirty blue tiles could light up to be collected. The second scenario
involved a lightly populated forest with hills; thirty blue circles could be shown as
collectables. In the third scenario, which involved a small village, the collectables of
twenty bright-blue spheres were presented simultaneously (see Fig. 2). As illustrated,
the scenarios increased in complexity.

2.3 Testbed

The testbed used to run the experiment and collect data for this task was one desktop
computer (see Table 1 for the desktop specifications). The task scenarios were
developed in the Unity game engine. Unity was selected for its high-quality graphics,
user-friendly graphical interface, and capability to support different software devel-
opment kits for the Vive and Rift.

Fig. 2. The virtual environment of the third scenario, seen from the experimenter’s monitor. The
user’s goal was to collect all bright blue spheres within five minutes.
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2.4 Data Logging

As the participant completed each scenario, objective usability data was tracked and
logged into an Excel file. Each individual scenario recorded two measurements: per
scenario effectiveness and time duration. Per scenario effectiveness was calculated by
dividing the number of objects collected by the total possible objects one could collect
per a scenario. Per scenario time duration, expressed in minutes, was measured by the
time it took the participant to complete the scenario, starting from the beginning of the
scenario and ending either after collection of all objects, or until the maximum allotted
time of five minutes passed, per each scenario.

After all scenarios were completed, three measurements were tracked and logged
into the Excel file: total time duration, completion rate, and total time-based efficiency.
Total time duration, expressed in seconds, was measured by combining all scenario
time durations. The completion rate was found by dividing the number of successful
scenarios by the total three scenarios and multiplying the quotient by 100% [14]:

Completion rate ¼ Number of scenarios completed successfully
Total number of scenarios undertaken

� 100% ð1Þ

A scenario was considered complete if the participant was able to collect all objects
before the allotted time ran out. Total time-based efficiency, expressed in objects
collected per second, incorporated per scenario time duration and completion rate:

Time� based efficiency ¼

PR

j¼1

PN

i¼1

nij
tij

NR
ð2Þ

For the purpose of this study, N represents the three scenarios, R represents the number
of participants (which will always be one), nij is the result of object collection being
successful or not (i.e., completion rate), and tij represents time spent by the user to
complete the scenario (i.e., per scenario time duration) [14].

Table 1. Desktop specifications.

Component Specification

Operating system 64-bit Windows 10 Enterprise
Processor Intel Core i7-7700K CPU @ 4.20 GHz
Installed memory (RAM) 32.0 GB
Graphics card Intel HD Graphics 630 and NVIDIA GeForce GTX 1080 Ti
Input connectivity USB 2.0, USB 3.0, HDMI 1.4, and Bluetooth 4.1 USB
Positional trackers Oculus: Two constellations

Vive: Two base stations
Software Oculus App Version 1.28.0633101,

Steam VR Version 1532655920, and
Unity 2017.1.1 Personal (64bit)
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Further, participants reported their responses to a subjective usability survey at the
end of the final scenario. The usability survey was developed in-house and assessed the
system’s utility. The survey comprised 14 statements, rated from strongly disagree
(1) to strongly agree (5). There were also three additional open-form comment sections,
regarding positive, negative, and freeform thoughts about each participant’s given
device.

2.5 Procedure

Prior to experimentation, each participant was randomly assigned to a condition (i.e.,
either the Vive or Rift). The participants’ actions reflect the experimental procedure:

1. Signed informed consent
2. Completed color blindness test
3. Completed demographics questionnaire
4. Read interface PowerPoint training
5. Presented with scenario instructions
6. Completed the first scenario
7. Received 1-minute mandatory break
8. Presented with scenario instructions
9. Completed the second scenario

10. Received 1-minute mandatory break
11. Presented with scenario instructions
12. Completed the third scenario
13. Received 1-minute mandatory break
14. Completed usability survey
15. Completed receipt details
16. Received dismissal from the study

3 Results

3.1 Preliminary Data Analysis

Tests for normality, homogeneity of variance, and outliers were conducted for the
usability data points to determine the data distribution. Specific results from the
Kolmogorov-Smirnov test for normality indicated a violation of assumption for a nor-
mal distribution. Homogeneity of variance indicated no major discrepancies in the data
for removal. However, a selection of non-parametric tests were used for data analysis.

The usability survey was tested for reliability using Cronbach’s alpha. The Cron-
bach’s alpha reported for the usability survey was .80, which is considered preferable
[15]. As a result, the survey was included for data analysis. In total, there were 17
participants in the Vive condition, and 23 participants in the Rift condition.
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3.2 Inferential Statistics

In terms of RQ1, a statistically significant difference was found between the Vive
(Md = 95, n = 17) and Oculus (Md = 90, n = 23) within scenario 3 for per scenario
effectiveness. The Mann-Whitney U Test reported U = 127.5, z = −1.194, p = .056,
r = −0.302. There were no other reported statistically significant differences between
the Vive and Oculus for usability performance.

For RQ2, there was a statistically significant difference between the Vive and
Oculus Rift HMD systems on the usability survey. A Mann-Whitney U Test showed
there was a significant difference between Oculus (Md = 4, n = 23) and Vive (Md =
4.33, n = 17) in the effectiveness subscale, U = 100.5, z = −2.663, p = .008,
r = −0.421. Further analysis showed a statistically significant difference between the
survey questions pertaining to effectiveness in the questionnaire. Regarding the sys-
tem’s ability for learning real-world skills (i.e., “I could use this device to learn real-
world skills”), differences were found between the Vive (Md = 4, S.E = .550, n = 17)
and Oculus (Md = 4, S.E. = .935, n = 23), U = 105.5, z = −2.721, p = .007, r =
−0.430. Regarding the system’s ability to be used for a range of applications (i.e., “This
device would be beneficial for a broad range of applications”), differences were found
between the Vive (Md = 4, S.E = .550 n = 17) and Oculus (Md = 4, S.E. = .935
n = 23), U = 119, z = −2.314, p = .021, r = −0.366.

For RQ3, results indicated both positive and negative relationships between the
usability survey and the usability performance measures for the Vive and Rift condi-
tions. Table 2 illustrates the Spearman’s rho correlation results for the conditions.

4 Discussion

4.1 HMD Differences in Usability: Research Questions 1 and 2

The usability dimensions overall favor the Vive. In terms of performance measures,
participants in the Vive condition scored significantly higher in the third scenario. The
per scenario effectiveness, or how many objects were collected with the Vive, speaks to
the fluidity of the device, allowing one to effectively visually search and interface with
a scenario. Although simpler tasks (i.e., the first and second scenarios) may not result in
performance differences, more complex tasks could benefit from the Vive. Further,

Table 2. Correlations between the subjective and objective usability data

Comfort Ease of use Effectiveness Visual quality

First scenario time duration _ −.500* _ −.446*
Second scenario time duration −.565* −.824** −.493* .681**
Completion rate (Percentage) .494* _ _ _
Total time-based efficiency .374 .707**

.479*
.333 .528*

.509*

Note. **Correlation is significant at the 0.01 level (2-tailed), *Correlation is significant
at the 0.05 level (2-tailed). Italicized and bolded numbers refer to Oculus; others are
Vive.
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complex tasks using the Rift may benefit from performance aids to complete the same
complex tasks at the level of Vive users. Therefore, matching a device to the com-
plexity of a task should be considered.

The significant usability survey results were also grounded in effectiveness. The
effectiveness subscale was made up of three statements, two of which were significant
when sub-subscales were treated independently: “I could use this device to learn real-
world skills” dealt with transference, and “This device would be beneficial for a broad
range of applications” dealt with generalizability. Based on the generalizability ques-
tion, it may save time and money to select the Vive if a user intends on having a broad
array of applications within one device. Similarly, the Vive has an inclination to help
users learn real-world skills. Given how VR is often used to train, the Vive appears to
outline an actual system preference for learning. More analysis may help determine if
this learning preference translates into demonstrable learning measures.

Overall, the Vive was better in terms of effectiveness. If a stakeholder were to
choose the better, or more usable, device for a locomotion-by-teleportation task, Vive
would be recommended. This choice is based on how all other usability aspects were
equal. That is, if one was seeking a device with the best comfort, one may choose
between the Vive and Rift without any comfort distinction (at least for short sessions).
Yet, all measurements being equal, effectiveness matters the most: it held the only
distinction between the devices.

Although more research could elaborate on the benefits leading to these improved
ratings, immediate differences may relate to the controller scheme or HMD specifi-
cation provided. Given the scenarios were identical between conditions, this leads to
questioning the naturalness of the controller interface and the fidelity of the HMD.
A future analysis would be, since the Vive is already preferable in usability, whether
the Vive’s effectiveness is based off the controller or other technical aspects.

4.2 HMD Correlations in Usability: Research Question 3

At a practical level, if one is interested in an HMD’s role in facilitating a high com-
pletion rate within the Vive, a key indicator of performance may be comfort. Although
this is a correlation, a direction of causality attributable to the system, and not per-
formance, is plausible.

Total time-based efficiency had many correlations with subjective usability
(Table 2). Note how performance does not indicate completion, but completion at a
quick rate. This level of efficient performance may be suited to first responders, bomb
disposal, or surgeons. At a practical level, one should consider how different layers of
usability relate to performance in these domains. All aspects of subjective usability
correlated significantly with efficiency in the Vive condition, whereas only two aspects
correlated significantly in the Oculus condition. This overall trend shows how different
aspects of usability matter in respect to performance tasks.

Two significant correlations suggested a reversal effect: visual quality was nega-
tively related to time duration in the first scenario (with the Oculus); whereas in the
second scenario, visual quality was positively related to time duration (with the Vive).
In other words, Oculus participants were able to complete task one quicker as visual
quality increased. This may be due to a minimal environment, with little clutter helping
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the user learn the initial task. The better the visual quality, the quicker one could
perform the new task. However, by the second trial (here, in the Vive), the user’s
attention shifted more towards the compelling visuals rather than completing the task.
The environment may have been a curious distraction, especially since the interface
would be learned at this point. Yet, it is unclear the rationale behind the effect being
device-specific.

5 Limitations

The limitations of this experiment centered on controllers and scenario instructions.
Vive controllers lacked changeable batteries; when both controllers lost power, par-
ticipants had to use a controller tethered to a computer. As a result, participant arm
movement was restricted. When both the Vive and Oculus controllers started to lose
power, positional tracking was interrupted, which may have caused the participants to
accidentally teleport out of bounds. Further, although there were scenario instructions
on how to complete the task objective, there were no practice tests to ensure the
participants mastered the task skills. Future experiments may consider the aforemen-
tioned limits to improve experimental design.

6 Conclusion

The present research examined the HTC Vive and Oculus Rift systems from a usability
perspective. Overall, the results suggest the Vive was a stronger candidate, at least
within the given scenario tasks. Objectively, the most complex task was easier with the
Vive. However, more research is needed to elaborate if and how the Vive is preferable
for different applications (e.g., locomotion types), and especially for learning tasks, to
thus confirm the subjective results.
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Task Training

Rafael Radkowski(&) and Supriya Raul

Virtual Reality Applications Center, Iowa State University, Ames, IA, USA
rafael@iastate.edu

Abstract. Foveated rendering (FR) is a technique for virtual reality (VR) that
adapts the image quality to the user’s eye fixation. The content within the user’s
eye fixation appears in high quality, the peripheral area in lower quality. The
technique exploits the fact that the eye, the retina, in particular, has its highest
density of light-sensing cells in the center, the so-called fovea. All other areas
are covered with less density. Eye tracking is essential for foveated rendering
since one needs to be able to determine the user’s fixation. Although FR is a
promising technique to reduce computer performance requirements, it is unclear
whether it has an impact on the user’s task performance, primarily when one
uses VR as a training tool. Theoretically, the technique is invisible. However, its
implementation depends on several parameters and technical hardware limita-
tions. We conducted a study to see whether or not these limitations distract the
user and reduce his/her training performance. The results indicate that the user
notices the technique. However, s/he does not care, and the performance dif-
ference is insignificant, except for some outliers caused by technical eye
tracking limitations.

Keywords: Virtual reality � Foveated rendering � Procedural tasks � Training

1 Introduction

Foveated rendering (FR) is an upcoming rendering technique for virtual reality
(VR) application that adapts the quality of the rendered image with respect to the user’s
eye focus. Human eyes perceive the physical world with different fidelity and attention
due to the density distribution of light-sensitive nerve cells on the retina. The density,
thus the visual resolution, is at a maximum in a central pit of the retina, the so-called
fovea. It decreases with increases distance to the fovea; so does the perceivable res-
olution or fidelity. Foveated rendering exploits this fact by decreasing the rendering
quality depending on the user’s eye focus, also called fixation. The visual rendering
quality is high at the fixation point, and lower in the visual periphery. Figure 1 illus-
trates an example; Fig. 1(a) shows a regular computer graphics scene, and (b) the same
scene with a fixation kernel. A round area in which content appear in high quality. The
peripheral portion of the scene is rendered with lower fidelity. Here, every second pixel
is discarded. FR relies on eye tracking to determine the user’s fixation point in real-time
so that that renderer can adapt the kernel’s position depending on the user’s fixation.

© Springer Nature Switzerland AG 2019
J. Y. C. Chen and G. Fragomeni (Eds.): HCII 2019, LNCS 11574, pp. 258–267, 2019.
https://doi.org/10.1007/978-3-030-21607-8_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_20&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21607-8_20


Head-mounted displays (HMD) need to be equipped with eye tracking hardware and
sample the eye position with a high sampling rate so that the user’s eye cannot outrun
the tracking device.

FR reduces the computational requirements to graphics hardware. Depending on
the utilized algorithm, one either renders in a low-resolution buffer, skip fragments, or
use another technique which reduces the number of pixels and triangles to compute.
Thus, it facilitates high-quality VR on mobile devices and other systems with limited
graphics performance.

Our research focuses on the user-aspect of FR, on two points in particular. First
foveated rendering is not free of visual artifacts. These artifacts are noticeable [1].
Previous research reported that users see antialiasing in their peripheral vision [2],
experience a sense of tunnel vision [3] or notice a screen-door effect [4]; note that these
artifacts highly depend on the implementation of FR. We are interested in learning
whether or not these artifacts distract the user when performing tasks in a virtual
environment (VE) or if the user does not mind the artifacts. Related to the first question,
we are interested to see if any artifacts or eye tracking problems reduce the user’s
performance when learning procedural tasks in a virtual environment. Therefore, we
conducted a user study that asks the user to perform a training task. The task incor-
porates a virtual engine room. Volunteers were asked to operate buttons, levers, and
other instruments. The paper reports about the study and the results. The remainder of
this paper is structured as follows: The next section introduces the essential FR
background and different implementations. Section 3 explains the VE and our FR
implementation. Section 4 presents the results. The paper closes with a conclusion and
an outlook.

(a) (b) (c)Fixation kernel

Fig. 1. (a) A regularly rendered scene. (b) with foveated rendering, the bright area shows the
fixation kernel (too large here). The remaining image appears darker since the example approach
(c) uses a pattern to reject every second pixel. The colors were not reconstructed for this example.
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2 Foveated Rendering Background

FR exploits the fact that the human perception is focused onto a small central area
which aligns with fovea, the point of highest density of light-receptive cells on the
retina. This central area covers, depending on the source, between 3°–5° of the visual
field. People are mostly aware of the objects that we see in this central area. The
remaining peripheral area is covered with a lower density of light receptive cells.
Consequently, its recognizable visual fidelity is limited. FR exploits this and renders a
scene with high quality only for the focused area. The remainder of the scene is
generated with lower fidelity.

Different FR algorithms have already been introduced. In general, one can distin-
guish two approaches (Fig. 2): Layer-based vs. region-based foveated rendering [10].
Layer-based approaches render multiple images. Using two layers, for instance, one
low-resolution layer covers the entire scene view, and a high-resolution layer shows
high-quality content. The number of layers and the size of each layer can vary. User
studies are essential to identify the right parameters. Region-based foveated rendering
split the scene into a fixed number of regions. The inner region is rendered with the
highest quality, the outer region with the lowest quality. All intermediate regions are
rendered with interpolated quality. Since the field is currently very active, variations of
those two approaches were also already introduced. The following paragraphs intro-
duce some of these algorithms.

Guenter et al. [6] introduce a layer-based approach combining three layers with
three different resolutions. The inner layer is rendered with the highest quality, the outer
layer - the remaining image - with the lowest quality. The second layer covers near
peripheral vision. It provides an average quality.

Meng et al. [5] suggest a kernel-based foveated rendering using two pass rendering
approach. The first render pass generates the low-quality images, and the second render
pass augments a circular kernel area with the full image resolutions.

(b)(a)

high 
quality

low quality

high 
quality

low 
quality

Fig. 2. (a) Layer-based approach - the different regions are rendered as individual layers and
then stacked together. (b) Region-based approach - The display is split into different regions,
each region is rendered with different quality.
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Patney et al. (Patney, 2016), (Patney, 2018) introduce a perceptually-based fove-
ated rendering algorithms. The author report that the human peripheral vision is best at
seeing things like color, contrast, edges, and motion in the peripheral area. Thus, the
authors focus on these aspects in the peripheral area and ignore high-fidelity details.
Additionally, the authors also suppress anti-aliasing artifacts. They report that the
employed techniques reduce the number of artifacts so that a user does not notice any
of them anymore.

Aldehayyat et al. [7] propose a foveated rendered, that first blurs the entire image
and then refocuses the fovea area with a high-quality renderer.

All these techniques require eye tracking. Besides these, some authors introduced
hardware solutions and techniques that work without eye tracking.

For instance, Tan et al. [4] suggest a hardware solution. They developed an HMD
with two displays embedded. The first display renders the full-resolution image for the
fovea area, the second one the low-quality image. An optical combiner merges both
images. The authors report that this technique reduces visual artifacts successfully.

Additionally, the area is currently highly industry-driven. Head-mounted display
(HMD) manufacturers and others already provide software solutions for their headsets.
For instance, Oculus supports two foveated rendering techniques, both work without
eye tracking: Fixed Foveated Rendering (FFR) [8] allows one to render the center
portion of the display with high resolution and the edges with lower resolution. The
second technique, Mask-based foveated rendering (MBFR) [9] drops every other pixel
on the complete rendering. However, the pixels are reconstructed in a subsequent
render pass. This approach gains the same performance win by ignoring pixels,
although without the need for eye tracking and regions.

Although previous studies already demonstrate that artifacts are noticeable,
depending on the utilized technique, the studies did not assess to what extent the user
mind the artifacts and whether or not they affect his/her performance.

3 VR Test Environment

This section describes our VE, including the test scene, the implemented foveated
renderer filter, the utilized headset along with the eye tracking system. Figure 3 shows
the VE. The content of the VR scene resembles part of an engine room of size 20 � 30
ft, with a row of control panels and several valves and levers to operate. Figure 3(b–c)
depicts a part of the control panel in detail. It incorporates three active buttons and two
dials; active means they can be operated. All operational parts are within 10 ft walking
distance, along one corridor of the room. The scene was prepared so that the user can
reach all relevant locations by walking. Although the content of the scene appears to be
old and in bad condition, we selected this content since it exhibits plenty of high-
fidelity details. The application conveyed instructions via a small board in front of the
user. Its position is fixed relative to the user’s position, at his/her lower left side. Thus,
the user has to look down and to the left to see the instructions. The entire VE was
prepared with Unity.
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We implemented two different foveated rendering filter: a kernel-based foveated
rendering (KFR, [5]) filter and a layer-based rendering (LBR) filter with three layers
[6]. The first one renders a low-resolution image (720 � 800) depicting the entire
scene. We also used a black-white pattern to ignore every other fragment. This image is
upscaled and augmented with a high-fidelity rendering for the fixation area. The area is
round with a radius of 300 pixels. Thus, the area covers approximately 20% of the
display (1440 � 1600). The second one works similar to the first filter with the
difference that three layers are used. First, the entire image is rendered with low-quality
(720 � 800). Two kernels at the user’s fixation with gradually decreasing quality
augment the first one. Here, we first used a 300-pixel radius for the second layer and a
150-pixel radius for the first layer. We used the same size to be able to compare both
techniques.

Also, all these parameters were found empirically. We internally optimized those
parameters with tests within the research group until everybody was more or less
satisfied with the visual result. However, it was impossible to find a parameter set that
satisfied everybody completely. All filters are implemented with Cg.

Our foveated rendering implementation relies on eye tracking. We use an HTC
Vive Pro HMD and a Pupils Labs eye tracking add-on for this purpose (https://pupil-
labs.com). The eye tracking system needs to be mounted into the HTC Vive. It samples
the eye position 120 times/s. Pupil Labs provides open source Python scripts to operate
the device. Additionally, a script for Unity is available to directly process the data.

Since every user has different eyes, every user needs to calibrate the eye tracking
system. Pupil Labs provides a tool for this purpose, which we adopted. It asks the user
to follow a dot that jumps along the periphery of a circle. The entire calibration
procedure is straightforward, requires 20-s attention, and is part of a Unity application.

Fig. 3. (a) The VE resembles part of an engine room. It comes with plenty of high-fidelity
details and contains several buttons and lever to be operated. (b) A part of the control panel.
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Our VE uses hand tracking for user interaction. The user sees white 3d hand
models. The hand models are articulated and match the user’s hand postures. The
application uses one set of hand models for all users. Each hand changes its color to red
if an interaction or an interaction attempt is detected. This feature provides user
feedback so that he or she knows that the interaction attempt is detected. We use a Leap
Motion sensor for hand tracking, attached to the Vive Pro display (Fig. 4).

4 Study

The goal of this research is to determine whether or not foveated rendering affects the
user in a virtual environment. Previous studies reported that the user could notice
artifacts. However, noticing artifacts and being affected, e.g., exhibiting a lower task
performance, are two different aspects. We conducted a user study to determine
whether or not the user notice a difference. Three modes were compared: No FR (Mode
A), KFR (Mode B), and LBR (Mode C). We followed a between-subject design and
asked each volunteer to repeat the tasks four times. Each user was subjected to two
times to Mode A and two times either to Mode B or to Mode C. In total, 24 volunteers
(m = 17, w = 7, age 21–33) perform the task. The next sections describe the procedure,
explain the results, and discuss the outcome (Fig. 5).

4.1 Procedure and Measurement

Upon arrival, each user was asked to complete a pre-questionnaire pertaining to the
user demographics, as well as to sign a consent form. The experimenter then briefly
explained the task (follow instructions). Each user could study a printout showing the
instruction panel. Additionally, the experimenter introduced the safety measures (white
grid when approaching the tracking limit, curbs on the floor) to prevent the user from
running into walls. Next, the user puts on the HMD (no users were allowed to wear
glasses since the eye tracking device does not work with glasses) and the experimenter

Fig. 4. (a) The Pupils Labs eye tracking. (b–c) It tracks both eyes with a sampling rate of 120
samples second using infrared lights (Color figure online)
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started the VR environment. Initially, the user calibrated the eye tracking device and
verified that it is functional by directing a dot onto three targets using his/her eyes. The
experimented observed this task on a screen and manually restarted the calibration if
the user were not able to hit the targets or proceed to the next step. After completing the
calibration task, the VR scene became active. Next, the user verified that the Leap
Motion hand tracking system worked as expected. He or she were asked to observe
his/her hand models and to verify that the models match the user’s hand posture.
Additionally, the user had to push one button and to grab a screwdriver to verify
functionality. This step concluded the initialization.

Subsequently, the engine room appeared, and the first task started. Each task came
with 21 interactions (operations). The user had to walk six times to different locations
within a 10 � 10 ft area. Each user was asked to repeat the task four times. Each trial
slightly changed parameters (e.g., set the lever to position A for trial 1 and to position B
for trial B), so that no two trials were utterly equal. This measure should mitigate
learning effects. The VR application automatically selected the modes (Mode A, B, C).
All trials were administered in a random order.

Between trials, the experimenter asked the user to complete a NASA TLX and a
Simulator Sickness Questionnaire (SSQ). The user needed to answer the questions
verbally since we intended to keep the user in the virtual environment. The experi-
menter read the questions aloud and noted the volunteer’s answer. The answer options
were displayed in the VE. We did not expect severe simulation sickness problems since
the entire scene does not contain any effects that elicit simulation sickness. However,
previous studies reported that a user might experience a tunnel view, which can cause
simulation sickness. Also, we do not believe that the scene and task ask too much from
the user. Thus, we use the NASA TLX questionnaire to verify that frustration does not
affect the user.

After the user performed the four trials, we ask each user to complete a post-
assessment questionnaire. Its questions (Table 1) directly ask the user whether he or
she noticed the difference between trials or artifacts. We used a 5-point Likert scale to
obtain the answers. Additionally, it verifies that the application was usable and that the
user did not experience any significant interaction problems. The experiment concluded
after the user completed this questionnaire.

Additionally, the VR application automatically registered each user interaction, the
time of interaction, and the user’s head position (moving path). Also, the entire time
was recorded starting when displaying the first task and ending when the user per-
formed the last task. The application also detected user mistakes, e.g., wrong lever
position, the wrong button pushed, and recorded them. All data were logged in an
ASCII file, one per user.

4.2 Results

We analyzed the time the users required per mode as well as the mistakes the users
made; Fig. 5 illustrates the results. Here, Mode AB means that this user experience
Mode A and Mode B, every two times. Mode AC is the group that experienced
Mode A and Mode C, also every two times. We performed an ANOVA for the group
subject do mode A and B (F1,11 = 0.13, p < .05), A and C (F1,11 = 0.73, p < .05),
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and between Mode B and Mode C (F1,11 = 0.85, p < .05). However, the results do not
indicate any significant differences. Figure 5(b) illustrates the mistakes the users made.
The results vary between Mode A, 1.25 and 0.66 mistakes, Mode B, 3.33 mistakes, and
Mode C, 2.67 mistakes, with a total number of 21 steps per trial; thus, 21 possible
mistakes. We conducted an ANOVA, again for the group subjected to Mode A and B
(F1,11 = 4.78, p < .05), Mode A and C (F1,11 = 9.54, p < .05). Both results show a
statistically significant difference. We also analyzed the difference between Mode B
and C (F1,11 = 0.53, p < .05), which does not yield any significant differences.

The NASA TLX results show no significant findings. The reported results for mental
demands, physical demands, etc. are mostly low. The effort was reported to be low in
general. Some users became frustrated as a result of eye tracking limitation and the
extended test duration, which affected the results. Also, the procedure was monotonous,
which also increased frustration; both aspects are discussed in the next sections.

Additionally, no user became severely sick in the virtual environment. Although
the user spent almost 40 min in the virtual environment, the majority of users did not
report discomfort, fatigue, or headaches. The only exceptions were eye strains and
blurred vision. The first one reached moderate severity, and the second one affected
some users severely. However, further investigation showed that this might be a result
of foveated rendering. If eye tracking worked inadequately, the users just eye focused
on a low-quality part of the rendering. A more significant number of users reported dry
eyes. However, we do not attribute this to foveated rendering.

Table 1 summarized the results of the post-assessment questionnaire yielded per
mode. The questionnaire asked ten questions aiming to render quality, interaction, and
usability in general. We conducted a one-way ANOVA. The results are insignificant
except for question Q1, Q4, and Q7. However, these results are most likely due to a
technical limitation of the eye tracking hardware.

Fig. 5. (a) Time per mode, (b) Errors per mode

Impact of Foveated Rendering on Procedural Task Training 265



4.3 Discussion

The results of this experiment do not reveal essential significant difference pertaining to
time. However, users that work with foveated rendering make more mistakes, although
there are some reservations to this result since was most likely caused by the extended
test period and user frustration.

First, we noticed a training effect between the first and the second trial as men-
tioned. We expected to find a training effect although the tasks slightly changed. The
users remembered the general location of equipment and panels. They became familiar
with the VE which allowed them to move faster. This training effect remained unno-
ticeable in subsequent trials.

Although the mistakes users made with FR and without FR are statistically sig-
nificant, some user reported increasing frustration. The users’ answer too Q5 and Q1
allow us to assume that they had problems reading the text. The eye tracking device
requires thorough calibration; it did not work as expected for some of the user’s, and
we noticed this too late since these users also passed the initial test. Adjusting and
calibrating the eye tracking device per user was challenging. Self-tests revealed that
one has to carefully adjust the interpupil distance very accurately first before calibrating
the eye tracking device. The calibration tool is not completely visible otherwise.

Unfortunately, we noticed an increasing frustration among some volunteers. Some
users reported that they just wanted to finish the test and to be quick after trial number
two or three. We attribute the increased number of mistakes to this trait.

Furthermore, a more significant number of people noticed FR and its effect on the
scene. Although the results are not significant, users reported that they notice some
differences between the scenes, without being able to not further detailing them.
However, users do not mind the differences. Also, the results let us believe that only the
direct comparison of different renderers facilitates this outcome. Users who do not
know about FR would not notice any difference.

Table 1. Questionnaire results, mean (std. deviation)

No. Question Mode A–B Mode A–C

1 The scene was always clearly visible and not blurred 1.67 (0.77) 3.58 (0.79)
2 The display was free of aliasing and other artifacts 1.41 (0.51) 1.41 (0.66)
3 The field-of-view was appropriate for this scenario 1.67 (0.77) 1.91 (0.90)
4 The rendering quality of all four trials was equal 1.75 (0.86) 3.67 (0.88)
5 I was able to read the text in the virtual environment 2 (0.60) 3.92 (1.08)
6 I was able to identify all buttons, levers, and switches in the

virtual environment
1.16 (0.38) 2.08 (1.16)

7 The eye tracking device and its functionality was invisible
to me

2.83 (1.69) 2 (0.85)

8 All instructions were clear and easy to understand 1.5 (0.90) 2.17 (0.93)
9 I could easily interact with virtual parts using my hands 1.58 (0.90) 1.91 (0.90)
10 I would recommend this virtual reality training application to

my friends
1.83 (1.11) 1,75 (0.86)
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4.4 Conclusion and Outlook

This research aimed to understand the impact of foveated rendering on users, especially
on task performance. Foveated rendering can cause rendering artifacts, and previous
studies reported that users notice them. They can distract users. Thus, we were inter-
ested to see if they have an effect on the users’ performance in a training task, or if
users do not mind them. User study results indicate that a significant number of users
notice the different renderer since they had an opportunity to compare them, although
they cannot describe the effect in detail. Moreover, users do not mind the differences.
Thus, we also did not notice any significant differences when analyzing the training
task results. Thus, we conclude that FR does not affect the user if correctly imple-
mented. Nonetheless, eye tracking and display limitations can result in a suboptimal
outcome, which could distract the user.

We are in the process of conducting a second user study with a focus on procedural
task training with VR. The goal is to optimize the training task. This study gives us
another opportunity to examine FR user impact.
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Abstract. For building a Augmented Reality (AR) pipeline, the most
crucial step is the camera calibration as overall quality heavily depends
on it. In turn camera calibration itself is influenced most by the choice
of camera-to-pattern poses – yet currently there is only little research
on guiding the user to a specific pose. We build upon our novel cam-
era calibration framework that is capable to generate calibration poses
in real-time and present a user study evaluating different visualization
methods to guide the user to a target pose. Using the presented method
even novel users are capable to perform a precise camera calibration in
about 2 min.

Keywords: Augmented reality and environments ·
Interaction in virtual and augmented reality environments

1 Motivation

Camera calibration in the context of Augmented Reality (AR) is the process of
determining the internal camera geometrical and optical characteristics (intrinsic
parameters) and optionally the position and orientation of the camera frame in
the world coordinate system (extrinsic parameters). The performance of the 3D
vision algorithms which AR builds upon directly depends on the quality of this
calibration. Furthermore, calibration is a recurring task that has to be performed
each time the camera setup is changed. Even if a camera is replaced by an
equivalent from the same series, the intrinsics will vary due to build inaccuracies.

The prevalent approach to camera calibration is based on acquiring multiple
images of a planar pattern of known size [6]. In contrast to 3D calibration objects
that were used earlier, 2D patterns are easy to obtain as conventional printers
can produce them at high precision.

The pattern is then used to establish correspondences between known 3D
world points and measured 2D image points. The point correspondences form a
over-determined system of equations which constrains the camera model.

However, due to the projective nature of the transform multiple images must
be acquired from different poses. Here, special pose configurations [5] that lead
to an unreliable solutions and should be explicitly avoided.
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Fig. 1. Exemplary set of 9 target poses and the user guidance overlay, projecting for
the bottom right camera.

Therefore a user interface is desirable which guides users through the cali-
bration process. The guidance allows to select to a minimal set of “good” frames
that result in a fast and reproducible calibration.

2 Background

The first step to camera calibration is to detect the calibration pattern. Typically
chessboard patterns (Fig. 2a) are used, which have strong gradients that can be
detected even under difficult lighting conditions. Additionally, the 2D points can
be located with sub-pixel accuracy.

(a) Chessboard (b) ChArUco pattern

Fig. 2. Common planar calibration patterns

However, the detection process usually involves the time consuming task
of ordering the detected rectangles to a canonical topology. This slows down
frame acquisition to below 30 Hz and impedes the interactivity of the method.
Furthermore the board needs to be fully visible for the corner identification to
work.
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Therefore new methods interleave fiducial markers [2] within the chessboard
pattern (Fig. 2b). The markers encode an unique id and are designed to be
rotationally invariant - hence the detection of a single marker allows deducing
the location and orientation of the whole board. However the marker positions
become imprecise at steep view angles. Hence only chessboard corners are used,
which generate measurements at sub-pixel accuracy.

The second step in calibration is to capture a calibration set of multiple
images. This set needs sufficiently constrain the camera model for the calibration
to succeed. For instance the pattern vies must not be all parallel to the image
plane. As both pattern distance and camera focal length (“zoom level”) are
estimated simultaneously, there is no unique solution in this case. Consequently
popular calibration toolboxes like ROS1 or OpenCV2 impose some heuristics on
pose variance or screen space coverage to alleviate the problem (see Fig. 3).

(a) The ROS toolbox showing the variance
in position and size.

(b) OpenCV showing the current screen cov-
erage

Fig. 3. User interfaces of popular, non-interactive, systems.

As these systems are not capable of generating pose suggestions, their user
interfaces only visualize statistics about the data captured so far. The user
is responsible to reason about an optimal next pose that would improve on
the imposed heuristics. Furthermore the unreliable pose configurations are not
explicitly addressed—therefore degraded performance is still possible.

In contrast, new calibration systems [3,4] are capable to guide users to spe-
cific target poses by displaying an overlay (see Fig. 1). This explicitly avoids
unreliable configurations and reduces intrinsic cognitive load [1]. While both
[3,4] performed user surveys, they merely showed operability of their methods
by novice users.

Additionally the user interfaces implemented by each method are very differ-
ent. [4] only display highlighted projection of the real pattern to tag the target
pose, while [3] display an abstractly colored, wireframe of the board at the target
pose and additionally overpaint the real board with squares of matching color
(see Fig. 4).
1 http://wiki.ros.org/camera calibration/Tutorials/MonocularCalibration.
2 https://docs.opencv.org/master/d7/d21/tutorial interactive calibration.html.

http://wiki.ros.org/camera_calibration/Tutorials/MonocularCalibration
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(a) Target pose wireframe and real-board
overpaint as used by [3]

(b) Target pose projection as used by [4]

Fig. 4. User guidance overlays used by interactive calibration systems

Therefore this work focuses on the question how which user interface is best
suited to guide users to specific calibration poses. At this we take the specific
geometric properties of the calibration problem into account, namely:

– Only the relative pose between camera and pattern matters
– The pattern can be arbitrarily flipped horizontally and vertically.

Indeed, these properties make the calibration guidance significantly different
from typical AR guidance use-cases where a pose needs to be matched exactly.

2.1 Calibration Poses

In general a rigid pose has six degrees of freedom (DOF); yaw, pitch, roll for the
orientation and the three dimensional position. However the underlying algo-
rithm [4] generates more restricted poses, based on the calibration objective.
These fall in the following two categories:

Intrinsic Calibration Pose. To estimate the intrinsic camera parameters, the
goal is to maximize the angular spread of the measurement points. Here the
pattern is placed in the central image region and tilted along one primary axis.
Additionally the board needs to be tilted and rotated along the remaining axes
to avoid ambiguous configurations (see Fig. 5a). Therefore there are only three
rotational DOF.

Distortion Calibration Pose. To estimate the lens distortion parameters, the
pattern must be placed in regions with highest distortion which are typically
the corners. Here a parallel view is used and the distance and relative position
changes (see Fig. 5b). Therefore there are only three positional DOF.

Therefore a user only ever has to change 3 DOF when starting from a central,
parallel view on the pattern.
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(a) Intrinsic calibration pose (b) Distortion calibration pose

Fig. 5. Exemplary view from the two pose categories

3 Method

To evaluate different user guidance options, we performed two user surveys,
measuring the time the users required to match a series of target poses. The
participants were students and co-workers at our lab. Most of them had never
performed a camera calibration before and all users were using the tool for the
first time. The pose sequence was given by our system [4].

The only instruction given was that the calibration pattern should be
matched with the displayed overlay.

We triggered the time measurement only after the first target pose was
reached. This explicitly discards the time the users needed to accommodate
to the calibration scenario and the system setup.

For each question a separate survey was performed. The surveys were several
months apart time-wise. Hence there is no overlap of participants and the pose
setup varies slightly.

3.1 Relative Motion Survey

The goal of the first survey was to determine whether moving the camera or
moving the calibration pattern is preferable. This takes advantage of the fact
that only the relative orientation and translation between camera and pattern
matters. Therefore we evaluated the following two scenarios:

1. Fixing the camera position at the screen and let the user move the pattern
like in front of a virtual mirror.

2. Fixing the pattern position and let the user move the camera in a first-person-
view like fashion.

There were 5 participants in this survey which successively tried both options.
To exclude the effect of familiarization we randomized the order of the options.
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The user guidance consisted only of the target pose overlay as shown in Fig. 5.
There were 9 target poses that had to be matched.

3.2 Pattern Appearance Survey

Complementing the first survey, the second survey determined whether one can
take advantage of the geometric property that the pattern can be flipped hori-
zontally and vertically. To this end we chosen two different visualization of the
calibration pattern as follows:
1. The asymmetric chessboard as in used for the preceding survey.
2. A quadrille paper visualization, which is fully symmetric yet still contains the

necessary perspective cues.

(a) The default ”chessboard” pattern (b) The ”quadrille paper” pattern

Fig. 6. The two overlay patterns we evaluated in our second user survey. Note that we
now do overpaint the real board in the video stream.

To keep the connection between the target pose overlay and the physical cali-
bration board when using the new visualization, we overpaint the actual calibra-
tion target in the video stream - similarly to [3]. We also apply the over-painting
to the first option (see Fig. 6) to exclude the effect of tracking imprecision from
the survey.

There were 7 Participants in this survey which had to reach 10 target poses.
As with the preceding survey the order of the options was randomized so 3
participants started with option 1 and 3 participants started with option 2.

We only used the “virtual mirror” setup based on the results from the first
survey.

4 Results

In the following the results of our user surveys are shown. First we discuss the
quantitative timings of each experiment. Then we also present some qualitative
observations made during the trials.
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4.1 Quantitative Results

Table 1 shows the quantitative results of the first survey, giving the per-user
times as well as the overall average.

Table 1. Time the users required to reach 9 given target poses.

t (first-person view) t (virtual mirror)

User 1 1:39 min 1:44 min

User 2 3:17 min 1:08 min

User 3 2:46 min 1:55 min

User 4 7:22 min 1:36 min

User 5 2:22 min 1:25 min

Mean 3:29 min 1:33 min

The average calibration time of 1:33 min to complete the calibration show a
strong advantage of the virtual mirror scenario over the first-person view app-
roach with an average time of 3:29 min. Looking at the individual results we
see that only User 1 is slightly faster using the first-person view, while all other
Users were considerably faster using the virtual mirror approach. User 4 even
struggles to complete the calibration using in the first-person view. Therefore
we conclude that the virtual mirror approach is preferable.

Table 2. Time the users required to reach 10 given target poses with different
visualizations

t (chessboard) t (quadrille paper)

User 1 2:14 min 1:00 min

User 2 2:07 min 1:20 min

User 3 3:06 min 2:11 min

User 4 3:43 min 3:20 min

User 5 1:21 min 1:44 min

User 6 1:52 min 2:00 min

Mean 2:24 min 1:56 min

Table 2 shows the results of the second survey, again giving the average as
well as the per user times. There are only 6 results given as one participant
failed to match the first intrinsic pose within 3 min with any method. Therefore
we aborted the trial and no results are given.

The average time of 1:56 min to complete the calibration using the quadrille
paper visualization shows a slight advantage over the chessboard visualization
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with 2:24 min. However looking at the individual results there are 2 participants
being faster using the chessboard visualization. Furthermore there is strong vari-
ation between the individual users. Therefore no clear conclusion can be given.

4.2 Qualitative Results

Additionally to the times presented above we made the following qualitative
observations:

– It took the participants much longer to match the intrinsic pose then the
distortion pose.

– With the “quadrille paper” pattern, some users did not rotate the pattern to
match the distortion calibration pose, but rather moved it out of view.

– The users reached a target pose faster if it was from the same category as the
previous one; e.g. if a distortion pose followed a distortion pose. Conversely
the needed to re-orient if e.g. a distortion pose followed a intrinsic pose.

– When asked about the experience users preferred the “quadrille paper” visu-
alization - even if their calibration time was higher in this mode.

Here the time it took the participants to match the intrinsic pose was the
determining factor in overall calibration time.

5 Conclusion

We have presented an evaluation of different user guidance methods for camera
calibration. This allows us to give a recommendation that the “virtual mirror”
setup is preferable for camera calibration. However the results of our second
survey only hint that using the simplified “quadrille paper” overlay is of advan-
tage. While the user feedback was generally positive and we measured a slight
advantage in the average calibration time, there was a strong variation between
the individual participants. Therefore a larger scale survey is necessary to give
a definitive answer here.

However our qualitative observations indicate that larger gains are to be
expected from adapting the pose sequence then from modifying the pattern
visualization. Particularly the arbitrary switching between the pose categories
requires physical and mental switching on the user side. Additionally we observed
that matching 3 arbitrary rotations of the pattern to the target pose took con-
siderably longer then to match the position.

Therefore the pose sequence should adapted to further improvements on user
guidance. Currently the poses optimize the algorithmic constrains while neglect-
ing the user. One option would be to find for a better compromise between these
two objectives. Alternatively one could introduce “guidance only” poses that are
placed between the current pattern position and the target pose. Those would
not be used for calibration, but rather to give the user more hints on how to
reach the target pose. Trivially one could insert the neutral pose between two
calibration poses s.t. only 3 DOF change between each two displayed targets.
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Abstract. Virtual Environments (VEs) presented through head-
mounted displays (HMDs) are often explored on foot. This type of explo-
ration is useful since the inertial cues of physical locomotion aid spatial
awareness. However, the size of the VE that can be explored on foot
is limited to the dimensions of the tracking space of the HMD unless
locomotion is somehow manipulated. This paper presents a system for
exploring a large VE on foot when the size of the physical surroundings
is small by leveraging people’s natural ability to maintain spatial aware-
ness using their own locomotion. We examine two strategies to increase
the explorable size of the virtual space: scaling the translational gain
of walking and scaling eyeheight. Translational gain is scaled by chang-
ing the relationship between physical and visual translation so that one
step forward in physical space corresponds to several steps forward in
virtual space. To scale gain higher than ten, it becomes necessary to
investigate ways to minimize distracting small physical head motions.
We present such a method here. We examine a range of scaling factors
and find that we can expect to scale translational gain by a factor of 50.
In addition to this finding, this paper also investigates whether scaling
eyeheight proportionally to gain increases spatial awareness. We found
that providing a map-like overview of the environment does not increase
the user’s spatial orientation in the VE.

Keywords: Virtual reality (VR) · Virtual environment (VE) ·
Space perception

1 Introduction

Virtual environments (VEs) provide people with opportunities to experience
places and situations remote from their actual physical surroundings. Virtual real-
ity systems potentially allow people to learn about an environment which, for rea-
sons of time, distance, expense, and safety, would not otherwise be available. This
work focuses on head-mounted display (HMD) technology because it is relatively
inexpensive and readily available as compared to other immersive technologies.
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Fig. 1. This figure show a top-down view
of a VE that is ≈5 m × 5m with head
motion a user “looking around” in yel-
low. (Color figure online)

Fig. 2. This example shows the same
physical movement as Fig. 1, with virtual
movement scaled by a factor of twenty.

Our work examines exploring an HMD-based VE by physically walking. By using
physical locomotion, we seek to leverage the natural ability of people to maintain
spatial orientation. This modality is natural for the HMD since HMD technology
often uses a head tracker that measures changes in the orientation and the posi-
tion of the user’s head within the physical environment. Unfortunately, the finite
range of the HMD tracking system, or, more importantly, the limited amount of
space a commodity level user may have to devote to an HMD system, constrains
the size of space that can be freely explored using bipedal locomotion. Of course,
using some other type of locomotor interface such as a joystick to translate in an
environment might be a solution, but bipedal locomotion results in much better
spatial orientation [4].

Williams et al. [23] investigate increasing the translational gain of walking
(where each step in physical space moves the user a longer distance through
virtual space) as a viable method to explore a large VE. They present two exper-
iments that show the translational gain of bipedal walking can be scaled, and
this type of locomotion results in better spatial orientation compared to using
a joystick. However, their experiments limit the scale of translational gain to
a factor of ten, since head movements and other small movements become dis-
tracting at higher gains. This paper expands the findings of Williams et al. [23]
and examines how far translational gain can be increased with the aid of engi-
neering solutions to improve the problems of small head movements. At high
translational gains small locomotive movements become disorienting, making it
difficult to position oneself near stationary objects in the VE.

There are two potential issues to address when designing an algorithm to
alleviate distracting head movements [7,23]. First, when people locomote at high
rates of gain, a strategy must be employed to allow users to move locally in a
natural way. That is, small head movements when the user is not locomoting to a
new position need to be filtered or somehow minimized. For example, it is difficult
and unnatural to maintain a fixed head position and rotate about that axis with
the HMD. Consider the head movement of a user examining the contents of a
VE from a center location as in Fig. 1 where locomotion in the physical space
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matches locomotion in the virtual space. In Fig. 2, this same physical movement
is replicated, yet the translational gain is scaled by a factor of 20. In this example,
simply turning to view the contents of the room amounts to considerable visual
motion in the VE. Motions such as gazing around the room (Fig. 1) should not
be scaled. Second, when users walk in an environment their heads may bob from
side to side as they shift their weight. This side–to–side movement should not
be scaled. Locomotion should only be scaled in the direction of intended travel.
Although we did investigate this issue, we did not find it to be a problem at high
rates of gain. Thus, our algorithm does not address side–to–side bob.

This work uses a nonlinear method of scaling gain to minimize the distract-
ing effects of small head movements. The basic idea of the algorithm involves
ramping to high gain when the user’s speed reaches above a certain thresh-
old. Experiments 1 and 2 aid in the creation and testing of our nonlinear scaling
technique. As a second focus to this paper, we examine whether it may be advan-
tageous to also scale eyeheight. We reasoned that scaling eyeheight could allow
gain to be scaled even higher and allow us to gain more explorable space from
our HMD system. Therefore, this work investigates whether a person’s spatial
orientation is improved when eyeheight is increased while locomoting through
a virtual world at high rates of translational gain. We reasoned that increasing
the eyeheight to explore a large VE could be useful when exploring an outdoor
environment like a large city. Such a strategy would allow users to develop spa-
tial orientation based on a map-like overview yet unlike virtual flying still give
users the proprioceptive feedback of walking.

The main experiment of this work is found in Experiment 3 of Sect. 6. Here
we directly compare linearly scaled translation gain (no correction of small
head movements), nonlinearly scaled translational gain (minimizing the effects of
small distracting head movements), and gain scaled proportionally to eyeheight.
Specifically, we compare these three locomotion methods using four different
scaling factors of translational gain: 10, 25, 50, and 100. We show that scaling
gain nonlinearly is significantly superior to scaling gain linearly. Additionally,
we find that people can maintain good spatial orientation with translational
gains up to 50 using the nonlinear scaling technique presented in this paper. We
find no significant advantage with respect to the user’s spatial orientation when
eyeheight is scaled.

2 Background

Much like in the real world, humans update their spatial knowledge or spatial
awareness with respect to a VE as their relationship to objects in the environ-
ment change [25]. However, humans are more disoriented in VEs [4,8]. Thus,
navigation, the most common way people interact with a VE [2], causes people
to feel disorientated. Exploring a VE by physically walking seems to result in the
best spatial awareness [4], but the size of the space that can be explored using
a tracking system is limited without alternate interventions such as teleporting.
Much work has looked at how best to explore a VE larger than the tracked
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space while maintaining spatial awareness [6,9,15,19,27,30]. These locomotion
methods involve real walking, redirected walking, walking–in–place, teleporting,
joystick, swimming, arm–swinging and more (for a literature review see [1]).
Much of the more recent navigation work has focused on engaging the user in
physical movement as it seems to result in better spatial awareness of the VE as
compared to using a joystick [6,9,19,20,27].

The current work adds to the body of work on redirected walking [3,5,13,14,
19] as we are manipulating walking. Rieser et al. [16] and Mohler et al. [12] show
that people can quickly recalibrate to a new mapping between their own physical
translation and visual input. However, the scaling factor of the translational
gain in these recalibration studies was significantly smaller than that which is
investigated in this work. Kuhl [10] reports that people can also recalibrate
rotations. A compelling reason to manipulate translations instead of rotations is
that research shows that physical rotations are more disorienting than physical
translations with respect to spatial orientation [16]. Moreover, rotations are not
a problem; a user can turn through any distance of rotation in any space that is
large enough to stand in. Williams et al. [23] show that the translational gain of
walking can be scaled by a factor of ten and that there is no significant difference
in spatial orientation when compared to exploring an environment using normal
bipedal locomotion.

This work also examines the role of eyeheight when experiencing a VE. More
specifically, eyeheight refers to the distance from the viewer’s visual horizon to
the ground (for more information, see [18]). An observer’s eyeheight influences
perception and action in the physical world; it is used to scale the distances of
objects and to scale the height and width of apertures. In our everyday lives, we
humans constantly change our viewing perspective by sitting, standing, etc., yet
the perceived relative size of objects remains the same. This may be because of
familiar size or previous knowledge about size and shape [28]. Additionally, the
angle of declination from the horizon line to the ground also provides another
source of information. People use this information to recalibrate the relative sizes
of objects at different eyeheights [28]. Wraga et al. [28] compare seated, standing
and ground–level prone observations and find that seated and standing observa-
tions are similar, but prone observations are significantly less accurate. Warren
[21] finds that people judged whether they could sit on a surface according to
whether the surface height exceeded 88% of their leg length. Moreover, people
choose to climb or sit on a surface according to the relationship between the
surface’s height and their eyeheight [11].

3 Method for Minimizing Disorienting Head Movements

To investigate how high gain can be scaled, a method of scaling gain while
minimizing these disorienting movements was devised. Informal user studies of
participants at unfiltered high gain (100:1 and 50:1) revealed that small head
movements were disorienting. More specifically, disorientation seemed to occur
when the user’s locomotion was minimal and they were simply trying to either
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perform a local task such as move a few feet, or observe the environment. Par-
ticipants also reported that large gain factors seem more natural and much less
disorienting if their own physical locomotion was above a certain rate. Thus, we
sought a method to minimize this effect by targeting the problem of disorienta-
tion when gain is scaled by large factors at slow speeds.

In the experiments presented in this paper, users “ramp-up” to high gain
based on the magnitude of their velocity, or speed. When users are not moving,
but simply observing an environment, then their speed is low and the transla-
tional gain is also low. As they begin to locomote, their speed is increasingly
scaled up to the desired gain. We refer to this method as nonlinear translational
gain. In this nonlinear condition, once users reach a critical speed threshold all
movements are scaled linearly by a scaling factor (or a simple linearly scaled
translational gain). Speeds below the critical threshold are scaled nonlinearly
according to a pre-specified function. Thus, for physical speeds between zero
and the critical threshold speed, virtual speed is obtained by scaling physical
speed according to this function. Suitable functions should be strictly monoton-
ically increasing with an initial value equal to zero (for zero speeds) and value at
the threshold equal to the threshold multiplied by the high gain scaling factor.
An example of such a function is seen in Fig. 3 where speeds above the criti-
cal threshold of 0.5 m/s are scaled by a factor of 100. Speeds below 0.5 m/s are
scaled according to a cubic function. User speed is calculated every time the
graphics are updated, which was 60 Hz. Speed is defined as the distance between
the user’s position at the time of the graphics refresh (px, pz) and the position of
the preceding graphics refresh (p′

x, p′
z) divided by the refresh rate, refreshRate.

To calculate the distance traveled we simply use the user’s position in the x and
z directions and ignored y direction idicating the user’s viewing height. Thus,

speed is calculated as follows: speed =
√

(px−p′
x)

2+(pz−p′
z)

2

refreshRate . In “high gain mode”
when gain is linearly scaled, calculating the new virtual position involves scaling
the speed by the gain amount, scale. Thus, in high gain mode the virtual position
in the new x and z positions in virtual space, vx and vz, can be obtained from
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the user’s position at the previous and current frames: vx = v′
x+(px−p′

x)∗scale
and vz = v′

z + (pz − p′
z) ∗ scale, where v′

x and v′
z represent virtual position from

the previous frame.
There are many functions that meet the requirements for a ramping function,

and beyond these requirements our goal was to select one which was pleasing
from a user’s perspective. Additionally, the value of the critical threshold itself
needs to be determined. We evaluated the different functions using user studies.
Thus, two experiments were designed to validate engineering choices for both
the threshold and ramping functions. First, Experiment 1 examines the criti-
cal speed threshold at which a user should enter into linearly scaled high gain
or linear gain. Experiment 2 evaluates three plausible functions used to scale
speeds smaller than the critical threshold: an exponential, a cubic polynomial,
and a quadratic polynomial. In the experiments there is a chicken-and-egg prob-
lem in that a ramping function cannot be derived without knowing the critical
threshold, and determining a critical threshold assumes the use of some form of
ramping function. In this work we do not examine this question exhaustively.
Rather, we assume a cubic ramping function to determine the critical thresh-
old, then assume this threshold is the best value for testing different ramping
functions.

The mathematical details below describe the simple cubic function (Fig. 3).
Below the critical threshold, the virtual speed, sv, is described in terms of phys-
ical speed, sp as follows: sv = sp + c1(sp)3, where c1 is a constant whose value
depends on the gain level. Thus, the value of c1 changes with each gain level.
Above the critical threshold gain is scaled directly by the high gain amount. We
use this simplistic form of the cubic because it has a desirable slope and has one
solution. The function we use passes through (0,0). Thus, at a physical speed of
0 m/s, virtual speed is also 0 m/s. Subjects ramp up to high gain according to
a function whose first derivative is not continuous. This discontinuity represents
the boundary between normal walking and high gain. Interestingly, the discon-
tinuity does not produce a noticeable artifact. We explore this idea further in
Sect. 7.

Table 1. Values of the constants

Gain Cubic Quad Exp

10 c1 = 129600 c1 = 1080 c1 = 1/433.794, c2 = 433.794

25 c1 = 345600 c1 = 2880 c1 = 1/575.341, c2 = 575.341

50 c1 = 705600 c1 = 5880 c1 = 1/677.594, c2 = 677.594

100 c1 = 1.4256e + 06 c1 = 1.1880e + 04 c1 = 1/776.954, c2 = 776.954

As an example we solve for c1 at 100:1 gain and a critical threshold value of
0.5 m/s. The refresh rate of the graphics and tracking system has a direct impact
on the values of the constants found in the above equation. For purposes of this
example, let us assume that tracking updates every 1 s. At 0.5 m/s speed should
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be scaled by 100, and values under 0.5 m/s should be scaled according to the
cubic function. We know that at a physical speed of 0.5 m/s the virtual speed
should be 50 m/s (0.5 m/s * 100). Thus, plugging in two known values, sp = 0.5
and sv = 50 gives us 50 = 0.5 + c1(0.5)3, c1 = 396. Thus, we scale gains lower
than 0.5 m/s according to the following function: sv = sp + 396(sp)3, which,
again, is plotted in Fig. 3. In our system, the graphics are refreshed every 60 Hz.
Therefore the constants change. Let us look again at the cubic function at 100:1
gain. Since we are updating the graphics every 1

60 of a second, we would like a
speed of 1

60 ∗ 0.5 (or 0.0083) to map to 1
60 ∗ 50 (or 0.8333) since each frame is 1

60
of a second. Thus we solve for c1 with these values sp = 0.0083 and sv = .8333
and find that the value of c1 at 100:1 gain, a critical threshold of 0.5 m/s, and
a refresh rate of 60 Hz, is 1.4256e + 06. The constants for the quadratic and
exponential ramping functions at each of the gain levels are found in a similar
manner. The quadratic function we evaluated was: sv = sp + c1(sp)2, and the
exponential had the form sv = sp + c1e

c2sp − c1. We wanted the exponential
function to be flat or have a small slope at small speeds so that gain would be
scaled by a minimal amount. The values of the constants for a 1/60 refresh rate
are shown in Table 1. The three functions are plotted in Fig. 4.

4 Experiment 1: Finding the Critical Threshold

The purpose of this experiment was two-fold. First, this within–subject experi-
ment investigates how rapidly users can switch from speed scaled by a function
to the linearly scaled high-gain speed. This experiment examines two critical
speed threshold values: 0.5 m/s and 1 m/s and compares these results to linearly
scaled translation gain where there are no critical values and gain is simply
scaled by the high-gain amount. Thus, the second objective of this experiment is
to formally evaluate the use of this “ramp-up” function and investigate whether
users feel that problems with disorienting small head movements have become
negligible with the proposed method. In this experiment the high gain value or
the highest scaled value of translational gain was fixed at 100:1. The scaling
function used to scale speeds lower than the critical threshold speed value was
a cubic polynomial (Fig. 3).

Six subjects participated in the experiment for compensation. Subjects were
unfamiliar with the experiment and the VE. Subjects were asked to find and
read three different Snellen eye charts which were arranged on the sides of build-
ings in a large outdoor VE. They were allowed to get as close as they liked
and could readjust their position at any time. The ease of reading these charts
allowed subjects to report a subjective measurement of the ease of localized
movements or local locomotion in each condition. Subjects read three different
charts for each condition because we wanted the subjects to get a feel for mak-
ing small position changes in the VE in each condition. To understand the goal
of the Snellen chart task, it is important to note the difficulty of controlling
small movements when no “ramp up” function is used. When gain is simply
scaled by 100, 1 cm of movement corresponds to 100 cm of virtual movement.
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Therefore, it is challenging for users to position themselves in a precise location
and hold their heads steady enough to read the small letters on the chart. They
were also asked to find and walk to a series of seven objects in the VE that were
a considerable distance apart. This task allowed subjects to report the ease of
large-scale locomotion through the entire environment, which is referred to as
global locomotion.

4.1 Materials

The virtual world was viewed through a full color stereo NVIS nVisor Head
Mounted Display with 1280× 1024 resolution per eye, a nominal field of view of
60◦ diagonally, and a frame rate of 60 Hz. The HMD weighs approximately 1 kg.
An InterSense IS-900 tracker was used to update the participant’s rotational
movements around all three axes. Position was updated using two optical track-
ing cameras with an accuracy of <0.5 cm over a 3 m × 3 m × 3 m volume and an
update rate of 60 Hz. The size of the physical room in which the experiments
were performed was approximately 5 m× 6 m, and within the room the limits
of the tracking system was approximately 5 m by 5 m. The same 650 m × 650 m
large, outdoor environment was used in each of the conditions. The size of the
Snellen eye charts that participants was instructed to read were approximately
0.7 m × 0.7 m and the charts were randomly located on the sides of buildings that
appeared in the environment. A ten line Snellen eye chart was randomly gener-
ated for each trial using software that is freely available [17]. The environment
is pictured in Fig. 5. Buildings and other objects were scattered throughout the
environment. These objects were of natural shape and size and were items that
one would expect to see outdoors. Larger objects are positioned further away
from the center of the environment and smaller objects were closer to the cen-
ter enabling the viewing of all objects from the center of the environment. The
seven target objects that the subjects had to walk to varied by trial but were
such things as the front door of the cathedral, the water tower, the swing set,
the entrance to the Panera building, the front of the hotel, the parking meter,
the police car, etc.

4.2 Procedure

There were three conditions in this experiment: critical threshold speeds of 0 m/s
(linear gain scaled by 100), 0.5 m/s, and of 1 m/s. Two conditions use a cubic
polynomial to scale gain until a critical threshold speed is reached, then gain is
simply scaled by 100. If speed drops below the critical value, then gain is again
scaled according to the cubic function. Each of the six participants explored
each environment under the three different critical thresholds (0.5 m/s, 1 m/s,
and 0 m/s). Since there were six orders of three different critical threshold speeds,
one subject was tested in each order in a counter-balanced fashion. The exper-
imental procedure was explained to the participant prior to viewing the VE.
Subjects were told what condition they were experiencing and were instructed
to walk freely around the environment to familiarize themselves with the gain and
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the critical threshold of that condition. When the subject indicated to the exper-
imenter that they felt comfortable with the environment, they were instructed
to find the first Snellen eye chart and read as many lines down the Snellen chart
as they felt comfortable. The subjects were allowed to position themselves as
close to the Snellen chart as possible, and reading the smallest rows generally
required subjects to be about two virtual feet away from the Snellen chart. After
they had read as many rows as possible, they were instructed to find the second
Snellen chart and read that set of letters, and continue on to the third Snellen
chart.

After they had read as much of the charts as possible, participants were
asked to find and locomote to seven different objects in the environment. The
objects were far enough apart so that subjects were required to exceed the critical
threshold speed and locomote at high gain to reach the objects. If subjects walked
too slowly in the environment to reach an object, a situation could occur where
they could not reach that object because they reached the limits of the tracking
system first (or reached a physical wall). We refer to this error as an out-of-range
target error. When this error occurred, the experimenter would slowly lead the
subject backward in the physical environment so that they were moving at low
gains backward in the VE. This was done until the experimenter felt that the
subject had enough tracking space to reach the target object. This issue only had
the potential to occur in the nonlinear conditions (or when there was a critical
value equal to 0.5 m/s or 1 m/s). The frequency of this occurrence was recorded.
The speed and accuracy of reading the Snellen chart was also recorded. The
subject indicated to the experimenter that they were ready to read the chart.
The experimenter then began timing the subject reading the Snellen chart and
stopped the timer when the subject was finished reading the chart or when
they indicated that they could no longer read the rest of the chart. Time was
recorded using a stopwatch. After completing each condition, subjects were asked
to rate the following on a scale from 1 to 10: local control, global control, sense of
sickness, and sense of balance. Upon completing all three trials and the post-trial
questions, subjects were asked to indicate what condition they preferred. They
were also asked specifically if they found the scaling of side-to-side movement at
high gain disorienting.

4.3 Results

The results of the post-condition tests are shown in Table 2. In each condition
differentiated by critical threshold value, subjects were asked to rate the local
control of their movement, the global control of their movement, their feeling
of sickness, and their feeling of unbalancedness on a scale from 1 to 10. In the
0.5 m/s critical threshold condition, subjects felt the highest global control or
sense of being able to control traveling around the environments for greater dis-
tances. They also felt control over local movements or locomotion needed to
travel short distances. Participants felt the highest control over local movements
with a 1 m/s critical threshold speed, yet their sense of global control was con-
siderably less than when using the 0.5 m/s critical threshold. The linearly scaled
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Table 2. Mean ratings of the post-condition test of Experiment 1

Critical threshold Mean user ratings

Local control Global control Sickness Unbalanced

0 1.5 (0.5) 7.2 (1.5) 5.8 (2.4) 4.1 (1.8)

0.5 7.8 (1.3) 8.2 (1.3) 1.3 (0.5) 1.8 (0.7)

1 8.1 (1.1) 6.1 (2.3) 2.1 (0.7) 2.4 (0.9)

Note: One represents “No” feeling while ten represents a strong feeling.
Standard errors are indicated by parentheses.

gain (or 0 m/s critical threshold speed) provided very little local control and
reasonable global control. The linearly scaled gain condition made people feel
nauseated and altered their sense of balance. People rarely felt these effects in
the other two nonlinear gain conditions.

When asked to rate which method they prefer best, four of the six participants
preferred a critical threshold of 0.5 m/s, while the other two preferred the 1 m/s
critical threshold. One of the subjects that preferred the 1 m/s over the 0.5 m/s
condition found reading the Snellen charts easier in the 1 m/s condition yet
preferred 0.5 m/s for walking long distances. Overall, subjects found the 0.5 m/s
felt “most natural” for doing both local and global locomotion. Interestingly,
four of the six subjects in the 1 m/s condition had problems reaching their target
objects in a few of their trials because they did not travel fast enough and ran
out of tracking space. This out-of-range target error only occurred once in the
0.5 m/s critical threshold condition across all of the subjects. As for reading
the Snellen charts, in the 0.5 m/s condition, it took participants an average of
105 s to read the chart with an average of 0.3 mistakes per chart. This means
on average, subjects did not make a mistake reading the chart. However, after
reading approximately three charts, they would be more likely to make a mistake.
Similarly, for the 1 m/s critical threshold value, Snellen charts were read at an
average of 111 s and were done so with an average of 0.28 mistakes per chart. In
the linearly scaled gain condition, no subject was able to read the last three lines
of the Snellen chart. On average, they could discern a few letters on the fourth
to last line, but usually stopped because they felt uncomfortable. At the end
of the experiment subjects indicated whether they felt side-to-side movements
while walking at high gain was disorienting. None of the subjects found this
disorienting or thought any method of filtering needed to be employed.

We find that a critical value of 0.5 m/s is best since it provides a nice compro-
mise between global and local control. Users can travel longer distances with little
physical space, yet small head movements are not as distracting and disorienting
as the linearly scaled gain. We also found that the 0.5 m/s threshold resulted in
little or no sickness. Users also had the best sense of balance as compared to the
other conditions. Thus, we use a critical value of 0.5 m/s for the remainder of
this paper. Future work might involve using a more exhaustive experiment to
find a more precise value of the critical threshold. However, given the good user
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evaluations of this method, we feel that 0.5 m/s represents a reasonable critical
threshold. Some of the user comments about the method were: “stepping on the
gas in a car”, “felt in control of their locomotion even though they were really
moving fast”, “Wow, this is cool.” With no filtering several subjects noted that
positioning themselves in front of the Snellen chart was “particularly difficult.”

5 Experiment 2: Finding the “Ramping” Function

Six subjects participated in this experiment and were given compensation for
their participation. The subjects were unfamiliar with the experiment and the
VE. The materials used in this condition were the same as Experiment 1. The
procedure for this experiment was almost the same as Experiment 1. However,
the difference was that participants experienced different ramping functions in
each of the three conditions. The critical threshold speed was fixed at 0.5 m/s.
Additionally, in this experiment they were not told which condition they were
experiencing. They were again asked to read three Snellen charts and locomote
to seven target objects. After each condition, subjects rated their experiences.
After completion of all three conditions, subjects indicated which condition they
preferred best.

Table 3. The mean ratings of the post-condition test of Experiment 2

Ramping function Mean user ratings

Local control Global control Sickness Unbalanced

Quadratic 6.9 (1.9) 8.3 (1.1) 3.4 (1.8) 1.4 (0.5)

Cubic 7.9 (1.5) 8.1 (1.2) 1.4 (0.4) 1.8 (0.5)

Exponential 8.3 (1.3) 8.5 (0.9) 1.3 (0.4) 1.7 (0.5)

Note: One represents “No” feeling while ten represents a strong feeling.
Standard errors are indicated by parentheses.

The results of the post-condition questionnaire are presented in Table 3. In all
of the conditions, subjects felt a high amount of global control and local control.
The quadratic function had the lowest local control. From observing the three
functions in Fig. 4, we can see that gain is scaled higher at smaller speeds for
the quadratic function than the other two functions. People felt a slight sense
of sickness in the quadratic condition as well, an effect that was not observed
with the cubic and exponential functions. Since subjects were not told what
condition they were experiencing, they were asked which condition they like
best by the order of experience. Four of the six participants preferred the expo-
nential function, while the other two preferred the cubic function. The average
time to completely read the Snellen chart in the exponential condition was 112 s
and the average time to read the cubic was 109 s. On average participants were
unable to completely read the last line of the chart in the quadratic condition.
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Again, subjects were asked about the side-to-side movement when speed is lin-
early scaled in high gain and it was also not an issue in this experiment. Overall,
the exponential function performs best; compared to the other two methods, it
seems to give the user the highest amount of global and local control. Upon exam-
ining the functions in Fig. 4, the exponential has a smaller slope at small speeds
which gives it an increased local control. Thus, our nonlinear scaling method
involves an exponential “ramping” function with a 0.5 m/s critical threshold.

Fig. 5. This figure shows a
view of the VE used in the
experiments at normal eye-
height (≈1.67 m.)

Fig. 6. This figure repre-
sents 10 times normal eye-
height (≈16.7 m). Gaze
is directed downward by
20◦.

Fig. 7. This figure repre-
sents 25 times normal eye-
height (≈41.7 m). Gaze
is directed downward by
30◦.

Fig. 8. This figure represents 50 times
normal eyeheight. Gaze is directed down-
ward by 35◦.

Fig. 9. This figure represents 100 times
normal eyeheight. Gaze is directed down-
ward by 40◦.

6 Experiment 3

Having selected the ramping function and threshold, we are now in a position to
examine the limits of scaling translational gain. Thus, in this experiment, the goal
was to assess how well subjects could maintain spatial orientation when the gain
of translation in the virtual environment was varied relative to translation in the
physical environment. More specifically, we wanted to find the limit to which gain
can be scaled under three different conditions: linearly scaled gain, nonlinearly
scaled gain, and linearly scaled gain with eyeheight scaled. The subjects’ spatial
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orientation was tested in each of the five translational gain conditions: 1:1, 10:1,
25:1, 50:1, and 100:1. To test orientation, subjects were asked to remember the
location of five objects in the environment, then to move themselves to a new
point of observation and instructed to turn to face the targets from memory
without vision. Each subject performed the task in each of the five gain scales
under one of three conditions: linearly scaled gain, nonlinearly scaled gain, and
linear gain scaled proportionally to eyeheight.

Forty-five subjects participated in the experiment. Subjects were unfamiliar
with the experiment and the VE. Subjects were given compensation for their
participation.

6.1 Materials

The same HMD system that was used in Experiments 1 and 2 was used in this
experiment. Also, the same 650 m × 650 m large outdoor VE was used in this
experiment for all of the gain conditions. Figures 5, 6, 7, 8 and 9 show the VE
used in this experiment. These figures give a glimpse of the VE at each of the
different scaled eyeheights. The explorable region of the VE changed according to
the size of the gain in each of the different conditions. The size of the explorable
region in the 10:1 condition was 50 m× 50 m or 10 times the size of the explorable
region in the 1:1 condition. Similarly, the virtually explorable region for the 25:1,
50:1, and 100:1 conditions was 125 m× 125 m, 250 m × 250 m, and 500 m × 500 m,
respectively. In each environment, subjects were asked to memorize the location
of five objects differing in shape and size. An example of one of the five objects
in the 1:1 environment was a fire hydrant. Example objects in the 10:1, 25:1,
50:1, and 100:1 environments are a picnic table, an 18-wheel truck, a church, and
a tall hotel, respectively. These five target objects were arranged in a particular
configuration, such that the configuration in the 1:1, 10:1, 25:1, 50:1, and 100:1
conditions varied only in scale (1, 10, 25, 50, and 100, respectively), and by a
rotation about the center axis. In this manner, the five objects were arranged
similarly in the two environments so that the angles between the target objects
were preserved.

6.2 Procedure

One-third of the subjects performed the experiment in the linearly scaled gain
condition, one-third performed the experiment in the nonlinearly scaled gain
condition, and the last third performed the experiment with linear gain and
eyeheight scaled proportionally. Translational gain was defined as the rate of
translational flow in the VE that mapped onto a given amount of motor activity.
In all three conditions, rotation in the VE matched rotation in the physical
environment. In the 1:1, 10:1, 25:1, 50:1, and 100:1 conditions, the translational
gain of the tracker was scaled by one, scaled by 10, scaled by 25, scaled by 50 and
scaled by 100, respectively. Since there were 120 orders of the five gain conditions,
subjects were tested in a pseudo-balanced fashion using a Latin square design.
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Given the five gain conditions and 15 subjects, we used three Latin squares to
counterbalance our testing. Full details can be found in [22].

The experimental procedure was fully explained to the subjects prior to see-
ing the VEs. After about three minutes of study, the experimenter tested the
subjects by having them walk to various targets, close their eyes, and point to
randomly selected targets. This testing and learning procedure was repeated
until the subject felt confident that the configuration had been learned and the
experimenter agreed.

Participants’ spatial orientation was tested from five different locations. A
given testing position and orientation were indicated to the subject by the
appearance of a tall red rod and an avatar in the environment. Subjects were
instructed to locomote to the red rod, position themselves near it and face the
avatar. At each testing location, the subject completed three trials by turning
to face three different target objects in the environment, making 15 trials per
condition. Specifically, subjects were instructed, “Close your eyes and turn to
face the 〈target name〉.” After each trial, subjects were instructed to rotate back
to their starting position facing the avatar. To compare the angles of correct
responses across conditions, the same trials were used for each condition. The
testing location and target locations were analogous in all conditions. The trials
were designed so that the angle of correct response was evenly distributed in
the range of 20–180◦. Once the subject reached a testing location (the red rod),
they were not allowed to look at the target objects as the objects were made
invisible. They were, however, encouraged to re-orient themselves after finishing
each testing position and locomoting to the next test position.

In the eyeheight condition, gain was scaled proportionally to eyeheight. In
the 10:1, 25:1, 50:1, and 100:1 conditions users experienced the environment
from a new viewing height. The target objects appeared smaller to the user
since their eyeheight was elevated. Moreover, targets were observed by looking
down. In this experiment eyeheight and gain were coupled. We considered a few
different potential experimental designs for this experiment. We chose to run
an experiment where gain was scaled proportionally to eyeheight. Other designs
are possible. We could have held gain constant, but findings would have been
specific to a particular gain. Running several such conditions at different gains
was considered too cumbersome. An advantage of investigating eyeheight scaled
proportionally to gain is that we are not limiting ourselves to findings relative
to a particular gain. Another possible experimental design was to fix eyeheight
and vary the gains, but Experiment 3 already gives us results for eyeheight fixed
at one eyeheight, natural eye level. Thus, we felt that we could gain the most
knowledge in a practical experiment by scaling gain proportional to eyeheight.
However, the disadvantage of choosing this experiment is that eyeheight and
gain are confounded.

To assess the degree of difficulty of updating orientation relative to objects
in the VE, latencies and errors were recorded. Latencies were measured from the
time when the target was identified until subjects said they had completed their
turning movement and were facing the target. Turning errors were measured as
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the absolute value of the difference in the subjects’ actual facing direction minus
the correct facing direction. The subjects indicated to the experimenter that
they were facing the target by verbal instruction, and the experimenter recorded
their time and rotational position. The time was recorded using a stopwatch,
and the rotational position was recorded using the InterSense tracker. Subjects
were encouraged to respond as rapidly as possible while maintaining accuracy.
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Fig. 10. This figure represents the mean
turning error of each conditions: Linear,
Nonlinear, and scaled Eyeheight. Error
bars show standard errors of the mean.
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Fig. 11. This figure represents the mean
latency of each condition: Linear, Non-
linear, and scaled Eyeheight. Error bars
show standard errors of the mean.

6.3 Results

Figures 10 and 11 show the mean errors and latency collapsed across gain in the
linearly scaled gain, nonlinearly scaled gain, and eyeheight condition. Figures 12,
13, 14, 15, 16 and 17 show the mean turning error and latency across different
subjects, in the different experiment conditions (linear and nonlinear), and with
different levels of translational gain (1:1, 10:1, 25:1, 50:1, and 100:1).

The linear and nonlinear gain data of this experiment were analyzed with
five gain conditions. We first examine the effects of the levels of translational
gain in the two different experimental conditions of linear and nonlinear gain.
All subjects were tested on different levels of translational gain, hence gain was
a within-subjects factor; subjects were tested in one of the three experimental
conditions, hence experimental condition was between-subjects. Separate analy-
ses were done for each of the two dependent variables, turning error and latency.
A multivariate repeated measures analysis on mean turning error showed main
effects of gain, F (4, 112) = 10.6, p < .001, experiment condition, F (1, 28) = 13.3,
p = .001, and a significant interaction of the two, F (4, 112) = 2.6, p = .05. Par-
ticipants’ errors were greater in the 1:1 and 100:1 gain levels, as well as in the
linear gain experiment condition, than in other gain levels or in the nonlinear
gain condition. Planned comparisons revealed that in the nonlinear gain condi-
tion, turning errors in the 1:1 gain level were significantly different from errors in
the 10:1, 25:1, and 50:1 levels, but not from the 100:1 level. Interestingly, in the
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linear gain condition, errors at the 1:1, 10:1, 25:1, and 50:1 levels were all sig-
nificantly different from errors at the 100:1 gain level. A similar within subjects
analyses on mean latency showed a main effect of gain, F (4, 112) = 3.7, p < .05,
a marginal effect of the experiment condition, F (1, 28) = 3.9, p = .06, and no
significant interaction. In both the linear and nonlinear gain, participants were
faster in the 10:1, 25:1, and 50:1 gain levels, and slower in the 1:1 and 100:1
levels. These differences were significant in the nonlinear gain condition but not
in the linear gain condition.

Analyses with order, experiment condition, and gain levels follow. We used
three Latin squares to complete a counterbalanced array for 15 subjects at 5
different conditions. Thus, three subjects from each group had performed the
experiment first in a given condition. A mixed model analysis on the dependent
variable turning error, with translational gain levels (1:1, 10:1, 25:1, 50:1, and
100:1) and order (1:1 first, 10:1 first, 25:1 first, 50:1 first, 100:1 first) within
group, and experiment condition (eyeheight, linear, nonlinear) between groups,
showed a main effect of gain F (4, 120) = 9.7, p < .001; a main effect of order
F (4, 30) = 2.6, p = .05, and a main effect of condition F (2, 30) = 7.4, p < .005.
Only the gain by condition interaction was significant, F (8, 120) = 2.9, p < .05.
Participants were liable to make more errors in the 1:1 and 100:1 gain levels,
more errors when they had the 10:1 gain level first in the eye-height condition
(one-way F (4, 10) = 4.1, p < .05) and the 50:1 gain level first in the linear
gain condition (one-way F (4, 10) = 5.5, p < .05). Overall participants made the
fewest errors in the nonlinear gain condition. When we repeated the analyses
without the 1:1 gain level (i.e., with only four gain levels), we obtained similar
main effects of gain, order, and condition but no interactions were significant.
A similar analysis on latency as the dependent variable showed a main effect of
gain, F (4, 120) = 4.1, p = .02, but no effect of order or condition. The gain by
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Fig. 12. This figure shows the mean
turning errors in the Linear Gain con-
dition for each of the translational gains.
Error bars represent standard errors of
the mean.
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Fig. 13. This figure shows the mean
latencies in the Linear Gain condition
for each of the translational gains. Error
bars represent standard errors of the
mean.
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order interaction was significant, F (16, 120) = 3.6, p = .001. There were no other
significant interactions. In general participants were slower in responding to the
gain levels that they first performed, however overall most participants took
longer to respond when they started with the 100:1 and 10:1 gain levels. These
results did not change when we removed the 1:1 gain level from the analyses.

We report the effects of three experimental conditions (linear, nonlinear, and
eyeheight) analyzed without the 1:1 data in all of the conditions. We started by
testing for effects of the levels of translational gain (four), in the three different
experimental conditions. All subjects were tested on different levels of transla-
tional gain, hence gain was a within-subjects factor; subjects were tested in one
of the three experimental conditions, hence experiment condition was between-
subjects. Separate analyses were done for each of the two dependent variables,
turning error and latency. A multivariate repeated measures analysis on mean
turning error showed main effects of gain, F (3, 126) = 11.4, p < .001, and exper-
iment condition, F (2, 42) = 7.6, p = .002, but no significant interaction. Partic-
ipants’ errors were less in the 10:1 gain level, and increased as gain increased;
participants’ errors were also less in the nonlinear gain condition than in the
other two experimental groups. Planned comparisons revealed that errors in the
10:1 gain level were significantly lower than errors in the 50:1 (t(44) = −2.4,
p < .05), and errors in the 10:1, 25:1 and 50:1 gain levels were all lower than
errors in the 100:1 gain level (all t > 3, p < .001). A similar within–subjects
analyses on mean latency showed a main effect of gain, F (3, 126) = 3.9, p < .05,
no significant effect of the experimental condition, and no significant interaction.
Similar to error, planned comparisons revealed that participants were faster to
respond in the 10:1, 25:1, and 50:1 gain levels, than in the 100:1 gain level, all
t > 2, p < .05.
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Fig. 14. This figure shows the mean
turning errors in the Nonlinear Gain con-
dition for each of the translational gains.
Error bars represent standard errors of
the mean.
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Fig. 15. This figure shows the mean
latencies in the Nonlinear Gain condi-
tion for each of the translational gains.
Error bars represent standard errors of
the mean.
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7 Discussion

This paper looks at how high gain can be scaled. Increasing the user’s eyeheight
proportional to gain was added as an extra factor in the experimental design.
Eyeheight could potentially aid in spatial orientation and this warranted further
investigation. The results of this work suggest further techniques on how best to
build a virtual HMD system when the size of the tracking space is small.

Three experiments are presented in this paper. The first two experiments
investigate a method of minimizing small head movements when gain is scaled
higher than ten. A user study indicates two movements that were particularly
distracting in high gain: simply looking around the environment and localized
movements. Thus the method of ramping up to high gain discussed in this work
minimizes these effects. Experiment 1 reports that subjects preferred a 0.5 m/s
critical threshold because they were able to control local and global movements.
This critical speed threshold is found using a cubic function to move into a
linearly scaled translational gain. In Experiment 2, the critical threshold value
is fixed at 0.5 m/s, and we find that subjects preferred an exponential ramping
function.
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Fig. 16. This figure shows the mean
turning errors in the scaled Eyeheight
condition for each of the translational
gains. Error bars represent standard
errors of the mean.
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Fig. 17. This figure shows the mean
latencies in the scaled Eyeheight condi-
tion for each of the translational gains.
Error bars represent standard errors of
the mean.

The results of Experiment 1 suggest that using this ramping function is an
effective method of minimizing the visible effects of small head movements. We
test this more closely in Experiment 3 using four different gain values (10:1, 25:1,
50:1, 100:1). Experiment 3 further reveals that using the ramping function results
in better spatial orientation than simply scaling gain linearly. Turning errors in
this condition are significantly better than the linearly scaled gain. There is also
a marginal effect of nonlinearly scaling gain on latency. This marginal effect of
faster responses in the nonlinear gain condition could suggest that people are
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more spatially oriented, but definitely shows that people were not making speed
accuracy trade-offs. Experiment 3 also shows that scaling eyeheight proportion-
ally to gain did not aid in spatial orientation as compared to linearly scaling
gain.

This work shows that scaling gain nonlinearly is an effective method of explor-
ing a large VEs for gains up to 50. According to results of Experiment 3, turning
errors and latencies get significantly worse at 100:1, making 100:1 an unreason-
able choice for allowing users to explore a VE and expecting them to maintain
spatial orientation. At 50:1, turning errors and latencies are statistically the same
as the 10:1 and 25:1 levels. Performance is better at the 50:1 gain than at the
1:1 gain. Thus, with a tracked HMD system, one can expect to explore a virtual
space 50 times the size of the tracked space. For example, a 5 m by 5 m tracked
HMD space allows users to explore a virtual space that is 250 m by 250 m. This
increase is a huge space gain.

In Experiment 3, we also looked at spatial orientation when eyeheight was
scaled proportionally to gain. Our motivation for doing this was that virtual real-
ity allows user to experience environments in ways that they could not normally
in the real world. Thus, we hypothesized that manipulating eyeheight could give
the user an advantage when exploring a large city where the user would have a
map-like overview of the environment. However, we found that scaling the eye-
height proportionally to gain does not result in better spatial orientation than
scaling gain using the user’s normal eyeheight. Raising the eyeheight did bring
up an interesting issue about viewing angle with HMDs and its role on our ability
to be spatially oriented in an environment.

We conjectured that the high errors in the 1:1 condition of Experiment 3
occurred because the objects appeared on the ground and users had to look
downward to view and memorize the locations of the objects in this condition as
opposed to more naturally viewing them in the other conditions. Williams et al.
[26] looked specifically at people’s ability to learn the spatial layout of objects at
different viewing angles by having subjects memorize objects of different heights
across conditions. They found no effect of viewing angle. Attempting to replicate
this result with more controlled factors is a subject for future work.

Simply scaling translation gain is not the final answer to the problem of
exploring large VEs, however. Inevitably, the physical limits of the tracking
system will be reached. Our related research presents methods that were devel-
oped to intervene with users when they reach the end of their physical space
by changing their location in physical space while maintaining their spatial ori-
entation and location in the virtual environment [23,24]. This system of inter-
ventions, called resets, can be combined with the system of scaled translational
gain described here [29]. Xie et al. [29] used such a system to navigate in a VE
that measured 750 m by 750 m with turning errors close to those in this paper.
Several factors remain to be engineered before this becomes a practical system,
but this work and Xie et al. [29] may form the basis for a system that can allow
users to freely explore vast VEs.
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Finally, although our results regarding eyeheight were disappointing, we feel
it is too early to dismiss it as a modality for navigating in a VE. Experiment
3 raises some interesting questions regarding the role of eyeheight on spatial
orientation in a VE. We would like to revisit this topic in future work. Specifically,
we would like to fix eyeheight relative to different gains. We feel that increasing
eyeheight proportionally to gain in our experiments resulted in participants being
too high in the VE.
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Abstract. Emergency response in indoor building evacuation is needed for
rescue and safety management. One of the challenges is to provide user-specific
personalized evacuation routes in real time. Early hands-on experiences with the
Microsoft HoloLens augmented/mixed reality device have given promising
results for building evacuation applications. A range of use cases are tested,
including data visualization and immersive data spaces, in-situ visualization of
3D models and full-scale architectural form visualization. We present how the
mixed reality technology can provide spatial contextualized 3D visualization
that promotes knowledge acquisition and support cognitive mapping. Our
HoloLens application gives a visual representation of a building in 3D space,
allowing people to see where exits are in the building. It also gives a path to the
various exits; a shortest path to the exits as well as directions to a safe zone from
their current position. This paper describes the system architecture and imple-
mentation of the augmented reality application to leverage the Microsoft
HoloLens for emergency response during a building evacuation. The experi-
mental results show the effectiveness of our Microsoft HoloLens application in
an emergency evacuation by offering 3D visualizations of multilevel spaces
while adding the spatial context that allows the individual to better understand
their position and evacuation path when evacuation is necessary. We believe
that AR technologies like HoloLens could be adopted by people for building
evacuating during emergencies as it offers enriched experience in navigating
large-scale environments.

Keywords: Augmented reality � Immersive AR � Microsoft HoloLens �
Building evacuation � Mixed reality

1 Introduction

Augmented reality (AR) is an emerging technology that has the potential to transform
the way we interact about the built environment during emergency response for
decision making. Traditionally, 2D maps are used in the building to show users where
they are and the available exits in the building. The 2D maps help the patrons form a
mental representation of the building for emergency response. We hope that our
research will aid in inspiring future applications of AR in emergency management to
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replace 2D maps with 3D visualization with a better understanding of space, mitigate
risk, and improve public safety. AR could be used to add spatial context in the building
that will allow users to better understand their position within it. We propose that
emergency response and emergency preparedness in a building is influenced by the
presence of evacuation maps, the ability to display, interact with it, a cognitive map-
ping of a built environment, and explore the information using AR. We have intro-
duced a series of permanent assets in the buildings (such as room numbers, boards,
displays as markers) to enhance spatial perception, and situational awareness of mul-
tilevel spaces through proprioceptive affordances of situated AR evacuation displays.
The permanent assets are used for finding the current location of the user if GPS and
wireless are not available in emergencies. They trigger the visualization of 3D floor
plans with layered situational data.

Figure 1 shows the floor plan from the HoloLens using existing 2D evacuation
plans and room numbers in the buildings as markers to project the 3D floor plan. The
3D floor plan also shows the current and previous locations the user has navigated by
offering enriched experience in navigating large-scale environments. Our proposed AR
application was developed in Unity 3D for Microsoft HoloLens. It is a fast and robust
marker detection technique inspired by the use of Vuforia AR library. The application
offers users an enhanced evacuation experience by offering enthralling visuals, helping
occupants learn the evacuation path they could use during an emergency situation
where evacuation is necessary. Our aim is to enhance the evacuation process by
ensuring that building patrons know all of the building exits and how to get to them.
This would improve evacuation time and eradicate injuries and fatalities which occur
during indoor crises such as fires and active shooter events. We have incorporated

Fig. 1. View of the floor-plan from HoloLens using existing 2D plans and room numbers as
markers
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existing features in the building as markers for the HoloLens application to trigger the
floor plan and subsequent location of the person in the building. This work also
describes the system architecture as well as the design and implementation of this AR
application to leverage the Microsoft HoloLens for building evacuation purposes. Pilot
studies were conducted with the system showing its partial success and demonstrated
the effectiveness of the application in an emergency evacuation. Our results also
indicate that the majority of participants felt that HoloLens application can be used as a
substitute for evacuation plans (2D plan) in a building. Usually, the evacuation plans
are displayed as 2D plans in the buildings. Sometimes it can difficult for users to
visualize a building through a 2D plan. The use of AR application gives the user the
flexibility and ability to visualize the building and exits in a 3D space.

Emergency response and decision making are very important in fire safety studies
as well as during active shooter events. Causalities can be reduced if occupants are
successfully evacuated as soon as the emergency begins. The reasons for the failure of
timely evacuation by occupants in emergency situations could be a result of improper
layout of the building structure or the occupants make unreasonable choices due to
unfamiliarity with the building. Evacuation training and evacuation drills are conducted
in real buildings that have disadvantages such as high cost, limited response time, and
failure to simulate real emergencies. The rapid rise of AR technology has made it
possible to overcome these disadvantages by using AR methodologies [1–3] and VR
methodologies [4, 5]. With VR, the safety professionals and the occupants of the
buildings immerse themselves in the virtual building with virtual fire and smoke.
Sharma et al. [6–9] have conducted virtual evacuation drills in immersive VR envi-
ronments with fire and smoke. With AR, safety professionals and occupants of the
building get a 3D, holographic view of building floor plans, a better perspective of the
building, making it easier for them to find a way out of the building during the
evacuation. Our past results and pilot studies have indicated that majority of partici-
pants felt that HoloLens application [10, 11] and AR mobile applications [12, 13] can
be used as a substitute for evacuation plans (2D plan) in a building.

The objective of this paper is to present the research and development behind a
series of mixed reality (MR) 3D visualization systems for communicating emergency
evacuation plans within multilevel spaces using Microsoft HoloLens, tablets, and
phones. The rest of the paper is organized as follows: Sect. 2 discusses previous work
related to this paper; Sect. 3 describes the system architecture of the proposed appli-
cation; Sect. 4 focuses on how the implementation and deployment; Sect. 5 discusses
the results of the pilot study; Sect. 6 discusses the conclusions.

2 Related Work

The most common 3D perspective carrier’s headsets are in Virtual reality (VR), aug-
mented reality (AR), and mixed reality (MR). VR, AR, and MR enhance the user’s
sense of presence in the environment but they differ from each other. VR immerses the
user in a digital space and cuts off the physical world [14]. AR presents an overlay of
digital content over the physical word [15] to the user. On the other hand, MR adopts
the advantages of both AR and VR by blending reality and virtuality. MR is able to
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transform the physical world into the virtual world in real-time [16]. Unlike AR, MR
allows the user to experience depth spatial persistence, and perspective [17]. MR
head-mounted display (Microsoft HoloLens) has been utilized as an example to show
how to express and visualize 3D geographic information from a 3D perspective [18].
HoloLens contains stereoscopic 3D displays, gaze design, gesture design, spatial sound
design, and spatial mapping [19]. Fruend et al. [20] have built an AR tool to train
assembly line workers on new and complex assembly processes.

Mobile augmented reality (MAR) allows the users to effectively learn, ubiqui-
tously, the same concepts that can be taught in the classroom [20]. Emergency evac-
uation is important for building evacuations in an indoor setting due to the need for safe
evacuation and safety considerations. There have been several works that involve the
development of Mobile augmented reality application (MARA) using the Android
Software Development Kit. Meda et al. [21] have built a MARA that translates English
text into another language (Telugu). In this Android-based application, the user takes a
picture of English text and saves it as a jpg image file. Parhizkar et al. [22] have
designed and developed an Android-based MARA to teach students general science.
On the other hand, Sabri [23] have described and evaluated MARA [24] to teach users
cultural heritage. Iguchi et al. [23] have implemented a MARA that features virtual
children and trains adult users on how to direct children during a real-life evacuation.

3 System Architecture

The objective of this research is to demonstrate the application of MR interfaces that can
provide spatial contextualized 3D visualization that promotes knowledge acquisition and
support cognitive mapping within the realm of emergency management. This research
builds upon the authors’ previous emergency evacuation research [6–9] exploring game-
engine based evacuation and HoloLens [10, 11] for evacuation in real and virtual spaces.
Figure 2 shows the system architecture diagram of our built application.

Fig. 2. System architecture diagram.
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3.1 3D Assets

The AR visualizations presented in this paper focus on the visualization of 3D building
models, text, and annotations using Sketch up, Maya, and 3Ds Max. The initial step for
this process was to create a 3D model of each floor plan for the building. SketchUp was
initially used to build the 3D assets such as walls, windows, furniture, etc. Both the 3D
building and the evacuation pathways were exported as 3D Object files (.obj). The 3D
model of the campus was built using 3Ds Max and then exported to FBX format. This
format is acceptable by all 3D software and gaming engines. One of the main chal-
lenges of this project was to identify the user’s location. During emergency situations,
GPS capabilities and wifi technology might fail or not work adequately. To overcome
this challenge, we incorporated existing permanent objects (images) in the physical
surroundings. For example, existing 2D room numbers nameplate in the building were
used for location detection as well as for superimposing 3D floor plan on top of it.
Figure 3 shows the existing signboards of the room numbers in the building.

3.2 AR Development

The development of the mobile augmented reality (MAR) application was done using
Unity 3D. The prototypes developed provided an example of image-based AR (or
marker-based AR), which uses computer vision software to identify pre-defined ima-
ges, subsequently rendering virtual objects according to the position and orientation of
those images in real space. The development involved C# scripting, animation, 3D
assets, image, texture creation, mapping, and user gaze. In this phase, the unity project
is created and all necessary assets and data files are loaded into the project. In unity
environment rest of the project is developed, such as inserting buttons assigning C#
scripts to the objects to get effects.

3.3 AR Mobile Deployment

The 3D visualizations were developed for Android mobile devices and could be
reconfigured for Apple or Windows-based devices. These prototypes were tested on
two Samsung Galaxy mobile phones (S9 and Note 9). These mobile devices are typical
of the compact mobile technology available in today’s life. The prototypes were also
tested in the HoloLens and Samsung tablet. Deploying from unity to HoloLens lead to
challenges like connection issues, packets missing etc. To overcome these issues, we
generated APK file from unity which can be accessible by visual studio. Later, we
connected the computer and HoloLens with a USB cable. By choosing HoloLens as a

Fig. 3. Existing signboards of different room numbers in the building (used as markers)
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targeted device in visual studio we deployed the AR application into HoloLens. After
successfully deploying the project into HoloLens, the user can use the application in the
HoloLens by opening the application.

4 Implementation and Deployment

The aim of this paper is to give a detailed view of the project, how HoloLens can be
used for building evacuation purpose and for internal navigation. The whole lifecycle
of the project can be divided into four phases.

4.1 Phase 1

During the initial phase, the aim was to build the 3D model of the floor plans in the
building. By using a 2D floor plan as a reference, the 3D model was designed in sketch
up. After completing the model designing, the furniture and 3D assets were added to
the model. The 3D modeling of the floor plans was done using Google sketch up and
3DS Max. The file was converted into FBX format in which unity can accept.
FBX enables wide options to exchange 3D data between different applications.
This FBX file was imported into the unity project.

4.2 Phase 2

In this phase, Vuforia was loaded into unity. As we discussed earlier, HoloLens is not
equipped with GPS. This problem was overcome by using a feature extraction through
the use of Vuforia. The permanent features such as room number signs and evacuation

Fig. 4. The life cycle of the project.
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plan boards in the building were used as targeted images or markers. Thus, markers are
nothing but existing 2D assets or images in the environment. All these images (refer
Fig. 3) were collected and loaded into the Vuforia database. After successfully
importing Vuforia assets into the project, Vuforia data database was also imported into
the unity project. This was done by dragging that file into the assets folder in the unity
project. When the unity project was created, the scene was also populated with light
and camera. Later the camera was replaced with the AR camera. If the Vuforia asserts
are loaded properly one can find the AR camera under Vuforia options in unity. This
camera needs a license key, which one can get from the Vuforia account. The license
key allows the AR camera to become active and give full access to unity.

4.3 Phase 3

In this phase, scripts were written using C# language for finding user location by
feature extraction method. As mentioned earlier, all the 2D targeted images were
collected and loaded into the Vuforia database. Now by using the feature image tar-
geted method, the current location of the user was extracted and the 3D marker was
placed in the 3D. This was done by assigning C# code to the respective targeted image.
This process was repeated for all targeted images in the database. Thus, it allowed us to
populate the application with the current location and the respective path to the nearest
exits in the floor plan. The arrows were assigned on all floor plans from the user’s
current location by writing a script using the C# programming language. The room
numbers and description of the rooms were added on top of the 3D floor plan. These
room numbers can be toggled on and off through the button on the GUI. These
descriptions of the rooms are embedded into floor objects. So that, when the floor plan
has loaded the details of the floor also popup. Later buttons were created on the GUI for
controlling arrows displays and floor plan descriptions. Later fire and smoke were also
added in the floor plan that can be toggled on or off. If the user would like to use the
application for indoor navigation, fire and smoke can be toggled off. The color of the
user location cubes from red to yellow. When the user faces the targeted image, the
location cube is red. But, when the user moves to a new location current location, the
previous cube becomes yellow and the new current location cube shows as red.

4.4 Phase 4

In this phase application deploying was done HoloLens, tablets, and phones. During
the deployment phase, the unity application was converted into visual studio executable
format. The converted code was opened in visual studio. Next, HoloLens was con-
nected to the system for deployment. After deploying the application successfully, a
new application icon appears in the HoloLens menu. Figure 4 shows the deploying
steps. By tapping the new icon in HoloLens launches the MARA application. When the
MARA application is launched it starts scanning the surroundings for targeted images.
When the targeted image is in front of the camera, then the application pulls the
respected floor plan and current location cube. If the user selects the floor info button
on the GUI, then the application displays the room numbers text/description on the
floor plan.
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5 Simulation and Results

The AR interface presented here is a custom-designed mobile augmented reality
application (MARA) that augments the evacuation plan with additional 3D geospatial
data. It was developed with Unity and the AR SDK from Vuforia, and was installed on
an author’s smartphone (Galaxy Note 9 and S9) using the Android and visual studio
development kits. A photograph of the evacuation plan was converted into an AR
image-target and used as a marker. AR content is displayed on the mobile device when
the user points the device camera at the evacuation plan posted on the wall (Fig. 5).
The user can also enable different layers for text and annotations. Figure 5 also shows
the path to the nearest exit by the use of green arrows.

The posted 2D evacuation plans in the building (refer Fig. 5) provide a quick
overview of the evacuation plan and a limited amount of spatial information. These 2D
floor plans are designed as a quick reference to help occupants of the building who are
not familiar with the building or are lost during the evacuation. Without spatial context,
it becomes difficult for the occupants to know where exits are and where the direct
route to safety is. Figure 5 provides a visualization of 3D model of the building in
MARA. The user can rotate the model, adjust its scale, shows the shortest path to the
exit, show current location, enable text and annotations for room numbers through the
use of buttons on the graphical user interface (GUI). The added layers of information
help the user to get a better mental representation of the building and provides visual
perspectives to elicit cognitive connection between data and space. The MARA allows
the user to locate the exits, evacuations paths to the exit in 3D and improves their
ability to evacuate the building and find safety.

A limited user study was conducted to evaluate the effectiveness of the proposed
HoloLens application, mobile application, and tablet application. The study illustrates
its partial success and demonstrates the effectiveness of the application in emergency

Fig. 5. The 2D evacuation plans and room number signs posted within a building serve as
markers to the MARA (Color figure online)
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response for the building evacuation. The responses were collected from 10 partici-
pants, 8 male and 2 female. The post-study questionnaire measured participant’s per-
ceptions of motivation, usability, educational and training effectiveness, of the AR
applications (HoloLens, Mobile phone, and Tablet) appropriateness.

Figure 6 shows that the majority of the users (60%) felt that HoloLens was more
suitable for evacuation than with a tablet or mobile phone. The following questions
were asked in the post-study questionnaire for the user study:

• Do you consider this system useful in unknown buildings with a complex structure?
• Will viewing this HoloLens App help during the real-time evacuation
• Substitute for evacuation plans (2D plan) in a building
• Used for educational or training purposes in evacuation

The HoloLens application received more positive answers regarding usability as
shown in Fig. 7. All of the participants (100%) felt that this system will be useful in
unknown buildings with a complex structure while 90% of the participants felt that
viewing this HoloLens app will help during a real-time evacuation.
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Fig. 6. Device suitability for the study.
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6 Conclusions

This paper presented the research and development of a series of prototype AR visu-
alizations for emergency evacuation using HoloLens, tablets, and mobile phones. This
work highlights the ability to represent complex multilevel spaces in an inherent 3D
form using AR technology. Our proposed AR applications give a visual representation
of a building in 3D space, allowing people to see where exits are in the building. It also
gives a path to the various exits; a shortest path to the exits as well as directions to a
safe zone from their current position. We have described the system architecture and
implementation of the AR application to leverage the Microsoft HoloLens for emer-
gency response during a building evacuation. We have introduced a series of layers in
the visualization to show text and annotations for each floor to enhance spatial per-
ception and situational awareness of multilevel spaces. We have demonstrated how AR
tools can support improved emergency preparedness through the use of HoloLens.

The existing posted 2D evacuation plan in the building indicates the location of the
exits that are in close proximity to the viewer, but it does not provide the spatial context
which would allow the viewer to make an informed decision about the safety of
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Fig. 7. Device suitability for the study.

Fig. 8. Contextualizing evacuation pathways through the use of arrows
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those exits. When augmented with 3D models, the viewer is provided with that
additional context as shown in Fig. 8. The spatial context is provided through the
MARA for multi-level buildings. Thus, the user is able to formulate new spatial
knowledge concerning their location in multilevel space and its relation to safely
evacuate the building in emergencies. AR technology has the potential to transform the
way we interact with the information in the built environment. The 2D maps in the
buildings are traditional ways in showing the occupants where they are and where the
exits are in the building. They do not give a mental representation to the users to
visualize the building. However, with the use of AR technology, the users can use the
existing 2D maps as markers for an enriched view of the building in 3D space with
layered spatial information. A user study was conducted for the AR applications for
HoloLens, tablets, and mobile phones. The experimental results show the effectiveness
of our AR applications for emergency evacuation. All of the participants felt that this
system would be useful in unknown buildings with a complex structure while 90% of
the participants felt that viewing this HoloLens app will help them during a real-time
evacuation.
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1 Introduction

One of the biggest issues facing VR as a platform is the limitation of the user’s
physical space. Not everyone has a lab, empty warehouse, or open space in their
home or office, and even if they do, the hardware also limits the physical space
the user can take advantage of. For example, the HTC Vive hardware limits
the play area to 12.5 m2, assuming the user does not add additional lighthouses
[1]. Fitting the entirety of the environment within few square meters is a strict
limitation for many applications. A method of moving the user within a larger
space is needed, but current methods come with a trade-off. Determining the best
movement method for an application is necessary to ensure a proper experience
for the user.

2 Keywords

Virtual Reality, Teleportation, Virtual Reality Sickness, Spatial Memory,
Cognitive Mapping, Edit Blindness, HTC Vive, Virtual Reality Toolkit (VRTK).

3 Related Work

Related methods have focused on comparing and exploring different traversal
methods in VR. A good example comes from Freedom Locomotion VR [2]. This
game is a showcase demo of a virtual reality navigation system that allows a
user to navigate a full scale virtual environment from within a small physical
space. Freedom Locomotion VR’s development goals were focused on reducing
VR sickness, while allowing the user a high degree of freedom with regards to
their movement. The program uses three locomotion systems: Controller Assisted
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On the Spot, Dash Step, and Blink Step. Controller Assisted On the Spot is a
physical movement method that translates head bobbing and hand swinging
into steps within the virtual environment. Dash Step and Blink Step are more
traditional, teleportation-style systems that have been modified to help reduce
the VR sickness felt by many users. Both make use of motion blur and interval-
based movements, which some users claim prevents them from becoming ill.

Literature reviews comparing the cognitive aspects of different traversal
methods exist, such as the investigation done by Boletsis et al. [3] and Karl-
son et al. [4]. Dr. Roy A. Ruddle at the University of Leeds conducted an
investigation on users’ ability to travel and gain mastery of different navigation
systems [5].

4 Background

Common locomotion methods in VR:

– Point-and-click teleportation
– Artificial methods: sliding, dashing, and flying
– Physical methods: hand-swinging, head bobbing, and walk-in-place
– Teleportation via portal

Point-and-click teleportation is the most commonly adopted method of mov-
ing the user relative to the virtual environment. The abrupt shift in visual stim-
uli, referred to in film as a mash cut, can make some users sick; however, sickness
responses from point-and-click teleportation are far less common than in other
methods of movement. Point-and-click teleportation does not allow the user to
maintain a constant view of their environment, or make use of translational cues,
resulting in degraded spatial memory. It has been shown that for spatial tasks,
users suffer a noticeable increase in error when using methods without trans-
lational components [6]. Another flaw of point-and-click teleportation is that it
lacks the parity of position between the virtual and physical space, requiring
the user to reposition themselves within their physical space to avoid stepping
outside of the boundary. Point-and-click teleportation trades memory retention
and awareness for user comfort. Not all users experience a reduction in memory
or awareness, however, likely due to a well-known phenomenon referred to in the
film industry as edit blindness [7].

Artificial interaction types such as sliding, dashing, and flying often lead to
VR sickness, possibly due to the disconnect between the user’s external sen-
sory information (what they see and hear) and their vestibular system [8]. These
movement paradigms are commonly well-received in fast-paced applications such
as action games [9], where the user is more focused on specific objects rather
than their entire field of view. In more relaxed settings with less fixation, users
seem to receive these paradigms less favorably [10]. A notable exception to this
trend is Richie’s Plank Experience, where the flying mode seems to have been well
accepted [11]. Artificial interaction methods can cause users to neglect their abil-
ity to freely walk within their space: the major focus of VR locomotion research
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since the “revival” in 2014 [3]. One thing artificial interaction methods do well
is allow the user to maintain a continuous view of their environment. In film,
abrupt cuts in visual stimuli have been shown to reduce cognitive representation
[12], and recent research has shown that people react similarly to transitions in
VR as they would in film [13]. Artificial methods trade user comfort for memory
retention and awareness.

The last, somewhat-common alternative to point-and-click teleportation is
physical-movement-based interpolation such as hand-swinging, walking in place,
head bobbing, etc. These methods are less common, and how well they are
received by users seems to vary wildly, as shown by user reviews of games on
Steam that are centralized around these methods [14]. Some are received very
well [15], and others very poorly [16].

Alternative methods of teleporting the user exist other than point-and-click
teleportation, but are not mentioned in Boletsis’s literature review of all move-
ment types [3]. These methods often make use of a visible portal that needs to
be touched or entered by the user, instantly transporting them to another loca-
tion. Teleportation via portal does not seem to cause significant VR sickness,
and a few well-received titles have made excellent use of the paradigm [17]. The
effects of teleportation via portal on memory depend on two factors: the portal’s
location and its destination. Location refers to the entry point for the telepor-
tation, and destination refers to the area that the user will arrive at once they
enter the portal. The location and destination of a portal can be either fixed or
dynamic (Table 1). When teleportation via portal has a fixed location and fixed
destination, the user’s cognitive map becomes distorted [18], and this paradigm
is not very useful for navigating complex environments, because it only shortens
travel between predetermined locations, and one side of the portal must remain
with the virtual environment mapped to the physical boundary, otherwise the
user cannot access it. When teleportation via portal has a fixed location but
a dynamic destination (or vis-versa), memory retention will likely be degraded
due to the impossibility of accurately integrating the wormhole into the cognitive
map [18].

Table 1. Portal paradigms with literary examples

Portal location Portal destination Literary example

Fixed Fixed Mario Bros:
Warp Pipes [19]

Fixed Dynamic Stargate: SG1
Stargate Device [20]

Dynamic Fixed World of Warcraft:
Hearthstone item [21]

Dynamic Dynamic Rick and Morty:
Rick’s portal gun [22]
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5 Methodology

5.1 New Traversal Mechanism

We have begun testing a teleportation via portal implementation where both
the location and destination are dynamic, and the user has full control over
both. The user pilots a remote camera using handheld controllers. This remote
camera broadcasts its view to a stationary plane elsewhere in the scene, which
the user can observe from a distance (Fig. 1). When the user wants to go to
another area in the environment, he pilots the remote camera to that location,
using the broadcast plane as a visual indicator of the camera’s location (Fig. 2).
Once the camera has arrived at the desired destination, the user physically steps
into the broadcast plane. This causes the headset camera and remote camera’s
locations to be swapped, effectively transporting the user to the previous location
of the remote camera (Fig. 3). The broadcast plane will appear behind the user,
allowing him to step directly backwards, or turn around and step through the
plane again, to return to his previous location (Fig. 4). While in the new area,
the user may give commands and interact with the environment as normal, even
piloting the camera to a third location.

We hypothesize that the constant visual stream provided by the broadcast
plane will allow the user to build up spatial knowledge of the environment,
similar to artificial methods, improving path integration. By abstracting the
visual stream away from the headset and onto the plane, we are hoping to allow
users’ sensory information and expectations to remain in agreement, reducing the
likelihood of experiencing VR sickness. Once the user becomes familiar with the
system, we expect it to outperform point-and-click teleportation and artificial
methods in both user comfort and cognitive mapping by providing a best of both
worlds type experience.

Fig. 1. The user stands in front of the broadcast plane. The remote camera shows the
user standing next to the blue cube. (Color figure online)
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Fig. 2. The user pilots the remote camera to a new location. The remote camera
shows the 2 slates on the blue plane, and the other location in the distance. (Color
figure online)

Fig. 3. The user physically steps through the broadcast plane. The user’s view will
seamlessly transition to the remote camera’s location.
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Fig. 4. The user has swapped positions with the remote camera. The broadcast plane
has appeared behind the user for continued travel or easy returning.

Video demonstration of new method. (see Supplementary Material).

6 Upcoming User Study

An interior screenshot and floor plan of the virtual environment can be seen
in Fig. 5. It was modeled closely after the images of the environment shown in
Ruddle et al. [5] in an attempt to reduce any effect the visual aspects of the
environment might have on the results. The environment was made in Unity
2017.4. The HMD used will be a first generation HTC Vive Pro, with both
controllers and two lighthouses. Participants’ position and orientation in the
virtual environment will be recorded for later analysis.
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Fig. 5. The virtual environment for the upcoming user study.

The experiment will be done in three groups; one group for each movement
method. The point-and-click teleportation group will use a traditional, trigger-
operated method with a Bézier curve indicator from the VRTK library to control
their movement. The artificial group will use the thumb-operated trackpad on
the HTC Vive Pro controllers to control their movement. The teleportation via
portal group will use the thumb-operated trackpad and menu buttons to control
the movement of the camera and the broadcast portal.

6.1 Proposed Procedure

First, users will be introduced to the VR hardware and display by completing
the Steam VR Tutorial, which explains the control layout and visual information
displayed inside the HMD. Participants will then be asked to take a short VR
sickness questionnaire before agreeing to continue the study. Then participants
will be given a brief description of their movement paradigm, and allowed to test
it an a large, empty virtual room for a few minutes. Participants will then be
placed in the virtual environment described above, and given their task: locate
eight murals within the room in a specific order, and touch them. Participants
will complete this task 10 times, then complete a post-experiment VR sickness
questionnaire identical to the first.

6.2 Proposed Analysis

Four aspects of participants’ travel will be analyzed: time, accuracy, speed, and
backtracking. This data will be manually extracted from the video footage of
what is displayed to the user, as well as the footage of the user’s location and
actions from the perspective of the entire virtual environment.
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Time will be measured from the first moment of purposeful user movement
until the final image has received its trigger condition. Along with speed, time
can be used as a partial measure of how confident the user is with the movement
method, and we expect their time to decrease from trial to trial.

Accuracy will be measured both by correct sequence order and by collisions
with scene objects. Comparing this value with speed will allow us to estimate
a user’s mastery of a movement method, and we expect accuracy to increase as
the experiment progresses.

Speed will be measured as a ratio between idle and active user action. For
the teleportation-via-portal group, idle time will be categorized as periods where
neither the camera object nor the user’s translational coordinates changed. For
the other two groups, idle time will be categorized as periods where solely the
user’s translational coordinates do not change (standing still but looking around,
aiming, etc). We expect individual’s speed to increase as they become more
comfortable with their prescribed movement method.

Backtracking will be measured by how often a user’s path overlaps with itself,
and by how often users spend moving away from (or at least no closer to) the
next panel in the sequence. Over time, we expect backtracking to decrease if
users can build an accurate cognitive map of the virtual environment.

7 Future Work

We are interested in seeing the effects that abstracted, continuous visual infor-
mation has on the user while navigating their environment. During testing of
the implementation, some users commented on the relative difficulty and higher
learning curve of the new method compared to others. We hope this can be
overcome with user mastery, otherwise these potential drawbacks may restrict
the types of applications the new method could be integrated into.

We are hoping to implement seamless transitions into the paradigm before
the upcoming user study. The current offset upon arrival at the new location
may reduce the visual benefit and differences between the new method and
point-and-click teleportation.

An HCI study comparing user’s evaluation of the method under fast-paced
conditions vs. less stressful stimuli would prove fruitful going forward. It’s pos-
sible the method’s somewhat cumbersome visuals would need to be adjusted or
hidden, or perhaps it’s simply not well suited for scenarios requiring fast reaction
times and short response windows.

A psychological study with a more complex environment focused more exclu-
sively on memory recall and retention might contribute to the body of work
describing how visual stimuli affects human object permanence, as well as the
updating and outdating processes of short term and working memory.

Comparing how different VR movement methods affect the severity of change
blindness on users would be an interesting film study topic.



320 K. Smink et al.

References

1. SteamVR FAQ. https://support.steampowered.com/kb article.php?ref=7770-
WRUP-5951

2. Projects. en-AU. https://hugerobotvr.com/projects/
3. Boletsis, C.: The new era of virtual reality locomotion: a systematic literature

review of techniques and a proposed typology. In: Multimodal Technologies and
Interaction, vol. 1, no. 4 (2017). ISSN: 2414–4088. http://www.mdpi.com/2414-
4088/1/4/24, https://doi.org/10.3390/mti1040024

4. Karlsson, R., et al.: Virtual reality locomotion: four evaluated locomotion methods,
October 2017. http://www.diva-portal.org/smash/record.jsf?pid=diva2:1144090&
dswid=837

5. Ruddle, R.A., Volkova, E., Bulthoff, H.H.: Learning to walk in virtual reality. ACM
Trans. Appl. Percept. 10(2), 11:1–11:17 (2013). https://doi.org/10.1145/2465780.
2465785. ISSN: 1544–3558

6. Ruddle, R.A., Lessels, S.: The benefits of using a walking interface to navigate
virtual environments. ACM Trans. Comput. Hum. Interact. 16(1), 5:1–5:18 (2009).
https://doi.org/10.1145/1502800.1502805. ISSN: 1073–0516

7. Smith, T.J., Henderson, J.M.: Edit blindness: the relationship between attention
and global change blindness in dynamic scenes. J. Eye Mov. Res. 2(2) (2008). ISSN:
1995–8692, https://bop.unibe.ch/JEMR/article/view/2264

8. LaViola Jr., J.J.: A discussion of cybersickness in virtual environments. SIGCHI
Bull. 32(1), 47–56 (2000). https://doi.org/10.1145/333329.333344

9. Survios: Raw Data on Steam. https://store.steampowered.com/app/436320/
10. Virtual Reality 360◦ Skydive - Apps on Google Play. https://play.google.com/

store/apps/details?id=com.gravityjack.skydive360&hl=en US
11. Toast: Richie’s Plank Experience on Steam. https://store.steampowered.com/app/

517160/Richies Plank Experience/
12. Garsoffky, B., Huff, M., Schwan, S.: Changing viewpoints during dynamic events.

Perception 36(3), 366–374 (2007). https://doi.org/10.1068/p5645
13. Serrano, A., Sitzmann, V., Ruiz-Borau, J., Wetzstein, G., Gutierrez, D., Masia,

B.: Movie editing and cognitive event segmentation in virtual reality video. ACM
Trans. Graph. 36(4), 47:1–47:12 (2017). https://doi.org/10.1145/3072959.3073668

14. Yore VR on Steam. en. https://store.steampowered.com/app/524380/Yore VR/
15. Steam Community: Freedom Locomotion VR. en. https://steamcommunity.com/

app/584170/reviews/?browsefilter=toprated&snr=1 5 reviews
16. Tropical Girls VR on Steam. en. https://store.steampowered.com/app/534480/

Tropical Girls VR/
17. Neat Corporation: Budget Cuts on Steam, July 2018. https://store.steampowered.

com/app/400940/Budget Cuts/
18. Warren, W.H., Rothman, D.B., Schnapp, B.H., Ericson, J.D.: Wormholes in virtual

space: from cognitive maps to cognitive graphs. Cognition 166, 152–163 (2017).
https://doi.org/10.1016/j.cognition.2017.05.020

19. Warp Pipe. https://www.mariowiki.com/Warp Pipe
20. Stargate. https://stargate.fandom.com/wiki/Stargate
21. Wowpedia. Hearthstone, January 2019. https://wow.gamepedia.com/Hearthstone
22. Portal Gun and Portal Technology. https://rickandmorty.fandom.com/wiki/

Portal Gun and Portal Technology

https://support.steampowered.com/kb_article.php?ref=7770-WRUP-5951
https://support.steampowered.com/kb_article.php?ref=7770-WRUP-5951
https://hugerobotvr.com/projects/
http://www.mdpi.com/2414-4088/1/4/24
http://www.mdpi.com/2414-4088/1/4/24
https://doi.org/10.3390/mti1040024
http://www.diva-portal.org/smash/record.jsf?pid=diva2:1144090&dswid=837
http://www.diva-portal.org/smash/record.jsf?pid=diva2:1144090&dswid=837
https://doi.org/10.1145/2465780.2465785
https://doi.org/10.1145/2465780.2465785
https://doi.org/10.1145/1502800.1502805
https://bop.unibe.ch/JEMR/article/view/2264
https://doi.org/10.1145/333329.333344
https://store.steampowered.com/app/436320/
https://play.google.com/store/apps/details?id=com.gravityjack.skydive360&hl=en_US
https://play.google.com/store/apps/details?id=com.gravityjack.skydive360&hl=en_US
https://store.steampowered.com/app/517160/Richies_Plank_Experience/
https://store.steampowered.com/app/517160/Richies_Plank_Experience/
https://doi.org/10.1068/p5645
https://doi.org/10.1145/3072959.3073668
https://store.steampowered.com/app/524380/Yore_VR/
https://steamcommunity.com/app/584170/reviews/?browsefilter=toprated&snr=1_5_reviews_
https://steamcommunity.com/app/584170/reviews/?browsefilter=toprated&snr=1_5_reviews_
https://store.steampowered.com/app/534480/Tropical_Girls_VR/
https://store.steampowered.com/app/534480/Tropical_Girls_VR/
https://store.steampowered.com/app/400940/Budget_Cuts/
https://store.steampowered.com/app/400940/Budget_Cuts/
https://doi.org/10.1016/j.cognition.2017.05.020
https://www.mariowiki.com/Warp_Pipe
https://stargate.fandom.com/wiki/Stargate
https://wow.gamepedia.com/Hearthstone
https://rickandmorty.fandom.com/wiki/Portal_Gun_and_Portal_Technology
https://rickandmorty.fandom.com/wiki/Portal_Gun_and_Portal_Technology


Comparative Study for Multiple Coordinated
Views Across Immersive and Non-immersive

Visualization Systems

Simon Su1(&), Vincent Perry2, and Venkateswara Dasari1

1 US Army Research Laboratory, Aberdeen Proving Ground,
Adelphi, MD 21005, USA

simon.m.su.civ@mail.mil
2 Parsons Corporation, Aberdeen Proving Ground, Columbia, MD 21005, USA

Abstract. Our objective is to qualitatively assess how users interact with and
explore heterogeneous views of data in novel hybrid 2D and 3D visual analytic
applications, and assess attitudinal responses on the usefulness of such appli-
cations. The application used for the study visualizes simulated network com-
munication data of multiple assets over time, and shows topological, geospatial,
and temporal aspects of the data in multiple views. We first perform a usability
test, where the participants complete a couple of exploratory tasks: one, iden-
tifying corresponding assets in a visualization, and two, identifying patterns/
relationships between particular assets. Participants perform the same tasks
using several different system configurations: using only 2D visualizations,
using 2D and 3D visualizations together but as separate applications, and using
the 2D and 3D visualizations together with multiple coordinated views across
the two systems. Afterwards, participants complete a user survey of questions
that probe at user preferences and opinions about the relative effectiveness of
each system towards accomplishing the given tasks. We discuss how the results
of the study confirm current system design decisions, and also evaluate addi-
tional user-centric characteristics that must be considered to inform future design
decisions. These results will inform hypotheses and guidelines for a future
behavioral, quantitative study.

Keywords: Immersive and non-immersive analytics � User study design

1 Introduction

Effective exploration, modeling, and analysis of complex heterogeneous requires an
entire toolbox of vastly different tools. Despite the dramatic increase in the complexity
of data, the ability to quickly analyze the data sets generated to identify trends,
anomalies, and correlations remains crucial. Without this ability, users would lose
valuable exploratory data analysis capability. Thus, the development of data visual-
ization tools enabling realtime interactive data exploration enhances a user’s ability to
make useful discoveries from their data.

The U. S. Army Test and Evaluation community tests and evaluates everything the
Soldier touches. This includes network, application, vehicle, weapon, communication

© Springer Nature Switzerland AG 2019
J. Y. C. Chen and G. Fragomeni (Eds.): HCII 2019, LNCS 11574, pp. 321–332, 2019.
https://doi.org/10.1007/978-3-030-21607-8_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_25&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21607-8_25


device, data link, etc. As a result, the community is the single largest producer of 2D
and 3D data in the Department of Defense Research, Development, Test and Evalu-
ation community. The different types of data collected is challenging to analyze as the
testing and evaluation process measures everything conceivable to assess its effec-
tiveness, suitability, survivability, and safety. These requirements produce massive,
heterogeneous, distributed data sets requiring new data analysis approaches to obtain
usable information from the data. In addition, there is a growing number of require-
ments for time-critical analysis for the heterogeneous data collected throughout the
larger Department of Defense Testing and Evaluation community [1]. We developed a
hybrid 2D and 3D visual analytics tool to demonstrate the viability of using the
underlying technologies to enable complex 2D and 3D data analysis on a Large High-
Resolution Display (LHRD) system and complete-immersive Head Mounted Display
(HMD) for U. S. Army Test and Evaluation heterogeneous data.

Visual analytics tools running on a LHRD and 3D complete-immersive system
opens up the possibility for the users to visualize and interact with more of the data in
its natural state to support complex data exploration. The data analysis process includes
2D data interaction on the LHRD and 3D data interaction using complete-immersive
HMD. Our complex network simulation data can unfold in many different ways,
driving the need for a hybrid 2D and 3D visualization environment. Andrews et al.
described the potential benefits of using LHRD for information visualization [2], which
are in many ways applicable to our data analysis and visualization requirements.

Our hybrid 2D and 3D LHRD with complete-immersive HMD interactive data
visualization application is capable of supporting 2D and 3D temporal and spatial data
analysis. Our LHRD data visualization application takes advantage of Scalable
Amplified Group Environment2 (SAGE2) [3] support for large high-resolution visu-
alization. SAGE2 allows multiple displays to be used as a single large high-resolution
multiuser workspace resulting in a low cost LHRD system.

In our development, we extended ParaViewWeb to run on SAGE2 framework to
overcome the scalability limitation of our previous visualization framework [4] in the
development of a LHRD information visualization application targeting complex data
visualization. Furthermore, for 3D data visualization, we developed a WebGL visu-
alization component into the ParaViewWeb framework, a standalone Unity application
running on HTC Vive, and a Unity Event Server facilitating user interaction between
the LHRD and complete-immersive HMD visualization.

In the next section, we describe the related work of our paper. The following
section describes our hybrid 2D and 3D visual analytics system to support heteroge-
neous data exploration. We then elaborate on the usability study to validate the design
of our application before we conclude.

2 Related Work

The realtime interactive and hybrid 2D and 3D visual analytics application is part of
our ongoing Visual Analytics Ecology research as mentioned in our Visualization In
Practice workshop poster [5]. Our LHRD visualization framework, SyncVis, is a web-
based data visualization tool running on SAGE2 framework. The past few years saw an
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explosion of web-based information visualization tools. Bostock’s publication on D3
library [6] in 2001 has enabled countless innovative interactive information visual-
ization projects. Although web-based visualization is emerging as industry standard,
using them in the development of visualization applications for a LHRD environment
can be challenging.

Chung’s survey paper on software frameworks for cluster-based LHRD mentioned
a number of software capable of supporting LHRD [7]. However, adding many existing
information visualization tools to those LHRD software frameworks can be challenging
as they are not compatible with a web-based visualization framework. The following
subsections further describe the ParaViewWeb framework for providing web-based
information visualization capability and the SAGE2 framework that provides the
reconfigurable tiled display environment running our LHRD visualization framework.

2.1 ParaViewWeb Framework

ParaViewWeb is a collection of visualization modules for web-based interactive ren-
dering of potentially large scale scientific and information visualizations. In this work,
we exclusively utilize the JavaScript information visualization modules of the library,
in particular because it has the support for multiple coordinated views. The library
implements this coordination, as well as coordination of the data through a provider
system. Each provider module is responsible for managing a particular piece of data
and/or part of the application state, and notifying the views where there is a change in
state. For example, the FieldProvider keeps track of which data attributes are currently
being visualized across all the views, and notifies when the list of attributes changes
(due to user input).

In addition, the ParaViewWeb library implements a collection of visualization
components that is responsible for the rendering of particular views. They form the
building blocks of the UI and are solely concerned with the rendering aspects of that
particular component. In order to be a ParaViewWeb component, it must implement a
small number of functions that provide the interface that ParaViewWeb expects, and so
other charting libraries can be made into a component by creating this interface. As
mentioned previously, they will receive events from the providers, and update their
views appropriately.

In this work, we utilize some of the built-in data visualizations and provider
modules that are provided to build SyncVis. To bring in additional functionality not
supported by the default ParaViewWeb modules, such as the visualization of temporal
data and 3D scene rendering, we integrate other existing visualization libraries by
creating new ParaViewWeb compatible providers and visualization components.

2.2 SAGE2 Software Framework

SAGE2 is a software framework that uses web-browser technologies to enable data-
intensive collaboration across multiple displays acting as one large desktop workspace
environment. For our visualization cluster, we have three client machines driving a
24-tiled display wall, with 8 displays per machine. The SAGE2 framework combines
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the multiple displays to act as one large workspace, allowing multiple users to connect
via a modern browser and network access.

The framework is launched on the head node of our cluster, by launching a web
server with the specified configuration of the client machines to host the display clients.
Once the server is started, users can connect via UI clients by typing the URL of the
web server into a modern browser. The client machines of the cluster run the display
clients to actually display what is to be shown on the wall. Multiple users can connect
to a UI client on their own laptop or machine, with the ability to interact with what is
displayed on the wall, as well as drag/drop files or open SAGE2 applications on the
wall. The application may be resized, allowing viewing and interacting with web pages
in a large display environment.

3 Hybrid 2D and 3D Visual Analytics System

A typical analytical workflow may involve an analyst first exploring the overview of
the data set, and then zoom and filter with details on demand [8]. However, in the
process, it may be necessary for the user to explore the data set using several different
visualization techniques. The analyst may have to reformat the data and switch between
different visualization techniques. In most cases, the analyst often times has to switch
between applications, languages, or libraries/toolboxes to iterate between visualizing
and tweaking the parameters and/or querying a new subset of data. This complicates
the data analysis process, and also increases the cognitive load.

Our SyncVis on LHRD was designed with the visual information seeking Mantra in
mind to streamline the data exploration process. LHRD visualization environment
gives us the screen size to use different visualization techniques to analyze the same
data set at once. In addition, taking advantage of functionality provided by Para-
ViewWeb, our multiple coordinated views implementation allows different visualiza-
tion modules to update interactively based on user input. Furthermore, we also
incorporate visual filters for the analyst to filter out undesired data ranges.

However, SyncVis may not be suitable for all types of data visualization tasks.
Some 3D spatial data visualizations are more suitable using a complete-immersive
visualization system. Most visualization systems are loosely coupled systems with
limited interoperability capability to support unified data analysis tasks. Therefore, we
designed a hybrid 2D and 3D data visualization system to support both 2D visual-
ization (using SyncVis running on LHRD) and 3D complete-immersive visualization
(using Unity application running on HTC Vive) with support for user interaction across
visualization systems. In another word, we are supporting linking and brushing across
LHRD and 3d complete-immersive visualization platforms. Our data-flow-oriented
hybrid visualization system gives users the ability to select a spatial range of data of
interest on the 3D complete-immersive HTC Vive HMD and have the same set of data
displayed on the LHRD visualization system, supporting a unified data exploration
experience. Figure 1 shows our realtime interactive hybrid 2D and 3D visual analytics
tool running on LHRD and HTC Vive.
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4 Network Simulation Visualization Usability Study Design

The data set used for this study includes network link data for multiple moving assets.
The data is both geospatial and temporal, such that each 3D asset has a latitude,
longitude, and altitude value for each time step of the data set. In addition to asset
position, there is link data that records when the network link between two assets is up,
and when it is down. In all, the network simulation contains network connection data
for multiple assets over time.

There are two visualizations we created for our study, one to represent 2D data, and
the other to represent 3D data. The 2D visualization is a web-based application com-
posed of 3 different components: (A) a geo location map, (B) a mutual information
(chord) diagram, and (C) a horizon time plot diagram. This can be seen in Fig. 2.

Fig. 1. Hybrid 2D and 3D network simulation data visualization.

(A) 

(B)

(C)

Fig. 2. 2D SyncVis geo-network visualization: (A) geo location map, (B) mutual information
diagram, (C) horizon time plot diagram.
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The geo location map shows the entire path of an asset for the entire simulation run.
The chord diagram shows the uptime/downtime similarity between two links
depending on the thickness of the chord connecting the two links. The horizon time
plots show the actual uptime and downtime of each of the links over the length of the
entire simulation run. If the link is up, it is represented by a green rectangle. When it is
down, there is just white space on the plot.

For the 3D visualization, we created a Unity application that illustrates the simu-
lation over time. Each of the assets moves according to its geo location as specified in
the data file, and a line is shown between two assets whenever the link is up between
them. For the 3D visualization on a 2D display, mouse and keyboard are used to
interact with the 3D scene. More specifically, space bar is used to play or pause the
animation, right click is to rotate, middle click is to pan, and scroll bar is to zoom. The
left mouse click is reserved for selecting links and/or assets in the scene. Running the
Unity application on the HTC Vive HMD, the menu button of the hand controller plays
or pauses the animation, the top of the thumbpad is used for teleporting, while the right
of the thumbpad is used for selecting. Figure 3 shows an omniscient view looking
down on the 3D scene.

When the 3D visualization is coordinated with the 2D visualization, any asset
and/or link selected in the 3D visualization will be sent to the 2D visualization. So, if an
asset is selected, the path of that asset over the entire simulation is plotted on the 2D
visualization’s geo location map. If a link is selected, that link’s uptime/downtime data
is presented on the 2D visualization’s horizon time plot diagram. If other links have
already been selected, then the mutual information between the previously selected and
newly selected link are shown in the chord diagram of the 2D visualization. Figure 4
shows the coordination between the 2D visualization and the 3D visualization. When
the visualizations are not coordinated, selection of any asset or link in the 3D visual-
ization will have no effect on the 2D visualization. Instead, the 2D visualization will
always show all of the data, including paths of all the assets in the scene, and
uptime/downtime and similarity of all links in the scene.

Fig. 3. 3D unity geo-network visualization.
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The main goal of our informal comparative study is to gain feedback on using the
hybrid visualization system for data analysis. More specifically, we wish to better
understand the user’s opinion on using 3D environments for analysis of 3D data, and if
coordinating visualizations across dimensions enables keener insights to be drawn
during the data analysis workflow. There were many design considerations involved in
determining the actual environments to compare, the tasks for the users to complete in
each environment, and the questions posed to users for feedback.

4.1 Environment

The first decision to make involves deciding on the environments through which to run
the users. Again, our ultimate goal is to study multiple coordinated views across
display devices to better understand its use in data analysis. However, we want the
users to have a fair and controlled study so as not to bias the responses in favor of the
2D/3D coordinated system. To do so, we compare both multiple coordinated views to
separate views, as well as 3D visualizations in a virtual environment to 3D visual-
izations on a 2D monitor (2.5D).

Without bringing the 3D visualization into the 2D side, we would essentially only
be testing how important the 3D visualization is to the entire data exploration. In that
case, we completely lose any relevance to the coordinated views and/or hybrid nature
of the system components, since the 3D visualization would not be a constant factor for
all tests. By bringing the 3D visualization into the 2D environment, we allow all
environments to share the same components, just with different interaction capability.
In addition, bringing the 3D visualization into 2D allows the users to determine if there
is a benefit of visualizing 3D data in a virtual environment, or if a 2D monitor is
enough. After all, most data analysts observing 3D data use a 2D display to do so.

Having a separate 2D and 3D application is very unusable for the user. Without
coordinating the data, the user is unable to gain much insight from the data shown in
either visualization. However, the 2D/3D coordinated application allows the user to
manipulate the virtual environment and have the corresponding data appear on the 2D

Fig. 4. 2D visualization (left) is displaying the location and link data over time for the
highlighted assets and links in the 3D visualization (right).
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visualization. In doing so, the user will be able to decide if it is worthwhile to coor-
dinate the 2D and 3D visualizations across display devices.

The only thing we are omitting from our study is a completely immersive virtual
environment. Similar to how we brought the 3D visualization into 2D, we could bring
the 2D visualization into 3D. Thus, we could have all components coordinated in 2D,
all components coordinated in 3D, and a hybrid coordinated 2D/3D environment. This
would answer the question of the true benefit of a hybrid framework, using 2D display
for 2D visualization, 3D display for 3D visualization, with coordination among them.
Unfortunately, we were not able to replicate the 2D visualization in the virtual envi-
ronment for this study.

We ultimately decided on the three environments alluded to above. The first
environment, 2D, contains the 2D visualization coordinated with the 2D display ver-
sion of the 3D visualization. The mouse and keyboard are used to interact with and
move around the 3D visualization, where interaction updates the 2D visualization. The
second environment, 2D/3D separate, contains the 2D visualization displayed on a
monitor and the 3D visualization in the virtual environment. However, the 2D visu-
alization has all the data pre-populated, such that any interaction in the virtual envi-
ronment has no effect on the visualizations in 2D. The third environment, 2D/3D
coordinated, once again contains the 2D visualization displayed on a monitor and the
3D visualization in the virtual environment. For this environment, no data is pre-
populated into the 2D visualization, and instead any interaction with the virtual
environment updates the 2D visualization.

4.2 Tasks

For the study, the users are asked to complete tasks solely to get them interacting with
the environments. Although the answers do not quite matter, the users are asked to
complete tasks in each environment as if they are a data analyst using such environ-
ment to answer questions about the data set.

The ordering of environments experienced by each user is randomly assigned, and
the tasks have no particular environment for which they are asked. However, each
environment only involves completing two tasks, and each task has a specific rea-
soning. Of the two tasks asked of the user, one of them involves determining the path
of an asset in the scene, and the other involves determining the similarity of two links in
the scene.

In each environment, the user is required to interact a bit differently to answer the
posed question. By keeping the questions of similar nature, though not quite the same,
we avoid preconditioning the users in any of the environments and are able to analyze
the same data for the same purpose. Thus, the interaction and data analysis process is
unique to the environment of the user, with all other factors being controlled. This
allows the user to compare and contrast the data analysis process for each of the
environments individually.

For the 2D environment, the user has to use the mouse to zoom, rotate, and pan the
3D visualization’s scene in order to find and select the correct asset. Once the correct
asset is selected, the user can look to the map of the 2D visualization next to the 3D
visualization to determine the path of the asset. For determining the similarity of the
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two links in the scene, the user interacts similarly with the 3D visualization, this time
selecting links instead of assets. However, this interaction requires the user to look to
the 2D visualization after each selection to determine if this is the correct link number
or not. Once both the links have been selected, the user then observes the horizon time
plot diagram on the 2D visualization to determine the similarity of the links’ uptime.

For the 2D/3D separate environment, the user can look around the 3D scene using
the headset, use the pointer to identify assets, and even teleport right up to assets if need
be. However, because the visualizations are not coordinated, no selection in the 3D
environment populates the 2D visualization’s components. That is, the map on the 2D
visualization shows all paths for all assets in the simulation, whether they are selected
or not. Instead, to determine the path of an asset in this environment, the user must
watch the simulation play out in the 3D visualization and try to determine the path of
the requested asset. For determining the similarity between links, the user may once
again try to identify and watch them play out in the 3D visualization, or the user can go
to the 2D visualization, find the requested links in the horizon time plot diagram, then
try to distinguish how similar they are by comparing. However, there is no way to
organize the links in the horizon time plot diagram, so the user may have to compare
two links that require scrolling up and/or down, with dozens of links in between them.

For the 2D/3D coordinated environment, the user can look around the 3D scene
pointing at assets to select them, or teleport right up next to each asset to select them.
For this environment, the selected asset in the 3D visualization updates the map in the
2D visualization. Thus, once the user selects the asset in the 3D environment, the
headset may be removed to observe the path of the asset on the 2D visualization’s
map. For the link similarity task, again the user can look and/or transport around the
virtual environment finding and selecting the links in question. Once the links have
been selected, the user may remove the headset and observe how similar the link
uptimes are using the horizon time plot diagram on the 2D visualization. In order to
compare the links with a one-to-one correspondence, the user should only select the
two links in question in the 3D visualization, deselecting any extraneous links.

4.3 Question and Analysis

For the questionnaire (as listed in the Appendix), we ask the users 10 questions total.
For the first 8 questions, the users are asked to give their environment preference that
they felt best answers the question. The answers were 2D, 2D/3D separate, 2D/3D
coordinated, or none. The final two questions we pose are to be answered on a Likert
scale from 1 to 5, with 1 representing “strongly disagree” and 5 representing “strongly
agree.” Of the first 8 questions, there is an equal split in questions answered in favor of
2D/3D coordinated and questions answered in favor of just 2D.

For example, the majority of people prefer the 2D/3D coordinated environment for
the question “Which mode did you feel allowed you to fully understand the data?” This
shows that the combination of visualizations in their natural environment provides
users with a deeper understanding. Another example includes the question “Which
mode allowed for the most intuitive interaction with the data?” The majority of users
voted that the 2D/3D coordinated allowed the most intuitive interaction. It was com-
mented that interacting with the 3D visualization in 2 dimensions using only a mouse
was not as intuitive as 3D. However, 2D was still said to be faster and more convenient.
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For the question “Which mode allowed for the quickest insights to be drawn from
the data?”, the majority of users voted that the 2D environment allows for the quickest
insights to be drawn. Similar to the comment above, 2D is faster and more convenient
considering the visualizations are side by side. With the headset, there is no way to
quickly analyze the data filtering and selection across visualizations. Thus, it is quicker
for a user to interact with and quickly understand what is happening when looking at
the same display.

In addition, the majority of users chose the 2D environment when asked “If you had
to select one mode to use for data analysis, which would you select?” The main
reasoning for selecting this mode is familiarity and quicker insights. Although the 3D
representation may be a better way for the user to visualize the 3D data, there is
overhead in getting comfortable with virtual reality when one is used to using a mouse
and keyboard on a 2D monitor. The first step is to show the overall benefit of viewing
this data in 3D, then easing the interaction with that data for the user to make it as
intuitive as possible.

The final two questions are answered on a Likert scale from 1 to 5. The purpose of
the Likert scale is to quantify the user’s opinion on using the hybrid system for data
analysis. For the question “There is benefit in coordinating visualizations across 2D and
3D visualization systems?” all responses were a 4, with one 5. For the question “There
is benefit in viewing 3D visualizations in an immersive environment?” all uses
responded with a 5 except for one user giving a 4. In both cases, all users chose to agree
with the statements posed. These responses show that the users do believe there is a
benefit in viewing 3D visualizations in a 3D environment, but not necessarily in a
hybrid visualization system where the user has to switch between virtual reality and a
2D display.

As alluded to above, one of the main complaints from the users is having to remove
the headset to view the 2D visualization. Having to enter a virtual world to visualize the
3D data and then removing the headset to observe the 2D data is too disruptive for the
data analysis workflow. However, due to the promising feedback on coordinated
systems and 3D viewing, the next step is to use mixed reality to combine both envi-
ronments into one system experience.

While the 2D system allows a user to seamlessly look at both types of visualiza-
tions, so too would a mixed reality experience allow a user to view both visualizations
at the same time. In addition, the mixed reality system allows the 2D visualization to be
viewed in 2D and the 3D visualization to be viewed in 3D. With such a hybrid
approach and one central viewing system, users will be able to get the best of both 2D
visualizations and 3D visualizations to interact with and analyze their data.

5 Discussion and Conclusion

In this paper, we described our realtime interactive hybrid 2D and 3D visual analytics
application that allows the user to analyze and visualize the 3D network simulation.
Our data centric design allows the user to set up the spatial coordinate of interest and
visualize the 2D and 3D data of the data set on both the LHRD and HTC Vive
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visualization systems. This gives the user the capability to visualize 2D data on a 2D
LHRD platform and 3D data using 3D immersive virtual reality technology.

We also described the data-flow-oriented architecture design which is used to
support the development of a hybrid 2D and 3D visual analytics tool. The architecture
is used to develop an application demonstrating a viable realtime interactive hybrid 2D
and 3D visual analytics application for a complex network simulation. The hybrid 2D
and 3D application gives the user a better understanding of the outcome of their 3D
simulations. The results of our usability survey show that users agree there is benefit in
using a hybrid 2D and 3D visual analytics application to support their data exploration.
Furthermore, mixed-reality could be the solution to ease the interaction between 2D
and 3D systems while allowing the user to view the data in its natural environment
using multiple coordinated views.

Acknowledgments. This work was supported in part by the DOD High Performance Com-
puting Modernization Program at The Army Research Laboratory (ARL), Department of Defense
Supercomputing Resource Center (DSRC).

Appendix: Comparative Study Questionnaire

1. Which mode did you feel allowed you to fully understand the data? Why?
2D  2D/3D separate   2D/3D coordinated  None 

2. Which mode did you feel most appropriately represented the data? Why?
2D  2D/3D separate   2D/3D coordinated  None 

3. Which mode allowed for the most intuitive interaction with the data? Why?
2D  2D/3D separate   2D/3D coordinated  None 

4. Which mode allowed for the quickest insights to be drawn from the data? Why?
2D  2D/3D separate   2D/3D coordinated  None 

5. Which mode were you most likely to gain a better understanding of the data through inter-
action? Why?
2D  2D/3D separate   2D/3D coordinated  None 

6. Which mode was the most effective at updating the representation of data in response to 
interaction? Why?
2D  2D/3D separate   2D/3D coordinated  None 

7. Given the coordinated visualizations, which mode did you feel was easiest to understand 
how the data was filtered due to coordination? Why?
2D  2D/3D separate   2D/3D coordinated  None 

8. If you had to select one mode to use for data analysis, which would you select? Why?
2D  2D/3D separate   2D/3D coordinated  None 

9. There is benefit in coordinating visualizations across 2D and 3D visualization systems.
(strongly disagree) 1  2  3  4  5 (strongly agree)

10. There is benefit in viewing 3D visualizations in an immersive environment.
(strongly disagree) 1  2  3  4  5 (strongly agree)
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Abstract. The Proteus effect describes the phenomenon that Immersive Virtual
Reality users derive identity cues from their avatar’s appearance which in turn
activate specific stereotypes that influence the users’ behavior or attitudes. The
aim of this study was to validate faces of different age groups that can be used
for avatars in further studies of Proteus effects targeting driving behavior. To
achieve this goal, four neutral faces were selected from the CAL/PAL face
database. They were rated with established questionnaires for driving behavior
and driving styles to reveal explicit driver stereotypes. Implicit stereotypes were
assessed with the implicit association test.
Study 1 (N = 93) revealed explicit driver stereotypes. In line with prior

research, the young man’s driving style was seen as riskier, angrier, with a
higher velocity, and as less careful and less patient. The opposite pattern of
results was found for the old woman, who received high scores for dissociative,
anxious, and patient driving styles.
Study 2 (N = 160) replicated the overall pattern of results from study 1.

Moreover, there were in-group out-group effects for the implicit gender
stereotypes with regard to dissociative driving style and overall driving ability.
Based on these results, observable influences upon driving behavior are

expected for driving errors, violations and lapses, as well as upon driving
velocity with more violations and higher velocity for the male avatars and with
more errors and lapses for the old female avatar. All faces were remodeled with
Autodesk 3ds Max for further experiments investigating the Proteus effect tar-
geting driving behavior.

Keywords: Explicit stereotypes � Implicit stereotypes � DBQ � MSDI � Avatar

1 Introduction

1.1 Proteus Effects

The Proteus effect describes the phenomenon that Immersive Virtual Reality
(IVR) users derive identity cues from their avatar’s appearance, e.g., height or age,
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which in turn activate specific stereotypes that influence the users’ behavior or attitudes
[1]. There are first indications that these effects can persist for a short time after leaving
IVR [2]. Although driving behavior is known to be associated with strong gender and
age stereotypes (see Sect. 1.2 for details), possible Proteus effects have not yet been
investigated in this context. This is rather surprising as there are first indications from
simulator studies that driving behavior can be modulated by activating age [3] and
gender stereotypes [4]. If the choice of a specific avatar actually influences subsequent
driving behavior, special attention should be given to those avatars that trigger careful,
attentive and skillful driving behavior to reduce the frequency of potentially dangerous
driving errors.

1.2 Driver Stereotypes Regarding Age and Gender

Generally, two types of stereotypes can be distinguished. Explicit stereotypes refer to
conscious thoughts and beliefs about a certain social group, whereas implicit stereo-
types refer to unconscious attitudes [5].

Explicit driver stereotypes regarding age were so far only addressed in a few
studies. Here, older drivers were rated as less aggressive than younger ones [6] and
they were also perceived to have a lower likelihood of getting involved in accidents
compared to younger drivers [7]. Moreover, one previous simulator study showed that
priming an elderly stereotype by completing a scrambled-sentence task, resulted in
lower maximum speed and longer driving time compared to a control condition [3]. In
contrast to these findings, the only study on implicit driver stereotypes regarding age
found “old” to be associated with dangerous drivers, whereas “young” was stronger
associated with safe drivers. This finding was apparent for young and old participants
[8]. In this study, the terms safe and dangerous drivers referred to driving skill (capable,
skilled, ability) and different driving styles (awake, aware, focused, inattentive, risky),
making it hard to deduce a certain driving behavior for older drivers.

Regarding gender stereotypes, men are generally perceived as risk takers and as
more aggressive compared to women [9] and therefore are believed to be at a higher
crash risk [7], to not comply to traffic rules [10, 11], and to drive more aggressively and
at higher speed [10, 11]. These negative stereotypes are particularly pronounced with
regard to young men [7]. The impact of these stereotypes was also apparent in a driving
simulator study with young men, where it was revealed that priming with masculine
words resulted in increased speeding compared to feminine or neutral words [4].

In contrast, the feminine stereotype is assumed to be passive, non-competitive and
careful [11]. Following this idea, women are expected to drive carefully, at low speeds
and to comply with traffic rules [10]. Moreover, women were more readily described as
nervous drivers [12].

Despite the assumed risky and non-compliant driving style, men are, at the same
time, believed to be more skilled drivers than women [7, 10, 13]. This shows that the
difference between driving and safety skills is apparent in people’s perceptions [14].
The former, driving skill, refers to driving performance, whereas the latter, safety skill,
is determined by the driving style which someone chooses, for example a careful,
patient or risky driving style. The perception of the two skills may, however, be linked.

336 C. A. Faust-Christmann et al.



An expected higher driving skill level may allow drivers to take more risks, while a fast
and aggressive driving style may be considered a proof of driving skill [10].

1.3 Assessment of Driver Stereotypes

To allow a quantifiable approach for the assessment of explicit driver stereotypes
regarding age and gender, pre-selected faces (one young man, one young woman, one
old man, and one old woman, see Sect. 2.1 for details) were rated with established
questionnaires for the assessment of driving behavior [15] and driving styles [16].

In this context, driving behavior usually refers to acts of aberrant behaviors while
the driver is in control of a car. In the Driving Behaviour Questionnaire (DBQ) [15]
safety-relevant driving behaviors are classified into three types: lapses, errors and
violations. Lapses are absent-minded behaviors that do not pose any threat to others,
whereas errors and violations can both be hazardous to others, but only the latter
involve deliberate contraventions of traffic rules [17].

Driving style refers to how a person habitually drives, including choice of driving
speed and level of attentiveness [18]. The following driving styles can be assessed with
the Multidimensional Driving Style Inventory (MDSI) [16]: risky, angry, high velocity,
dissociative, anxious, distress-reduction, patient, careful.

In addition to explicit stereotypes, implicit driving-related stereotypes can be
assessed with the implicit association test (IAT), for example with regard to the driver’s
gender [8, 19]. An IAT is a reaction time based task that measures the strength and
direction of an association between two dimensions (e.g. male/female and skilled/
unskilled driver). In order to increase comparability between measures of explicit and
implicit stereotypes, there was one IAT for driving behavior (skilled/unskilled) and
several IATs for the driving styles: attentive/dissociative for the dissociative driving
style, fast/slow for the high-velocity driving style, defensive/aggressive covering the
patient, careful, angry and risky driving styles, as well as relaxed/distressed representing
the anxious and stress reduction driving style.

Hypotheses on Driver Stereotypes
Based on the review of literature (see Sect. 1.2 for details), the following pattern of
results are expected for the ratings of the four faces (see Sect. 2.1 for details) with
MDSI [16] and DBQ [15]:

1. The young man receives higher scores for the risky, angry, and high velocity
driving styles compared to the other three faces.

2. The women, especially the old woman, receive higher ratings for the anxious,
distress-reduction, patient, and careful driving styles compared to the men.

3. Due to the assumed differences in driving skill, the women receive higher scores for
lapses and driving errors.

4. The young man receives the highest scores for violations.

In addition, implicit driver stereotypes were investigated on an explorative basis, as the
current literature does not afford clear expectations.
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2 Methods

2.1 Face Selection

The aim of this study was to validate faces of different age groups that can be used in
the process of avatar generation, which will become the basis for future studies of
Proteus effects targeting driving behavior.

To achieve this goal, four neutral Caucasian faces (one young woman, one young
man, one old woman, and one old man) were selected from the CAL/PAL face data-
bank [20]. Care was taken to choose faces that only differ in gender and age, while
controlling for further properties. Previous ratings reported by Ebner and colleagues
indicated these faces to be comparable regarding overall attractiveness, likeability,
distinctiveness, energy and mood [21]. In detail, the four faces were selected based on
the following criteria:

1. The young faces of either gender were rated as younger than 31 years.
2. The old faces of either gender were rated older than 60 years.
3. The portrayed mood was rated as neutral by at least 60% of the participants.
4. All persons were rated as similar as possible with regard to attractiveness (means:

1.77–1.85), likeability (means: 1.69–1.92) and energy (means: 1.87–2.04) on a 0–4
scale [21].

2.2 Study 1: Explicit Age and Gender Stereotypes

The complete sample consisted of 93 adults. This sample consisted of both young
adults (23 males, 22 females), at a mean age of 24.00 years (SD = 2.32; range 19–30
years), and an older sample (28 males, 20 females), at a mean age of 67.13 years (SD =
6.81; range 60–83 years). The sample of young adults consisted of students, while the
participants in the older group consisted of retirees (62.5%), people still in the work
process (27.1%), homemakers (8.3%) and unemployed persons (2.1%).

Participants rated the four selected faces using a German version of the DBQ [15]
and the MDSI [16] to reveal explicit age and gender stereotypes for driving behavior
and driving styles. The sequence of faces was counterbalanced between participants.

2.3 Study 2: Explicit and Implicit Gender Stereotypes

The sample consisted of 160 adults (75 males) with a mean age of 28.2 years (SD = 9.56,
range: 18–65 years). Most participants were university students (58.75%) or employed
(32.5%). The rest were unemployed (5.6%), retirees (1.9%) or homemakers (1.3%).

Participants had to rate two of the four faces (young man and young woman or old
man and old woman) on a German version of the DBQ [15] and the MDSI [16] to
reveal explicit gender stereotypes. The sequence of faces was counterbalanced between
participants.
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Moreover, they performed an IAT to reveal implicit stereotypes. The first dimen-
sion was always male/female. Each participant was randomly assigned to one of the
following driving related dimensions: attentive/dissociative, skilled/unskilled, relaxed/
distressed, fast/slow, or defensive/aggressive.

Based on a pilot test (N = 27 German university students) regarding the proximity
of words to the target categories, the following German synonyms were chosen for the
driving dimensions:

aufmerksam (attentive): achtsam, fokussiert, konzentriert, wachsam
nachlässig (dissociative): achtlos, abgelenkt, verzettelt, unbedacht
begabt (skilled): gut, geübt, talentiert, kompetent
unbegabt (unskilled): schlecht, hilflos, leistungsschwach, unfähig
gestresst (stressed): angespannt, erschrocken, nervös, ruhelos
entspannt (relaxed): gelassen, unverkrampft, locker, ruhevoll
schnell (fast): fix, rasend, eilig, zügig
langsam (slow): lahm, schleichend, bummelnd, trödelnd
defensiv (defensive): besonnen, ungefährlich, vorsichtig, zurückhaltend
aggressiv (aggressive): bedrohlich, ungezügelt, waghalsig, gefährdend

The seven-block version of the IAT was used [8, 22]. The first two blocks (24 trials
each) were practice blocks with the category headings male and female in the first
block and the driving related categories in the second block (e.g. skilled driver and
unskilled driver). In the third (24 trials) and fourth block (40 trials) both category
headings were combined (e.g. male and skilled driver on the left side and female and
unskilled driver on the right side). The fifth block (40 trials) consisted of practice trials
with the driving related category only, but the position of the headings was changed for
left and right as compared to blocks 2, 3, and 4. In blocks 6 (24 trials) and 7 (40 trials)
both category headings were again presented in combination (e.g. male and unskilled
driver on the left side and female and skilled driver on the right side). Thus, data from
blocks 3, 4, 6, and 7 were used in later analyses.

Participants sorted the target words as belonging to the respective driving related
category and faces as belonging to the category male or female. Category pairings were
displayed in the upper left and right corners of the computer screen. Words (8 for each
category) and photographs (the same 4 as used in study 1) appeared in the middle of the
screen in random order. Participants sorted them according to the correct category label
by pressing a key on the keyboard that corresponded to the spatial location of the
correct category.

The stimuli pair order was counterbalanced across participants. Thus, half of the
participants would for example start in blocks 3 and 4 by sorting stimuli according to
the category pairing male/skilled driver and female/unskilled driver, while the other
half would start with the pairings of male/unskilled driver and female/skilled driver.
They were then presented with the alternate pairing during blocks 6 and 7. The target
stimuli remained on the screen until a response was recorded. Afterwards, feedback
was displayed during 500 ms interstimulus intervals. Following trials with correct
responses no stimulus was displayed in the center of screen, while a centrally displayed
error symbol (X) followed incorrect responses.
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IAT D scores were calculated by using the improved IAT scoring algorithm [22,
23]. The D score represents the difference in mean reaction time between the critical
conditions divided by the standard deviations across conditions. Reaction times slower
than 10,000 ms and faster than 300 ms were removed from the data set prior to D score
calculations. Error trials were not removed from the analysis in accordance with
Greenwald, Nosek and Banaji [23].

3 Results

3.1 Study 1

The data obtained from each of the first study’s questionnaires (MDSI and DBQ) were
analyzed using a mixed-design multivariate analysis of variances (MANOVA) with age
group and gender of the participant as between subject factors and age and gender
groups of the photograph as within subject factors. For the MDSI data the MANOVA
revealed a main effect of participant’s age group, Wilk’s k = .62, F(8,82) = 6.28, p <
.01, a main effect of photograph’s age group, Wilk’s k = .35, F(8,82) = 18.87, p < .01,
as well as a main effect of gender group of photograph, Wilk’s k = .37, F(8,82) =
17.45, p < .01. Moreover, there was an interaction between the participant’s age group
and the age group of the photograph, Wilk’s k = .66, F(8,82) = 5.32, p < .01, between
participant’s age group and the photograph’s gender group, Wilk’s k = .83, F(8,82) =
2.16, p = .04, and lastly between the age group and gender group of the photographs,
Wilk’s k = .56, F(8,82) = 8.07, p < .01.

Comparable results were found for the DBQ scales. Here, a main effect of par-
ticipant’s age group, Wilk’s k = .78, F(3,87) = 8.04, p < .01, a main effect of the
photograph’s age group, Wilk’s k = .47, F(3,87) = 32.91, p < .01, and a main effect of
the photograph’s gender group, Wilk’s k = .36, F(3,87) = 51.67, p < .01 were found.
Additionally, the interactions between the participant’s and the photograph’s age
group, Wilk’s k = .79, F(3,87) = 7.60, p < .01, between the participant’s age group and
the photograph’s gender group, Wilk’s k = .89, F(3,87) = 3.62, p = .02, and between
the photograph’s age and gender group, Wilk’s k = .72, F(3,87) = 11.05, p < .01. All
remaining main effects and interactions did not reach significance.

To further explain this pattern of results, additional univariate analyses of variance
(ANOVA) were conducted for each scale of the MDSI and DBQ. Alpha level was
adjusted according to the Holm-Bonferroni method to consider effects of multiple
testing. The main effect of the participant’s age group was found for all scales (all p <
.01, except the MDSI’s anxious driving, p = .02, and the DBQ’s violations scale, p =
.03) with the exception of risky (p = .14), and patient driving (p = .24). The main effect
of the photograph’s age group was present in all scales (all p < .01) apart from distress
reduction driving (p = .32). At the same time, the main effect of the photograph’s
gender group was apparent in each scale (all p � .02). The interaction between the
participant’s and the photograph’s age group was found for dissociative, risky, and
patient driving, as well as for errors (all p < .01). The interaction between the pho-
tograph’s age and gender group was apparent for dissociative driving, risky, distress
reduction, and careful driving, as well as for errors and lapses (all p < .01).
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All remaining main effects and interactions did not reach significance for any of the
scales. Ratings for the four photographs were compared with post-hoc t-tests, sepa-
rately for the young and old subgroup. The results for each MDSI scale, including post-
hoc comparisons between photographs, are pictured in Fig. 1 for the young subsample
and in Fig. 2 for the old subsample. The results of the DBQ for both the young and old
groups are displayed in Fig. 3.

Fig. 1. Mean ratings from the young group of participants for the four faces (young male = y_m,
young female = y_f, old male = o_m, old female = o_f) regarding the eight driving styles based
on the MDSI. Error bars indicate standard errors of the mean.

Fig. 2. Mean ratings from the old group of participants for the four faces (young male = y_m,
young female = y_f, old male = o_m, old female = o_f) regarding the eight driving styles based
on the MDSI. Error bars indicate standard errors of the mean.
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3.2 Study 2

Comparable with Experiment 1, a MANOVA was conducted for each questionnaire
data set (MDSI and DBQ). The age group of the photograph had been introduced as a
between subject factor to reduce overall testing time. For the MDSI data the MANOVA
revealed a main effect of the participant’s gender, Wilk’s k = .89, F(8,149) = 2.40,
p = .02, a main effect of the photograph’s age group, Wilk’s k = .72, F(8,149) = 7.23,
p < .01, a main effect of the photograph’s gender group, Wilk’s k = .51, F(8,149) =
18.25, p < .01 and an interaction between the photograph’s age and gender group,
Wilk’s k = .79, F(8,149) = 4.94, p = < .01. For the DBQ scales, there was a main effect
of the age group of photograph, Wilk’s k = .71, F(3,154) = 21.00, p < .01, as well as a
main effect of the gender group of photograph, Wilk’s k = .49, F(3,154) = 53.21, p <
.01. The interaction between the participant’s and the photograph’s age group also
reached significance, Wilk’s k = .84, F(3,154) = 9.51, p < .01.

This pattern of results was further explored using additional univariate analyses of
variance (ANOVA) for each scale of the MDSI and DBQ with Holm-Bonferroni alpha
level adjustment.

The main effect of the photograph’s age group was present for angry, high velocity,
anxious, and careful driving, as well as for all scales of the DBQ scales (all p < .01).
The main effect of the gender group of the photograph was found for all scales (all
p < .01) with the exception of risky (p = .92) and distress reduction driving (p = .74).
The interaction between age and gender group of the photograph was apparent for
dissociative, risky, and careful driving, as well as for errors and lapses (all p < .01). The
mean ratings for each MDSI scale are shown in Fig. 4 and for each DBQ scale in
Fig. 5.

Fig. 3. Mean ratings from the young group of participants (left side) and the old group of
participants (right side) for the four faces (young male = y_m, young female = y_f, old
male = o_m, old female = o_f) regarding driving behavior based on the DBQ. Error bars indicate
standard errors of the mean.

342 C. A. Faust-Christmann et al.



Significant group differences in D scores were found for the attentive/dissociative
category, t(33) = −4.57, p > .001, and the skilled/unskilled category, t(31) = −4.67,
p > .001, with higher D scores for female than for male participants (see Fig. 6),
indicating that female participants more strongly associated attentive and skilled with
female compared to male participants, who more strongly associated attentive and
skilled with male.

Fig. 4. Mean ratings for the four faces (young man = y_m, young woman = y_f, old man = o_m,
old woman = o_f) regarding the eight driving styles based on the MDSI. Error bars indicate
standard errors of the mean.

Fig. 5. Mean ratings for the four faces (young man = y_m, young woman = y_f, old man = o_m,
old woman = o_f) regarding driving behavior based on the DBQ. Error bars indicate standard
errors of the mean.
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4 Discussion

The goal of this study was to evaluate if pre-selected faces (see Sect. 2.1 for details) are
associated with distinctive driver stereotypes related to their perceived age and gender.
Study 1 dealt with explicit stereotypes on driving behavior and driving styles. Ratings
were made by young and old adults. Study 2 replicated the explicit ratings with a larger
sample and also included a set of IATs to reveal implicit stereotypes on driving
behavior and driving styles.

4.1 Study 1

In line with the expectation that young men are perceived as risk takers (hypothesis 1),
the photograph of the young man received the highest scores for the risky, angry, and
high velocity driving styles. This finding was evident both in the ratings of young and
old participants. Moreover, in line with the stereotype of the passive, non-competitive
female driver (hypothesis 2), the women received higher ratings for the patient, and
careful driving styles compared to the young man. Additionally, comparable with the
previous attribution of females as nervous drivers [12], the driving style of women was
described as more anxious and geared towards distress-reduction. In line with prior
findings that old drivers are expected to be less aggressive [6] and to be at lower risk for
accidents [7], the old man also received high ratings for the careful driving style.
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Fig. 6. Mean D scores for male (m, grey boxes) and female participants (f, white boxes).
D scores above zero indicate stronger associations between the female attentive/skilled/relaxed/
fast/defensive and the male-dissociative/unskilled/distressed/slow/aggressive category pairings.
Error bars indicate standard errors of the mean.
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In compliance with stereotypes of higher driving skills in male drivers (hypothesis
3, also see [7, 10, 13]), there was a main effect of the gender group of the photograph
on ascribed lapses and errors. This pattern was particularly pronounced for ratings of
the old woman. In line with hypothesis 4, the opposite pattern of results was found for
violations. Here, the young man received the highest score, followed by the young
woman and the old man, while the old woman received the lowest score.

By comparing the ratings of the young and old subsample two main findings
become apparent. First, that the overall pattern of results is quite similar in both
subsamples. The results underpin the existence of explicit stereotypes of young men as
risky, angry and high velocity drivers committing a lot of violations and of especially
old women as patient and anxious drivers with a lot of lapses and errors. Second, by
comparing the ratings of the young and old subsample for the old man, pronounced in-
group out-group effects become apparent. For the young subsample, the only difference
between the young woman and the old man was found for the patient driving style
(higher ratings for the young woman). By contrast, the old subsample rated the old
man’s driving style as less risky and dissociative, as prone to lower velocities, and to be
more patient and careful compared to the young woman. The group serving bias is also
apparent for the DBQ ratings. Here, the old woman received much lower scores by the
old subsample compared to the young subsample. This is the first demonstration of age
group specific biases. No in-group out-group effects were observed with regards to
gender. This is inconsistent with previous reports of gender-specific stereotypes. Here,
it had been reported that females rated men’s likelihood of accidents as a higher than
male raters [7].

4.2 Study 2

Explicit Stereotypes
With regard to explicit stereotypes, the second study was able to replicate the patterns
observed in the first study. In line with the first study, the young man received the
highest scores for the risky, angry, and high velocity driving style, whereas the old
woman received the highest scores for dissociative, anxious and patient driving style.
Moreover, for the pattern of ascribed errors, violations and lapses were replicated, with
most errors and lapses attributed to the old woman and most violations to the young
man. The second study, could again not establish any in-group out-group effects with
regard to gender.

Implicit Stereotypes
In-group out-group effects with regard to gender were, however, apparent in the
implicit stereotype measurements. Women were strongly associated with attentive and
skilled drivers, whereas the opposite pattern of results was found for men. For
defensive and slow drivers, both male and female raters showed a tendency to associate
defensive drivers with female and aggressive drivers with male. The implicit associ-
ation of male drivers with an aggressive and female drivers with a defensive driving
style is consistent with the findings from the observed explicit driving stereotypes.
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The current study is the first to reveal implicit driver stereotypes with respect to
gender (but see [8] for implicit driver stereotypes regarding age). Further studies are,
however, needed to substantiate the findings of implicit driver stereotypes.

4.3 Outlook

To summarize, the four faces are associated with explicit and implicit driver stereo-
types. For experiments on the Proteus effect, observable influences upon driving
behavior are expected for driving errors, violations and lapses, as well as upon driving
velocity with more violations and higher velocity for the young male avatar and with
more errors and lapses for the old female avatar.

All faces were remodeled with Autodesk 3ds Max for further experiments investi-
gating the Proteus effect regarding walking speed [24] and driving behavior based on
these results (see Fig. 7). Body models for each gender and age group were constructed
based on data from a representative serial measurement campaign of German adults
conducted between 2007 and 2008 by the Forschungsinstitut Hohenstein Prof. Dr.
Jürgen Mecheels GmbH & Co.KG and the Human Solutions GmbH.

An additional questionnaire based study (N = 50, 22−81 years) asked for ratings of
both the original photos of the faces and the resulting avatars with regard to their
attractiveness, likeability, energy and perceived age [21] to ensure comparability of the
avatars with the original faces. Spearman’s rank correlation analysis revealed sys-
tematic associations between the face and avatar ratings. The correlations were sig-
nificant for all combinations of the same face and avatar (all p � .05), for the old man

Fig. 7. Avatar faces based on the four faces.
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(attractiveness: q = .341, likeability: q = .401, energy: q = .423, perceived age:
q = .396), the old woman (attractiveness: q = .565, likeability: q = .343, energy:
q = .520, perceived age: q = .424), the young man (attractiveness: q = .499, likeability:
q = .555, energy: q = .493, perceived age: q = .414), and the young woman (attrac-
tiveness: q = .324, likeability: q = .334, energy: q = .337, perceived age: q = .457).

In a further study, 67 young adults (18–34 years) either experienced the young (22
participants) or old avatars of their own gender (23 participants) in IVR, or did not enter
IVR (22 participants). They then rated the two avatars of their own gender with regard to
their anticipated walking speed. One-sample upper-tailed z-tests for dichotomous out-
comes revealed that the elderly avatars were rated as slower more often than would be
expected by chance. This was apparent for participants who had previously embodied
the older avatar, z = 2.294, p = .022, in the ratings of participants who had embodied the
young avatar, z = 1.705, p = .044, and for the control group who had not entered IVR, z =
2.558, p = .016.

The avatar’s different age groups were further successful in eliciting Proteus effects
on real life walking speed after participants had left IVR, as participants tended to
traverse a set distance slower after embodying the older gender-matched avatars than
either the group of participants who had previously embodied the younger avatars or a
non-IVR control group [24]. Future studies will explore, whether the avatars can elicit
similar effects on objective driving behaviors in driving simulators, e.g., on the choice
of driving speed. In these studies, the temporal stability of such Proteus effects after
leaving IVR, as well as the preconditions for their occurrence, will be of particular
interest.
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Abstract. Driven by the fast development of virtual reality (VR) technologies,
immersive virtual environments (IVEs) have been frequently used to conduct
human behavior experiments for studying human behavior in building fire
emergencies. Avatars in these IVEs are usually used to provide social influence
and improve the sense of presence experienced by participants. However, lim-
ited intelligence of avatars in prior studies significantly lowered the level of
sense of presence and reality experienced by participants. Improved intelligent
avatars (IAs) are needed for developing high-quality building fire IVEs.
A framework for modeling IAs to support the investigation of human behavior
in building fire emergencies was proposed in this study. A number of levels of
IA intelligence were defined based on the characteristics of avatars in VR for
studying human behavior in building fire emergencies. This study also proposed
a roadmap to achieve each of these levels of intelligence. A case study was
presented to demonstrate how the framework could be used to guide the design
of IAs for research purpose. It was concluded that applications of IAs in VR
experiments could benefit the investigation of human behaviors, crowd simu-
lation in building fires, and even fire safety design of buildings.

Keywords: Virtual reality � Intelligence � Avatar � Human behavior �
Building fire � Evacuation

1 Introduction

Human behavior in building fires, such as occupants’ evacuation behavior and fire-
fighters’ relief behavior, has been studied for decades. Recently, immersive virtual
environments (IVEs) have been used to conduct human behavior experiments in many
studies [16, 23, 25], driven by the fast development of virtual reality (VR) technolo-
gies. These IVE-enabled experiments allow for the collection of rich behavioral data in
controlled laboratory environments to support the investigation of human behavior in
building fire emergencies [19]. Avatars in these IVEs, such as those used in [14, 19],
are usually modeled to have limited, pre-defined behaviors that are arbitrarily set by
researchers, without any autonomous responses to or interactions with experiment
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participants or other elements in the IVEs. Limited intelligence of avatars significantly
lowers the level of sense of presence and reality experienced by participants. As a
result, the behavioral data collected in such virtual environments may be less real and
valid, compromising their ability to support the investigation of human behavior. Thus,
improved intelligent avatars (IAs) are needed for developing high-quality building fire
IVEs. This study developed a framework to model IAs, by defining a number of levels
of intelligence of IAs, and proposing a roadmap to achieve each of these levels of
intelligence.

2 Definition of Intelligent Avatar

Drawing on the concept of artificial intelligence (AI) [21], IAs in IVE-based experi-
ments should think and act like humans or rationally. To simulate the realistic social
environment, IAs in IVE-based experiments for studying human behavior in building
fire emergencies should act like humans. There are four types of abilities that AIs need
to possess in order to perform like humans [21]: (1) communicating ability in human
language; (2) memory ability to store information, such as behavioral rules; (3) re-
sponse ability by using the memory and assessing the results of the responses; and
(4) learning ability to adapt to new scenarios and form new memory. Accordingly,
behavior target setting (BT), response to the environment (RE), response to avatars’
behavior (RAB), response to participants’ behavior (RPB), and learning and adaption
ability (LAA) are identified as fundamental characteristics of IAs in building fire IVEs
in this study, as shown in Table 1. Each of these five characteristics can be further
divided into several functional levels, as described in Table 1. A higher level of a given
characteristic can be reached by achieving associated new functions, in addition to
those already achieved at the lower level, that are described in the rightmost column of
the table. It needs to be noted that avatars with none of these characteristics cannot be
called IA and are hence not considered in this study.

Table 1. Functional levels of characteristics of IA in building fire IVEs

Characteristics Descriptions Levels (Low to high) and
associated new functions

Behavioral target
(BT)

It could set and modify behavioral
targets based on his/her role and
perception of the environment

• BT1: Have a behavior target that
could be fulfilled by its behavior;

• BT2: Can choose behavior targets
based on its role;

• BT3: Can define behavior targets
in different priorities;

• BT4: Can modify behavior targets
based on its perception of the
environment

(continued)
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Table 1. (continued)

Characteristics Descriptions Levels (Low to high) and
associated new functions

Response to
environment
(RE)

It could respond to perceived
environment by text, voice or other
reactions

• RE1: Can respond one-time to a
pre-defined situation, such as an
occurrence of a fire;

• RE2: Can respond consecutively
to multiple pre-defined situations;

• RE3: Can interact with perceived
environment by text, voice or
other reactions

Response to
avatars’ behavior
(RAB)

It could perceive and respond to other
avatars’ behavior by text, voice or
other reactions

• RAB1: Can respond one-time to a
certain avatar’s pre-defined
behavior, such as calling for help;

• RAB2: Can respond to a specific
pre-defined behavior of any
avatar;

• RAB3: Can respond consecutively
to multiple pre-defined behaviors
of any avatar;

• RAB4: Can interact with avatars
by text, voice or other reactions

Response to
participants’
behavior (RPB)

It could respond to perceived
participants’ behavior by text, voice
or other reactions

• RPB1: Can respond one-time to a
specific pre-defined behavior of a
single participant, such as his/her
proximity;

• RPB2: Can respond to a specific
pre-defined behavior of multiple
participants;

• RPB3: Can respond consecutively
to multiple pre-defined behaviors
of a single participant;

• RPB4: Can interact with
participants by text, voice or other
reactions

Learning and
adaption ability
(LAA)

It could adapt to any unexpected
situations by learning from
experiences

• LAA1: Can adapt to unexpected
situations by trying random
choices of pre-defined responses;

• LAA2: Can adapt to unexpected
situations by learning from its
experiences;

• LAA3: Can adapt to unexpected
situations by observing and
learning from other avatars’
experiences;

• LAA4: Can adapt to unexpected
situations by observing and
learning from participants’
experiences
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3 Avatars in Building Fire IVEs

Avatars in building fire IVEs that have been modeled and used in previous studies are
reviewed and assessed based on the above characteristics, to summarize the state of the
art of and identify the gaps in modeling IAs. A total of twelve relevant studies were
found through keyword searching in Web of Knowledge, Scopus, and Google Scholar.
These studies were published between 2008 and 2018 in nine international journals and
three international conferences. A detailed review of these publications found that
avatars reported in eight of them did not qualify as IAs based on the aforementioned
criterion. For avatars in the remaining four studies, only two characteristics were
partially achieved. Specifically, RE2 was achieved, as some avatars could avoid
obstacles during evacuation wayfinding [20]. Some avatars achieved RPB1 since they
could respond to the proximity of a participant with onscreen text or voice [2, 7, 9].
Avatars in prior studies did not exhibit other characteristics of IAs.

In general, the avatars in prior studies had relatively low levels of intelligence.
However, it is important to note that the research objectives vary in different studies,
such as studying the impact of signage [24] or social influence [12] on human behavior
in building fire emergencies. Considering that modeling ideal IAs may come at con-
siderable costs, avatars do not always have to be the most intelligent. Rather, the level
of intelligence of avatars should be tailored to the needs of specific studies. Thus, this
study proposed a framework that provided definitions of different levels of intelligence
of avatars, which could be used to fulfill different needs in studying human behavior in
building fire emergencies, as well as a roadmap that ultimately leaded to the devel-
opment of the most intelligent IAs.

4 Framework for Developing IAs in Building Fire IVEs

Achieving higher levels of intelligence relies heavily on the advancement of various
VR and AI technologies, such as graphical processing hardware capabilities, rendering
and visualization algorithms, and cognitive and behavioral models. To pave the way for
more intelligent avatars, this study classifies the intelligence of avatars in building fire
IVEs at five different levels, each of which is defined based on the aforementioned five
characteristics of IAs. These definitions are summarized in Table 2. IAs at every
intelligence level either inherit the same characteristics of the lower level AIs, or are
more advanced with regard to certain characteristics as suggested in Table 2.

Based on the proposed framework, a simple character (Level I) can respond to a
specific change in the environment or from one specific avatar or participant for only
once [2, 7, 9]. For instance, when a participant was near a simple character acting like a
victim, another simple character acting as medical service worker would speak to the
participant “I’m taking care of him; you go to the exit” [9]. An intelligent character
(Level II) can continuously respond to a specific pre-defined behavior of multiple
avatars and participants [20]. Both simple and intelligent characters would not be able
to respond to scenarios that are not pre-defined. Agents, on the other hand, can respond
to unexpected situations. There are simple agents, intelligent agents, and human agents,
which are differentiated mainly by their different levels of learning ability. A simple
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agent (Level III) can choose behavioral targets based on its role, and respond to
environments, avatars, and participants continuously as pre-defined. Since human
behavior in building fire emergencies has a characteristic of randomness [17], a simple
agent responds to unexpected situations by randomly selecting a behavior that it can
perform. An intelligent agent (Level IV) can further prioritize behavioral targets,
interact with environments, avatars and participants in different ways, and learn from
how it responded to the scenarios in the past and how other IAs respond to diverse
scenarios. Lastly, a human agent (Level V) can modify behavioral targets and adjust
behaviors to adapt to surrounding environment by pre-defined rules, and learning from
its own, other IAs’ or participants’ experiences.

In previous studies, simple characters, intelligent characters, and simple agents
have been used [2, 7, 9, 20]. Ideally, IAs should be developed in a way that they both
satisfy the requirements of research and minimize time and cost for modeling.
Therefore, based on a holistic review of prior research, different levels of IAs are
suggested for different aims for research, as outlined in Fig. 1, which is also a roadmap
that highlights the technical bottlenecks for achieving every level of IAs and demon-
strates how the most intelligent IAs can be ultimately achieved.

Some of the bottlenecks highlighted in Fig. 1 need technological breakthroughs.
For instance, although voice recognition has been widely used in speeches [10] and
smart home systems [1], how to recognize the voice of participants and present rea-
sonable voice feedback to participants would require advanced voice recognition
technologies in building fire emergencies. What would be more challenging is to train
IAs to learn, not only from its own behavior, but also from other avatars and partici-
pants. This learning process includes perception and recognition of others’ expression,
voice, behavior and surrounding environment, and evaluation of consequences of
others’ responses.

As the most intelligent IA, a human agent should perceive the changeable envi-
ronment, think like humans, and behave like humans to fulfill their behavioral targets in
building fire emergencies. Based on the existing literature on human behavioral
response in building fires [4, 6, 11, 13, 22], the cognitive process of behavioral
decision-making in response to fire emergencies is identified, based on which a con-
ceptual model of a human agent is developed in this study (Fig. 2).

Table 2. Definitions of different levels of avatar intelligence based on levels of IAs’
characteristics

Levels of avatar intelligence Associated levels of IAs characteristics
BT RE RAB RPB LAA

I - Simple character BT 1 RE 1 RAB 1 RPB 1
II - Intelligent character RAB 2 RPB 2
III - Simple agent BT 2 RE 2 RAB 3 RPB 3 LAA 1
IV - Intelligent agent BT 3 RE 3 RAB 4 RPB 4 LAA 2&3
V - Human agent BT 4 LAA 4
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A human agent should have one or more achievable behavioral targets based on its
role in a building fire [18]. For instance, a ‘patient’ agent should investigate whether a
fire exists and set a target of successful evacuation from the hospital, whereas a ‘nurse’
agent should have an additional target of helping patients to evacuate. Different
behavioral targets should be assigned different priorities [3, 5, 15]. Human agents
would keep perceiving the surrounding environments [8], including physical envi-
ronment, other human agents and experiment participants, and take actions accord-
ingly. In the proposed model, there are two different decision-making processes for
human agents’ behaviors. The first one is to follow pre-defined rules for pre-defined
scenarios, such as the avatars modeled in [2, 7, 9, 20]. The pre-defined scenarios and
rules are usually based on existing knowledge of human behavior in building fire
emergencies. If the perceived environment is different than all pre-defined scenarios,
human agents would set their primary target and take actions based on learning out-
comes about others’ behavior and their own past experiences in similar scenarios [15].
During their evacuation process, human agents would continuously perceive envi-
ronments, take actions, fulfill all targets based on priorities, until all behavioral targets
are fulfilled.

Fig. 1. Roadmap to develop different levels of IAs
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5 Case Study

This paper presents a case study which used IAs in VR-based experiments for studying
the effects of crowd dynamics, design visibility and residential location on people’s
evacuation wayfinding in building fires.

Based on the roadmap illustrated in Fig. 1, studies aiming at understanding peo-
ple’s behavioral responses to the wayfinding pattern of surrounding crowds should
involve avatars of intelligent character (level II). Thus, the case study should model the
avatars in its IVEs who could respond to a specific pre-defined behavior of any other
avatars and the experiment participants.

Fig. 2. A conceptual behavioral model of a human agent
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The IVE used in the case study was based on a metro station in Beijing, China. The
script of the fire scenario in the IVE was designed based on a fire accident in a metro
station in Hong Kong: fire occurred in a metro train in a metro section; passengers
(avatars) were initially onboard the train or waiting at the platform (Fig. 3); the burning
metro train approached platform in the station (Fig. 4); and passengers (avatars) had to
evacuate from the station. The participant acted as a passenger initially positioned at the
platform.

There were 53 IAs in the IVE that varied in age and gender. Each IA had a visual
access with a range of 270° based on its head orientation. When the burning metro train
emerged within 15 m of the IAs’ view, the IA would perceive the signal of a fire

Fig. 3. Intelligent characters waiting for metro train at platform in the case study

Fig. 4. Burning metro train approaching platform in metro station in the case study
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emergency and start to evacuate. Based on literature review, three patterns of crowd
dynamics during evacuation wayfinding were modeled in the IVE: even distribution
(50% vs. 50%), uneven distribution (80% vs. 20%), and binominal distribution (100%
vs. 0%, as shown in Fig. 5) at each intersection. The behavioral target of every avatar
was set as running through its pre-defined path that leaded to one of the exits of the
station. To improve the realism of the crowd dynamics, avatars were modeled to be
able to respond to collisions with other avatars and participants by scuttling away from
collided avatars and participants. Specifically, the tactile sensor of IAs would contin-
uously work to detect the distance from other objects, IAs, and participants. Once the
distance was within 0.1 m, IAs would slightly adjust their orientation to avoid
collisions.

While the results of the case study are still being analyzed and prepared for a
separate publication, there are two lessons learned from the use of avatars in the case
study that are noteworthy. Firstly, the maximum number of IAs that could be modeled
in the IVE was largely constrained by the capability of mainstream graphics processors
(GTX 1080 was used in the study). Overloaded graphics processors could cause dis-
continuous or delayed display of the IVE shown to participants. This prevented the
possibility of modeling a high-density crowd that would block certain points in the
evacuation paths in the IVE, as it would happen in reality. Future research should
consider the tradeoff between the need for more intelligence and finer-grained ren-
dering in IAs, and the need for simply more IAs. Secondly, avatars’ responses to the
proximity of both virtual elements and participants were relatively easy to model.
However, their abilities to respond to gestures of avatars and participants, and to learn
from past experiences were still challenging to achieve. Future research requiring IAs
with these characteristics would need novel solutions to address these needs.

Fig. 5. Intelligent characters evacuating from metro station in the case study
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6 Conclusion

Avatars could improve IVEs used in the investigation of human behavior in building
fire emergencies. However, the intelligence of avatars used in prior studies was not
always sufficient to provide a high sense of presence and social influence. This study
firstly defined what an IA is and what important characteristics an IA should possess.
Secondly, the IAs used in prior research on human behavior in building fire emer-
gencies was reviewed. By identifying the state of the art in IAs development and the
existing gaps, a framework for modeling IAs to better support the investigation of
human behavior in building fire emergencies was proposed in this study. Different
levels of avatar intelligence in building fire IVEs were defined in this framework for
satisfying different research needs. Moreover, the framework includes a roadmap to
achieve high intelligence in IAs, which also identifies the bottlenecks in achieving each
of the five levels of IAs. While the highest level of IAs, human agent, is yet to be
achieved at the moment due to technological and methodological constraints, the
proposed framework provides a conceptual behavioral model of a human agent. Future
research, by benefiting from the advancement of knowledge about mechanisms of
human behavior in building fire emergencies as well as the development of VR and AI
technologies, could improve the intelligence of avatars based on the roadmap and the
conceptual behavioral model.

A case study was presented, which guided by the proposed framework utilized
intelligent characters in the investigation of people’s wayfinding behavior in building
fire emergencies. Lessons learned from the case study were reported. As the authors
envisioned and the case study demonstrated, applications of IAs in VR experiments
could largely improve VR-based human evacuation behavior studies, and ultimately
enable more fine-grained crowd simulation in building fires, and support reliable
evaluation of fire safety design of buildings as well as various other applications.
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Abstract. Virtual reality allows users to have a virtual body that is
different from their physical body, an idea known as embodiment. In pre-
vious research, embodiment in different types of avatars affected implicit
attitudes. The purpose of this experiment was to discover how embodi-
ment in different gendered avatars in virtual reality affects implicit gen-
der bias. For embodiment, participants were placed in an office virtual
environment with a male or female avatar. First, there was an orientation
period where participants grew accustomed to their virtual body while
looking at a mirror placed in front of them. Next, virtual humans of dif-
ferent genders walked in and out of the office with the mirror in view.
Each participant completed a gender and leadership Implicit Association
Test before and after the embodiment experience. The difference between
post test scores and preliminary test scores indicates how implicit bias
was affected.

Keywords: Virtual reality · Embodiment · Gender bias

1 Introduction and Related Work

Virtual reality has a multitude of applications. One use is to provide a virtual
body in place of the physical one, known as embodiment. Whether the virtual
body is similar or quite different than the physical body, it is possible for a user
to transfer body ownership to the virtual body [1]. The idea of body ownership
stems from the rubber hand illusion where a rubber hand is placed in front of
a participant and is stroked at the same time as their real hand which remains
hidden [2]. Participants reacted to the rubber hand as if it were their own [2]. In
this case, ownership was achieved by synchronous visual and tactile stimulation
as well as propriorception [2]. However, when a variation of the rubber hand
illusion was implemented in virtual reality using a data glove, it was shown
that visual and propriorception synchronicity along with motor activity created
ownership [3]. Essentially, tactile information was not necessary. The illusion of
ownership with a full-body avatar in virtual reality can also be created [1]. For
example, adult males were able to take ownership of a female child avatar; when
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the avatar was threatened by another virtual human, heart rate accelerated [1].
In this experiment, for creating body ownership in virtual reality, having a first
person perspective from the avatar was the most important condition while
visuomotor synchronicity also was a key factor [1].

Being embodied and taking ownership of a virtual body can have an effect on
implicit attitude and perceptions. Known as the Proteus Effect, users conform
to the behavior that they believe others would expect them to have based on
their avatar [4]. Exemplified in virtual reality, when embodied in a tall avatar
as opposed to short, participants were more confident/aggressive in negotiation
than those in the short avatar condition [4]. Because a common perception of tall
people is that they are more confident, participants conformed to that behavior.
Similarly, a participant approached a virtual human more closely when embodied
in an attractive avatar over an unattractive avatar [4]. The perception of virtual
objects within virtual reality was also shown to be affected based on the avatar
[5]. In this experiment, participants were embodied in either a child avatar or an
adult avatar scaled down to the same height as the avatar and asked to estimate
the size of a series of virtual objects [5]. When there was strong body ownership,
those embodied in the child avatar approximated the objects to be relatively
twice their actual size [5]. This effect was not seen in those embodied in the
adult avatar [5].

Adding to implicit attitude and perceptions, embodiment with body owner-
ship in virtual reality can have an effect on bias. Participants who were embodied
as either an elderly avatar or young avatar were asked to complete a word associ-
ation task [6]. Those embodied in the old avatar were significantly more positive
to the elderly than those embodied in the young avatar. There are several stud-
ies where implicit racial bias was affected by embodiment. In one in particular,
the implicit racial bias against African Americans was actually higher for par-
ticipants embodied in African American avatars than participants embodied in
Caucasian avatars, regardless of participant race [7]. For this experiment par-
ticipants engaged in an job interview in virtual reality with either an African
American or Caucasian model [7]. An explanation as to why this bias occurred is
because implicit racial bias typically exists in interviews [8]. Contrasting results
occurred in a study also examining implicit racial body and embodiment, where
the scenario was neutral. Participants were either embodied in a light skin avatar,
a dark skin avatar, a purple ‘alien’ skin avatar, or not embodied at all [9]. While
embodied, participants observed their body in a virtual mirror before a series of
virtual humans, alternating in race, walked past. For those who were not embod-
ied, or embodied in the purple skin avatar, implicit racial bias was affected less
than those participants who were embodied in light skin and embodied in dark
skin conditions. The implicit gender bias in participants embodied in the light
skin avatar condition increased, while it decreased for those in embodied dark
skin avatar condition. An extension of this experiment found that this decrease
in implicit racial bias can be sustained for at least a week following embodiment
experience [8].
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While there is extensive research on virtual embodiment, there is a lack of
research on gender embodiment and the effects on implicit gender bias in virtual
reality. The intent of this experiment is to discover if users can take ownership
of a virtual body of a different gender and, with this body ownership, explore
how embodiment affects implicit gender bias.

2 Materials and Methods

2.1 Experiment Design

The purpose of conducting this experiment is to discover if embodiment into each
gender avatar reduces implicit gender bias. A 2× 2 between groups design of gen-
der of participant vs. gender of avatar was used for this experiment. Within each
participant gender group, the gender of the avatar assigned to the participant
alternated each time. The conditions were: male participant with male avatar,
male participant with female avatar, female participant with male avatar, and
female participant with female avatar. A gender and leadership Implicit Associ-
ation Test (IAT) was completed before and after embodiment.

2.2 Technical Details

Physical Environment. The experiment was conducted in a private room
within the computer and information science graduate lab on the University of
North Carolina Wilmington’s campus (UNCW). Participants used HTC Vive
head mounted display (HMD) and controllers. The HMD offers a field of view
of 110◦ and a resolution of 1080 × 1200 pixels per eye. Two HTC base stations
set up in opposing corners track six degrees of freedom (x, y, z, yaw, pitch, roll)
for the HMD and controllers.

Virtual Environment. The virtual environment participants were put in was
a manager’s office pictured in Fig. 1. The environment, “Manager Office Interior”
by 3D Everything, was downloaded from the Unity Asset Store. What appears
to be a white plane in Fig. 1 is a working mirror for those wearing the HMD.
The mirror asset was abstracted from an HTC plugins demo scene which was
downloaded from the Unity Asset Store.

Virtual Humans. The virtual humans and participant avatars were created
using MakeHuman 1.1.1 software. This application allows you to fine tune details
of a 3D model and apply a variety of hair and clothing. The models can also
be exported with a skeleton to facilitate animation in Unity. Figure 2 features
the basic customization elements with a model on the left and the model with
the CMU-Compliant skeleton on the right. There were a total of eight models
created: four female and four male. Out of these models, one female and one
male were used for participant avatars. All models are 158 cm in height and
Caucasian. The virtual humans that are used, exclusive of participant avatars,
can be seen in Fig. 3.
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Fig. 1. The office environment

Animations. For the virtual humans in the scene, the idle neutral, walk for-
ward, and turn short animation clips from Raw Mocap Data for Mecanim were
used. These clips were used in conjunction with Unity’s mecanim animation sys-
tem to have each virtual human walk through the office door to the other side
of the room, turn around, and walk out the office door. The first virtual human
to walk through the door is a male. When he walks out, a female walks in. The
animations continue like this, alternating genders, until all six virtual humans
have walked out of the office.

Fig. 2. MakeHuman interface

The participants’ avatar is animated using FinalIK by RootMotion. FinalIK
takes the bones of a humanoid skeleton so when one bone is moved, related bones
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are also moved creating animation that appears natural. This technique is called
inverse kinematics. The position and rotation of the participants head and hands
were tracked and reflected by their avatar in the virtual environment. While the
exact position and rotation of the other parts of the participants body were not
reflected, FinalIK calculated a relative position for corresponding bones of the
virtual body.

Fig. 3. The virtual humans used
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2.3 Participants

A total of sixteen participants took part in this study. There were eleven males
and five females. Broken down into each condition, male with male avatar had
five participants, male with female avatar had six participants, female with male
avatar had two participants, and female with female avatar had three partici-
pants. Fifth percent of the participants were aged eighteen to twenty-two. Thirty
seven and a half percent of the participants were aged twenty-three to twenty-
seven. Twelve and a half percent of the participants were over 47. Regarding race,
fifteen participants were Caucasian and one participant was African American.

Participants were recruited from various classes in UNCW’s computer sci-
ence department and information technology department. Additional partici-
pants were acquired by asking people in the computer and information science
building on UNCW’s campus if they would like to participate.

Fig. 4. Virtual humans walking in the office environment

2.4 Procedures

First, on a desktop computer, participants completed a preliminary questionnaire
regarding demographics and previous experience with virtual reality. Then, also
on the desktop computer, they completed a preliminary Implicit Association Test
(IAT) on gender and leadership. Next, the participant put on the head mounted
display (HMD) and took hold of the controllers to be placed in the immersive
virtual office. In the environment, an avatar of the assigned gender is in place
of the participant’s physical body. The first time in this environment was the
orientation period. A virtual mirror was placed in front of the participant so
they could see their avatar. With controller functionality, they able were able to
adjust avatar height and arm length so they corresponded with physical body
proportions. The virtual mirror was placed in front of the participant as they
performed a series of physical movements. The participant could look down at
their virtual body to see their physical movements reflected in their avatar as
well as in the mirror. Following the exercises, the participant was allowed 2 min
to explore avatar movements. This process allowed the participants to become
accustomed to their virtual avatar. After the orientation period, the participant
was told a series of virtual humans will walk into the room. The environment
remained identical to the environment in the orientation period, except the mir-
ror was located further away to allow room for the virtual humans to walk in
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front of the participant. The path the virtual human took through the virtual
office is pictured in Fig. 4. The participant was then removed from the virtual
environment and their avatar. Next, they took the gender and leadership IAT
again on the desktop computer and results were recorded. Finally, the partici-
pant completed a post questionnaire regarding body ownership and what they
thought the purpose of the experiment was.

2.5 Response Variables

Body Ownership. After being embodied in an avatar, participants answered
questions relating to the level of body ownership they felt (Table 1). Each state-
ment was presented with a one to five Likert scale with one being strongly dis-
agree and five being strongly agree. While the variable Nervous was an inquiry,
it was not used to determine body ownership.

Table 1. Post experience questionnaire statements

Variable Statement

My body I felt that the virtual body when looking down at myself
was my own body

Two bodies I felt as if I had two bodies

Mirror I felt that the virtual body I saw when looking in the
mirror was my own body

Features I felt that my virtual body resembled my own (real) body
in terms of shape, skin tone, or other visual features

Agency I felt that the movements of the virtual body were caused
by my own movements

Nervous I became nervous when the other avatars approached me

Implicit Association Test. To measure implicit gender bias of participants, a
gender and leadership implicit association test (IAT) was used. The IAT was cre-
ated using FreeIAT 1.3.3. This test required users to rapidly categorize male and
female faces of virtual humans used in the environment (Fig. 3) with words asso-
ciated with a leader and a supporter (Table 2). The test consisted of five different
stages each with five trials. Though the participants did not know, the first stage
is a learning trial where users practice categorizing the virtual human images
into female and male. Similarly, in the second stage users practice categorizing
different words into leader and supporter. The third stage is no longer practice.
Here, users are presented with both images and words to categorize into either
Female-Leader group or Male-Supporter group. Stage four is another learning
trial with the images, but the female and male category labels switch sides.
This is to break up any familiarity with associations. The fifth and final stage
is akin to the third stage. Both images and words are presented, but this time
participants must categorize into either Male-Leader group or Female-Supporter
group.
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Table 2. Word categoriazation for IAT

Label Words in group

Leader leader, ambitious, determined, dedicated, assertive,
manager

Supporter supporter, understanding, sympathetic, compassionate,
follower, assistant

The scores of the IAT are related to response time and accuracy in cate-
gorization [10]. The faster the reaction time, the more biased a user is to that
category pairing. A positive score indicates that the user exhibits preference
for Female-Leader and Male-Supporter pairings over Male-Leader and Female-
Supporter pairings. Likewise, a negative score indicates that the user exhibits
preference for Male-Leader and Female-Supporter pairings over Female-Leader
and Male-Supporter pairings.

To determine how the embodiment experience affects a participant, the IAT
was adminstered both before and after the experience. The difference between
the score after the experience and the score before the experience provides the
change in IAT (changeIAT = postIAT − preIAT). In the changeIAT case, a
positive score signifies a reduction in implicit gender bias. Similarly, a negative
score indicates an increase in implicit gender bias.

3 Results and Discussion

3.1 Body Ownership

From the post experience questionnaire shown in Table 1, variables MyBody,
Mirror, Features, and Agency are used to ascertain the degree of body ownership
participants felt with their given avatar. The TwoBodies variable is not used
because participants expressed confusion, which is reflected in the data. Figure 5
shows the mean of each body ownership variable per condition.

For the MyBody variable, ten participants indicated a four or five signifying
they agree that the avatar body felt like their own. Three participants reported a
three meaning they neither agree nor disagree the avatar body felt like their own.
Finally, three participants marked a one or two, expressing that they disagree
the avatar body felt like theirs. Overall, the mean response to MyBody was
3.625. Specified by condition, female with female avatar has the highest mean
response of 4. Following is male with female avatar with a mean of 3.6666. Next
is female with male avatar with a mean of 3.5. Lastly, those in male with male
avatar condition reported a mean of 3.4.

When responding to the Mirror variable, ten participants replied with a four
or a five. These participants agreed that they felt the virtual body when looking
in the mirror was theirs. Neither agreeing nor disagreeing with the statement,
two participants reported a 2. Four participants marked a two or a one. The mean
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Fig. 5. Body ownership averages by condition

response for all participants for the Mirror variable was 3.4375. Having a mean
over 3 are the conditions: male with female avatar, female with female avatar,
and female with male avatar. Their means are 3.6666, 4, and 3.5 respectively.
One thing to note is that for these three conditions, the Mirror mean is equivalent
to the MyBody mean. Differing from the MyBody mean, the Mirror mean for
the male with male avatar condition dips below 3 at a 2.8. This conveys that on
average, male participants given a male avatar do not feel as if the virtual body
they saw in the mirror was their own.

Participants responded to the Features variable to indicate to what degree
they felt their virtual body resembled their physical body in terms of shape,
skin tone, or other visual features. The variation of responses for Features is much
more than the other variables. Six participants responded with a four or five,
five participants responded with a three, and five participants responded with a
two or one. However, the mean for all participants equates to 3.0625. While only
slightly over three, this suggests that overall participants felt their virtual body
resembled their physical one. Those in the conditions where participant gender
matched their avatars, the Implicit Association Test resulted in higher means
than those with mismatched gender. Female with female avatar amounted to
4.3333 and male with male avatar 3.4. The male with female avatar and female
with male avatar had means 2.1667 and 3 respectively. The male with male
avatar mean for Features is noticeably lower than the other conditions.

The Agency variable refers to how much a participant felt that the movements
of the virtual body were caused by their own movements. Fifteen participants
indicated a four or five while one participant indicated a two. Equating to 4.6875,
the overall mean for Agency was higher than the overall mean for any other
variable. In all conditions, the mean was above four. The mean for both the
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male with female avatar condition and female with male avatar condition was 5.
The mean for male with male avatar condition was 4.2 and the mean for female
with female avatar was 4.6667.

3.2 Implicit Association Test

To gauge the effect embodiment has on implicit gender bias, participants took a
gender and leadership implicit association test prior to embodiment (preIAT)
and after embodiment (postIAT). Recall that a positive score indicates an
implicit bias against males while a negative score indicates an implicit bias
against females. The further the score is away from zero, the stronger the bias.
Subtracting preIAT scores from postIAT scores results in the change of IAT
scores: either reduced or increased.

Looking at the left figure of Fig. 6, the mean postIAT score increases from
the mean preIAT score for the male with female avatar, male with male avatar,
and female with female avatar conditions. This means on average participants in
these conditions became more biased against females. In all of these conditions,
the average participant initially revealed implicit gender bias against females
in the preIAT with mean scores of −.6218, −.82954, and −.15393 respectively.
However, for the remaining condition, female with male avatar, a reduction in
bias against males is seen. The mean postIAT score is reduced from the mean
preIAT score. In this condition, the average participant initially revealed implicit
gender bias against males in the preIAT with a mean score of .3544.

When analyzing the left figure of Fig. 6, the degree of bias in both conditions
with male participants is noticeably greater than the degree of bias in both
conditions with female participants. The right figure of Fig. 6 organizes the data
by gender to more closely examine this insight. On average, female participants
initially express implicit gender bias against males with a mean of .0494 for
preIAT scores. After the embodiment, there is a switch and implicit gender bias
against males is expressed with a mean of −.077. For the female average scores,
both the preIAT and post IAT scores never exceed ±.1. This is not the case for
the male participant average scores. The mean preIAT score is −.7162 and the
mean postIAT score is −.8606. Both of IAT mean scores for males surpasses −.1,
implying that the male participants have stronger implicit gender biases than
female participants.

The results of individual participants can be evaluated for more specification.
While thirteen participants scored negative on the preIAT, indicating implicit
gender bias against females, three participants scored positive on the preIAT,
indicating implicit gender bias against males. For the purpose of evaluating the
change in IAT scores equivalently across data, the preIAT and postIAT scores of
these participants are negated. Therefore, a negative change in IAT implies an
increase in implicit bias against males while a positive change in IAT implies a
decrease in implicit bias against males. The other thirteen participants’ change in
IAT remains interpreted as increase in implicit bias against females for negative
values and decrease in implicit bias against females for positive values. As the
data is represented together, a negative change indicates an increase in implicit
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Fig. 6. Pre-IAT and Post-IAT score averages by condition and by gender

gender bias while a positive change indicates a reduction of implicit gender bias,
regardless of which bias.

In Fig. 7, each participant’s change in IAT score is provided. On average,
the mean change in IAT was a .0976, meaning participants experienced a slight
improvement in gender bias. The participants appear to be well-balanced in
whether their implicit bias increased or decreased. Seven of the participants
improved their IAT score after being embodied, implying a reduction in implicit
gender bias. The other nine participants exemplified a worse IAT score after
being embodied signifying an increase in implicit gender bias. The mean of the
degree of improvement for those participants whose bias decreased was .83717.
This is a larger degree of change than for those whose bias increased. Here, the
mean degree of decrement was −.4776. Grouping by gender, IAT change was
relatively equitable with females on average experiencing a .18536 change and
males on average experiencing a .0577 change.

Fig. 7. IAT change per participant
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4 Discussion

When discussing the results for body ownership and implicit association test, it
is important to note that there were relatively few participants that took part
in this study. Moreover, the genders of participants was disproportionate. There
were only five female participants and eleven male participants. Therefore the
results should be interpreted with caution.

4.1 Body Ownership

The effects of embodiment on implicit attitudes and perceptions are known to
be stronger the more a user takes ownership of the virtual body. For example,
when looking at the effects of embodiment on implicit racial bias, those who were
in the not embodied condition experienced significantly lower body ownership;
these participants also experienced less of a change in IAT scores compared to
those who were embodied in either a light skin or dark skin avatar [9]. In this
experiment, body ownership was achieved with first person perspective from the
avatar and visuomotor synchronicity [9]. When comparing perspectives (first
person vs. third person) as well as visual movement synchronicity (synchronous
vs. asynchronous) it was discovered that first person perspective and synchronous
movements were the ideal conditions for creating the body ownership illusion in
virtual reality [1].

To achieve body ownership in this experiment, the participants were all
placed in first person perspective and physical movements were synchronously
reflected by their avatar in the virtual environment. The variable Agency, refer-
ring to how much control of the avatars movements the participant felt, was
most positively responded to with an overall mean of 4.6875. This signifies that
visuomotor synchronicity can be achieved using just a head mounted display and
tracked controllers.

Looking at the results of body ownership pictured in Fig. 5, the mean response
for the My Body variable across all conditions was slightly above 3, indicating
that an average participant felt as if the virtual body were their own. However
this is a relatively low mean when comparing with a study using embodiment into
different races [9]. Here, the mean for embodied conditions was around 4. Given
that first person perspective was used and visuomotor synchronicity was achieved
for both experiments, there may be another factor affecting body ownership.
One reason for why the My Body mean is lower may be the amount of time
participants spent embodied. In the experiment, participants spent around four
minutes in the orientation period, depending on how quickly the participant
completed the exercises, and two minutes in the period where virtual humans
walked by. This equates to a total embodiment time of around six minutes.
In the racial embodiment experiment, participants spent five minutes in the
orientation period and six and a half minutes in the approach period for a total
embodiment time of eleven and a half minutes [9]. For The racial embodiment
experiment with sustained effects, participants spent even longer being embodied
with a five minute orientation period and a ten minute scenario period for a total
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embodiment time of fifteen minutes [9]. The total embodiment time for both the
implicit racial bias experiments is around double of the total embodiment time
for this experiment.

Overall, using first person perspective and visuomotor synchronicity, partic-
ipants were able to take ownership of a virtual body even if the body was the
opposite gender. Future research may want to explore how the total time spent
embodied affects the degree of body ownership.

4.2 Implicit Association Test

Looking at the results of preIAT scores and postIAT scores in Fig. 6, one interest-
ing observation is that the overall degree of implicit gender bias was noticeably
different between male and female participants, regardless of what gender avatar
was assigned to them. For all of the conditions, the postIAT score was one that
is more bias towards males/against females than preIAT score. For those in the
female with male avatar condition, this means there was actually a reduction in
implicit gender bias because the preIAT scores were bias against males. For all
other conditions this means there was an increase in implicit gender bias. But
again, all postIAT scores in comparison to preIAT scores represent a change to
favor males. Although the scenario itself remained neutral to biases, the virtual
environment was a managers office which could have existing implicit gender
biases associated with it. This is comparable to the experiment in which those
embodied in an African American model became more biased against African
Americans because the scenario was an interview which involves pre-existing
bias [7]. Likewise, this could explain why those in the male with female avatar
and female with female avatar conditions became more favorable to males.

Something to consider is that in this experiment, each IAT stage only had
five trials. In a similar experiment, where an IAT was used to measure effects
of embodiment, 20 or 40 trials were used for each stage depending on the stage.
This is a considerably large amount of trials compared to this experiment. Having
more trials could provide a more accurate representation of implicit gender bias
and therefore better exemplify the effect of embodiment on said bias.

5 Conclusion

Virtual reality is a powerful tool that can be used to change the way people think
or feel, even implicitly. Using embodiment, users can take ownership of a com-
pletely virtual body, even if it is a different size, shape, race, or gender than the
physical body. Many studies have shown how being embodied in different virtual
bodies can affect implicit attitudes. More specifically, there are studies address-
ing how embodiment can reduce, or in some cases increase, racial implicit bias or
age- related implicit bias. However, there is no research examining how implicit
gender bias is affected by embodiment in virtual reality. This experiment shows
that users are able to take ownership of a virtual body, even one of a different
gender, using visuomotor synchronization and first person perspective. With this



374 S. Schulze et al.

body ownership, the average implicit gender bias of participants became more
favorable to males than before the embodiment experience. Future research in
this area should focus on how the total time embodied affects body ownership
of different gendered avatars. In addition, replicating this study with more par-
ticipants could provide more evidence that implicit gender bias is affected by
gender embodiment.
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Abstract. Bringing cinematic experiences from traditional film screens into
Virtual Reality (VR) has become increasingly popular in recent years. However,
striking a balance between storytelling and user interaction can cause a big
challenge for filmmakers. In this paper, we present a media review on the
common strategies that constructed the existing framework of computer gen-
erated cinematic VR by evaluating over 80 real-time rendered interactive
experiences across different media. We summarized the most-used methods,
which creators applied to maintain a relative control when presenting a narrative
experience in VR, that were associated with story-progression strategies and
attention guidance techniques. We then approach the problem of guiding the
audience through major events of a story in VR by using a virtual character as a
travel guide providing assistance in directing viewers attention to the target. To
assess the effectiveness of this technique, we performed a controlled experiment
applying the method in three VR videos. The experiment compared three
variations of the character guide: (1) no guide, (2) a guide with a matching art
style to the video, and (3) a guide with a non-matching art style. The experiment
results provided insights for future directors and designers into how to draw
viewers attention to a target point within a narrative VE, such as what could be
improved and what should be avoided.

Keywords: Virtual Reality � Interactive storytelling � Gaze redirection �
Character design � Interaction design � 3D interface

1 Introduction

Virtual Reality (VR) has become a growing entertainment medium. It incorporates
multiple types of sensory feedback including visual and auditory, and sometimes even
haptic. As defined by Jerald [12], VR is “a digital environment that enables users to
experience and interact as if that environment were real.” Because of this, VR can
provide the audiences unprecedented film experience that encourages their free
exploration of an immersive environment and interaction with virtual props and
characters. In recent years, along the showcasing of many cutting-edge VR stories,
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more and more innovative techniques have been designed and developed to experiment
with storytelling in virtual spaces.

The biggest challenge directors face when telling a story through VR is determining
how to best guide viewers through important events of a narrative without hindering
their freedom to discover the virtual world. In traditional film-making, the directors
have absolute control over the storytelling process, whereas the audience can only wait
and receive a selective amount of information within a set frame of the camera. In VR,
viewers are encouraged to alter their senses in relation to the Virtual Environment
(VE), including their points of view, location and so on. This indicates the audience’s
role transition from being absolutely passive to more active in VR storytelling.

However, allowing the audience more freedom to explore and interact within a
narrative scenario might lead them to getting lost following a series of events that build
up a story. Hence, VR filmmakers must formulate ways to maintain relative control
over story presentation in order to ensure that the audience does not miss any important
information about the story. One effective option is to conditionally add guiding
assistance as redirecting cues to shift the user’s attention toward the relevant events and
objects within the VE [17].

In this research, we first present a media review to construct a framework by
summarizing the most-used storytelling strategies and attention guidance techniques.
We proposed and tested a new gaze redirection technique by overlaying a guiding
character on top of an existing 360-degree video. The added character would react
based on the user’s head-tracking data, and the user’s gaze was expected to follow the
guide towards the focal content of a story.

To assess the effectiveness of this technique, we conducted an experiment. We
chose three different 360-degree animated videos as background stories. We then
created three virtual characters, where each character has a corresponding art style to a
specific video, so that we could evaluate whether the guide’s art style would affect the
users’ gaze behavior. The experiment compared three variations of the character guide:
(1) no guide, (2) a guide with a matching art style to the video design, and (3) a guide
with a non-matching style.

By the end of this study, we concluded what works well and what should be
avoided when directing viewers’ attention to a target point in VR stories with the help
of a designed character guide. Future creators can follow the resulting framework and
refer the experiment outcomes to develop better VR narrative experiences that are
easier to follow and more enjoyable to watch.

2 Related Work

In this section, we discuss related literature about immersive stories and methods for
guiding attention in applications allowing 360-degree viewing.

2.1 VR as a Narrative Medium

Throughout history, storytelling has been developed in a variety of forms in terms of
the different media that carry them; these forms range from oral expression, theatrical
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performances, and prints to movies. As argued by Ryan [21], immersion and inter-
activity, have been the main motivating forces behind some major paradigm shifts in
the history of narrative and human culture. Despite the types of medium the creators
use, an important trend in storytelling is to raise audiences’ sensory satisfaction and
level of immersion associated with the story world.

The emergence of VR, as Steuer reasoned [26], fulfilled the desire to bring greater
sensory depth to traditional media content by immersing viewers in a 360-degree visual
environment. For this reason, VR is perceived and studied by numerous people as a
medium that possesses substantial potential for telling a story through its powerful
sensory input.

Aylet and Louchart [1] maintained that VR should be considered as a specific
narrative medium along other traditional narrative forms such as theater, literature, and
cinema. However, they pointed out that VR narrative designers must be aware of the
participants’ active role within the VEs. They argued that the traditional methods of
presenting a story must be manipulated to ensure that the viewers will not remain
passive.

Similarly, Clarke and Mitchell [6] attempted to review certain methods used in
traditional film-making in order to determine whether they can be applied and situated
in the construction of a VR narrative. They suggested that VR content creators abandon
the traditional reliance on the continuity of time, space, and action to focus mainly on
character interaction.

Various researchers and artists began experimenting with VR storytelling medium
over two decades ago. For instance, back in 1996, Pausch et al. [18] found it beneficial
to provide the audience with a background story and assign them a concrete goal to
accomplish in the VE. More recently, Google Spotlight’s DUET [13] put together a
two-line story experience based on the main characters, a boy and a girl. This design
allowed the audience to follow whichever story-line they preferred and watch the story
develop along that line. Oculus Story Studio’s Henry [14] presented an eye-contact
experience between the viewers and the main character, Henry the hedgehog, creating a
more intimate connection between the audience and the story. Penrose Studio’s
Allumette [5] followed a more traditional approach that involves several camera cuts to
transfer audiences from one space and time to another, etc.

2.2 Gaze Redirection in VR

Many researchers have conducted specific studies that explored the effects of various
gaze-redirecting techniques in VR. Some of them focused on designing perceptual
properties that will make visual objects stand out from their surroundings, such as
luminance contrast, edge or line orientation, color, and motion. For instance, Hillaire
et al. [10] constructed and evaluated models of dynamic blur that combine depth of
field and peripheral blur effects to direct user navigation in the VE. Smith and
McNamara [23] developed a dynamic real-time color effect stimulus to redirect the
user’s gaze toward points of interest. Danieau et al. [8] suggested driving the user’s
gaze smoothly toward a point of interest by applying fade to black and desaturation
visual effects outside of the area of interest.
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Some researchers focused on operating the camera to change the viewer’s gaze
relative to a target area within the VE. Bolte and Lappe [2] proposed rotating the
camera during a rapid movement of the eye between fixation points (saccade) to a non-
perceivable degree. Looking at fully automated transitions analogous to cuts in tradi-
tional film, Rahimi et al. [20] and Moghadam et al. [16] conducted studies of scene
transitions in VR systems to compare how different types of cuts, fades, and interpo-
lations affect sickness and viewer ability to keep track of spatial changes in the VE.
Looking at rotational adjustments that allow the user freedom to look around,
Sargunam et al. [22] investigated the use of amplified head rotation, which produces a
rotation angle that allows the viewing of a 360-degree virtual world by physically
turning the head through a comfortable range. They also evaluated the “guided rota-
tion” technique, which realigns a users’ head orientations as they virtually translate
through the VE. Stebbins and Ragan [25] explored a scene rotation-based method in a
360-degree movie, where the rotation is triggered if the user has looked at a sufficiently
extreme angle for more than a particular length of time. Brown et al. [3] studied direct
scene transitions and forced camera rotation for a multi-user VR narrative experience.
Particularly, the direct scene transition technique makes the camera fade out and then
fade back in with the event in the center of a viewer’s field of vision. The forced
camera rotation technique makes the user camera rotate, independently of the user, to
face the event taking place.

Besides these, others took the approach of employing animated three dimensional
figures as guiding indicators. Brown et al. [3] implemented a firefly as a visual dis-
tractor. The firefly would drift into a user’s field of view and flied off screen in the
general direction of the active story event. It would remain in the user’s field of view
until he/she witnessed the story event taking place. Pausch et al. [18] built virtual
characters to point at or even move toward the target scene when directing user’s
attention. Similarly, Wernert and Hanson [28] introduced personal “guides” to help the
user focus on the target subject areas in the navigation space.

2.3 Interaction with a Virtual Character

Researchers also studied the effects of human-to-virtual-character interaction as an
interface design approach in real-time systems. The characters can be designed in the
form of either a human or an animal. The effects are different, but each form has its own
benefits.

According to Cassell [4], the advantage of designing virtual humans as interfaces is
that the user has a natural ability to recognize and respond quickly to the agent’s
messages as in face-to-face communications. Thus, a virtual human agent can largely
increase communication efficiency. In addition, based on a research by Takeuchi et al.
[27], users can accomplish tasks smoothly and effectively when the behavior of a
virtual agent resembles theirs. This study supported that people’s experience with real
social interaction will enrich their experience with human-computer interaction. Con-
sequently, it is likely that the users will receive more valid information from a per-
sonified virtual character.

Same as humans, animals also manifest social qualities. Virtual companions may
establish an emotional connection with user similar to pets. Hofmann et al. [11]
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approved that “the presence of a virtual companion (compared to being alone)” led to a
higher level of cheerfulness for individuals watching a comedy film. In all, mutual
dependencies and closeness can be built between a virtual companion and the user,
which may reduce the users’ feeling of loneliness and enhance their level of enjoyment.

3 Media Review

To situate our work in the context of existing VR storytelling framework, we conducted
a media review to better characterize the key attributes and differences among different
forms of relevant media. We reviewed over 80 different real-time rendered interactive
content on the current market. Media was identified from a variety of sources, including
the Valve Steam store, Google Spotlight Stories, Oculus Story Studio, Sony Playsta-
tion VR Catalog, and various game stores. We conducted a qualitative review of
different media by identifying attributes that characterize differences among different
works. Examples of attributes cataloged in the full review included: supported
display/system; use of 3D input; types of interaction techniques; artistic style; degree of
user control; presence of characters; character response to the user/viewer; game ele-
ments and goals; and narrative and story elements. We revised the analysis through
iterative review cycles when new attributes or attribute categories were added. After an
analysis of all these works, we simplified the review by distinguishing four major
categories based on their design objectives, content, and methods applied during pre-
sentation. The resulting categories are: (1) Interactive Experience; (2) Game;
(3) Interactive Film (Not-animated); and (4) Interactive Film (Animated).

In order to study how former creators struck a balance between story presentation
and user interaction, we evaluated and summarized the common qualities from each
category, including the implementation of narrative, design of guidance techniques,
and level of character interaction. Table 1 shows a high-level summary of the four
categories, and the following sections provide additional explanation.

3.1 Categories and Characteristics

We summarize the major media categories identified from the media review.

Interactive Experience. The “Interactive Experience” category comprises of the
works that do not involve narratives or game tasks. These works are the most abstract
out of all those reviewed, as there is often a lack of clear storylines or specific goals

Table 1. A brief comparison of the differences among the four content categories

Medium Narrative Gaze-
redirection

Character
interaction

Interactive experience VR No No None
Game Mixed Yes No High
Interactive film (Not-animated) VR Yes No None
Interactive film (Animated) VR Yes Yes None/Low
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expected to be accomplished. For content designers, the most important thing is to
demonstrate to the audience that VR can be a powerful communication tool. Due to this
design objective, there are usually no gaze redirection techniques created and imple-
mented in these experiences. Depending on the content, the level of character inter-
action in these experiences is mostly low, or no character interaction at all. Examples of
applications falling under this category include: THEBLU: Encounter, Longing for
Wilderness, In the Eyes of the Animal, and The Dreams of Dali.

Game. The “Game” group refers to the works that involve a set of specific tasks
expected to be accomplished throughout the experience. There is often a clear narrative
involved in most games. However, the primary design objective for a gaming expe-
rience is not to tell a story; rather, the stories are generally introduced as a background
context to assist users in understanding and completing their game tasks. The most
common gaze redirection techniques designed for games are quite obvious, such as a
GUI element of a text box that displays instructions or a symbol such as an arrow.
Occasionally, the progression of the game can be paused without affecting the user’s
experience negatively. The level of character interaction for this category is typically
medium to high. Examples of media categorized as games include: Call of Duty,
Pokemon GO, Robinson: The Journey, and Back to Dinosaur Island.

Interactive Film (Not animated). “Interactive Film (Not animated)” are categorized
by a documentary film type of experience. There is often a clear narrative involved, and
users do not need to complete specific tasks other than watching the story. Many
experiences under this category feature either places that most audience cannot go, such
as the outer space or deep in the ocean, or stories that present the aftermath of a
significant disaster, such as an earthquake or military attack. Consider its primary
design objective as recording and displaying something the way it is; there is no gaze
redirection technique being implemented. The level of user interaction included is quite
limited, entailing that the users cannot necessarily affect a virtual character’s action, but
can occasionally feel the eye contact. Examples falling into this category include:
Journey to the Edge of Space, The Nepal Quake Project, Welcome to Aleppo, and The
Invisible Man.

Interactive Film (Animated). “Interactive Film (Animated)” is categorized by ani-
mation shorts that are interactive. The biggest difference between the works falling
under this category and those from the aforementioned category is that interactive
animations usually include the design and implementation of various gaze redirection
techniques. This is done not only because the stories and styles for most animated films
are creative, which makes it reasonable and less abrupt to incorporate additional
guiding elements, but also, it’s easier to do so with the help of CG. Several examples
falling into this category include: Windy Day, HELP, Crow: The Legend, and The Rose
and I.

3.2 Storytelling Strategies

In this section, we summarize the other primary types of attributes from the media
review.
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We summarized some prevalent strategies associated with story progression in VR
from the media review. We particularly focused on evaluating the experiences under
the “Interactive Film (Animated)” category, where numerous effective story-
progression strategies were established.

Story progression in VR usually involves conditionally adding in constraints or
creating guiding assistance. According to Nielsen et al. [17], there are three prevalent
approaches in furthering the story progression in VR. First, the story automatically
pauses before the user notices a target event, and whether the user has perceived that
event is deduced based on his/her head or gaze direction. The story will continue only
after the user turns to a certain angle and the important events and objects in the scene
have been presumed as “observed”. Second, certain narrative systems would dynam-
ically present events and objects within the user’s field of view. Third, the filmmaker
will use directing cues (visual or auditory) to transfer the user’s attention toward
relevant events within the VE.

In addition to this, below we have provided in-depth explanations and other
approaches of what we have summarized from the media review:

Area Restriction. A most common technique content creators use in VR storytelling
is limiting the action area that is directly related to the target event within the VE.
Specifically, within a 360-degree environment, about two thirds of the areas are filled
with minor actions or even no action. Therefore, the user will eventually stop exploring
and focus on what is actually moving in the environment. Rain or Shine [15] by Google
Spotlight Stories is a good example of applying this technique.

Time Extension. Another general technique involves extending the interval between
each crucial plot to ensure that users have enough reaction time. This strategy is similar
to what Nielsen et al. [17] summarized as “story halted before the user sees an
important scene.” It also includes situations wherein the story continues no matter
where the viewer is looking but in a very slow pace, increasing the likelihood of the
viewers catching up and following the narrative. Colosse [19] is a VR animation that
exploits this strategy, as one of its main characters moves at a very slow pace.

Distractors. The last technique involves visual or auditory cues as attention guidance
tools. The distractor technique allows the storytellers to suggest an action to the
audience without forcing it on them. A good example is Crytek’s Back to Dinosaur
Island VR Demo [7]. In this demo, creators utilized a dragonfly distractor that keeps
bumping into the corner of the camera along with a constant wing-flapping sound to
grab the viewer’s attention. Additionally, auditory distractors take the form of sounds
in the VE relatively close to the target event occurring. This technique assumes that the
users will hear the distractors and turn to face them. For example, Sonaria [24] by
Google Spotlight Stories demonstrates how sound could be designed to assist story-
telling in VR.
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4 User Study of Character Guide

Our media review revealed key differences in how different forms of immersive media
handle requirements for viewer attention to activity in the 360-degree medium and the
behavior of story characters. We found that among various guidance techniques in
immersive VR stories, limited examples exist regarding the application of virtual
characters. Moreover, the level of character interaction in works that involved narra-
tives is typically lower or non-existent. We therefore explore the use of supplemental
characters in a way that might guide viewer attention during 360-degree experiences.
We conducted a study based on animated interactive films with custom-created char-
acter guides to collect empirical data about the feasibility and limitations of such an
approach.

4.1 Character Guidance

It might be useful to consider using virtual characters as a gaze redirection approach
when presenting a story in VR because they were helpful in facilitating the user to
focus on target subject areas within a VE [18, 28]. They may induce greater under-
standing and improve task accomplishments [27] by enhancing information exchang-
ing efficiency [4]. Moreover, implementing a companion type of virtual character may
create emotional bonding between the user and the character, which can lead to a
higher enjoyment level. Therefore, as a part of the presented research, we chose to
study the effects of character guides in directing the viewers’ gaze in cinematic VR.

However, as different stories have diverse designs regarding visual styles and
creative outcomes, it would be difficult to custom-create a new character guide for each
specific experience. Hence, we proposed the method of overlaying a separate virtual
character on top of an existing 360-degree video and allowing the added character to
react based on the head-tracking data in order to guide the viewer to the focal content of
the story. The benefit was that it would be more useful and convenient if a working
character guide could be added to other existing applications as a part of the immersive
interface. For this reason, it is important that we examine whether it works, how well it
works, and other associated design factors that could influence the qualifications of this
approach.

Particularly, if adding an external character guide that was not created specifically
to match its background story, it might not fit with the overall visual design, and users
might find it distracting for their viewing experience. On the other hand, if a character
guide could be designed independently of the story (that is, without worrying about
matching the art style), it would be convenient for designers or developers to easily
apply add character overlays to existing immersive videos without require custom
design work or additional development. For these reasons, we designed our study to
also investigate whether the art style of a character guide should match the presented
story and thus. We tested whether a similar art style can lead to better viewing
experiences or following more of the primary story animation.
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4.2 User Study

For this research, we proposed to introduce a designed guiding character to lead our
users through a sequence of essential story events in VR and ensure that they do not miss
core activity. To provide variability in testing, the study used multiple immersive videos.
We prepared three 360-degree animated videos and set them up in Unity as the back-
ground. All three stories were presented as first-person experiences, and the camera used
to display the VEs was placed at the user’s eye level. Each video had a distinct art style
and story development. To study different character designs and matching the stories,
we created three distinct virtual character guides, where each character has a corre-
sponding art style to the video being displayed (See Figs. 1, 2 and 3).

The experiment followed a three-way within-subjects design. To simplify the
experimental procedure, we identified three groupings of the three VR videos and
character guide conditions (See Table 2). The groupings can be considered an addi-
tional between-subjects factor in the experimental design.

We showed only one character guide at a time and hid the other when playing each
VR experience. The implemented guiding characters were not a part of the storyline,
nor did they affect the development of the story. The only function they served in the

Fig. 1. The left image shows the style from Rain or Shine (Massie [15]), and the right shows the
custom-created girl character guide designed with a matching art style for the experiment.

Fig. 2. On the left, a single frame from Colosse (Pittom [19]) shows the story’s art style, and the
right shows the custom-created fox character with a matching style designed for the experiment.
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narrative scenario was to attract the viewer’s attention to a target region within the VE
where an important event took place. The user’s gaze was expected to follow the
character guide toward the goal area.

We animated each character with several body movements associated with different
objectives (See Table 3), and we were able to trigger a specific action of the characters
under a certain condition.

Per VR video, there was a sequence of target scenes, wherein each target scene
displayed a focal event along the story development time-line within the 360-degree
VE. These scenes were determined based on: (1) The main character of the story is
performing a major action; (2) The secondary character(s) is performing a major action,
and the main character’s action has become secondary; (3) The secondary object(s) is
introduced in the story, and the main character’s action has become secondary; and
(4) The event in one scene must relate to the event occurring in the following scene. For
example, if a user missed Scene 1, there is a chance that he would feel confused when
watching Scene 2.

To help us assess when participants where viewing the primary story content during
the movie narrative, we identified a “target” gaze direction throughout the duration of

Fig. 3. The left shows a still from INVASION! (Darnell [9]), and the right shows the custom-
created rabbit character with matching art style for the experiment.

Table 2. Specific groupings of videos and guides used in the experiment.

Video 1: Rain or Shine [15] Video 2: Colosse [19] Video 3: INVASION! [9]

Group 1 N/A (no guide) Girl (non-matching) Rabbit (matching)
Group 2 Girl (matching) N/A (no guide) Fox (non-matching)
Group 3 Rabbit (non-matching) Fox (matching) N/A (no guide)

Table 3. Animation design and objectives for each character guide.

Gaze-redirecting (Horizontal) Gaze-redirecting (Vertical) Attention grabbing

Girl Point left/right Point up/down Jump and wave
Fox Turn to left/right Jump up/dig down Bark
Rabbit Turn to left/right Look up/down Jump
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the story. This was done by determining the angle to use as approximately the center of
story activity, and the target direction was adjusted over time as the story progressed.
For analysis purposes, we considered a field-of-view (FoV) range around the target
direction such that if the center of the viewer’s gaze was contained within the FoV
range, we could estimate that the viewer was following the primary story activity. For
our purposes, we used a FoV range of 120° in the horizontal direction and 100° in the
vertical direction (See Fig. 4).

The research was conducted with approval from our institutional review board
(IRB). Each study session lasted approximately 60 min. Participants were asked to
watch three animated 360-degree videos in VR, and each video lasted for approxi-
mately 4–5 min.

There were a total of 30 participants from Texas A&M University who participated
in our study. Each participant completed a background questionnaire prior the study to
collect information such as age, gender, education, occupation, average weekly com-
puter usage, and experience with video games and VR.

All participants were seated during the experiment, and their interactions with the
VR experiences only involved head and body rotations. We used HMDs to track their
head orientation, which determined where their gazes fell throughout the experiences.
We recorded and saved quantitative data every 0.2 s during the experiment, and the
data included the following: (1) Run-time of each VR experience; (2) Target scene IDs
for each VR experience; (3) User’s head orientation (gaze direction) along X-axis and
Y-axis throughout each VR experience; and (4) Guiding character’s animation being
triggered.

Fig. 4. The user’s head orientation (gaze direction) in relation to a target event and its valid FoV
along the horizontal and vertical directions.
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We also collected qualitative data during each study session via observing user
reactions and performances. We gathered a post-study questionnaire to collect infor-
mation such as preferred technique, ease of use, natural level, and sense of immersion.
Lastly, we conducted an in-depth structured interview that aimed to gather detailed
information about the participants’ thoughts regarding their experience of interactive
VR stories with a character guide. All data and findings were anonymized.

4.3 Results

Study results were analyzed based on participants’ objective gaze data as well as from
interviews and questionnaires.

Gaze Redirection with Virtual Character. To assess the impact of the virtual
characters, we logged participant gaze data collected during the study sessions by
saving head orientation from the VR tracker ever 0.2 s. We used the head orientation
data with the previously described “target” directions identified for each story to
determine whether the users’ gazes were with the target range in a particular scene. If
the user’s gaze direction fell in this region during the time period that the corre-
sponding events were occurring, we counted this as time looking at the story’s target
content. For analysis, we used this data to calculate the total percentage of time out of
the target range, which we refer to as gaze error.

To simplify the presentation of results, we focus our analysis on gaze error for
rotation about the vertical axis (i.e., heading or yaw), as our media review found this to
be most relevant for story motion in immersive media. Significant differences were
detected in gaze behavior due to different VR stories (see Fig. 5). A two-way mixed
ANOVA result of the gaze error showed a significant interaction between group and

Fig. 5. Significant differences in gaze behavior for the three different VR stories, as seen in the
three ordering groups.
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character conditions with F(4, 54) = 67.76 and p ¡ 0.001. The results further indicate
that all the guidance techniques used with Rain or Shine [15] had the smallest values,
whereas all the guidance techniques used with Colosse [19] had the largest values.

This represents clear evidence that the movie assignments affected the gaze
behavior. However, there were no significant primary effects for the group or condition
factors individually. Due to the confounding of the groups, we could not be confident
when comparing character conditions from this test.

Virtual Character and Art Style. Since the results showed previously are so heavily
influenced by different videos, we considered the difference between each participant’s
gaze error and the median for the movie, which removed the variation based on the
movie differences to allow the comparison of the character conditions more fairly. We
normalized the results based on the overall median gaze error on y-axis-rotation for
each video. A one-way repeated measures ANOVA found F(2, 58) = 0.56, indicating
no evidence of differences due to character conditions; the three conditions were very
similar (see Fig. 6). We found no gaze differences between added characters or
matching art styles.

Other than the quantitative data, we summarized some interesting results from
interview responses. For example, some participants thought implementing a character
guide that has a corresponding art style to the story was a contributing factor for their
experience. They explained that the similar art style was more natural and made them
believe that the character guide belonged to that specific story world. For these par-
ticipants, if a character guide had a non-matching art style to the story, they would feel
that the existence of the guiding character was unnecessary. On the other hand, some
participants maintained that implementing a character guide that has a different art style

Fig. 6. Gaze differences between character conditions normalized for differences in stories.
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to the story was more helpful, since it made the character guide stand out more from the
background. In this case, the viewers felt that they were more likely to notice the guide
and its redirecting actions. This was something that a guiding character with a matching
art style could not achieve since it blended into the surrounding environment “too
well,” leading it to become indiscernible.

Level of Enjoyment. We measured the participants’ ratings of level of enjoyment for
each story experience. Based on the results of the post-study questionnaire, there was
no concrete evidence that the participants’ enjoyment level was affected by a character
guide, nor did it indicate that the character’s art style influenced their level of
enjoyment.

According to the questionnaire and the interview, there are several possible reasons
that could explain why a character guide did not contribute to the user’s enjoyment:
(1) The character guide made viewers less focused on the story events; (2) the character
guide did not affect story development and therefore was unnecessary; (3) the character
guide’s art style did not match the presented story; and (4) the enjoyment level was
related to whether the user understood the story regardless of the guidance condition.

Guiding Actions. As for the character guide’s redirecting actions, regardless of
whether the virtual character appeared in the form of a human or an animal, the guiding
intentions for the horizontal direction worked well within a narrative VE. On the other
hand, the guiding actions designed for the vertical direction did not work effectively as
expected.

Specifically, the length of time that the user’s gazes stay outside the target FoV
along the x-axis was mostly not long enough to trigger the character’s guidance ani-
mation for the vertical direction. Even if the guiding actions for the x-axis were
triggered for a few times, many participants mentioned that they did not notice them.
For instance, numerous users did not notice the fox character jumping up or digging on
the ground.

Additionally, the guiding body language designed for an animal character caused
certain confusion, especially for the vertical direction. For example, the majority of the
users reported that they did not understand what the meaning of “jumping” or “dig-
ging” was. The reason was because we considered the character’s directing actions as a
part of its art style design. If we attempted to match the character’s art style to its
background story, the types of guiding behavior would be limited, especially for the
animal characters. As a result, although the users reacted fairly quickly to certain
instructional gestures such as pointing towards a direction, we could not simply have
every animal character perform human-like behaviors for the purpose of our experi-
ment. Nevertheless, we found that having the animal characters turn their bodies to face
a particular direction worked well for most participants.

5 Discussion

The experiment results demonstrate that the inclusion of a virtual character that was
independent from the narrative had limited effects on users’ gaze performances when
watching an interactive story in VR. Furthermore, the implemented character’s art
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style, despite of whether it matched or did not match that of the background envi-
ronment, made very few difference to users’ gaze performance and their level of
viewing satisfaction. Nevertheless, through the study we conducted, the character guide
approaches still provided insights for future directors and designers into how to draw
viewers’ attention to a target point within a narrative VE.

One reason that no significant gaze difference was found could be due to limitation
of the implementation design. Our design was to attach the character guide to the main
camera’s view-port; in this case, the character guide was always in sight at a fixed spot
(bottom right corner) throughout the entire story-viewing experience. Even when users
change their head orientation, the character guide would still follow and “float” in the
corner of their vision. Although a few participants responded during the interview that
they could ignore the character guide in the corner and just focused on the story
content, others considered it to be quite distracting because it took their interest away
from the background story. Thus, the effects of its guiding actions were restricted.

Another reason was that the guiding body language designed for an animal character
posed certain challenges for us. As pointed out earlier, certain gestures and postures such
as pointing are common knowledge of the human societies. However, we could not
simply have every animal character perform human-like directing actions if we were to
consider their actions as a part of the art style design corresponding to its background
story. For these characters, the types of guiding behavior were limited. For instance,
even though having the animal characters turn their bodies to face a particular direction
worked for most participants, numerous users reported that they did not understand what
the fox guide was trying to convey when it was “jumping” and “digging”.

Lastly, ability to accurately determine gaze focal points of the users solely by
tracking their head orientation. As mentioned earlier, the character guide was stuck to
the bottom corner of the user’s HMD view-port, and some users were able to ignore the
character guide while others were not. This implied that there was a possibility that the
change of some head orientation data was associated with certain story elements (such
as sound cues) in the background instead of the virtual character’s guiding action.

There are several alternative design factors that may help to make the character
guide technique feasible for future study. One option is to create the virtual character in
a form of a flying creature so that it is natural even if it is “floating” with the user’s
vision. In addition, we may have the character guide become less visible when the user
is looking at the expected regions within the VE. For example, (1) The character may
hide a portion of its body somewhere outside of the headset’s view-port; (2) the
character may turn to a shadow profile, as if it was an audience that the user would
normally see in a theater; or (3) giving audience the choice of turning on or off the
character, so that they would feel less bothered whenever they don’t need it.

As for the experimental design, it is important that we train the users to understand
a character’s postures and its guiding intentions. This can be done by showing them a
short demo with a practicing session before presenting a story. In addition, we should
test the character technique with an eye-tracking system to find out the user’s gaze
focus more accurately. Finally, we need to further test the character guide technique in
a constructed VE rather than placing it in a 360-degree video playing in the back-
ground. The guiding characters will be more natural if they can walk within the virtual
space.
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Abstract. This paper investigated the spatial perception of size in a virtual
space using a wire free mobile Virtual Reality (VR). A simple game called, The
Object Popping Project (OPP) that allows the user to find and pop out a 3D
object in VR has been developed and used as a tool to measure human spatial
perception. The purpose of the OPP is to know how our spatial cognitive
abilities differ we planned to get help of VR technology. A total of 7 spheres of
different sizes in a 3D space were used in the OPP and the user had to gaze at
any of the spheres for 3 s to select and pop it out. A study with 30 participants
revealed that there was no effect by colors or numbers in perceiving the different
sizes of the object. However, there was a gender effect that on an average, male
participants spent less time than female participants in all the tasks.

Keywords: Perception � Cognition � Virtual Reality � Spatial � Orientation

1 Introduction

Virtual Reality (VR) is an immersive experience taking place in a computer-generated
simulated environment that can be used as a tool to measure the spatial perception of
human [1]. This paper introduces an empirical study about how a human perceives
spatial perception of size in an immersive virtual environment called the Object Pop-
ping Project (OPP). This OPP is based on VR, an artificial environment which is
experienced through sensory stimuli such as sights and sounds provided by a computer
and in which one’s actions partially determine what happens in the environment. The
main purpose of creating this project was to establish a connection with human spatial
cognition study [2], a branch of cognitive psychology that studies how people acquire
and use knowledge about their environment. It is our conjecture that using VR as an
immersive game and a tool to measure spatial cognition would be easier and
accountable because it takes place a three-dimensional world. The two research
questions that we would like to find answers were whether people find the different
sizes of one same object and how fast they do so.
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2 Background

In the past decade and a half, the word “Virtual” became very common in English
language. In the field of computers and information technology, VR is now-a-days one
of the most sought after fields of innovative exploration that includes VR in drones [3].
A VR user these days is able to navigate themselves in 3D computer generated
environments by walking, running and even flying, unlike anything possible in the real
world. For a human being to experience the advancements of this technology, that
person’s cognitive ability and spatial perception of the virtual environment is of utmost
importance.

Spatial cognition concerns the study of knowledge and beliefs about spatial
properties of objects and events in the world that include location, size, distance,
direction, separation and connection, shape, pattern, and movement [4]. Spence and
Feng studied the ability of video games to modify processes in spatial cognition that the
more video game enthusiasts spend hours at play, the intense activity has the potential
to alter both brain and behavior [5]. Hubbard et al. suggested that numerical and spatial
representations have been inextricably linked [6]. According to Kimberley Osberg
Spatial processing skills are an important component in cognitive development [7, 8].
So our game basically includes spatial processing skills. By knowing more about our
spatial processing skills and how it differs from one person to another can easily
contribute in cognitive development studies.

Based on the literature review, this paper dealt with the study of spatial perception
of size in VR. The research questions were how a person’s cognitive ability in rec-
ognizing size is affected in a world that is not real and how the cognitive ability is
affected by the factors of colors and numbers. This study will help us explore the
cognitive performance and spatial understanding of a person by observing how they
identify objects according to their sizes in a virtual space.

3 Methods

The method was a lab based controlled empirical experiment where participants worn a
mobile VR and experienced the OPP. The research design was a two factor within
subject design shown in Table 1, where the first factor was three different tasks that
were performed by participants and the second factor was genders.

Table 1. A two factor within subject design

Factors Levels # of Levels

Task Size, Color, Number 3
Gender Male, Female 2
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3.1 Independent and Dependent Variables

There were two independent variables that are already shown in Table 1, Gender and
Task. There were two dependent variables that we collected and measured - time spent
on each task and the order of the ball popping out. Taking in consideration of both
dependent and independent variables we had to analyze the data which is described in
the result section below.

3.2 Task and Setup

There were 3 tasks in the study and all of them were playing a simple VR game in
which a participant worn a mobile VR based on a Google VR box and an Android
phone with the app installed shown Fig. 1 that we made were there to carry out the
experiment. Participants’ role in the game was found 3D balls in a virtual space and
eliminating them by gazing them for 3 s.

After taking several iterations of formative evaluation [9, 10] about how the game
should be like, we decided to keep the number of the objects 7 and we assigned all the
objects a fixed place on a 3D space because if we randomized them the outcomes
would be difficult to co-ordinate. We planned 3 tasks called Size Scene, Color Scene
and Number Scene. The Size Scene (Task 1) is to measure how accurately and fast
participants perceive size in a virtual 3D space, and Color Scene (Task 2) and Number
Scene (Task 3) were to see how color and number affect the ability to perceive size in a
3D space. Each task is described in detail.

Task 1 (Size Scene): We allocated a total of 7 Grey color 3D balls on a 360 virtual
space shown in Fig. 2. The task for participants was to find and eliminate them from
the smallest to the largest. In order to keep the consistency, the placement of the 7
objects didn’t change and in the same place for all participant shown in Fig. 3.

Fig. 1. A snapshot of the OPP app.
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Task 2 (Color Scene): The task was the same setup with Task 1 but unlike previous
task all the objects had rainbow colors - Violet, Indigo, Blue, Green, Yellow, Orange,
Red. To keep the consistency for all participants, the color assigned to an object had not
been changed. A snapshot of Task 2 is shown in Fig. 4.

Task 3 (Number Scene): The task was the same that find objects from the smallest
to the largest but the same was different from the previous two tasks. The placement of
the 7 objects were the same as Task 1 but all the 7 spheres in the 3D space had a
number on them (1, 2, 3, 4, 5, 6, 7) shown in Fig. 5.

Fig. 2. A snapshot of Task 1 (Size Scene).

Fig. 3. Placement of the 7 ball shape objects.

Fig. 4. A snapshot of Task 2 (Color Scene).
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3.3 Experimental Room Setup

We chose a room that is free from noise and there is nothing uncomfortable for the
subject because these external factors can change the outcome. A computer was setup
for pre-survey and post-survey. A swivel chair was used so that the subject can easily
take a look in the 3D space while sitting.

3.4 Procedures

As the protocol used in the study, we first welcome participants and asked to fill out the
pre-survey. Once they’re done the survey, they were instructed on how to use the VR
system as a familiarization session. After the session, we provided them a swivel chair
so that they can rotate freely. Once they are ready, we started the OPP program for
them to start the first task then the other two tasks. The aforementioned 3 tasks were
provided to participants one by one. Once all the 3 tasks were done, the participant
filled out the post-survey form. We thank their participation and adjourn.

4 Results and Discussions

A total of 30 people participated in the study. Their age ranged from 19–46 year old
(mean age = 23.2, median = 21, sd = 6.4). 26 of which were males (87%) and 4 of
which were females (13%).

4.1 Before the OPP Tasks

19 (63.3%) of the participants were familiar with Virtual Reality technology and the
rest 11 (36.7%) were experiencing this technology for the very first time with us. It can
also be a deciding factor because people who already had an idea about how spatial
environment looks like (27 (90%) of the participants who used VR technology was for
gaming) performed better, they were also very quick to response and understand the
concept of the game while giving instructions. 25 (86%) of the participants were
students. The rest included music producer, faculty members, creative director and
front desk manager.

Fig. 5. A snapshot of Task 3 (Number Scene).

Spatial Perception of Size in a Virtual World 399



4.2 After the OPP Tasks

The 30 participants participated in the OPP Tasks shown in Fig. 6. Positive responses
from them were noticeable and they were the most excited as some of them were even
eager to know the plans in future with this game.

Task 1 – Perception in Size
The task 1 was the easiest one because here subjects had to discriminate the sizes only
without any restrictions such as color and number. But if we look at the datasheet we
will see that this is the task that took maximum time to finish and the reason behind is
this was the first one. Subjects took time to get accustomed to the spatial environment.
This task developed their cognitive skill on that particular spatial environment which
actually helped in the respective tasks. We can see that the mean of 30 participant’s
time spent on Task 1 is 51.6 s which more than both Task 2 and Task 3. The fastest
time is 31 and the longest time is 103. 5 participants (16.7%) popped out the 7 objects
in a wrong order.

Task 2 – Perception in Size with Colors
This is second task so we expected the participants performed better and the result was
actually better. The mean of 30 participant’s time spent on Task 2 is 45.4 s which is
more than Task 3 and less than Task 1. It cannot be said that this task was the toughest
one but definitely the colors were confusing to some extent but to only a few (ex-
ceptional) it was the easiest. The fastest time is 31 and the longest time is 88. In terms
of how accurately the objects were popped out, 2 participants (6.7%) popped out the 7
objects in a wrong order.

Task 3 – Perception in Size with Numbers
This was the easiest one because by this time the subjects knew the position of the
objects as we fixed the objects there and did not change anything in the game scene
from Task 1 other than adding colors to the spheres in Task 2 and adding numbers to

Fig. 6. A snapshot of the study in progress
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the spheres in Task 3. The mean time spent on Task 3 is 42 s. The fastest time is 31 and
the longest time is 60.0. All the participants popped out the 7 objects correctly.

A descriptive statistic of the time spent (in second) on Task 1, Task 2 and Task 3 is
shown in Table 2. As seen in the table, the first task spent most time, then the second
and third tasks in order. It seemed there was no effect by the colors or numbers in
perceiving the size of the object in the experiment. However, there was a gender effect
that on an average, male participants spent less time in all the 3 tasks. The table
suggests that the female participants took more time to finish the same task than the
male participants which directly refers to a journal by Kaveri Subrahmanyam that
suggests a study on Spatial performance, measured using two subtests of a comput-
erized spatial skills battery, was significantly better in boys than in girls during pretest
assessment. Subjects then practiced on an action video game, Marble Madness, or a
computerized word game, Conjecture [8].

In another case, it is also seen that color affects the perception of size more in a 3D
space than number. It can be clear from the descriptive statistics of the three consec-
utive tasks below. Only a few of the young age participants while undergoing this test
mentioned that the color task was easier. While to some the number task was easier
because they were getting confused between Indigo and Blue. In this context a quote of
Issac Asimov is worth mentioning “It is customary to list indigo as a color lying
between blue and violet, but it has never seemed to me that indigo is worth the dignity
of being considered a separate color. To my eyes it seems merely deep blue.” So our
experiment actually supported that statement.

Table 2. A summary table of the tasks.

Task 1 Task 2 Task 3

Mean Sd(size) (color)
(num-
ber)

Male 42.5 38.9 36.9 39.4 2.8 

Female 60.8 51.8 47.0 53.2 7.0 

Mean 51.6 45.4 42.0

Sd 13.0 9.1 7.1
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5 Conclusion and Future Works

This paper shared the results of an experiment about the spatial perception of size in a
virtual space called, The Object Popping Project (OPP). The study found that per-
cepting different sizes of 3D object were not affected by colors and numbers. However,
there were a gender difference and an age difference in percepting sizes in 3D space. As
a limitation of the study, most of the participants were from France but we had other
participants from United States, South Korea, The Netherlands, Cuba and Mexico. As
an extension of the study, we will continue another user study with more participants in
different places to get a diverse result, not converging on a single demographic area.
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Abstract. The present study sought to advance understanding about the rela-
tionships among contextual, individual, and technical factors in their influence
upon human responses to virtual reality (VR) environments. Within this
examination, the researchers first conducted a systems analysis of the two
comparable VR training environments to isolate potential cybersickness ante-
cedents. Second, a pilot study presented both environments in randomized order
to participants to examine how specific features in these environments con-
tributed to user cybersickness responses. Finally, these results were examined
considering a triadic theory of cybersickness which positions the phenomenon
as a combination of task, system, and individual differences converging and
interacting.

Keywords: Cybersickness � Virtual reality � User experience

1 Cybersickness Resituated

1.1 Positioning Cybersickness

Researchers traditionally have grounded examinations of cybersickness (CS) firmly in
the physiological realm. This is neither surprising, nor entirely ineffective, as CS is
triggered by a physiological situation (interaction with a cyber system of some sort,
including virtual reality VR) and resulting in symptoms akin to those experienced in
simulator sickness (regardless of whether motion is virtual or real). The reigning theory
firmly lies in a bias toward the physical; a mismatch between the vestibular (balance
and movement) and visual senses [7] manifests with symptoms such as nausea, dis-
orientation, headache, sweating, and eye strain (e.g. [4]).

However, this bias toward the role of the physical body and its unique perceptual
mismatch may be leading researchers to overlook more nuanced interactions between
the human, the technical system, and the task [2]. In this scoping of the CS problem,
the boundaries of the problem are extended so that more nuanced factors can be
considered as likely contributors to CS symptoms. This triadic account then can pro-
vide insight into the relationships among symptoms and individual differences, com-
binatorial features of hardware and software, as well as cognitive and embodied tasks
within the cyber environment.
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An opportunity to examine the triadic CS model arose when two projects called for
using one set of computer aided drafts to develop two different VR worlds, based on
real-world oil rigs.

2 A Tale of Two Rigs

The two VR environments examined in the present study were designed from the same
CAD drawings of an ADT-500 oil rig. While created from the same architectural core,
the purposes of the environments were different. Rig A was designed as a multi-
purpose training tool. From its inception, its end users were trainees and instructors
who were the people who typically live and work in these environments. Rig B’s end
users were different. This environment was designed primarily to provide business
personnel opportunities to conduct “walk-throughs” on a rig environment. Rig B end
users navigate the space together, even if they are not co-located, and can share
attention on a rig that has been labeled to assure that all users know where they are
located and what they are looking at, even if they are unfamiliar with life on a rig.

As the end users required different interactions within the systems, the design
decisions for Rig A varied from those for Rig B. It provides an excellent example of the
inseparability between the considerations of system and task. While imperative to
differentiate the rigs for these uses, these design decisions impacted the factors that are
potential contributors to cyber sickness. The following section highlights some
examples of design differences between these two environments, in relationship to the
theoretical cybersickness factor.

2.1 Field of View

Research suggests that both internal (the virtual camera angle) and external (screen size
and viewing distance) fields of view (FOVs) affect cyber sickness, but the relationship
between internal FOV (iFOV) and external FOV (eFOV) is complicated [14]. Counter
intuitively, congruence between eFOV and iFOV is more likely to trigger cybersick-
ness symptoms (Fig. 1).

Fig. 1. eFOV provides the user access to the virtual world by externalizing the image via a
display, whereas iFOV comes from the internal virtual “camera angles”. Adapted from [10].
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The studies by van Emmerik and colleagues [14] suggest that cybersickness
symptoms may be reduced by increasing the difference between eFOV and iFOV.
Further, they noted that postural stability was linked to the cybersickness symptoms,
raising a concern for task-based VR contexts (as opposed to the traditional ocular-
motor and gustatory symptoms raised in the SSQ).

For the Rig A and Rig B comparison, the eFOV to iFOV ratio is more pronounced
in Rig B than Rig A, and consequently, Rig B introduces greater opportunity for time
and attention to be given to very wide-camera angle vantages. When wearing the VR
headset, the display screen is very close to the eyes yet the image upon first sight and
while initial orienting is wide-angle, the exploration of the rig a priority in this envi-
ronment. Simply, Rig B has a proximal eFOV: distal iFOV (see Fig. 2). Whereas the
tasking assigned to Rig A holds the a stable eFOV (with the headmounted VR), but
changes the camera angles with the tasks to be more frequently focused.

As FOV presents immediate embodiment cues for navigation, regardless of whether
the affordances are embedded into the system or not, it informs the experimental design
described in Sect. 3.

2.2 Level of Detail

Rig A had a much higher level of detail in range of colors and textures implemented in
the simulation than Rig B. Take a look at Table 1 below for images comparing the
level of detail built into Rig A and Rig B.

This difference in the level of detail throughout the simulations may also affect the
susceptibility of VR environment users experiencing cybersickness symptoms.
Research has shown that the more realistic a VR environment is, the more likely it is to
induce cybersickness [4, 10].

Fig. 2. Rig B example on ATD 500. iFOV overlaps with task, as users of the Rig B simulation
system are more likely to engage in “exploration” compared to Rig A users.
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Table 1. Comparison of the level of detail between Rig A and Rig B simulations.

RIG A RIG B
Horizon

Workroom - AC Unit

Workroom - Window

Workroom - Chair + Computers

Drilling Floor
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While it may seem that increased level of detail does not align with the sensory
conflict theory, it potentially follows a different aspect of sensory conflict that the
results of other studies also seem to follow. A dissonance triggered by a difference
between what is expected of the VR environment and what is presented in the VR
environment results in cybersickness symptoms. However, some studies suggest that
when the difference between what is expected and what is presented decreases, the risk
of inducing more cybersickness in VR users also increases. For example, the smaller
the difference between the external field of view (screen size and viewing distance) and
internal field of view (the virtual camera angle), the more cybersickness VR partici-
pants experienced [14]. According to these positions on realism, when there are
unrealistic elements in a VR environment, such as impractical scenarios and limitations
in the VR, cybersickness may occur. As realism increases, the chance of inducing
cybersickness increases.

Examples of possibly cybersickness-inducing realism within Rig A include avatars,
a detailed horizon, metal texture, vibrant colors, object depth, interior fluorescent
lighting, shading and casting, large windows, and suspended ceiling grates. Rig B has
less realistic features, such as a flat air conditioning surface, solid color texture and
shading, flat objects, and boxy doghouse wall-to-ceiling structure. Furthermore, labels
are an unrealistic feature in Rig B which are absent in Rig A.

2.3 Locus of Control

Both a psycho-construct and a literal form of manipulating oneself through space, the
phrase “locus of control” (LOC) can mean a bevy of things when raised for an
interdisciplinary audience. In such a vein, the present work embraces this holistically
and includes psychological components (the study described below includes LOC
metrics) as well as manual navigation from a first-person perspective within the VR
worlds. The following description highlights aspects of the control and navigation
experiences within the rigs.

While walking is the same in both simulations, the method of teleportation differs.
Rig A teleportation was more precise than Rig B. A teleportation line appears to
indicate where a user may navigate to throughout the VR simulation. The Rig A
simulation casts a blue straight teleportation line (Fig. 3) that teleports users to the
exact location commanded at the end of the teleportation line (as long as it was on the
ground or floor). The Rig B simulation projected a green parabolic teleportation line
perpendicular to the floor, (Fig. 4). However, there are restricted areas in the simulation
design preventing some of these points to correctly teleport. If the teleportation line is
in a restricted area, the system defaults to another teleportation location.

The teleportation line in Rig B is less accurate than the one in Rig A because the
navigation was restricted to certain areas even though the user could direct the tele-
portation line anywhere. Thus, the VR environment user would be teleported to an
entirely different area in the simulation than expected. This is an example of sensory
conflict which leads to a higher risk of experiencing cybersickness. Sensory conflict
theory occurs when the VR environment and reality are perceived simultaneously. The
vestibular system does not sense the motion that the visual system perceives, and thus,
induces cybersickness [7].
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A similar experience was examined in a study where it stated that a “mismatch
between visual and vestibular cues can cause simulator sickness” [9]. For example, “as
the user took one step, shewasmoved 10 steps in theVR environment. This causes a large
mismatch between vestibular and visual cues and might be the reason for users experi-
encing more simulator sickness using this specific technique” [9]. The expectation of
what should happen and what occurs in the VR environment is disproportionate and can

Fig. 3. The figure illustrates the straight teleportation teleport line in the Rig A simulation.
(Color figure online)

Fig. 4. The figure illustrates the parabolic teleport line in the Rig B simulation as well as the
blue circles that the VR environment user can teleport to. (Color figure online)
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cause cybersickness symptoms. This aligns with the sensory conflict theory of
cybersickness which refers to the clash between the vestibular (physically senses
movement from VR graphics) and visual (seeing) systems in the virtual environment
[4, 7].

An early study done by Bowman, Koller, and Hodges [3] also found dissonance to
relate to cybersickness symptoms when their results indicated “that motion techniques
which instantly teleport users to new locations are correlated with increased user dis-
orientation” (p. 45). This corresponds to the postural instability theory of cybersickness
which occurs “whenever the environment changes in an abrupt or significant way, and
where postural control strategies have not been learnt the result is postural instability”
[4]. This type of change occurs in many VR environments when a visual change
occurring in the VR does not match with how an individual would normally move.
Instantaneous teleportation is not a natural navigation. The dissonance between normal
postural control and the visual system due to “abrupt and significant” changes in the
VR environment can result in cybersickness [4]. This type of change occurs in many
virtual environments when a visual change occurring in the VR does not match with
how an individual would normally move.

Further, it has been reported that “participants who have good control in a virtual
environment can better predict future motion and are found to be less susceptible to
cybersickness” [4]. Likewise, the dissonance felt when the expectation of the desired
teleportation location where the VR environment user would be teleported in the SO5
simulation and where the user actually teleported to when the teleport line did not
exactly match with the restricted area of teleportation is an example of dissonance of
the senses in a VR environment, which can lead to cybersickness. This particular
situation more closely aligns with the postural instability theory and explains why the
movement in the Rig B simulation may lead to experiencing more cybersickness
symptoms than movement in the Rig A simulation.

Studies on locus of control in virtual environments also observe how dissonance
can lead to cybersickness. In studies on locus of control, it was found that the less
control or prediction VR users had in their environment, the more cybersickness they
experienced [1, 4, 8, 11]. This also aligns with the sensory conflict theory in that the
mismatch between two sensory systems: visual (senses movement from VR graphics)
and vestibular (senses lack of physical motion).

3 Walking in Two Worlds—A Study

To examine the impacts of these design decisions on user experiences, particularly in
respect to cybersickness, participants were exposed to both VR rigs, randomized by
order. They were guided in tasks by a researcher so that the time activity spent in each
VR world was semi-controlled. That said, as user familiarity with gaming generally
varied, as well as familiarity with this kind of environment, users were given the liberty
to explore areas of the rig and take their time with navigation controls in a manner that
they found comfortable.

Participants experienced two VR environments differing in level of visual detail
using the HTC VIVE. The order in which the environments were presented was
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randomized. Participants were guided through the same 7 tasks in each environment for
a total of 10 min. The total time a participant spent in each environment was recorded.

Participants were asked to complete a set of surveys administered at different
points. Before experiencing the first VR environment, participants completed a per-
sonality survey and the Simulation Sickness Questionnaire (SSQ) to establish baseline
cybersickness scores. The SSQ was administered after each VR experience in addition
to an experience survey. After the second VR experience, participants completed the
Motion Sickness Susceptibility Questionnaire (MSSQ) and a demographics survey.

The study included a total of 33 participants of which the majority (78.8%) were
between the ages of 18 and 26, 12.1% were between 26 and 40, 6.1% were between 41
and 60, and one (3%) participant reported being under 18. The majority of the par-
ticipants, 57.6%, were female and 42.4% were male. The average weight of participants
was 162.2 lbs. with an average height of 5.6 ft. Participants’ familiarity with VR
headsets was very minimal as only one participant owned a device and the majority of
participants (36.4%) indicated having used one once or twice. Participants’ experience
playing video games was also minimal; 54.5% reported rarely playing video games.
With regard to participants’ vision, 63% wore corrected lenses and 33% reported
having an astigmatism.

3.1 Physiology of Pupillary Distance

While recent work suggests that eye position itself cannot account for ocular strain and
associated symptoms in cyber contexts [13], there has been some push for more
consideration of pupillary distance (PD) coming from some industry partners. While
the push may be in part informed by necessary consideration of multiple genders and
ethnicities in design, the empirical support for the role of PD in cybersickness expe-
riences is debatable. Consequently, it was important for the present study to include this
basic physiological consideration. The Pupillary distance (PD) of the participants
ranged from 53 to 69. The majority of the participants (27.3%) had a PD of 62. The PD
of the participants averaged 61.91 (M = 61.91), the SD = 3.2, and SE = .558.

Of the 33 participants:

27.3% (n = 9) had a PD of 62
15.2% (n = 5) had a PD of 64
12.1% (n = 4) had a PD of 63
9.1% (n = 3) had a PD of 61 and 9.1% (n = 3) a PD of 65
6.1% (n = 2) had a PD of 58 and 6.1% (n = 2) a PD of 60
3% (n = 1) had a PD of 53, 3% (n = 1) had a PD of 54, 3% (n = 1) had a PD of 57,
3% (n = 1) had a PD of 66, and 3% (n = 1) had a PD of 69

The PD data was divided into three groups to create low, medium, and high PD
groups. The group ranges were as follows:

Low PD: PD is between 53 and 57
Medium PD: PD is between 58 and 62
High PD: PD is between 63 and 69

The majority of the participants (48.5%) had medium PDs with the least amount of
participants in the low PD category (9.1%).
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3.2 The Experience of Simulation Sickness Between Conditions

To understand the effect of condition on participant report of sickness, regardless of
order, researchers examined the overall scores reported in the SSQs. Overall, most
participants did not experience cybersickness symptoms in any of the conditions (a
baseline survey to ascertain initial symptom rates, Rig A, and Rig B). At baseline,
84.8% (n = 28) of participants did not experience general discomfort and 12.1%
(n = 4) experienced slight general discomfort. The same percent, 84.8% (n = 28) of
participants did not experience general discomfort in the Rig A simulation, and 15.2%
(n = 5) experienced slight general discomfort. After Rig B, 90.9% (n = 30) of par-
ticipants did not experience general discomfort and 9.1% (n = 3) experienced slight
general discomfort.

This section presents analyses for determining if there are any differences in
individuals’ experienced simulation sickness symptoms following baseline, Rig A, and
Rig B. First, normality was tested to determine the appropriate statistical analysis test to
use. This procedure and results are presented here. To account for change scores in this
within-measures design, scores were calculated for nausea, disorientation, oculomotor,
and total SSQ score. A Mixed Design ANOVA was run to determine if there are any
differences in simulation sickness scores depending on the order of condition.

For both condition orders (Rig A first and Rig B first), the overall nausea simulation
sickness scores were on average lower at baseline (mean = 3.58), and equal for Rig A
and Rig B (mean = 5.37). The average nausea score for individuals who experienced
Rig B first (mean = 5.09) was higher at baseline than those who experienced Rig A
first (mean = 2.24). For the experience of nausea symptoms in Rig A, the average
nausea score for individuals who experienced Rig B first (mean = 6.36) is higher than
those who experienced Rig A first (mean = 4.49). For the experience of nausea
symptoms in Rig B, the average nausea score for individuals who experienced Rig A
first (mean = 5.61) is higher than those who experienced Rig B first (mean = 5.08).

In sum, the participants in the present study reported more nausea simulation
sickness symptoms after their second exposure to the simulation regardless of the order
in which condition was experienced. This aligns with postulations regarding cyber-
sickness, simulator sickness, and other maladies in connection with time-in-
system/exposure rates. However, these values represent trends. There was no signifi-
cant effect of condition on the experience of nausea symptoms. In other words, there
are no significant changes in the experience of nausea symptoms between conditions
(baseline, Rig A, and Rig B); F (2,60) = 1.294, p = .282, np2 = .041. Further, there
was no significant interaction between condition and condition order in terms of nausea
scores. There are no differences in nausea scores between conditions and nausea scores
are the same for each condition order; F (2,60) = .982, p = .380, np2 = .032. Thus,
regardless of condition order, there is no difference in the experience of nausea
symptoms between conditions. A two-way mixed ANOVA showed that there was no
significant main effect of condition on nausea simulation sickness scores. Again, while
not statistically significant, participants reported more nausea simulation sickness
symptoms when their second simulation was Rig A.

To better understand condition on ocular-motor symptoms, a mixed-design
ANOVA was also conducted. For both condition orders (Rig A first and Rig B first),
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the overall oculomotor simulation sickness scores are on average lower at baseline
(mean = 6.12), and higher for Rig A (mean = 9.71) than for Rig B (mean = 7.58). The
average oculomotor score for individuals who experienced Rig B first (mean = 6.70) is
higher at baseline than those who experienced Rig A first (mean = 5.80). For the
experience of oculomotor symptoms in Rig A, the average oculomotor score for indi-
viduals who experienced Rig B first (mean = 9.10) is lower than those who experienced
Rig A first (mean = 10.26). For the experience of oculomotor symptoms in Rig B, the
average oculomotor score for individuals who experienced Rig A first (mean = 8.03) is
higher than those who experienced Rig B first (mean = 7.07).

As with the nausea symptoms, individuals reported more oculomotor symptoms
after having experienced Rig A, regardless of condition order. The same tests were
conducted statistically, and these appear to be trends and did not reach significant
oculomotor symptoms between conditions (baseline, Rig A, and Rig B); F
(1.5,45) = 1.715, p = .197, np2 = .054.

These symptom trends feed specifically into results regarding disorientation, par-
ticularly considering the relationship between the human interactions within the sys-
tems and the artistic designs for the system navigations. For individuals that
experienced Rig A first, the disorientation scores are the same, on average, after
experiencing both Rig A and Rig B (mean = 5.73).

For individuals that experienced Rig B first, the disorientation scores are higher, on
average, after experiencing Rig A (mean = 13.92) than after Rig B (mean = 8.35).

Disorientation scores were lower on average for Rig B (mean = 7.04) than Rig A
(mean = 9.83). These results suggest that individuals reported more disorientation
symptoms after each condition if they experienced Rig B first. The reported disori-
entation symptoms increase drastically after having experienced Rig A second. A two-
way mixed ANOVA showed that there was a significant main effect of condition on
disorientation simulation sickness scores (F (1.6,46.59) = 5.041, p = .016, np2 = .144)
with scores lower on average at baseline (mean = 1.86) than for Rig A (mean = 9.83)
and Rig B (mean = 7.04). Additionally, there was no significant main effect of con-
dition order on disorientation simulation sickness scores (F (1,30) = 1.709, p = .201,
np2 = .054) with overall scores lower on average at baseline (mean = 1.74) than Rig A
(mean = 9.57) and Rig B (mean = 6.96). Furthermore, there was also no significant
interaction between condition and condition order F (1,30) = 1.709, p = .201, np2 =
.054). The findings indicate that the experience of disorientation symptoms differ
between conditions with individuals having experienced more disorientation in Rig A
than any other condition. Furthermore, results indicate that condition order has no
effect on the experience of disorientation simulation sickness symptoms in the different
conditions.

3.3 Individual Differences and Psychometric Responses

Participants were asked to indicate via Likert-style survey aspects of their experiences
following interactions in each condition. When asked to indicate the degree to which
they found the navigation easy to use, the majority of participants (54.5%) felt very
positive/good about the ease of navigation in Rig A. Individuals’ satisfaction with ease
of navigation was slightly lower in Rig B with 42.4% feeling very positive/good about
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the ease of navigation. They were also more likely to feel “very positive/good” looking
at objects in Rig A (66.7%) than Rig B (54.5%), although it should be noted that no one
indicated feeling negatively about looking at objects in either environment. It was of no
surprise that interacting with objects garnered more positive responses in Rig A vs.
Rig B (Table 2).

One of the most intriguing results from the user experience survey was in regard to
participant self-reported “interest” in the world (Table 3).

While an equal number of participants felt a general negative interest, the strongly
“very positive/good” response was 27% higher in Rig A.

4 Discussion

There are numerous limitations to be considered in this study. First, the small sample
size and use of student-body samples skewing in favor of gaming familiarity, and non-
normalized data sets creates the standard cautions for generalization, especially when
making assumptions about physio-sensory systems. Additionally, the data collected
was non-normal and the ANOVA for examining effects by condition could not be

Table 2. Participant opinions of interactions with objects in Rigs A & B.

Rig A Rig B
Frequency Percent Frequency Percent

Feel generally negative 2 6.1 3 9.1
Feel neither negative nor positive 4 12.1 10 30.3
Feel generally positive 14 42.4 10 30.3
Feel very positive/good 13 39.4 10 30.3
Total 33 100.0 33 100.0

Table 3. Participant opinions of their interest in Rigs A & B.

Rig A Rig B
Frequency Percent Frequency Percent

Feel generally negative 3 9.1 3 9.1
Feel neither negative nor positive 1 3.0 5 15.2
Feel generally positive 8 24.2 13 39.4
Feel very positive/good 21 63.6 12 36.4
Total 33 100.0 33 100.0
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evaluated. Beyond these obvious caveats, the research team also sees challenges in the
following considerations, and offer them in the form of question for future VR design:

(1) Inherent sexism in design of hardware (e.g. rigid pupillary distance in headgear,
uncomfortable coronal fit) may contribute to cybersickness physiological
responses, what task-based design decisions may also be contributing to biases
within whole system and consequently introducing risk?

(2) When task design influences artistic decisions which may contribute to cyber-
sickness, how does that feedback into compensatory processes for
hardware/software development in parallel?

(3) How can the industry contribute to authentic metrics for predicting the likelihood
of cybersickness symptoms based on the triadic influence of system, task, and
individual factors (as opposed to the reactive and diagnostic measures currently
standard practice)?

The present study in its limited design barely scratches the surface of these larger
questions. However, the hope is to position this work a part of a scholarly dialog to
advance safer VR tools.
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Abstract. This study examines how cognitive processes that support mission
planning are influenced by the physical ability to touch and manipulate sand,
compared to passively observing the same action. It employs a systematic
investigation on terrain conceptual knowledge, terrain recognition and, land-
mark memory using the ARES sand table. Sand tables are topographic models
that support learning through the physical creation of scenarios. In the military,
sand tables support strategic exercises for soldiers to practice the process of
collective decision making and communication. Operational mission planning
typically occurs with one person shaping the sand, followed by a larger group of
individuals observing. It is the relationship between the person shaping terrain
and those observing that is of specific interest. A total of 96 participants were
recruited, from the University of Central Florida (UCF) and the Center for
Applied Brain & Cognitive Sciences (CABCS). Results indicate that physically
shaping the terrain improved recognition but did not have an effect on con-
ceptual knowledge or recollection of landmarks compared to observers. This
experiment supports the need for further investigation to determine how tangible
interaction can contribute to cognitive understanding.

Keywords: ARES � Terrain recognition � Landmark identification �
Military training

1 Introduction

The human being uses the sense of touch to assist in understanding the world. Each
sensation experience of touch, also known as a tactile experience, provides information
to our brain [21]. A common tactile experience in the military is to represent topog-
raphy using sand tables. Rehearsal and practice with sand tables are a part of standard
military curriculum. A Sand Table Exercise (STEX) is a common military practice for
learning terrain features in order to facilitate collective decision making and
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communication [2, 4, 30]. STEX usually consist of a group of soldiers being briefed on
a table that was constructed by a single soldier who shapes the terrain on the table.
Therefore, during a STEX only a single soldier will have the tactile experience of
shaping the terrain while the majority observe the construction. This research looks at
how the role of the individual (e.g., shaper vs. observer) impacts spatial and cognitive
metrics related to terrain learning.

The role of the shaper and the role of the observer are expected to affect learning.
Literature supports this in the concept of active vs. passive learning. Active learning
consists of physically performing activities, while passive learning is characterized by
observing those activities [19]. Active learning provides benefits of user engagement,
increased motivation and higher-order thinking when synthesizing, analyzing, and
evaluating information [5]. For example, research has shown that objects actively
explored were recognized faster than objects that were passively viewed [17].

Activities that facilitate active learning by manipulating an interface are known as
tangible interactions. The concept of tangible interaction has a foundation across thefields
of computing, human-computer interaction (HCI) and product/industrial design [13].
The ability to engage physical touch during tangible interaction can provide a lower
barrier to entry, increased user engagement, reduce cognitive load, and create the per-
ception of an intuitive interface [15, 18]. However, Hornecker [14] points out that, just
being intuitive is not enough to ensure learning gains. Rather it is consideration of the task,
context, and user that maximizes the learning value of tangible interaction. Tangible
interaction provides an opportunity for naturalistic interaction to accomplish a task at
hand [7] and has been shown to increase speed and accuracy of tasks as well as increase
awareness of other interaction types [10].

To support battlespace visualization for mission planning, after action review and
the various types of combat interactions, the Combat Capabilities Development
Command Solider Center has developed ARES, a distributed interactive visualization
architecture. Of its various modalities this study used ARES real-time augmented
reality-enhanced sand table. ARES sand table facilitates tangible interaction by intel-
ligently adjusting topographic contour lines projections whiles the user shapes the sand.
This is enabled by a combination of commercial, off the shelf (COTS) technologies
including a Microsoft Xbox Kinect ™ sensor and a short-throw projector and software.
The capabilities provided by the ARES sand table present a unique opportunity to
evaluate the role of shaper versus observer, and the impact of active and passive
learning during collective terrain construction.

1.1 Tangibility Metrics

As a first step to establishing a research design, we developed metrics that assess three
knowledge areas; terrain conceptual knowledge, (i.e., knowing what a terrain feature is),
terrain recognition, (i.e. recognizing familiar terrains, and landmark memory
(i.e., recalling landmark locations relative to terrain features). Overall, three cognitive task
were used working under the assumption that active learners would perform better [16].
These taskswere the Terrain Conceptual Knowledge Test (TCKT), SketchMapDrawing,
and Terrain Verification Test (TVT), which assess each of the knowledge areas
respectively.
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The Terrain Conceptual Knowledge Test (TCKT) assesses terrain knowledge
related to terrain features. Terrain knowledge consists of fact-based material that is
needed to perform a procedural task such building a terrain feature (e.g., hill).
The TKCT consisted of a 40 multiple choice labeling task of pictures of terrain features
(5 major, 2 minor). This task was administered prior to and following the experiment.

The Sketch Map Drawing Task involved participants drawing a sketch map of the
locations of landmarks embedded in the terrain. Quantitatively analyzing sketch maps
can be burdensome so we used the Gardony Map Drawing Analyzer (GMDA) software
[12] to easily collect and analyze sketch maps. Participants were required to memorize
the locations of eight items; and then recall them on a top-down map. The GMDA
evaluates the relative and absolute position of the eight items, providing a variety of
quantitative measures that can provide insight on how active versus passive participants
remember specific aspects of landmark locations.

The Terrain Verification Task (TVT) evaluated the comprehension of three-
dimensional terrain models. Participants were presented with several views of 3D
terrain images and were tasked to decide whether the depicted terrain was the one that
their group had created or whether it was different (i.e., distractors). To excel at this
task, participants had to understand and translate their spatial mental representation of
the terrain topography into new orientations as the TVT showed terrains from various
angles.

1.2 Research Questions

The primary research questions guiding this experiment are:

1. Is there a difference in terrain conceptual knowledge gained when the shaper
constructs the terrain versus passively observing someone else shaping?

2. Is there a difference in the ability to recognize terrain topography between the
individual shaper and the individual observing?

3. Is there a difference in landmark memory between shapers and observers?

1.3 Hypotheses

H1: The shaper will demonstrate greater terrain knowledge gains (post vs. pre-
experiments) on the TCKT compared to the observer.
H2: The shaper will demonstrate improved accuracy in recognizing the shaped
terrain on the TVT over the observer.
H3: The shaper will demonstrate a faster response time on the TVT compared to the
observer.
H4: The shaper will demonstrate greater landmark placement accuracy on the
GMDA over the observer.
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2 Method

2.1 Participants

Study trials were conducted at the University of Central Florida (UCF) in Orlando FL,
and at the Center for Applied Brain & Cognitive Sciences (CABCS) in Medford, MA.
A total of 96 participants ranging in age from 18 to 35 were recruited. The UCF
Institute for Simulation and Training, administers a research participation program
named SONA which provides volunteer research studies for students in exchange for
course credit. This study awarded UCF students one credit hour for participation. Tufts
University students recruited at CABCS received payment of $20.00 in exchange for
their participation. All participants were randomly selected as shaper or observer upon
arrival.

2.2 Apparatus and Materials

The Augmented REality Sandtable (ARES) is a proof-of-concept is a traditional sand
table, augmented with a commercial, off the shelf (COTS) projector, LCD monitor, PC,
Microsoft Kinect ® and Xbox Controllers. ARES allows for the construction of
topographic terrain maps through projection as well as the display of tactical graphics
and military icons to support real time collaboration for mission rehearsal, planning and
after action review. ARES was developed internally at the Combat Capabilities
Command Soldier Center, and has been used and validated in several previous
experiments [1, 5, 6, 8].

3 Experimental Design

The study employed a yoked control design to investigate the effect of tangibility (i.e.,
independent variable) on incidentally-learned terrain knowledge and spatial memory
(i.e., dependent variables). Participant were placed in dyads and randomly assigned to
either of two experimental conditions described below:

1. Shaper condition: In this condition, one participant (i.e., the shaper) shapes various
terrain features by hand as described and depicted in a PowerPoint presentation
based on an Army Field Manual and included animated GIFs showing the motions
needed to create each feature. Shapers were told that they would have someone
watching them, but that this person is not assessing them.

2. Observer condition: In this condition, one participant (i.e., the observer) watches the
other participant (i.e., the shaper) hand-shaping terrain features. Their goal is to pay
close attention to the shapers action but to not comment or influence the shaper in
any way.

The dependent variables, described below, relate to the behavioral outcomes of interest:

1. Terrain Conceptual Knowledge: Reaction time and accuracy, evaluated using a
multiple choice classification assessment of terrain features.
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2. Terrain Verification Test: Reaction time, accuracy, and reaction time slope and
intercept, relative to view angular disparity. These variables were evaluated using a
terrain verification task that employed a 3-D terrain model generated by ARES
software. Participants were required to make quick decisions (i.e., “This is the
terrain we made”, or “This is not the terrain we made”), based on multiple pictures
viewed from various angles, as well as comparable views from similar but non-
identical 3-D models.

3. Gardony Map Drawing Analyzer: Angle and Distance Accuracy. Participants were
required to memorize the locations and positions of eight items (basic colored
shapes) placed in the sand; then draw a 2-D map from a top-down view.
The GMDA software evaluated the relative positional information, with respect to
angles and distances, of the eight items derived from the 2-D drawings.

3.1 Procedure

In this experiment two participants are run simultaneously. One participant is randomly
assigned the role of shaper and the other has the role of the observer. Both participants’
first sign informed consent documentation and are assessed on baseline knowledge of
terrain features via computer administered surveys. Next they complete the building
task in which the shaper is tasked to build basic terrain features and follow directions
provided by a PowerPoint slideshow while the observer looks. The TCKT is admin-
istered prior to and immediately after the building task while the TVT and the GMDA
are both administered after (see Fig. 1).

Fig. 1. Chronological table of participant procedure.
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3.2 Generating TVT Stimuli

To provide terrain images for the TVT, alternative terrain features were created by the
authors while participations completed the post-task TCKCT in a separate location.
This involved creating alternative terrain by swapping the location of two terrain
features. Before shaping the sand attention was paid to the height and orientation of the
terrain features in order to make the swapped features resemble how the participant
shaped them. In total three swaps were made, creating three sets of distractor terrains.

4 Results

4.1 Terrain Conceptual Knowledge

We first investigated response accuracy on the Terrain Conceptual Knowledge Test
(TCKT) to determine differences in conceptual terrain knowledge acquisition between
participant roles. We submitted participants response accuracy in the TCKT to a 2
(role: shaper, observer) � 2 (session: baseline, post-task) repeated-measures ANOVA.

This analysis revealed a significant main effect of session, F(1,39) = 122.57,
p < .0001, g2p = .76, indicating that participants response accuracy increased after the
building task relative to baseline.

This main effect was qualified by a significant session by role interaction,
F(1,39) = 4.52, p = .04, g2p = .10. To examine this interaction further we conducted
follow-up pairwise comparisons of the estimated marginal means with Bonferroni
p-value adjustments. This analysis revealed no significant differences between roles in
either session (all p’s > .1). This finding suggests that while observers showed larger
accuracy gains across sessions than shapers these gains did not result in significantly
higher post-task knowledge.

We next investigated response times (RTs) on the TCKT. As is common in psy-
chological experiments, RTs were positively skewed and so we applied the natural log
transform prior to analysis. We then submitted log transformed RT to the same 2 � 2
repeated measures ANOVA. This analysis revealed a significant main effect of session,
F(1,39) = 107.23, p < .0001, g2p = .73, indicating that participants response time
decreased across sessions. No interactions emerged.

4.2 Terrain Recognition

We next investigated response accuracy on the Terrain Verification Task (TVT). This
task presented images of the constructed terrain interspersed with alternative terrains
(i.e., same, different) at different rotations (i.e., angular disparities), similar to the
classic mental rotation task (MRT; Shepard & Metzler, 1971). As a first step, we
submitted participants response accuracy in the TVT to a 2 (role: shaper, observer) � 2
(trial type: same, different) � 5 (absolute-valued angular disparity: 0°, 45°, 90°, 135°,
180°) repeated-measures ANOVA. This analysis revealed a significant trial type x
angular disparity interaction, F(4,156) = 3.03, p = .02, g2p = .07. For different trials,
response accuracy remained relatively stable as a function of angular disparity.
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However, for same trials, accuracy increased as a function of angular disparity, peaking
at 90°, and then declined. No other main effects or interactions emerged (Fig. 2).

We next investigated RT on the TVT.Aswith the TCKT, RTswere positively skewed
and so we applied the natural log transform prior to analysis. We then submitted log
transformedRT to a 2� 2� 5 repeatedmeasures ANOVA. This analyses revealed amain
effect of angular disparity, F(4,36) = 2.80, p = .04, g2p = .24 (see Fig. 3).

0.8
0.9

1
1.1
1.2
1.3
1.4
1.5
1.6

0 45 90 135 180

ln
(R

es
po

ns
e 

Ti
m

e)

Angular Disparity (°) 

Same Trials

Shaper

Observer

Fig. 2. Angular disparity by response time for same and different trials. Note these are estimated
marginal means and standard errors of the estimated marginal means.

0.8
0.9

1
1.1
1.2
1.3
1.4
1.5
1.6

0 45 90 135 180

ln
(R

es
po

ns
e 

Ti
m

e)

Angular Disparity (°) 

Different Trials

Shaper

Observer

Fig. 3. Angular disparity by response time for same and different trials. Note these are estimated
marginal means and standard errors of the estimated marginal means.
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This main effect was qualified by a marginally significant condition x angular
disparity interaction, F(4,36) = 2.58, p = .054, g2p = .22. This result is reported due to
its medium effect size which provides evidence against it being a false alarm (see
Fig. 4).

4.3 Landmark Memory

Last we investigated landmark memory on participants’ maps using GMDA. We
assessed two individual landmark measures provided by GMDA, angle and distance
accuracy, which reflect the accuracy of inter-landmark relationships with respect to
angles and distances, respectively. We first submitted angle accuracy to a one-way
repeated measures ANOVA for role. This analysis revealed a marginal main effect of
role, F(1,38) = 3.84, p = .06, g2p = .09. We next submitted distance accuracy to the
same ANOVA which revealed a significant main effect of role, F(1,38) = 5.79,
p = .02, g2p = .13, indicating observers’ sketch maps better represented inter-landmark
distance relationships than shapers.

5 Discussion

This study investigated how physical tangible interaction during terrain construction
impacted conceptual knowledge, terrain recognition and landmark memory. Research
has shown that active learning through engaging with an interface leads to better
understanding than passive learning. Literature supports the use of tangible interaction
to facilitate learning [3, 25, 26].
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Fig. 4. Angular disparity by response time. Note these are estimated marginal means and
standard errors of the estimated marginal means.
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Empirical results have yielded mixed findings on the role of physical touch with
some advocating for the use of tangibles [17, 26] others stating no difference [24], and
others saying the applicability changes based on task [11, 27]. The outcome of this
experiment yielded mixed results.

With respect to conceptual knowledge gains, the hypotheses was that the shaper
would gain more terrain knowledge (post vs. pre-experiments) than the observer. As it
turned out, this experiment showed no difference between the two groups in terrain
knowledge gains. The lack of difference could be due to the task creating a high or low
workload state that, in turn, created a ceiling or floor effect respectively. It is also
possible that the shapers were in a higher workload state than the observers given that
they were responsible for shaping the terrain (i.e., the shapers had more work/tasking).
This possibility could have created a masking situation which could not be accounted
for in this experiment without a way to address workload as a covariate.

The terrain verification test demonstrates the orientation of content matters through
the effect of angular disparity. Participants demonstrating highest accuracy at 90°
rotation. The peaking at 90° could be due to the experimental setup where participants
tended to move from a 0-degree position to a 90-degree position as the shaper was
building the features, therefore providing experience at visualizing from that per-
spective. This advocates for future studies to carefully control participant position
relative to the overall table.

The results from the GMDA were in the opposite direction than expected, with
observers performing better than shapers in terms of landmark locations. This finding
can be explained due to the differences between roles during the landmark placement
task.

Since the observers themselves did not have to be concerned with the positioning of
landmarks, they had the ability to maintain an overview of the landscape, whereas the
shaper might have been focusing on the task. This focusing could change the key
elements recalled, such that shapers and observers emphasized different information.
This is supported in the literature through the concept of attentional narrowing.
Attentional narrowing is defined as when an individual involuntarily fails to process
critical information [23, 29].

If there is an assumption that the observer was experiencing less attentional nar-
rowing and more overview related to the landmarks, this overview would provide them
with an advantage on the post-assessment test. This is relevant to sketch drawing map
task because the task provides a top down overview of the terrain. Therefore, when it
came to taking the post-assessment using an overview image, the observer had less
translation to do relative to what they witnessed during the test.

6 Future Research

The task of shaping terrain features was selected because it was a constrained space
with clearly defined differences which enabled a foundation for a baseline assessment
to be conducted. However, the continued focus of progressing this research to meet the
needs of the operational soldier, it will be necessary to create future iterations of this
research to be more representative of military sand table scenarios.
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From a practical perspective, it is not going to be possible to have each solider
shape their own terrain with a physical sand table. However, most soldiers do have
access to mobile devices (e.g., smartphone). Since the literature already supports the
value of active versus passive learning and research has demonstrated the value of
mobile AR devices [16], the next logical step is to provide similar active learning
experiences on a mobile device. It may be possible to run a similar experiment where
instead of the participant manipulating sand, the participant shapes the terrain using
pinching gestures onto a mobile device. This would provide clarity to the type of
physical activity necessary to support cognitive process.

7 Conclusion

This research study established a foundation for understanding cognitive processes
associated with constructing military terrain features and landmark identification. Data
shows that physically shaping the terrain assisted with recognition but did not have an
effect on conceptual knowledge or recollection of landmarks. Results indicate the need
for further research to better understand how active learning can support recognition
and memory. With the increased reliance of technology in military training, providing
practical recommendations as to how to best implement tangible interaction to support
knowledge acquisition is valuable for operational decision making and training.
Through quantitative metrics and the evaluation of spatial representations and mod-
elling, this research provides insight on the cognitive affordances of using AR for
learning terrain topography, recognizing terrains, and recalling landmark locations.
With the development of technologies such as ARES, determining how active learning
can support cognitive processes can serve as a guide to identify appropriate technology
for operational decision making and future classroom applications.
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Abstract. The benefits and limitations of immersive technologies in military
decision-making are not well understood. Here, we describe the framework of
an experiment which seeks to empirically determine the effects of immersive
and non-immersive technology on decision-making. In this experiment, users
are shown tactical spatial information about a building layout and told they must
decide which of three pre-determined breach points is optimal for maximizing
mission success and minimizing risk to the ground team. To ensure observable
effects are related to immersion and not simply perception of depth, we deploy a
between-subjects design with three viewing conditions: data shown in 2D on a
desktop display, data shown in 3D on desktop display, and data shown in 3D in
a head-mounted display (HMD). Dependent variables include decision accuracy,
time to task completion, decision confidence, and score on the System Usability
Scale. In the VR version of the experiment, full telemetry is captured to track
when and for how long users interacted with specific information in the scenario
environment. Pilot results suggest that tracking these metrics will allow for
intricate comparison of decision-making behaviors between display types.

Keywords: Virtual reality �Mixed reality � Decision-making � User experience

1 Introduction

Future combat environments will require military analysts to utilize a common oper-
ating environment that integrates information from a complex network of interacting
intelligent systems (human, robotic, and networked sensors) to support the decision-
making of commanders. The integration of information originating from heterogeneous
sensors and intelligence sources often requires the use of discrete systems, such as
multiple computers, laptops, tablets, or even physical objects on a map. Such setups
typically require significant physical and cyber resources to bring information into a
unified space where collaborative decision-making can occur more effectively.
Immobile command and control structures are especially at significant risk from hostile
attacks.
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Discovering new ways of accessing, consuming, and interacting with information
from the battlefield is necessary to expedite military operational effectiveness. Mixed
reality (MR) is one technology that may enable this. Two promising applications of
MR may be data ingestion, visualization and collaborative analysis at standoff from the
tactical edge and the ability for users to modify their perception of reality depending on
their personal preferences, areas of expertise, or other mission requirements. Despite
this, there is currently a limited understanding of how, when, and where using mixed
reality provides explicit benefit over more traditional display systems. For example,
does viewing spatial information in an immersive HMD result in faster or more
accurate decisions? More so, the existing literature is dominated by studies that only
compare non-immersive and immersive systems at a surface level, where reported
metrics are often qualitative.

In this paper, we discuss the design of a decision-making experiment which seeks
to measure how users interact with tactical information when it is displayed in 2D, 3D,
and in an immersive virtual environment. We describe the technical aspects of
AURORA-VR, a research system developed at ARL which enables precise tracking
and analysis of military tasks across mixed reality. Finally, results from pilot data from
the development team are discussed.

Existing literature outside of the military domain has shown that virtual and aug-
mented reality may provide benefit to decision-making and understanding in certain
scenarios. For example, Moran [1] showed enhanced situational awareness, cognition,
data pattern detection, and that visual analytics were more efficient in an immersive
system compared to a traditional 2D system. McIntire and colleagues [3, 4] showed that
for most subjects, using a stereoscopic display increased performance by roughly sixty
percent. However, this survey covered a broad range of tasks and devices, which makes
true comparison difficult. A study by Dan and Reiner [4] measured differences in
performance on simple tasks, such as a paper folding, after training occurred in 2D as
viewed on a desktop monitor versus in 3D when viewed in augmented reality. The
authors reported that subjects in the augmented training condition demonstrated sig-
nificantly less cognitive load when learning the folds, as measured by power spectral
changes in electroencephalographic (EEG) recordings. This indicated that information
transfer was significantly easier when the data was viewed in an augmented environ-
ment. This decreased cognitive load may be related to the suggestion that humans are
“biologically optimized” to perceive and learn in 3D [5].

Research by Donalek et al. [5] reported that in a waypoint drawing task, subjects
who viewed the environment in an Oculus Rift HMD performed with less distance and
angle errors than those who viewed the environment on a 2D desktop monitor. Moran
et al. [1] created an immersive virtual environment where Twitter data was overlaid
atop real geography to improve the experience for analysts. The authors claimed that
this augmented environment enhanced situational awareness, cognition, and that pat-
tern and visual analytics were more efficient than on traditional 2D displays. However,
metrics enabling precise comparison across display types are reported with limited
detail.
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1.1 Immersive Environments and Decision-Making

Decision-making tasks, such as battlefield intelligence analysis or optimal route
planning for tactical operations, are two areas where virtual or augmented reality may
enable Warfighters to better perform their roles. For example, individuals who
manipulated visualized social media data in a fully-immersive and motion-tracked
virtual environment reported that they learned more about the data than when it was
viewed in a traditional setting [6]. Often, though, subjective metrics may not be
externally valid. It has also been shown that overlaying virtual information may dra-
matically improve performance and task engagement [7, 8]. MR can also be used to
overlay the virtual hands from an expert user to a novice, guiding them through a
complex scenario remotely [9]. In a military context, an analyst in VR at a forward
operating base could assist a solider at the tactical edge by highlighting known enemy
positions and display that information on a tablet or through an augmented reality HUD
integrated with their helmet.

Prior work has shown that augmenting data displays may provide some benefit to
understanding and decision-making. In a recent study by [10], the authors compared
the effectiveness of immersive AR (HoloLens) and tablet VR to traditional desktop use
by measuring completion time and error in a point cloud estimation tasks. The
immersive AR environment was reported as best for tasks involving spatial perception
and interactions with a high degree of freedom, but subjects were generally faster on
the desktop where interactivity was already familiar to them. As suggested by Bellgardt
et al. [11], it is critical that mixed reality systems are designed in such a way that
integration with existing workflows is seamless.

Finally, from a military perspective, the time and resource cost associated with
travel across the battlefield, construction and deployment of command and analyst
tents, and upkeep to meet constantly changing mission demands make fluid collabo-
ration across the battlefield challenging. Virtualizing some elements of mission com-
mand and intelligence operations may help to reduce this difficulty. For example,
Fairchild and colleagues built a VR telepresence system which allowed scientists in
Germany and the U.K. to collaborate remotely and in real-time on data from a Mars
mission [12]. The VR system tracked gaze, facial expressions, and user positions to
maximize the scientists’ nonverbal communication over the wire. GraphiteVR, a
project by Gardner and Sheaffer [13], allows multiple remote users to visualize high-
dimensionality social media data and manipulate it in a shared virtual space.

2 Experiment Design

2.1 Study Objectives

The goal of this work is to determine how different display technologies and data
visualization techniques affect decision-making in a tactical scenario. Although prior
research [2, 3] has demonstrated some evidence that visualization of spatial information
is easier when viewed through a stereoscopic-display, there is limited work showing
such enhancement in tactical decision-making scenarios. For this study, the scenario
will involve the perception and analysis of both spatial and non-spatial information
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from a fictional military operation to breach a hostile building and secure a specific
item. Information pertinent to execution of this operation will be presented either in 2D
slices on a desktop monitor, as a full 3D model on a desktop monitor, or as a 3D model
presented in virtual reality. These conditions will enable us to empirically determine
how differences in display type and data visualization method affect the speed and
confidence of decision-making, and the usability and comfort of the display medium.

The inclusion of the 3D model condition is essential because it allows us to
determine if any changes in behavioral performance in the VR condition are truly
because of immersive qualities produced by stereoscopy, and not simply because of the
presence of depth information in the scene.

2.2 Questionnaire

The System Usability Scale (SUS) [14] a reliable, low-cost usability scale that can be
used for global assessments of systems usability. It is a is a simple, ten-item scale
giving a global view of subjective assessments of usability. The SUS is generally used
after the respondent has had an opportunity to use the system being evaluated, but
before any debriefing or discussion takes place. Respondents should be asked to record
their immediate response to each item, rather than thinking about items for a long time.

2.3 Task and Stimuli

This experiment uses a between-subjects design, with three separate interfaces as the
independent variable. In Condition 1 (2D Desktop), users will view task information as
2D images on a desktop monitor. In Condition 2 (3D Desktop), users will view task
information as a 3D model rendered on a desktop monitor. In Condition 3, users will
view task information as a 3D model displayed in virtual environment inside an Oculus
Rift HMD. Screenshots of the task environment are shown in Fig. 1.

The task information displayed across all three conditions is spatial data from a
fictional two-story building with various rooms, entrances, and objects. On the inside of
the building, one room contains a bomb which the forward operators must safely
navigate to for extraction. A visual legend is shown in the display in each condition
which indicates whether or not a particular entrance of the building is either open
(green marking), breachable by the forward operating team (yellow marking), or not
breachable by the forward operating team (red marking). Across the outside of the
building, three possible initial entry points are highlighted and given a text label. The
user’s task is to explore all of the information about the building and choose which
initial breach point will maximize successful navigation to the target room, while
minimizing risk to the forward operating team.

Users are given as much time as they would like to consider all options and explore
the provided information. When ready, they must select which of the three initial
breach points they think is most optimal be selecting its label on the experiment
interface. Once selected, they will be prompted to select how confident they are in that
decision, using a −2 to +2 Likert scale. Finally, they are told whether or not their
selection was indeed the most optimal choice.
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2.4 AURORA-VR

The virtual environment in all three experimental conditions is displayed through
AURORA-VR, a research and development sandbox created by the Army Research
Laboratory and Stormfish Scientific as the VR component of the AURORA (Accel-
erated User Reasoning: Operations, Research, and Analysis) project in the Battlefield
Information Processing Branch. Real-time user interaction, position, and decision data
are captured through the system and sent to Elasticsearch for online visualization in
Kibana or offline analysis in MATLAB.

2.5 Data Analysis

Our hypotheses are motivated by prior research that has suggested it may be easier for
humans to understand spatial information when observing a display that includes depth
information (e.g. three dimensions or stereoscopy). Critically, we also expect that
interacting with this spatial information through an immersive HMD will provide users
with a better understanding of the layout and properties of the building. Therefore, we
anticipate that actual and perceived task performance will be worse in the 2D Desktop
condition, better in the 3D Desktop condition, and best in the VR condition.

To test this hypothesis, we will compare metrics recorded across experimental
conditions. These data include the time spent on each of three introduction screens, the
time spent exploring the virtual environment until a decision is made, the time spent
deciding the level of decision confidence, the number of times the user switched which
floor to display in the building, and how long the user spent observing each floor.
Condition-specific metrics will also be analyzed to observe differences between sub-
jects within that condition. In the 2D Desktop condition, metrics include the total
variability of camera zooming and panning and the variability of these actions with
respect to which floor was displayed. In the 3D Desktop condition, metrics include the
total variability and magnitude of camera zooming and rotational panning (yaw, pitch)
and the variability and magnitudes of these actions with respect to which floor was
displayed. For the VR condition, position information about how the user moved
around the virtual environment (forward-backward, right-left, up-down) will be ana-
lyzed over the duration of the experiment and with respect to which floor was viewed.

Fig. 1. Example scenes showing the scenario building from the 2D Desktop (left) and 3D
Desktop/VR (right) experimental conditions. (Color figure online)
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3 Pilot Results

Nine members of the research and development team pilot tested the environment. Data
were acquired through custom software connecting Unity to Elasticsearch and offline
analyses were carried out in MATLAB v2017b. Time dependent information were
sampled at a rate of 5 Hz. Because a limited number of pilot data were acquired for the
purpose of feasibility testing, statistical comparisons are not reported. All error bars
represent one standard error (se) of the mean.

3.1 Questionnaires Data

The System Usability Scale is a ten-item scale giving a global view of subjective
assessments of usability. Scores range from 0 to 100. For the 2D Display condition, the
average score was 41.7 (se = 4.41). For the 3D Display condition, the average score
was 48.3 (se = 0.83). For the VR Display condition, the average score was 48.8
(se = 1.25).

3.2 Behavioral Data

Across Condition Metrics
We first analyzed data to report metrics that were common to all three experimental
conditions (2D, 3D, VR). Figure 2 shows that in the 2D and 3D conditions, one user
chose the Side Entry point, and two users chose the Roof Entry point. For the VR
condition, one user chose the Floor Entry point and another chose the Roof Entry point.
As the optimal selection was the Roof Entry, performance was best for 2D and 3D
displays.

The average time users spent reading over the introduction screens is shown in
Fig. 3. Generally, the data trend to show that less time was spent on subsequent screens
for all display types.

Fig. 2. Breach decision selection count (left) and percent optimal selection (right), with respect
to display type.

Evaluation of Immersive Interfaces for Tactical Decision Support 433



The average time users spent interacting with the breach environment information
is shown below in Fig. 4 for each display type. The data trend to show that users spent
more time examining information in the 3D than 2D condition, and the most time in the
VR condition.

The left subplot of Fig. 5 shows that, on average, users trended to spend more time
deciding how confident they were in their decision after viewing the breach environ-
ment in VR. Generally, the data trend to show that less time was spent on subsequent
screens for all display types. The right sub-plot shows that generally users reported the
same level of confidence across display types, with the highest variability in the 3D
condition.

Fig. 3. Average time in seconds spent observing each intro screen, with respect to display type.

Fig. 4. Average time interacting with the VE until a decision was made, with respect to display
type.

Fig. 5. Average time (left) and rating (right) for confidence input, with respect to display type.
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On average, users trended to spend the most time looking at information on the first
(ground) floor of the building, where the objective room was located (see Fig. 6).
Generally, the data trend to show that less time was spent on subsequent screens for all
display types. The right sub-plot of Fig. 6 shows that generally users reported the same
level of confidence across display types, with the highest variability in the 3D
condition.

2D Specific Metrics
In the 2D display condition, users zoomed in and out of the environment only when the
3rd Floor was being viewed (see Fig. 7). More left-right and up-down panning activity
was observed when the 1st and 2nd floors were being viewed, as shown in the Fig. 7
center and right subplots.

3D Specific Metrics
Users on average zoomed in and out of the 3D environment only while viewing the 1st

and 2nd Floors of the building (see Fig. 8A). The data trend to show that users rotated
the camera along the yaw direction more while viewing the 3rd Floor, as shown in
Fig. 8B and D, whereas users pitched the camera up and down similarly while viewing
all floors, as shown in Fig. 8C and E.

Fig. 6. Average time observing each floor (left) and total number of floor switches (right), with
respect to display type.

Fig. 7. Average variability in zooming activity (left), left-right camera panning (center), and up-
down (right) camera panning activity, with respect to highest visible floor.
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VR Specific Metrics
Data from the VR display condition where analyzed with respect to mo variability in
the cardinal directions. Figure 9A and D show that head movement in the left-right
direction was greatest when users viewed the 1st Floor of the building. Figure 9B and E
shows that users trended to have greater forward-back head movement variability and
much greater distance traveled when viewing the 1st Floor. Figure 9C shows that the
head movement variability in the up-down direction was similar when viewing all
floors, but Fig. 9F shows a trend that users moved their head up and down more when
viewing the 1st Floor of the building.

Fig. 8. Variability of zooming activity (A), panning in the yaw direction (B), and panning in the
pitch direction (C), total path length in the yaw direction (D) and pitch direction (E).

Fig. 9. Variability of head left-right movement (A), forward-backward movement (B), up-down
movement (C), total path length of movement in the left-right (D), forward-backward (E), and
up-down (F) directions.
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4 Conclusions and Future Work

In this paper, we presented the design and pilot results of a study to examine qualitative
and quantitative differences associated with viewing spatial tactical information ren-
dered as 2D information on a flat-screen display, as 3D information rendered on a flat-
screen display, and as 3D information rendered in an immersive virtual environment
viewed through an Oculus Rift HMD. As a shift away from other work in the field that
has primarily focused on high-level and broad comparisons between display types and
tasks, our goal was to focus on extracting interaction and behavioral metrics that were
common across all three experimental conditions and those that were unique to each.
Critically, this allows for a much finer grain comparison of how users chose to interact
and thus perceive information from the environment.

The inclusion of the 3D Display condition, namely where tactical information was
rendered as a 3D model on a flat-screen display, is necessary to tease apart behavioral
effects related to depth information from those potentially arising from the user being
immersed in the virtual environment. This is important because although viewing the
task environment in an HMD may be more enjoyable or captivating to the user, as has
been previously reported in the literature (citation), VR may not provide any tangible
benefit over simply viewing the same depth information on a traditional desktop
display.

Individual differences in prior exposure to virtual reality technology and perfor-
mance on spatial information are important to consider when doing any comparison
between non-immersive and immersive systems. For this pilot study, all users had prior
exposure to VR and thus may not represent the average population. The full version of
this study will include the Visualization of Viewpoints and Spatial Orientation [15]
pen-and-paper surveys to assess differences in 3D orientation skills of users before they
interact with the VE. It is critical to ensure enough data are collected such that per-
formance on these tests is not significantly different across condition groups.

We first analyzed the behavioral data with respect to metrics common across
conditions. Users spent about the same time viewing the introduction screens for each
display condition, with less time spent on subsequent screens (see Fig. 3). Figure 2
shows that generally most users chose the correct answer, which was entering the
building from the roof. This answer was optimal as the floor entry was in line of sight
of the enemy, and the side entry ended in a door that was not breachable by friendly
forces, as denoted by symbology present in user interface for all display conditions.
Users in each condition also took about the same amount of time to come to a decision
about which breach point they thought was optimal, although the data trend to suggest
users may have spent more time interacting with the environment when it was viewed
in VR. Additionally, users showed the same trend when deliberating on the confidence
rating associated with that choice (see Fig. 5), with data trending to show more time
taken in the VR condition. The magnitude of confidence ratings ranged from neutral, to
very confident, with the greatest variation from users in the 3D display condition.
Lastly, the System Usability Scale results demonstrated that on average, users felt
about the same for each of the display conditions, with perhaps slightly less favorable
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scores for the 2D Display condition. Users likely had to perform more actions to view
the same information, this could have led to feelings of frustration which might be the
reason for the lower score.

The tactical information in this experiment’s design was presented across three
different floors, so interaction behavior was analyzed with respect to which floor the
user was currently viewing. Figure 6 shows that across display conditions, most users
spent most of their time observing the bottom floor of the building. This may have been
because two of the breaching options were on this floor. The data also show that
typically, users switched between floors about ten or so times during a run.

The 2D Display condition allowed the user to navigate the presented environment
by clicking and dragging the camera left and right or up and down. It also allowed the
user to zoom in and out of the building from a top-down perspective. Users in this
condition showed the greatest zooming activity when floor three was presented (see
Fig. 7). This is likely because floor three was visible at the start of the run, and users
zoomed in and out to a view they preferred and then kept the camera at this distance for
the rest of the run. Panning left and right appears to have occurred more than panning
up and down, however more data are needed in a full study to confirm this statistically.

In the 3D Display condition, users could navigate the environment by zooming in
and out of the 3D building model, or rotating the camera along the yaw and pitch axes.
Here, we saw the most zooming activity when floors one and three were visible (see
Fig. 8). Additionally, users may have moved the camera along the yaw axis more than
they pitched the camera up and down. This makes sense as the camera was positioned
at approximately 45° from the ground which may have already been an acceptable
position for most users to view the 3D model.

For the VR Display condition, we tracked how users moved their head in 3D space
around the virtual environment. Figure 9 shows that users primarily showed the most
movement along the left-right and forward-backward directions. Minimal movement
was shown in the up-down direction, which was likely caused by head bob from
walking, or perhaps some tilting to look down into the building model. This matched
our expectations as to completely view the environment, a user would have to walk
around the horizontal plane.

Our results suggest the current experimental design may be useful for evaluating
immersive and non-immersive interfaces for tactical decision-making. For the full
experimental study, it is clear that a large number of users is necessary in each display
condition to ensure that individual differences in VR experience, aptitude in spatial data
navigation, and underlying bias are accounted for. We also plan to record four minutes
of resting EEG collection, with two minutes of eyes-open and eyes-closed respectively.
These EEG signals will be examined for time-frequency changes in power at individual
and coherence across groups of electrodes. Prior research examining resting cortical
activity has been predicative of differences in cognitive performance [16], visuo-motor
learning [17], and related inversely to the default-mode network [18].

Finally, the current design allows for only one decision selection to be made at the
end of the interaction. The full iteration of this study may benefit from users making
multiple decisions in larger-scale tactical operation across multiple buildings. For
example, the user could make a breach choice, receiving feedback in real time, and then
continue making decisions until the final objective is reached. Here, their “score” could
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be tracked based on optimality of decision selection, and then tallied at the end of the
session. This may allow for a richer outcome measure with which to correlate the
quantitative and qualitative metrics described in this paper.
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Abstract. This study sought to determine which, if any, of the benefits con-
ferred by experiences in nature are conferred by an equivalent Virtual Reality
(VR) experience. To this end, previous VR users were immersed in a virtual
forest environment. Post-immersion, participants were measured on a variety of
metrics including stress level, relaxation level, and directed attention abilities –
metrics that have been shown to be significantly modulated by exposure to
physical nature. Our results indicate that experiences in virtual nature afford
much the same psychological benefits of exposure to physical nature, but they
did not show the same kinds of attentional benefits. Experiencing nature in VR
significantly decreased self-reported anxiety levels.

Keywords: Virtual Reality � Nature � Directed attention � Stress reduction �
Immersive environments � Attentional fatigue

1 Introduction

Virtual Reality (VR), as implied in the name, immerses users in digitally created or
captured environments. Enthusiastically embraced by the world of gaming, entertain-
ment, and marketing, the relationship between “really real” and “virtually real” expe-
riences is not yet fully understood. In addition, ethnographic research has found that
non-gamer consumers were interested in VR, but they struggle to see the benefits of this
technology (Sherman 2016). Aside from being “cool,” what can VR really accomplish?

Experimentation and literature exploring the relationship between virtual and
physical reality offerings is growing, and largely divides into three bodies of work. One
body of work explores psycho-social aspects of VR and addresses how VR and similar
technologies can be used to change users’ social attitudes by placing them in new kinds
of virtual social roles, physical bodies, or exposing them to immersive documentary
material (Maister et al. 2013; Maister et al. 2015; Peck et al. 2013; Tettegah et al. 2006).
A second body of work explores the cognitive relationship between virtual and physical
realities with a primary focus on spatial cognition (Bohil et al. 2011). Finally, an
emerging third body of work documents psycho-therapeutic benefits enabled by VR.
Experiments have looked at the uses of VR for treating mental health, phantom limbs,
chronic pain, Alzheimers, and even remapping for neuromuscular pathways of paralyzed
patients (Lugrin et al. 2016; Serino et al. 2017; Tsirlin et al. 2009). This study contributes
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to the latter two bodies of work by exploring the extent to which exposure to nature in
VR mirrors the well-documented effects of being in nature in the physical world.

A plethora of studies document the beneficial effects of human exposure to nature.
Many of these studies have focused on the psychological benefits, including increased
relaxation and diminished stress and anxiety levels (Ulrich et al. 1991; Brown et al.
2013; Keniger et al. 2013; Tennessen and Cimprich 1995). Nature has been shown to
significantly decrease stress according to many measures: whether qualitative or
quantitative, biometric or participantive (Keniger et al. 2013). In a thorough review of
the nature literature, Keniger et al. also noted that many studies demonstrated increased
academic performance, increased ability to perform mentally challenging tasks,
decreased mental fatigue, and increased attentional resources (Herzog et al. 1997;
Keniger et al. 2013; Taylor et al. 2002; Berman et al. 2012; Cimprich et al. 1992).

Such research has led to the “Attentional Restoration Theory” (ART). The basis of
this theory is that nature relieves one’s focusing overload, thus restoring directed
attention, which is used to perform highly-focused and detail-oriented tasks, such as
proof-reading (Herzog et al. 1997; Atchley et al. 2012). Certain experiences replenish
one’s ability to perform these highly-attentive tasks. The underlying cause of such
restoration is involuntary fascination, by which an individual’s attention is naturally–
rather than consciously– directed. Furthermore, environments that offer “soft” invol-
untary fascination, where one’s focus may wander (i.e. on a nature walk) are even more
restorative than situations that evoke “hard” involuntary fascination, where one’s focus
is more specific (i.e. a racecar race). Neuroscientists suggest that soft involuntary
fascination relieves the pre-frontal cortex, which is responsible for directing an indi-
vidual’s attention (Herzog et al. 1997).

Indeed, Hartig et al. demonstrated that nature is particularly evocative of soft
involuntary fascination, and also especially effective at attentional restoration. Partic-
ipants were assigned to either urban, nature, or relaxing indoor environments. Partic-
ipants’ self-reported levels of fascination with their surroundings were highest for the
nature condition participants. The nature condition participants also scored the highest
on a directed attention task (in this case, a proof-reading task), as ART would predict
(Hartig et al. 1991).

Additionally, Tennessen and Cimprich showed that students who were simply
placed in dorms with a nature view likewise scored higher on directed attention tasks
than their non-nature-facing peers (Tennessen and Cimprich 1995). One of these tasks
was the Necker Cube Pattern Control Task– or NCPCT– which sought to deduce
student’s level of top-down control of bistable perception. In other words, students
attempted to “hold” the amount of times that a bistable illusion flipped in their view.

Similarly, Atchley et al. demonstrated that four days of full nature immersion yields
a full 50% increase in performance on creativity and problem-solving tasks, which
utilize directed attention (2012). The question remained open: was this outcome
spurred by the increase in exposure to nature or the decrease in exposure to technol-
ogy? ART would predict that a technology-absent, nature-present environment would
improve attention relative to a technology-absent, nature-absent environment. What
about a technology-present, nature-present environment? The present study directly
addresses this case by incorporating nature within a technological experience.
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2 Methods

In previous literature on the effects of nature, participants were (a) exposed to a
stressful experience, surveyed about their mood, immersed in nature, and then asked
about their mood again or (b) immersed in nature and then given directed attention
tests, the results of which were compared to participants who were not immersed in
nature. This study replicated such methodologies.

We controlled for experience with VR; all participants were first-time users of VR.
Additionally, we controlled for gender: half of our participants were female, while the
other half were male. Similarly, all participants were in the same age range: between
18–25 years old. Lastly, we controlled for general technological experience and daily
exposure to screens: all participants were generally familiar with technology, and self-
reported high levels of comfortability using devices such as smartphones and com-
puters. All participants held day jobs that consisted of 5+ h of screen time; in this way,
we sought to control for daily levels of screen exposure across participants.

First, participants were subjected to a “stressful experience” intended to mimic
equivalent experiences utilized in previous studies that examined the effect of nature on
the psyche. In many of these psychological experiences, “It Didn’t Have to Happen,” a
workshop safety video, was used to induce stress. We used a modern version that
depicts driver safety, which we believed to be more relevant to our participants.

After this stressor, an 8-question survey was administered. Utilizing a Leickert
scale, participants were asked to indicate how stressed, happy, busy, relaxed, tired, and
anxious they felt, among other questions. We clarified that the participants should
answer the questions on the basis of “how they are feeling today,” rather than basing
their answers on how the video clip made them feel. It is important to note that we were
primarily interested in participants’ relaxation and anxiety levels, and the other self-
report measures (e.g. happiness, business, tiredness, etc.) acted as distractor measures.

Next, participants in the experimental condition were fitted with an HTC Vive
headset. Using SteamVR, NatureTreks VR was launched. In NatureTreks VR, par-
ticipants are able to explore a natural VR environment via armswinger locomotion;
thus, they progress through the natural experience in a simulation that feels as if one is
walking. We limited the participants’ options to five specific environments, all of which
resembled forest-like landscapes so as to ensure the level of foliage and greenery touted
in previous nature studies. Amongst these five options, we allowed participants to
choose the experience that most interested them. The primary difference between the
experiences was time of day: some experiences occurred at dawn, others during the
daytime, and others at sunset.

During this phase, control participants read simple, short biographies on a computer
screen indoors. The reading task and VR task were planned so as to occupy the same
length of time and the same physical location. In both situations, the participants were
looking at a screen, albeit at different distances.

After the experimental or control experience, participants were administered the
same set of qualitative questions about their mood and stress levels. Again, the par-
ticipants were instructed to indicate how they were feeling “today,” such that the
answers would be expected to be identical, unless a large shift had occurred. The
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participants responded to each question using a Leickert scale, and the questions were
re-ordered to reduce memory effects.

Finally, participants were given a battery of directed attention tests. First, partici-
pants completed the Necker Cube Pattern Control Task (NCPCT). Participants received
a blank sheet with a line drawing of a three-dimensional cube. They were told that their
perspective of the cube would shift, with the front and back faces of the cube reversing
their relative positions. Once they familiarized themselves with this property of the
Necker cube, they were instructed to look at the cube and tap audibly on a hard surface
when the pattern reversed. We counted the number of reversals that occurred during
two consecutive 30-s ‘‘hold’’ periods during which the participant was to focus on one
pattern for as long as possible. Reversals that occur despite the effort to hold a pattern
are thought to be due to attentional fatigue (Kaplan 1995). We used the average number
of reversals across the two hold periods as a dependent variable in our analyses
(cf. Tennessen and Cimprich 1995). The NCPCT has been shown in previous studies to
be a sensitive measure of restored attention due to natural environments (Cimprich
1993; Tennessen and Cimprich 1995).

Next, participants engaged in a Backward Digit Span task. The participants were
given series of numbers, asked to hold them in their memory, and then instructed to
repeat the numbers aloud in reverse order. The series of numbers increased in length
and difficulty as the task continued. We recorded the maximum digit span that par-
ticipants were able to correctly repeat, as well as their accuracy level across numerical
series of all lengths. This task involves active attention to retain the numbers in
working memory and directed modification of memory in order to reverse the order of
the numbers upon recall. Therefore, it fits well within a battery of highly-focused
directed attention tasks.

Finally, participants were given a Remote Association Test, as created by Bowden
& Beeden. Participants were given a multitude of triplets of words and asked to find the
linking word amongst as many triplets as possible. This linking word, for example,
would be “cheese” for “cottage, swiss, cake;” it is the one word that can be cohesively
added to the beginning or end of each word in the triplet. We recorded the number of
triplets that each participant was able to accurately complete in a two-minute timespan.
Across participants, the triplet prompts and task length were kept constant.

3 Results

3.1 Psychological Effects

Data analyses indicate a significant decrease in anxiety ratings for experimental par-
ticipants– those who had been immersed in virtual nature– compared to control par-
ticipants, who completed a reading task. We performed a one-way ANOVA between
experimental and control groups’ change in anxiety pre-to-post task (D anxiety). The
results demonstrated a significant effect of the VR experience as compared with the
control experience: F(1, 8) = 7.0, p = 0.0294 (Fig. 1).
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Surprisingly, the data did not show a significant change in relaxation levels between
experimental and control participants. A one-way ANOVA between experimental and
control groups’ change in relaxation levels demonstrated an insignificant effect of the
VR experience as compared with the control experience: F(1, 8) = 0.615, p = 0.455
(Fig. 2).

Participants’ self-response ratings of their happiness, business, and tiredness showed
no effect of the experience. As expected, these distractor measures were unchanged, in
contrast to the change in anxiety for experimental participants.

Fig. 1. This graph shows the anxiety level delta for both groups. Group 1 is the control group,
who completed a reading task. Group 2 is the experimental group, who participated in a Virtual
Reality nature experience. The anxiety level delta (on the y-axis) represents the difference
between participants self-reported anxiety levels before and after their experience: either reading
or being in VR. As demonstrated, participants who experienced virtual nature experienced a
significant decrease in anxiety.
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3.2 Directed Attention Effects

Additionally, there were negligible differences in success between experimental and
control participants on all three directed attention tasks. In fact, for one task, control
participants outperformed experimental participants, albeit by an insignificant margin.

For the Necker Cube Pattern Control Task (NCPCT), a one-way ANOVA between
the experimental and control groups’ respective “number of flips” during a 30-s top-
down “hold” period revealed an insignificant effect of group: F(1,8) = 0.435, p = 0.528.

Within the digit span task, there were not significant results for either the digit span
achieved or for the digit accuracy achieved. A one-way ANOVA between the experi-
mental and control groups’ respective “digits missed” during the digit span task revealed
an insignificant effect: F(1,8) = 0.021, p = 0.89. Similarly, a one-way ANOVA
between the experimental and control groups’ respective “maximum digit span”
revealed a whoppingly insignificant effect: F(1,8) = 0, p = 0.1. As shown in the plot
below, the two groups performed nearly identically on this task (Fig. 3).

Lastly, a one-way ANOVA between experimental and control groups’ performance
on the Remote Association Test, measured by the number of triplets correctly com-
pleted, showed an insignificant effect of group: F(1,8) = 0.036, p = 0.854. According to
this data, it is clear that none of the directed attention tasks showed an effect of group.

Fig. 2. This graph shows participants’ changes in relaxation before and after the experiment.
Group 1 represents the control group, whose experience included reading biographies on a
screen; Group 2 represents the experimental group, who participated in a Virtual Reality nature
experience. The relaxation delta (on the y-axis) indicates the participants’ change in relaxation
levels before and after their experience. As demonstrated, participants in both groups experienced
an increase in relaxation, without a significant difference between groups.
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4 Discussion

This study shows that virtual nature reduced anxiety in a way that mirrors exposure to
physical nature. However, unlike exposure to physical nature, the VR nature experi-
ence did not produce the attentional restoration that others have observed after expo-
sure to physical nature.

This presence of one set of benefits (reduced anxiety levels) and the absence of the
other (increased attentional resources) is surprising and somewhat puzzling. It raises a
series of questions as to why this is so, and indeed raises questions about what facets of
physical nature effectively restore attention. Is it that the novelty of VR promotes “hard”
rather than “soft” fascination? Could current VR display technologies, known to induce
visual fatigue, be at fault? Would light field or other technologies that more closely
mimic physiological properties of spatial vision enable the attentional benefits of nature
in VR? Are the attentional tests themselves part of the problem; would attentional tasks
less dependent on a visual system potentially taxed by compensatory processes induced
by current VR display technologies show different results? Or perhaps the answer lies in
other sensory or cognitive aspects of being in physical nature– perhaps UV spectrum,
wind, or smell contribute to attentional improvement. Further, it may be the case that
mindful recognition of the vastness of nature in comparison to the smallness of one’s
individual existence enhances fascination levels, which in turn restore attentional
capacity. Certainly, the results of this study suggest that further research is needed to

Fig. 3. This graph represents the maximum number of numerical digits that participants were
able to hold in active memory and subsequently recite. Group 1 represents participants in the
control group, who read biographies on a screen. Group 2 represents the experimental
participants, who participated in a Virtual Reality nature experience. As represented by this
graph, the two groups performed quite similarly on this task: that is, there were able to remember
similar amounts of numerical digits after their respective experiences.
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fully understand the relationship between nature and attentional restoration, as well as
how virtual experiences relate to physical experiences.

It is particularly interesting that– while anxiety levels significantly decreased for
those in the experimental condition– relaxation levels were not different across the two
groups. In previous experiments on the psychological benefits of nature, reduced
anxiety levels co-varied with increased relaxation levels. Perhaps this fine-tuned dif-
ference is informative in and of itself: though nature maintains its anxiety-reducing
abilities in VR, it loses its soft, calming effect. This may contribute both to the lack of
relaxation effects as well as to the lack of soft fascination, which subsequently con-
tributes to the minimal attentional restoration found in this study.

Here, it is important to note a limitation of our research: as mentioned previously,
all participants were new to VR. It is likely, therefore, that they were eagerly adjusting
to their new environment. As they explored their new perceptual space, it is quite
possible that they were excited. Excitement would certainly diminish relaxation levels
and could lead to “hard” fascination, rather than the requisite soft fascination necessary
for attentional restoration. A future study with avid VR users may address this
discrepancy.

Such limitations aside, this study clearly demonstrates that virtual nature carries one
of the most substantial benefits of physical nature: anxiety reduction. In a world of
increasing urban density and development, immersion in nature can be challenging at
best, involving significant investments in time and access to transportation resources. In
addition, there are many for whom physical mobility is a considerable challenge. For
those with limited access to nature, whether due to time, money, or physical limitation,
the benefits of accessing nature in VR could be a significant benefit. Even for those
with greater access, the immediacy of VR is an advantage. Simple 10-min sessions of
immersion in virtual forests at work, at home, or clinical settings could be used to
effectively and reliably reduce anxiety.
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Abstract. Recently, VR technology has advanced rapidly, and many Head
Mounted Displays (HMD) are sold by companies all over the world. In order to
have good experiences in VR environment, comfortability of wearing HMD is
essential. However, few studies investigated the feelings of fatigue on com-
mercially available HMDs. In this research, we focused on the effects of weight
and balance of HMD on physical load. We performed experiment with 188
participants using shooting game played under different weights and balances.
After playing the game, the participants were asked to answer a questionnaire to
assess the level of physical loads that they perceived. As the results, we clarified
that the weight of HMD affects the feelings of fatigue, and its degree varies
depending on the position of the center of gravity. The results suggest the joint
torque at the neck can be an indicator of the physical load of HMD. Our results
will be highly suggestive for designing new HMD.

Keywords: Head Mounted Display � Physical load � Product design

1 Introduction

Recently, rapid advances in VR technology enables us to immerse into VR world more
easily [1, 2]. In order to have good experiences in such environment, comfortability of
wearing Head Mounted Display (HMD) is essential. Weight and balance of HMD are
two dominant factors that affect head movements and physical loads of HMD users.
Therefore, these factors must be taken into account to improve the comfortability of
HMD.

Previous research [3] clarified that physical loads of users reduced when wearing
lower-weight HMD. Research [4] investigated the effects of both weight and balance of
HMD on physical workload using a professional-grade HMD. However, it weighs
about 800 g and has head-worn attachment made of plastic resin. On the other hand,
many consumer-grade HMDs with lighter weight are becoming available. For example,
Oculus Rift CV1 with 468 g weight [5] as well as various smartphone-based HMDs [6]
are in the market. These lightweight HMDs have elastic belts as head-worn attach-
ments. Therefore, they should also be investigated as their weight and balance might
improve the comfortability of HMDs.
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This research aims to clarify the relationship between the physical loads, weight,
and balance of HMD for consumer use. For this purpose, we asked the participants to
play shooting game wearing HMD with different weight and balance. After playing the
game, the participants were asked to fill out a questionnaire to assess the level of
physical loads that they perceived.

2 Experimental Method

2.1 Devices

We employed the following devices for this experiment:

• Notebook PC: ALIENWARE13 (DELL)
• HMD: Oculus Rift CV1 (Oculus)

2.2 Shooting Game

We developed a shooting game for our experiment. Figure 1 shows the example scene.
In this game, participants were asked to shoot 20 targets which appear at random
position and posture within the field of view. The aim of the gun moves along with the
roll, pitch and yaw angle of the head. To shoot out the target, players have to keep
aiming at the target for one second.

Fig. 1. Example scene of the shooting game
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2.3 Experimental Setup

To change the weight and balance of HMD, we prepared lead weights that can be
attached to the front and rear of the HMD (Figs. 2 and 3) with hook-and-loop fastener.
We prepared seven conditions of weight and balance as shown in Table 1.

“Front”, “both”, and “rear” in this table indicate the place where the lead weight is
attached. The subsequent numerical values indicate the weight of the lead weight. For
example, “Both 100” indicates that the HMD is attached with 100 g lead weights both
at the front and rear sides. “Standard” indicates that no additional weight is attached to
the HMD. The original balance index was set to zero. The minus values indicate that
the center of gravity is moved to the rear side, while the plus values indicate that the
center of gravity is moved to the front side.

We divided the participants into three groups for the three positions of lead weights:
“front”, “both”, and “rear”. For each group, one of the three positions was assigned,
and for each position, three conditions of weights (i.e. standard, 100 g, 200 g) as
described below were assigned at random order.

• “Front” group: standard, front 100, and front 200 conditions.
• “Both” group: standard, both 50, and both 100 conditions.
• “Rear” group: standard, rear 100, rear 200 conditions.

Table 1. Weight and balance conditions

Weight [g] Balance index
−4 −3 −2 −1 0 1 2

200 Rear
200

Both
100

Front
200

100 Rear
100

Both
50

Front
100

0 Standard

Fig. 2. Lead weights for front (left) and rear (right)
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2.4 Participants

We performed the experiment with 188 participants who were 13 to 85 years old (96
males and 92 females). Table 2 shows number of participants grouped by gender, age
and positions of weights.

Fig. 3. Oculus Rift CV1 with hook-and-loop fastener

Table 2. Number of participants grouped by gender, age and positions of weights

Gender Group 10 s 20 s 30 s 40 s 50 s 60 s 70 s 80 s Total

Male Front 5 5 4 8 5 4 4 1 36
Both 3 5 2 7 5 4 4 0 30
Rear 3 6 1 7 5 4 4 0 30

Male total 11 16 7 22 15 12 12 1 96
Female Front 3 8 3 7 5 3 5 0 34

Both 3 6 2 5 4 4 4 0 28
Rear 3 7 3 6 3 4 4 0 30

Female total 9 21 8 18 12 11 13 0 92
Total 20 37 15 40 27 23 25 1 188
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2.5 Evaluation Method

We measured the following data from each participant:

• Physical properties (visual and muscle strengths)
– Pupillary distance
– Visual acuity (self-declared)
– Grip strength

• Log data from HMD
– Position and posture of the target and corresponding head movement (roll, pitch

and yaw angles)
– Time until the game completion

• Questionnaire for physical load
The participants answered this questionnaire immediately after the game completion
for each condition. They answered the following questions using 5-point Likert
scale:

Q1. Was the HMD fixed to your head?
Q2. Did you see the graphics clearly?
Q3. Did you feel a physical load from the graphics?
Q4. Did you feel a physical load from the weight?
Q5. Did you feel a physical load from the balance?

• Questionnaire for residual effect
The participants answered this questionnaire 15 min after finishing the last game.
They answered the following questions using 5-point Likert scale.

Q1. Do your eyes feel uncomfortable?
Q2. Did your eyes feel more uncomfortable after taking off the HMD?
Q3. Does your head feel uncomfortable?
Q4. Did your head feel more uncomfortable after taking off the HMD?
Q5. Does your neck feel uncomfortable?
Q6. Did your neck feel more uncomfortable after taking off the HMD?

3 Experimental Results and Discussion

3.1 Grip Strength

Figure 4 shows the results of grip strength measurement. Basically, male participants
had stronger grip strength than female participants. In addition, 40 to 50 years male
subjects had the strongest grip strength.

We compared the results of questionnaire between participants group with strong
grip strength and with weak grip strength. However, we could not observe significant
differences among them. Therefore, in the following analysis we divide the participants
into two groups by their age for both males and females: young (10 to 49 years old) and
elderly (50 to 89 years old).
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3.2 Elapsed Time to Clear the Game

Figure 5 shows elapsed times to clear the game for male participants. Figure 6 shows
the results for female participants. In each figure, we plotted the results for the “front”,
the “both”, and the “rear” groups. In addition, as explained above we separated the
results into the young (10–49 years old) and the elderly (50–89 years old) groups.

The elapsed times to clear the game were not significantly different among the
weight conditions. On the other hand, the elderly group took longer time to clear the
game than the young group. This is speculated because they were less familiar with
playing video games. Therefore, the effects of familiarity with playing games may have
strong effects on the elapsed time to clear than the weight and balance of the HMD.

3.3 Questionnaire Results for Physical Load

The questionnaire results (subjective scores) are shown for “front” group (Figs. 7 and
8), “both” group (Figs. 9 and 10), and “rear” group (Figs. 11 and 12).

Fig. 4. The results of grip strength measurement

Fig. 5. The elapsed times to clear the shooting game (Males, Left: “Front” group, Center:
“Both” group, Right: “Rear” group)
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From the results of Q1 and Q2, HMD fixation to the head and sharpness of the
graphics is about 4 on average (slightly agree). Most participants did not feel
uncomfortable about these two conditions.

From the results of Q3, some participants felt fatigued by vision. However, the
feelings of fatigue by vision were not different among the weight conditions and the
position of weights.

From the results of Q4 and Q5, there were tendencies that the feelings of fatigue
increased with additional weights. In the “front” group results, as weight increased, the
feelings of fatigue increased. The “both” group results were similar but showed few
significant differences. In addition, the gradient of the feelings of fatigue as weight
increased was less than that of the “front” group. The “rear” group results showed no
significant differences. In particular, the results of young female group showed opposite
gradient of graphs to those of the “front” group. It suggests a possibility that the
feelings of fatigue become smaller with additional weights on the rear side.

Since the original center of gravity is in the front of HMD, it moved to the center of
the head by adding weight on the rear side which reduced the physical load. We need
further investigation why only the results of young female group show this tendency
markedly.

Fig. 7. The questionnaire results (“Front” group, male, From the left, Q1 to Q5)

Fig. 6. The elapsed times to clear the shooting game (Females, Left: “Front” group, Center:
“Both” group, Right: “Rear” group)
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Fig. 8. The questionnaire results (“Front” group, female, From the left, Q1 to Q5)

Fig. 9. The questionnaire results (“Both” group, male, From the left, Q1 to Q5)

Fig. 10. The questionnaire results (“Both” group, female, From the left, Q1 to Q5)

Fig. 11. The questionnaire results (“Rear” group, male, From the left, Q1 to Q5)
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Figure 13 shows plots of the average fatigue scores as an isosurface on a two-
dimensional space composed of weight axis and balance axis.

The results show even if the weight was the same, the fatigue score increased as the
balance index increased (the center of gravity moved to the front side). In addition,
even if the balance index was the same, the fatigue score increased as the weight
increased.

The contour line forms an inverse proportional hyperbolic curve. It indicates that
the feelings of fatigue will be constant if the product of weight and balance (distance
from the center of gravity) is constant. The product of weight and balance indicates the
torque required to hold the HMD. These results suggest the joint torque at the neck can
be an indicator of the physical load of HMD.

In the guidelines on helmet-mounted displays [7], similar results are shown for the
relationship between weight, balance and feelings of fatigue. Helmet-mounted display
and head-mounted display have some common features. Therefore, our results can be
considered reasonable and appropriate. They will contribute to creating comfortable
HMD standards.

Fig. 12. The questionnaire results (“Rear” group, female, From the left, Q1 to Q5)

Fig. 13. Variation in feelings of fatigue by weight and balance (Left: fatigue by weight, Right:
fatigue by balance)
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3.4 Questionnaire Results for Residual Effect

Figures 14 and 15 shows the results of questionnaire answered 15 min after finish
playing the game for all three conditions. The average scores of residual effects to the
eyes, the head, and the neck were less than 2 (slightly disagree) as well as the results of
the increase in discomfort. These results indicate few subjects had residual effect after
playing the game.

4 Conclusion

We focused on the effects of weight and balance of HMD on physical load. We
performed experiment using shooting game with various weights and balances. After
playing the game, the participants were asked to answer a questionnaire to assess the
level of physical loads that they perceived.

As the results, we clarified that the weight of HMD affects the feelings of fatigue,
and its degree varies depending on the center of gravity. The product of weight and
balance indicates the torque required to hold the HMD. Our results suggest the joint
torque at the neck can be an indicator of the physical load of HMD.

Fig. 14. The results of questionnaire answered 15 min after finish playing the game (Males,
From the left, Q1 to Q6)

Fig. 15. The results of questionnaire answered 15 min after finish playing the game (Females,
From the left, Q1 to Q6)
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To improve comfortability of HMD, it is necessary to take into account weight
balance as well as weight reduction. Our results will be highly suggestive for HMD
design.
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Abstract. Simulators are increasingly used for training applications. Therefore,
it is essential to consider negative side effects like simulator sickness.
Influencing factors of simulator sickness are related to the individual, to the
system, or to the training design. Our empirical study investigates some of these
factors in a 30-min virtual helicopter flight with HMD. 30 subjects (Mage = 19.3
years; SD = 4.02) completed the MSSQ (motion sickness susceptibility ques-
tionnaire) and the SSQ (simulator sickness questionnaire) before exposure and
the SSQ after exposure. The participants received the same treatment on two
consecutive days: One day without real motion and the other day with real
motion realized utilizing a motion platform. Results show that symptoms of
simulator sickness significantly increased directly after VR-exposure. One hour
after exposure, the symptoms of simulator sickness are comparable to symptoms
before exposure. A difference between the two conditions with real motion and
without could not be observed after exposure. Individual motion sickness sus-
ceptibility has been identified as a predictor for experiencing simulator sickness.
Implications of our findings for the training of helicopter crews and theoretical
implications in terms of simulator sickness are discussed.

Keywords: Virtual reality � Virtual training � Helicopter � Simulator sickness �
Motion cueing � Moving base simulator � Motion platform

1 Introduction

Advances in Virtual Reality (VR) provide new technical capabilities for advanced
education and training. Particularly, costly and inaccessible contents can be trained
more effectively and efficiently with VR-HMDs (Head-Mounted Displays). Training of
helicopter crews is an example for this. The crew members need special skills to
identify and evaluate critical situations especially for difficult rescue missions. This
includes the identification of dangerous situations and special risks in the environment.
In general, VR provides a natural immersion in a computer-generated environment and,
thus, a close link to training content. VR is a promising technology, which has the
ability to immerse users and, thus, creates a sense of presence. Nevertheless, negative
side effects like simulator sickness are still present and limit practical applicability.
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2 Related Work

Simulator sickness is a special form of motion sickness. Both forms have in common
that negative after-effects occur. However, after-effects are triggered through different
components of the human sensory system. Motion sickness is evoked through the
movement of a vehicle, ship, aircraft or any other moving object. The movement
stimulates the human’s vestibular system. In contrast to motion sickness, simulator
sickness is not necessarily triggered by the movement of the body, but by a conflict
between the vestibular system and the visual system. Unpleasant symptoms can also
occur due to visual stimulation in a fixed base simulator [1]. Hence, the symptoms are
rather induced visually.

2.1 Measuring and Predictors of Symptoms

Symptoms of motion sickness and simulator sickness are quite similar and implicate
symptoms like eyestrain, headache, sweating, disorientation and nausea [2].

Kennedy et al. [3] analyzed the occurrence of simulator sickness symptoms in VR
systems and found that symptoms can be split in three symptom groups: oculomotor
stress, nausea, and disorientation. Based on their findings they developed a simulator
sickness questionnaire (SSQ) [2], which has since then become the most popular
instrument to gather data about symptoms experienced after simulator exposure.
Several attempts to develop instruments that are capable to measure symptoms during
exposure did not achieve satisfactory results. Changes in psychophysiological indica-
tors such as heart rate, skin conductivity, stomach activity and blinking are also likely
to occur with increased sickness [4, 5]. However, the direction of change for most
physiological measures of simulator sickness differs among individuals [6]. A great
need for research and development of cost-effective and objective physiological
measures still persists [7].

Different factors contribute to adverse health effects of using virtual environments.
Factors influencing simulator sickness include system factors, application design fac-
tors and individual user factors [6]. Examples for system factors are latency, calibra-
tion, field of view, refresh rate or the use of motion systems in simulators. Application
design refers to the training design of virtual reality applications like the duration or
frequency of training or the movement in VR, e.g. head movement, standing/walking
vs. sitting. Individual user factors include for instance gender, age, mental models, and
health. Another individual user factor is the prior history of motion sickness, which is
known as the best predictor for experiencing simulator sickness in simulator-based
training [8]. The motion sickness susceptibility questionnaire (MSSQ) predicts indi-
vidual differences in motion sickness caused by a variety of stimuli in the user’s past
experiences [9].

2.2 Theories of Simulator Sickness

Three common theories exist in literature referring to the causes of simulator sickness:
the poison theory, the postural instability theory, and the sensory conflict theory [10].
These three theories had originally been developed for motion sickness and later
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transferred to simulator sickness. The poison theory by Treisman [11] attempts to
explain sickness symptoms from an evolutionary point of view. It holds that the
adverse stimulation of vestibular and visual system triggers mechanism that evolved to
prevent poisoning. Hence, unpleasant symptoms are caused by alleged poisoning. The
postural instability theory developed by Riccio and Stoffregen [12] states that symp-
toms are caused by a loss of postural control. The duration of the postural instability
influences the severity of symptoms. The sensory conflict theory is the most popular
theory. Many authors agree that simulator sickness is caused by a mismatch of senses.
The theory has been originally developed by Reason and Brand [10]. An example for a
sensory conflict can be found in virtual reality applications in general: Wearing a VR-
HMD - flying with a virtual helicopter - and sitting on a stationary chair at the same
time, induces a sensory conflict. The user is moving in the virtual environment, but not
in the real world.

Thus, the movement is induced visually and not vestibular. The optical flow pat-
terns of the surrounding landscape passes by and creates a sense of self-motion.
Visually induced illusory self-motion is known as vection, which is a precondition for
simulator sickness [13]. To sum up, visual stimulation is present in virtual reality
applications while vestibular stimulation might be absent. According to the sensory
conflict theory the discrepancy between what is seen and what is felt triggers
unpleasant symptoms.

2.3 Impact of True Motion on User’s Simulator Sickness

Since the sensory conflict theory is the oldest and most influential theory, our work
focuses on how to reduce simulator sickness within the framework of sensory conflicts.
To reduce sensory conflicts the usage of motion simulators is a suitable option.
A combined system of VR-HMDs and a motion platform is capable to provide cor-
responding visual and vestibular input.

Casali was the first researcher who introduced motion platforms to reduce simulator
sickness [14]. However, he reported that in some cases real motion can be helpful to
reduce the severity of symptoms and in other cases it is not. This is in line with other
studies conducted in the last century that provides ambiguous findings. In past studies,
users suffered from simulator sickness symptoms, although motion platforms were used
[15, 16]. A possible explanation is that the motion platforms were not aligned correctly
with the visual input. Another explanation is true motion sickness. This means that the
sickness is motion-induced and not a result of sensory conflicts [10].

Nevertheless, anecdotal evidence from practice exists, that pilots and instructor
operators agree that flying with the motion system turned off induced more sickness
[17, 18]. In another study (Miller and Goodson, 1958) [cited by 19] the authors found
that 75% of experienced pilots suffered from simulator sickness symptoms when the
motion platform was turned off whereas 10% reported symptoms when the motion
platform was turned on. The authors implicate that these effects might be only true for
experienced pilots since they are used to motion.
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More recent studies provided evidence that an activated motion system is able to
reduce simulator sickness symptoms [20, 21]. These results are still discussed, since the
same authors also found contradictory result [21]. Moreover, the validity of Curry’s
study is limited, because two simulators were compared that also differed in other
features than motion [20].

Stein and Robinski compared different simulators and found that simulators with
motion platforms are more likely to evoke simulator sickness symptoms [22].

McCauley draws the conclusion that there is no reliable evidence that using motion
platforms prevent simulator sickness. Nonetheless, true motion contributes to the
realism of the simulation and, therefore, positively influences the pilot’s acceptance of
simulators [23].

The scientific evidence for the sensory conflict theory is far from clear. Continuous
research in this field is essential, since research results are ambiguous and the rapid
technology progress limits a simple transfer of results from older studies. Furthermore,
new investigations are crucial because above-mentioned studies did not analyze the
impact of virtual reality HMDs as a COTS technology in combination with motion
platforms.

2.4 Temporal Aspects of Simulator Sickness

Many studies explored the occurrence and the increase and decrease of simulator
sickness symptoms over time. When studying the impact of motion on the severity of
symptoms it is also important to examine the impact before and after exposure. It is
important to check whether simulator sickness symptoms occur before analyzing if
motion affected symptoms. Moreover, it is interesting to know when the symptoms will
disappear. Examining the severity of symptoms over the time can also be beneficial for
detecting interaction effects between motion and point of time.

An article by Dużmańska et al. reviews 39 different studies about temporal aspects
of simulator sickness [24]. They found that severity of the simulator sickness increases
with time of exposure. Likewise, the persistence of the symptoms varies between
10 min and even 4 h depending on the individual studies and the duration of VR
exposure. Although there is a clear connection between duration of exposure and
persistence of the symptoms, it is impossible to develop a single, universal pattern for
this effect. Thus, the authors recommend to test time courses for each VR technology
separately. For example, a study with a ship motion simulator, participants received a
30-min simulator exposure [25]. Within one hour, most participants fully recovered
from the simulator sickness symptoms.

2.5 Study Objectives

The current study examines the impact of motion on individual simulator sickness in a
moving base VR simulator. We use modern virtual reality HMDs for a novel inves-
tigation of the sensory conflict theory. Furthermore, we analyze the time course of the
simulator sickness decline and the prediction of simulator sickness through motion
susceptibility history.
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3 Method

We conducted an empirical study to examine the impacts of different variables on
simulator sickness. This section describes sample, procedure and design as well as
materials and measures.

3.1 Sample Description

30 subjects, 28 men and 2 women, volunteered in our study with a mean age of 19.3
years (SD = 4.02). Most of the subjects were particularly interested in video games
(28). 18 subjects stated that they play video games several times a week. They had no
experience in helicopter flying and little VR experience. Analyzing the motion sickness
susceptibility by the MSSQ revealed that participants had an average score of 4.74,
which is a relatively low score compared to the norms Golding [9] reported (M = 12.9,
SD = 9.9). A necessary precondition was a normal or a corrected to normal vision,
which was tested beforehand. All subjects participated in both conditions (motion, no
motion).

3.2 Procedure

Prescreening took place on the first day and consisted of eyesight testing, ratings of the
SSQ and the MSSQ. After prescreening subjects received a 5 min VR-training fol-
lowed by the 30-min exposure. The SSQ was used to collect data on simulator sickness
symptoms before and directly after and one hour after VR-exposure. The interval of
one hour was chosen because based on the findings of [25] it was likely that the
symptoms would have disappeared one hour after VR-exposure. The Motion Sickness
Susceptibility Questionnaire (MSSQ) was administered to detect individual vulnera-
bilities. During VR-exposure, the participant is in the right rear part of the virtual
helicopter. While looking out from the helicopter’s side door, participants completed
visual search- and working memory tasks. In the real world the subject knelt on a
motion platform and pressed buttons on an input device (see Fig. 2). The participants
received the same treatment on two consecutive days: One day without real motion and
the other day with real motion realized using a motion platform. We named these
conditions: motion vs. no motion. Conditions were counterbalanced for the two days.
On the second day, the subjects were asked after exposure which condition they
preferred either motion or no motion. The entire procedure is illustrated in Fig. 1.

3.3 Experimental Design

Two independent variables were defined for a 2 � 3 repeated measures ANOVA. The
first independent variable was motion with two levels (motion/no motion). The second
was point of time (before, after, and 1 h after). Besides analyzing the focal independent
variables, we also examined the effect of motion sickness susceptibility (MSSQ) as a
predictor for simulator sickness. Altogether, we analyzed how motion, point of time,
and motion sickness susceptibility influences the dependent variable simulator
sickness.
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3.4 Apparatus and Measures

Technical Specifications of the Apparatus
For our experiment, we set up an experimental demonstrator including a motion
platform, a VR-HMD and the virtual simulation itself. The construction on the motion
platform was self-built (see Fig. 2). The virtual simulation was developed using the
software VBS3 from Bohemia Interactive Simulations [26]. For displaying the simu-
lation, the Oculus Rift CV1 was used as a popular low-cost VR-HMD [27]. The motion
base 6 DoF Electrical Motion System by Brunner [28] was used to provide real motion
analog to the virtual simulation.
The motion system provides heave, pitch, roll, yaw, surge, and sway movement, as
well as a combination of all of them. Movement information were transferred from
simulation framework to the motion base with a transfer rate of 60 Hz. Scientific
experience indicates that, in practice, it is not necessary to update faster than 60 Hz
[29]. Testing our experimental demonstrator for any physical thresholds in terms of
velocity and acceleration shows that the motion system is able to perform 97 to 99.5%
of all the movements timely and correctly. In pretests subjects stated that they did not
recognize any mismatches between visual and vestibular input.

Questionnaires
SSQ scores were calculated according to Kennedy et al. [2]. 16 different somatic
symptoms were rated from none to severe, which corresponds to values from 0 to 4.
The single symptoms and their severity ratings (0, 1, 2, 3) were sorted into subscales:
nausea, oculomotor distress, and disorientation. Values for each subscale were summed
up and weighted. The total score was calculated by multiplying the summed subscale
values by 3.74.

The short form of the MSSQ, which was applied, asks for the previous sickness
occurrences in cars, buses, trains, aircrafts, small boats, large ships, swings,

Fig. 1. Illustration of the experimental procedure.
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roundabouts in playgrounds, and leisure park attractions. Subjects can rate their
experiences by ticking one of these options: not applicable/never travelled, never felt
sick, rarely felt sick, sometimes felt sick, and frequently felt sick. It asks separately for
childhood experiences before age 12 and the experiences over the last 10 years. Cal-
culation of the total scores followed the instructions of Golding [9]. In his initial sample
the median score was 11.3, 25th percentile was 5.5, and 75th percentile was 19.0.

4 Results

In the following sections statistically significant results are marked with * for p < .05,
** for p < .01, and *** for p < .001. SSQ scores were found not to be normally
distributed due to a broad range of individual symptom severity. Nonetheless, para-
metric analyzing methods were applied since ANOVAs are relatively robust to vio-
lations of normality [30]. The reported degrees of freedom were corrected according to
the Greenhouse-Geisser procedure.

4.1 Impacts of Motion and Point of Time

Results of a repeated measures ANOVA revealed a significant main effect of point of
time for the SSQ total score, F(1.41, 39.33) = 19.00, p < .001, η2 = .40, for the

Fig. 2. Picture of the experimental demonstrator with subject.
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subscale nausea, F(1.59, 44.36) = 11.91, p < .001, η2 = .30, for the subscale oculo-
motor, F(1.41, 39.55) = 16.06, p < .001, η2 = .36 as well as for disorientation, F(1.65,
46.05) = 11.61, p < .001, η2 = .29. Follow-up pairwise comparisons are depicted in
Fig. 3.

Neither a main effect of motion nor an interaction effect of motion and point of time
was found to be significant. Hence, we could not detect any significant differences
between motion and no motion in any of the SSQ scales (see Fig. 4).
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Fig. 3. Means and standard errors of simulator sickness symptoms before, after and 1 h after
VR-exposure.
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Fig. 4. Means and standard errors of simulator sickness symptoms for motion and no motion.

468 M. Kaufeld and T. Alexander



The evaluation of the subject’s preference showed that 26 subjects (87%) favored
the condition which included real motion generated by the motion system. According
to most subjects the simulation felt more realistic when the motion system was applied.

4.2 Motion Sickness Susceptibility

A moderated regression was conducted to examine whether the predictors motion
susceptibility and motion, or their interaction influence total SSQ scores. Predictors
were mean-centered to reduce multicollinearity and z-transformed. The assumption of
homoscedasticity was graphically checked. The overall model revealed to be signifi-
cant, F(3, 56) = 6.52, p > .001, R2 = .26. MSSQ scores were found as a significant
predictor of simulator sickness scores, b = .48, p < .001 (see Fig. 5).

Regarding the contribution of each individual predictor, motion revealed to be a
non-significant predictor, b = −.10, p = .653. The interaction of both predictors does
not explain a significant portion of the variance over and above the criterion, b = −.29,
p = .209.

To sum up, individual motion sickness susceptibility was found as a predictor for
experiencing simulator sickness. We could not find any evidence for a moderating
function of motion on simulator sickness.

5 Discussion and Conclusions

The objective of the current study was to investigate the impact of motion on individual
simulator sickness in a moving base VR simulator. We could not find any differences in
simulator sickness for applying or not applying a motion platform. Thus, we cannot
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Fig. 5. Predicted simulator sickness symptoms as a function of motion sickness susceptibility.
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provide evidence for the sensory conflict theory. Past studies provided ambiguous
results for using a motion platform to reduce simulator sickness as described in
Sect. 2.3. Most of these studies are only partially comparable to our approach due to
the age of the studies and other technical specifications of the simulator systems. That
is why we discuss our results in a theoretical framework. Assuming the sensory conflict
theory holds there are some possible explanations why we did not find differences
between motion and no motion. One reason might be that our motion platform was not
aligned correctly with the visual input. This should not apply to our simulation as
explained in Sect. 3.4. Another explanation for the occurring sickness could be true
motion sickness [10]. To test this explanation we intend to include real helicopter crews
for our future research. They are familiar with real helicopter movements and may
suffer less from motion sickness. Nonetheless, it should be emphasized that the real
movement through the motion platform did not show any negative effects on simulator
sickness. Moreover, the subject’s preference clearly indicates advantages for the use of
motion platforms in training. Since our results did not provide any evidence that real
motion leads to increased severity of sickness the application of the used system is
recommended with an activated motion system.

Furthermore, we detected that one hour after exposure the simulator sickness
symptoms decreased to normal. It is pointed out that these results only apply to our
simulation and thus are not transferable to other simulators. Further research can
analyze the exact course of time for the sickness decrease by asking for the symptoms
at shorter intervals. In general, it is highly recommended to measure the duration of
simulator sickness decline for every new simulator in order to adapt the training design.

Motion sickness history is known to be one of the best predictors for simulator
sickness [8, 9]. This is in line with our findings that motion sickness susceptibility is a
predictor for simulator sickness symptoms right after VR-exposure. We could not
detect any moderating function of motion for the relation between motion sickness
susceptibility and simulator sickness. Thus, in our study an individual factor explains
most of the variance in simulator sickness.

We conclude that interindividual variability seems to outweigh the effect of motion
as system factor. Since interindividual factors are not adaptable, further research is
needed in areas of system and training factors. It would be especially interesting to
learn under which circumstances real motion is beneficial for the prevention of sim-
ulator sickness.
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Abstract. It is unknown whether teams communicate more effectively in vir-
tual spaces than when using more traditional technologies due to a lack of
objective measures of team performance. Social psychology research shows that
teams struggle to share information and suggests the absence of certain social
cues in virtual reality (VR) would making sharing information more difficult.
We developed a methodology to assess objective performance of communica-
tion during an information-gathering task. In this study, using a within-subjects
design, 24 pairs of participants examined maps of cities both in VR, using a
head-mounted display, and on desktop monitors. For each map, pairs worked
together to read the maps, identify patterns amongst variables, and make pre-
dictions beyond the given data. In VR, the only cues from one’s partner were
speech and the ability to point out places on the map with a laser. In contrast,
when working on the desktop monitors, partners were also able to view one
another. Because groups struggle to share unique information, we anticipated a
task providing partners with unique variables and requiring pairs to exchange
information in order to solve problems would create a sufficiently challenging
situation and be an effective way to measure team performance. Overall, per-
formance in VR did not suffer, as pairs were just as fast and equally accurate at
identifying patterns and predicting future events. Pairs performed better at
reading the maps when in VR but did have better recall of the information
viewed on the desktop monitors.

Keywords: Team performance � Telecommunication �
Virtual reality for command and control � Collaborative virtual environments

1 Introduction

Virtual reality (VR) technology has advanced considerably in recent years, renewing
interest in utilizing virtual reality for multiple applications including military, com-
mercial, and telecommunication. While using virtual reality for teleconferencing boasts
many potential positives (e.g., shared visual space) that may aid team problem solving,
it is unknown whether teams work together more effectively in virtual spaces than
when using non-immersive display technologies, such as a desktop computer. The
utility of virtual reality to improve team-performance is inconclusive because previous
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studies have largely utilized subjective measures of team performance or satisfaction
[1–3]. Specifically, participants have been asked their opinions on different aspects of
the virtual experience like presence [e.g., 2] or researchers rely on informal assessments
[e.g., 3]. Virtual reality technology allows users to communicate within a common
visual space when in different physical locations, which may aid collective problem
solving on spatial tasks [2]. However, when evaluating potential benefits of using VR
on human performance, subjective reports are often not correlated with objective
performance [e.g., 4].

In this paper, we describe an approach to objectively measure team communication
and performance. Specifically, individual team members each had access to unique
geospatial information and were asked questions pertaining to the geospatial infor-
mation that either required them to identify information (e.g., how many low-income
neighborhoods?), identify relationships across variables accessed by different team
members (e.g., please determine the pattern to these recent robberies), or make pre-
dictions beyond but based off of available data [5]. Using this methodology, there were
no negative impacts on performance when working in VR compared to when teams
worked on desktop monitors. When using VR, participants performed just as quickly
and were equally skilled at determining patterns to events and predicting future events.
However, team members were better able to identify information when in VR. We
believe that this measure is useful for assessing team performance in virtual reality
environments because the ability to read, understand, and utilize displayed information
is essential to many tasks. In addition, we believe the results from using this
methodology are generalizable to other tasks where exchanging information is essential
to success.

1.1 Objectively Measuring Performance in Virtual Reality

Very little work exists studying team performance in virtual reality [6, 7], and not all of
the available work allows for conclusions to be drawn as to whether working in VR
affects objectively-measured team performance. Older works have focused on solely
describing the system [e.g., 8] or have provided informal observations of others using
the system [e.g., 3]. For example, Greenhalgh and Benford [3] provided “a rough and
ready summary of what happened” [3, pp. 175] when individuals used the system to
hold a laboratory meeting. Such setups do not provide adequate experimental control as
there is no comparison to performance using other displays. Additionally, even when
participants do interact with others in VR in a true experimental design, the manipu-
lated variable may not be the environment in which teams perform [e.g., 9]. Thus,
overall there is a lack of experimental studies that focus on team performance in VR
compared to team performance using non-immersive displays.

Another consideration is that many of the outcomes that have been measured in
order to examine group performance in VR are not indicative of the effectiveness or
accuracy of human teams. Research on teams or groups in virtual reality may choose to
focus on participants interacting with virtual humans instead of examining all-human
teams [10, 11]. Recently, outcomes examined have included self-reported individual
understanding, cognitive load, shared understanding, consensus, response time [7],
reactions to the training (e.g., perceived value), learning, and knowledge transfer to a

474 S. Moore et al.



complex task [1]. These measures lean toward subjective measures of performance
(e.g., understanding) or task-specific measures that may not apply to other situations
(e.g., reactions to training).

Related research on virtual teams also does not point to a clear, generalizable
measure of team performance. Specifically, virtual teams are teams working together in
different locations on a shared task and using technology to communicate. In their
meta-analysis on performance in virtual teams, Ortiz de Guinea et al. [12] defined
“performance” in the following way: “Performance represents the effectiveness of the
outcome with respect to the specific task or project at hand. Researchers have included
measures such as project outcomes (e.g., met requirements, within budget, within
schedule) and confidence in the decision reached by the group” [12, pp. 303]. They
included studies in their analysis where outcomes were labeled as performance as well
as studies with labels related to performance, such as “creativity of the solution” [12].
More specifically, virtual teams research has focused on measures of project quality,
decision quality, time to arrive at a decision, and the number of unique ideas generated
[6]. Overall, the performance of virtual teams has been studied in varied ways, though
there is still a preponderance of subjective measures, such as confidence and creativity,
and task-specific concerns, such as budgets and schedules. We propose a method to
objectively measure team performance in virtual reality that does not require task-
specific knowledge. Instead, it only requires participants to have the ability to read
information and communicate it to their team member, which are skills that underlie
multiple tasks.

1.2 Teams in Immersive Virtual Environments

Recent work on team performance suggests that performance in immersive virtual
environments may be no worse than in the real world. Specifically, some qualities of
real life social interactions, such as interpersonal distance and eye gaze norms, can
translate into the environment [13]. Additionally, replicating a real life finding, par-
ticipants were more persuaded by and had greater liking for avatars (i.e., digital rep-
resentations of human bodies) that mimicked their head movements, even knowing the
avatar was controlled by a computer [9]. Furthermore, team members also perceive
themselves as performing better in immersive virtual environments, indicating they felt
they made fewer mistakes and were more effective [2]. And there is some objective
support for this feeling: related work has tested memory in ecological settings and
found that individuals are better able to remember items when items are naturally
presented [14]. This finding could suggest that 3D environments would be more
effective than working with 2D displays on a desktop monitor. Some basic social
functions can be implemented in VR, making it a more realistic environment for
teamwork than relying on desktop computers or email.

However, Van der Land et al.’s [7] study further illustrates the complexity of team
performance in virtual reality. Teams performed better in terms of shared understanding
and group decision making when working with static 3D environments (e.g., a 3D
scene viewed on a desktop monitor that could be rotated) compared to when partici-
pants could navigate the 3D room from a first-person perspective. They suggest that, in
addition to coordinating with teammates, working in this 3D scenario may have been
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overwhelming for participants. These findings suggest that social norms and theories
are applicable to virtual reality and that the more ecological presentation of information
may improve performance. However, it is less clear how teams would function in
virtual reality when unable to see one another. It may be possible that avatars are
unnecessary and teams are able to function equally well without them, but the findings
are not conclusive.

1.3 Barriers to Sharing Information in Virtual Reality

Research suggests that working in virtual reality would cause difficulties for teams, as
participants would be working in an environment that lacks cues, norms, and regulatory
feedback. It is well established that sharing information in groups can be difficult [e.g.,
15]. Research shows that people struggle to share unique information when working in
groups [16], and of concern to virtual teams, this may be especially true when we
introduce technology to the situation [17, 18]. Stasser and colleagues have studied
hidden profiles, where information is distributed to group members and some of that
information is unique to only one individual. Groups are tasked with making a deci-
sion, and to make the best decision, that unique information must be shared. Unfor-
tunately, groups are likely to focus on information they have in common instead [15].
Specifically, one study found that while groups discussed 46% of the information that
the group shared, they discussed only 18% of the information that was distributed to a
single person [16]. “Group decisions and postgroup preferences reflected the initial
preferences of group members even when the exchange of unshared information should
have resulted in substantial shifts of opinion” [15, pp. 1476]. While sharing unique
information can be vital to team success, groups may also struggle to establish mutual
knowledge. The failure to establish mutual knowledge has been found to result in
poorer decision quality and lower productivity, as well as interpersonal problems or
difficulties [19]. Being strangers [20] and experiencing relationship conflict [21] appear
to be two specific barriers to sharing information.

Another barrier to sharing information effectively may be the technology used to
communicate. Hightower and Sayeed [17, 18] found that when participants used
computers to communicate with one another, their discussions were less effective at
exchanging information versus when groups were face-to-face. Thus, even when the
performance of a group would benefit from doing so, sharing information doesn’t
appear to be easy for teams, for a variety of reasons. The identification and commu-
nication of unique information is an underlying factor in achieving success in many
team activities. Therefore, in this study, we created a task that required teams to
identify unique information and share it with their partner to answer questions about the
presented information, making it a task with results that are applicable to a wide range
of situations. However, additional research shows that teams working together in VR
are likely to face many barriers in their attempts to work together successfully.

It appears the absence of certain cues in virtual reality makes sharing information
even more difficult. This may be why Ortiz de Guinea et al.’s [12] meta-analysis overall
concluded that virtualness, or communication environments that do not relay normal
social information, was related to poorer team performance. Cramton [19] acknowl-
edges that it can be challenging for people in dispersed locations to have a clear
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understanding of the context their colleagues are operating within (e.g., features of their
equipment, commuting time, etc.). This could also be true when teams are working
with HMD’s, where certain information, or cues, involving one’s teammates are absent.

The literature suggests there would be an absence of social norms in VR. Kiesler
et al. [22], when examining the rising popularity of computers, pointed out that it can
take decades for a new type of media to develop a code of etiquette. As a new method
of communication, there may be both a lack of social context and few existing norms
[22]. With the introduction of new ways to interact with others, people must then learn
how to act toward one another. Thus, in addition to completing an assigned task and
interaction in VR, people also have to learn how to behave toward one another in a
virtual environment.

Using HMD’s, we also expected a lack of regulating feedback in VR. When we
perceive social cues, such cues can cause us to make a cognitive interpretation and
experience a related emotion, as we adapt our reactions in response [23]. “In traditional
forms of communication, head nods, smiles, eye contact, distance, tone of voice, and
other nonverbal behavior give speakers and listeners information they can use to
regulate, modify, and control exchanges” [22, pp. 1125]. However, in this case, using
the HMD’s provided our participants with only tone of voice, thus eliminating many
other types of nonverbal cues that can aid interactions. The results of Kiesler et al.’s
[22] study found that a new mode of communication (e.g., computers) took longer and
involved less communication, though the groups were equally task oriented. A possible
explanation that was proposed was the absence of informational feedback. Because
people did not know if others understood or agreed with them, they spent more time
and effort attempting to be understood [22].

Relatedly, the loss of social cues should have consequences for the quality of
interactions. It has been suggested that nonverbal cues are more honest and reliable
because they tend to be unconsciously emitted [24]. Thus, they may be more useful
than behaviors that are more closely monitored. Possessing only weak information can
alter the perceivers’ behavior. “When social context cues are weak, people’s feelings of
anonymity tend to produce relatively self-centered and unregulated behavior”
[23, pp. 1495]. Indeed, a feeling of social anonymity can encourage people to act more
assertively, which is illustrated in work on cyberbullying [25]. Sproull and Kiesler [23]
also found that using the new type of communication tool (i.e., email) was associated
with people overestimating their own contribution to the conversations. Thus, when
working in VR, a lack of social cues could create a situation that fosters a focus on
oneself that would be detrimental to effective teamwork.

While the various considerations listed above may be the reason a meta-analysis
[12] found that virtualness was negatively related to team performance, this is not
conclusive. Sharing information is both important and challenging. As we reviewed, in
a scenario where teammates work together in VR using HMD’s, there are qualities of
such a situation that the literature suggest would make it even more difficult to
exchange information. It may not be as easy to understand a teammate’s perspective,
the social environment lacks established norms and protocols, while missing cues make
the interactions more challenging and eliminate modes of regulatory feedback. How-
ever, there are also some reasons to expect that teams can work together in VR
effectively.
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1.4 The Present Study

In this study, our goal was to assess team performance objectively by measuring teams’
ability to identify, understand, and utilize technology. Building upon the established
importance, and difficulty, of teams exchanging information, we created a task that
required teammates to share information with one another in order to reach the correct
answer. In this study, using a within-subjects design, 24 pairs of participants examined
maps of cities both in VR, using a head-mounted display (HMD), and on desktop
monitors. While they viewed a map of the same city and focal events (i.e., robberies),
each participant had access to unique sociocultural information, such as political and
religious information, that their partner did not. For each map, pairs answered three
types of questions: (1) Teams were asked to read the map and identify information. In
this case, only one partner had access to the relevant variable; (2) Pairs were asked to
examine a common focal variable (i.e., attacks in the city) and determine the pattern to
these events. Here, each partner had access to one unique, relevant variable. Partners
had to share their information to reach the correct answer; and, (3) Teams again had to
determine the pattern to a focal event. However, they then had to predict where the next
event would occur based on that pattern. Probing participants’ knowledge of presented
information using these 3 levels (identification, relation, and prediction) was adapted
from Galesic and Garcia-Retamero’s [5] evaluation criteria of graph literacy, or ability
to read information representations. In VR, the only cues from one’s partner were
speech and the ability to point out places on the map with a laser. In contrast, when
working on the desktop monitors, partners were also able to view one another and use a
familiar device. Because groups struggle to share information, we anticipated a task
providing partners with unique variables and requiring pairs to exchange information in
order to solve problems would create a sufficiently challenging situation and be an
effective way to measure team performance. We used the objective measures of
decision quality, response time, and memory for information viewed to assess team
performance. It was predicted that, because of the missing cues, context, and norms in
VR, pairs would answer fewer questions correctly and take more time when working in
VR. However, it was predicted that information viewed in VR would be better recalled
due to the more natural presentation of information [14].

2 Method

2.1 Participants

A power analysis was conducted for an F test using G*Power. Conducted for a
repeated measures, within-between interaction ANOVA, we assumed a small medium
effect (f = .25). Using the questions posed when reading the maps as the outcome
example (24 measurements) and with the power set to .80, we determined that we
would need 24 pairs to participate in this study.

We recruited participants from the Aberdeen Proving Ground (APG) civilian
workforce, the Army Research Lab participant pool, and the Army Research Lab
dispatch. APG employees participated during their normal duty hours and did not
receive any compensation other than their normal pay. Participants were required to be
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18 years of age or older, have normal or corrected to normal vision, able to fuse stereo
images, and have normal color vision. Forty-eight individuals participated in this study
(i.e., 24 pairs). Participants consisted of 37 males and 11 females. Participants ranged in
age from 18 to 50 (m = 27.15, sd = 7.49).

2.2 Design

A 2 Display Condition (Head-Mounted Display, Desktop Monitor) by 2 Display Order
(HMD first, Desktop Monitor first) � 3 Type of Question (Identification, Relation,
Prediction) design was implemented with all factors except Display Order being
manipulated within-subjects. Pairs were semi-randomly assigned to either the HMD
first or Desktop Monitors first order so that after 24 pairs, half of the pairs were
intended one or the other order. Presentation of the geo-spatial maps and associated
information was designed so that the same pair did not see the same information in the
HMD as they did in the Desktop Monitor.

2.3 Instrumentation and Facilities

The experiment took place in the Systems Assessment and Usability Laboratory
(SAUL) in building 459, APG [26]. When participants were working in Virtual Reality,
they viewed virtual stimuli through an HTC Vive HMD. The resolution within the
HTC Vive is 2160 � 1200 with a 90 Hz refresh rate and 110º field of view. Partici-
pants were seated in a desk chair and viewed themselves in front of a desk with the map
on top. The questions posed to them were on the wall in front of them as were the types
of information they could choose to view. Using the hand control, they were able to
toggle different variables on and off. When looking at the computer monitors, partic-
ipants sat facing one another at a table, each with a desktop computer monitor in front
of him or her. A participant’s screen was not visible to his or her partner. Each
presentation and organization of information on the maps and legend were designed to
fit each display.

Four cities were chosen (Hamburg, Germany; Salt Lake City, USA; Cape Town,
South Africa; Tokyo, Japan) to use for the maps in our task. We strove to include cities
that had landmarks (e.g., bodies of water, bridges) to introduce variety and that par-
ticipants could point to throughout their task. Teams viewed two maps in VR and the
other two maps on the desktop monitors. The maps viewed on VR differed among
teams. Team members always had access to four shared variables, while unique
information varied from three to seven variables per partner.

2.4 Procedure

Participants agreeing to participate in the study were placed into pairs. After arriving at
the SAUL, all participants completed informed consent and then completed the stereo
images and color vision tests. These tests ensured that participants could discriminate
colors and fuse stereo images. Both abilities were needed in order to properly view
stimuli in Virtual Reality. They were also asked if they were hearing impaired, as this
could hinder their ability to complete the task. Participants were then placed on
opposite sides of the room to complete their surveys in order to ensure confidentiality.

Communicating Information in Virtual Reality 479



Participant pairs were required to answer a set of six questions for each of the four
maps. Participants had access to the same map and the same data on incidents: recent
locations of bombings, attacks, robberies, and assumed gang headquarters. This was
the common information both participants shared. However, the additional information
available to each partner differed. See Image 1. For example, for one map, Person 1
also had the option to view economic information, gang territories, locations of school
“A”, locations of school “B”, and marked traffic circles. In contrast, Person 2 had the
option of viewing dock locations, grocery and retail stores, population data, the
locations of religions “A” and “B”, and train stops. Two questions per map asked the
participants to identify information that was presented on one or the other partner’s
map. Two questions per map asked the participants to cross reference information
presented on each partner’s map. Two questions asked participants to cross reference
information presented on each partner’s map and then, as a pair, make a prediction
beyond the information presented. This was repeated for three different maps, for a total
of four maps, with six questions per map. Participants using the computer monitors
were able to see the movement of their partner’s mouse, enabling them to point to areas
about which they referred. They were also able to view their partner, and thus see their

Image 1. This image depicts the views of Player 1 and Player 2 using the HMD. The green
markings represent bombings in the city (a shared variable), while blue and pink markings
indicate players’ unique sociocultural variables.
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posture, facial expressions, etc. Those in VR were able to see their partner’s controller
which was held in his/her hand. Participants’ controllers served as a pointer. When they
pressed the button on the controller, a laser appeared that they could use to point to
specific areas on the map. While in VR, participants were only able to see their
partners’ laser pointer, and they could hear their voice. No other cues (e.g., an avatar)
were visible. Participants completed two maps in VR and two maps on the computer
monitors while in the same room, the order of which was counterbalanced. They then
completed the memory task. Participants’ performance was assessed through their
ability to accurately answer the questions and the amount of time required to submit a
response. Following each map task in VR, participants were asked to rate their motion
sickness. At the end of the experiment, participants indicated their prior experience in
VR and were debriefed. The average length of the experiment was between 90 and
120 min (Image 2).

2.5 Measures

Prescreening. The Random Dot-E test [27] was used to determine whether partici-
pants could fuse stereo images. The test required participants to identify a letter in a
random-dot stereogram. The letter was only perceptible if participants were able to fuse
stereo images. The Color Dx test [28] was used to determine if participants had normal
color vision. The test required participants to identify shapes that were drawn in one
color and surrounded by other colors. If participants could accurately identify the
shapes, it indicated that they had normal color vision. Participants were excluded if
they failed either the test of stereo vision or test of normal color vision as these abilities
were necessary to properly view stimuli in the HMD condition. We also asked par-
ticipants to self-report if they were hearing impaired as this could have hindered their
ability to successfully complete the task.

Image 2. This image depicts the desktop monitor display (left) compared to the display visible
using the HMD.
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Outcome Variables

Decision Accuracy. Participant pairs were required to, as a pair, answer a set of six
questions for each of the four maps. Two questions per map asked the participants to
identify information that was presented on one or the other partner’s map. Two
questions per map asked the participants to cross reference information presented on
each partner’s map. Two questions asked participants to cross reference information
presented on each partner’s map and then, as a pair, make a prediction beyond the
information that was presented. The questions were designed so that there was only one
correct answer per question.

Response Time. During the study, participants received questions to read before they
were able to view their maps. We measured the length of time between participants’
indication that they had read each question and the pair’s unanimous decision as to the
answer of said question. Doing so allowed us to determine if one condition led to faster
decision making.

Memory. Participants’ memory of the information they saw on the maps during the
experiment was also assessed. During the experiment, participants viewed maps of
urban areas. To assess their memory of the information presented on their maps,
participants were shown the map with information marked that matched what they had
seen previously and another map with incorrect information which they had not seen
previously. The order of presentation for incorrect and correct maps was counterbal-
anced. Participants were asked to indicate whether the map they viewed was identical
to the map they used during the experiment. For each map, participants received 12
such questions assessing memory. Across all four maps, there were a total of 48
questions assessing memory. As each question had only one correct answer (yes/no),
participants’ memory scores were able to range from 0–48.

Potential Covariates

Virtual Reality Variables. Participants’ level of experience playing videogames and
being in virtual reality was also assessed. Specifically, participants were asked to self-
report what type of games they normally played and for how long. It was possible that
those with more experience would perform better on the tasks.

Participants periodically rated their level of simulator sickness using the Fast
Motion Sickness Scale (FMS) [29]. The FMS required participants to rate experienced
motion sickness on a scale 0 (no sickness at all) – 20 (frank sickness) verbally. Prior to
beginning the task in VR, participants were asked to verbally rate their initial motion
sickness. They rated this again verbally after each of the map tasks. The experimenter
said “Please rate your existing feelings of motion sickness on a scale of 0 (no sickness
at all) – 20 (frank sickness).” Participants were given the chance to take a break after
each map. In addition to potential discomfort, it was possible that the experience of
simulator sickness would negatively affect participants’ performance.

482 S. Moore et al.



3 Results

3.1 Response Time

Response time was defined as the time between participants indicated having read the
question and the time that they indicated they had an answer. We first ran a 2 Display
Condition (Virtual Reality, Desktop Monitor) � 2 Display Order (VR first, Desktop
first) � 3 Type of Question (Identify, Relate, Predict) repeated measures ANOVA to
determine whether response time differed when in VR versus when working on desktop
monitors. Display condition and type of question were within-subjects variables while
display order was a between-subjects factor. There was no main effect of display
condition, F(1, 21) = 1.65, p = .213. Teams were just as quick to answer questions in
the VR condition (m = 1258.98 s, sd = 895.55 s) as they were in the desktop condition
(m = 1104.78 s, sd = 514.48 s). There was a main effect of Type of Question,
F(2, 20) = 40.30, p < .001, such that as questions increased in complexity from
identifying information (m = 292.03, sd = 91.29) to determining patterns to how
variables related (m = 566.63, sd = 254.31) to predicting future events (m = 775.54,
sd = 369.01), pairs took longer to answer. Lastly, there was no significant interaction
between Display Condition and Type of Question, F(2, 20) = 1.28, p = .290.

3.2 Accuracy

Accuracy was examined for three types of questions: identifying information indi-
vidually, determining how variables related to events, and by predicting future events
based on existing patterns.

Accuracy for Identifying Information. We first ran a 2 Display Condition (Virtual
Reality, Desktop Monitor) � 2 Display Order (VR first, Desktop first) � 4 Question
repeated measures ANCOVA, with experience in VR as the covariate, to determine if
pairs were more or less accurate at identifying information in VR compared to on the
desktop monitors. Condition and questions were within-subjects variables, while order
was between-subjects. There was a main effect of display condition, such that pairs
were slightly better at identifying information in virtual reality than on the desktop
monitors, F(1, 20) = 3.86, p = .063. Identification questions required participants to
count the number of items present or to estimate the percentage of the map covered by
a group/landmark. Teams were more likely to report answers further away from the
correct value when on the desktop monitors (m = 1.97, se = .38) compared to when in
VR (m = 1.20, se = .22). There was not a significant interaction between display
condition and experience in VR, F(1, 20) = 1.43, p = .246. See Fig. 3.

Accuracy for Relating Information. We repeated this test to compare accuracy
between the two display conditions on questions that required pairs to determine how
variables related to one another. Specifically, participants were required to focus on a
specified shared variable, and determine the other variables that predicted that event,
based on which variables spatially overlapped. Since participants could select from
several different variables (some that were predictive of the outcome and some that
were not), we computed a measure of participants sensitivity (d0). D0 allows us to
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analyze participants’ ability to correctly identify important variables while correctly
ignoring variables that were not predictive of the outcome. D’ was calculated using the
following formula [30]:

d0 ¼ ln H 1� FAð Þ½ �= 1� Hð ÞFA½ �f g

D′ is interpreted such that higher values indicate greater sensitivity, or participants’
ability to correctly identify important variables and ignore distractor variables. There
was no main effect of display condition, F(1, 20) = 1.98, p = .175. Pairs were equally
skilled at determining the patterns to events when working in VR (m = 10.07,
se = .685) as they were when working on desktop monitors (m = 11.12, se = .48).
There was not a significant interaction between display condition and experience in
VR, F(1, 20) = .000, p = .994. See Fig. 4.

Accuracy for Predicting Events. Finally, we examined accuracy for the questions
pairs answered that involved predicting future events. Teams again had to determine
the variables that spatially overlapped with a focal event, and then predict where a
future event would occur based on that pattern. There was no main effect of display
condition for this type of question, F(1, 20) = .007, p = .936. Pairs were just as
accurate in VR (m = .74, se = .06) as they were using the desktop monitors (m = .72,
se = .06). There was not a significant interaction between display condition and
experience in VR, F(1, 20) = .374, p = .548. See Fig. 5.

Memory of Information. Memory for information viewed was defined as whether
participants could identify the information they had viewed previously when presented
with two maps that were marked (correctly and incorrectly) with one of their socio-
cultural variables. Therefore, if participants purely guessed, we would expect them to
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Fig. 3. Absolute error is plotted for each display condition. Lower values indicate answers
closer to the correct value. Participants in the VR condition performed significantly better than
those in the computer monitor condition.
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answer 50% of the questions correctly. We ran a paired samples t-test that compared
memory for information viewed in VR to memory for information viewed on the
desktop monitors. This difference was significant, t(43) = −2.68, p = .010. Specifi-
cally, participants’ were able to remember more information that had been presented on
the desktop monitors (69%) than information that had been viewed in VR (63%). It is
also important to note that the amount of information remembered from each display
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Fig. 4. Sensitivity scores are plotted for each display condition. Higher values indicate that
participants were better able to select relevant variables while ignoring irrelevant information.
There was no main effect of display condition on participants’ ability to relate information.
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Fig. 5. The proportion of events that were correctly predicted is plotted for each display
condition. Participants’ ability to predict beyond the data did not differ between conditions.

Communicating Information in Virtual Reality 485



condition was significantly greater than chance (p’s < .001). This suggests that par-
ticipants were able to recall the information they had viewed, even though they were
not told they needed to do so. See Fig. 6.

4 Discussion

The goal of the current study was to investigate whether team performance was
influenced by the display media through which team members communicated. Despite
the predicted lack of social context in virtual environments and findings that virtualness
is associated with poorer team performance [12], our findings suggest that team per-
formance did not suffer when pairs used virtual reality to communicate. Team members
performed equally well when relating information across variables and when predicting
beyond the data in VR as they did on the desktop monitor. Team members also
answered questions just as quickly in VR as on the desktop monitor. This is encour-
aging, as team performance in VR remained strong despite the fact that the environ-
ment was expected to lack norms, regulatory feedback [e.g., 22], and social cues [e.g.,
23], as well as basic familiarity with the device. This is important as it provides
evidence that VR could be an effective tool for teams to communicate and to use so that
they can train or work together regardless of their physical distance.

Interestingly, team members were better able to identify information in VR. This
was the simplest measure of accuracy, where only one participant had access to the
variable of interest and was required to read that information correctly and commu-
nicate it to his or her partner. Because this measure of accuracy did not involve higher
level thinking (i.e., such as deducing a pattern between two variables) and did not
require involved collaboration with one’s partner, it could suggest that information is
more easily identified when reading from a 3D graph in VR. This may be because the
more natural display of information in 3D [e.g., 14] and participants’ perception of
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Fig. 6. The proportion of trials correctly remembered is plotted against display condition. In
both conditions, participants were able to remember a significant proportion of the maps. In
addition, participants remembered more of the information in the computer monitor condition
than the virtual reality condition.
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greater effectiveness [e.g., 2] lead to better performance in virtual reality. It is worth
noting that this is the only type of question that did not require team interaction to reach
an answer. So while this provides evidence that VR may aid basic information iden-
tification, it may not improve team performance. Future research should independently
investigate the influence of using VR on ability to read information and communicate
information. In addition, future work could integrate more social cues in the virtual
environment using this scenario and assess whether performance in VR then improves
beyond that seen using the desktop monitors. This would help further deduce whether
the method of display or the lack of social context are the cause of these differences.

We had also anticipated that representing sociocultural information in 3D would be
associated with a better ability to remember information viewed in VR. Previous work
has shown that participants are better able to remember the location of objects in a
room when the object locations are viewed through a head-mounted VR headset [31].
Pausch and Proffitt [31] argued that better memory of objects was the result of better
encoding from self-movement associated with scanning the room. Our results did not
replicate their findings, as participants remembered more information in the desktop
condition than the VR condition. This suggests that field of view may interact with self-
motion to influence memory of objects.

In addition, we adapted a measure of graph literacy [5] to test team members’
ability to collectively measure ability to identify information, communicate it to their
teammate, and solve problems together. We built this paradigm around the established
finding that it is challenging for groups to share information with one another, be it
unique information [16] or even mutual knowledge [19]. This difficulty sharing
information often comes at the price of decision quality [15, 19]. Furthermore, there is
reason to believe that the introduction of technology to such a situation makes teams
even less effective at exchanging information [17, 18]. These skills—reading com-
prehension, communication skills, and shared problem solving ability—are ones that
would be useful for teams on a variety of tasks and in a variety of situations. We argue
that this task and methodology are useful measures of team performance that could be
used to evaluate multiple different communication technologies.
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Abstract. Using optical head-mounted display (HMD) devices, users can see
both real world and Augmented Reality (AR) content simultaneously. AR
content can be displayed to both eyes (binocular) or in one eye (monocular).
For a binocular display, users benefit from (a) using both eyes to focus on the

same content, and (b) having depth perception. However, the vergence-
accommodation conflict can negatively impact the time and accuracy of fusing
the views. For a monocular display, users benefit from (a) easy and quick focal
depth switches between the virtual content and the physical world, and
(b) having a larger virtual information overlay in one eye while also seeing the
real-world in the other eye.
In this study, users performed manual tasks by following real-time, step-by-

step instructions for 2D tasks (drawing cartoon characters) and 3D tasks
(assembling plastic bricks). The instructions were presented on an AR HMD
through various occlusion conditions, after which we compared the users’
Quality of Experience (QoE) feedback.
Our investigation found that users commonly chose to separate the AR

content display from the physical working area, placing them adjacent in the
field of view and shifting their attention between them. The overwhelming
majority of users preferred the binocular display. For a monocular display, users
need to balance the benefits of depth perception (for 3D tasks) and the annoy-
ance of binocular rivalry. While most users can tolerate binocular rivalry, a
significant subset have a low tolerance for binocular rivalry and prefer to mask
or close the eye without the virtual display.
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1 Introduction

1.1 AR Content Display

Augmented Reality (AR) is a technology used to project artificial visual content into
the real world. Using an optical head-mounted display (HMD), users can see both the
real world and the superimposed AR content simultaneously without turning their head
or moving their eyes to a different display. AR content can be displayed to both eyes
(binocular) or one eye (monocular, left or right eye).

1.2 Binocular Display

When a binocular display is used, users benefit from (a) being able to use both eyes to
focus on the same content, avoiding binocular rivalry [1, 2] or eye dominance concerns
[3]. Binocular rivalry is a phenomenon of visual perception in which perception
alternates between different images presented to each eye. Eye dominance is the ten-
dency to prefer visual input from one eye over the other. Another user benefit of
binocular displays is (b) the possibility of depth perception.

On the other hand, the vergence-accommodation conflict [4], a well-known prob-
lem for head-mounted stereoscopic displays that force the user’s brain to unnaturally
adapt to conflicting depth cues, increases the fusion time of views while simultaneously
reducing fusion accuracy.

1.3 Monocular Display

Previous research indicates that switching focal depth between virtual content and the
physical world is easier and faster when monocular displays are used [5]. Additionally,
with a monocular view it is possible to have a larger virtual information overlay in one
eye while also not occluding or blocking the view of real-world surfaces and objects in
the other eye.

1.4 Study Objectives

In this study, we focus on the quality of experience (QoE) of users performing manual
tasks by following real-time, step-by-step instructions for 2D tasks such as drawing
cartoon characters and 3D tasks. In these tasks, the instructions are presented in an
AR HMD through various occlusion conditions (binocular, monocular while masking
the other eye, and monocular without masking the other eye). For these tasks, the
participants need to switch their attention between the virtual instruction overlay (the
displayed instructions) and the real-world 2D surface or 3D object (on which they
perform the drawing and assembly tasks). We then compare the QoE described by
users for various occlusion conditions.
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2 Methodology

2.1 Participants

Testing sessions are conducted in the Lenovo Research Lab located in RTP, North
Carolina, USA. Twelve adults between 23–61 years of age, with normal or corrected-
to-normal vision, participated in this study.

2.2 Tasks

Participants performed a 2D task of drawing cartoon characters (Mickey Mouse or
Goofy) on a piece of paper by following real-time, step-by-step instructions [7, 8]. The
participants also performed a 3D task of assembling LEGO bricks [9]. In both tasks, the
instructions are presented in an AR HMD (ODG R-7 Smartglasses) through various
occlusion conditions (binocular, monocular while masking the other eye, and
monocular without marking the other eye) (Figs. 1 and 2).

Fig. 1. 2D task – drawing cartoon characters

Fig. 2. 3D task – assemble a kit of plastic building brick pieces
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2.3 Procedures

The procedure begins with the user preference for configuration of the size and
placement of the virtual AR content in the HMD display. The ODG R-7 Smartglasses
have a display resolution of 1280 � 720 pixels per eye, and the user was allowed to
choose the AR content size between the native full-screen resolution (1280 � 720
pixels), large (960 � 540 pixels), medium (640 � 360 pixels) and small (320 � 180
pixels). For sizes other than full-screen, they were further allowed to choose the
placement of the AR content in the HMD display (upper-left, upper-middle, upper-
right, center-left, center-middle, center-right, lower-left, lower-middle, or lower-right).
In addition, for the monocular display the user chose which eye they preferred to see
the display (left or right). While the participant was selecting their preferences, they
were watching a portion of YouTube instruction videos for the tasks.

The participant was then instructed to perform
the 2D drawing task, following the drawing
instructions. Participants were instructed to draw
Mickey Mouse using one display format
(monocular or binocular) and then to draw Goofy
using the other display format. The order of dis-
play formats was randomly selected for every
participant. For the monocular display, partici-
pants started with both eyes open, and half-way
through the task, participants were asked to mask
the eye without a display by wearing an eye patch
[10], shown in Fig. 3.

For the 3D assembly task, participants ran-
domly started with one display format (monocular or binocular) and switched to the
other display format in the middle of the assembly. Again, for the monocular display,
participants started with both eyes open, and after enough assembly steps were exe-
cuted, participants were asked to mask the eye without a display.

The instruction video for the 3D task ran at a fast pace even after lowering the play
speed down to 25% of the normal speed. When a participant’s physical assembly fell
behind the instructions, he or she was allowed to request a pause or rewind of the
instructional video.

After the tasks were completed, the participants were asked to answer the following
QoE questions:

1. Do you prefer binocular or monocular AR display in terms of the experience of
performing the tasks? Why?

2. For monocular AR display, do you prefer to have the other eye masked or un-
masked? Why?

Fig. 3. Eye mask used in experiment
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3 Results and Discussion

3.1 Results

Table 1 lists the QoE (user preference) responses for binocular vs. monocular views.
Table 2 lists the QoE (user preference) responses for using the mask for the monocular
view.

Table 1. Participants’ QoE responses for binocular vs. monocular view.

Subject No. (Gender, Age) 2D Drawing Task 3D Assembly Task
Binocular Monocular Binocular Monocular

1 (Male, 23) Preferred Preferred
2 (Male, 24) Preferred Preferred
3 (Male, 49) Preferred Preferred
4 (Female, 24) Preferred Preferred
5 (Male, 39) Preferred Preferred
6 (Female, 61) Preferred Preferred
7 (Male 42) Preferred Preferred
8 (Male, 48) Preferred Preferred
9 (Male, 23) Preferred Preferred
10 (Female, 35) Preferred Preferred
11 (Male, 48) Preferred Preferred
12 (Male, 31) Preferred Preferred
Summary 10 (83%) 2 (17%) 12 (100%) 0 (0%)

Table 2. Participants’ QoE responses for with or without mask in the monocular view.

Subject No. (Gender, Age) 2D Drawing task 3D Assembly Task
W/out Mask With Mask W/out Mask With Mask

1 (Male, 23) Preferred Preferred
2 (Male, 24) Preferred Preferred
3 (Male, 49) Preferred Preferred
4 (Female, 24) No preference No preference No preference No preference
5 (Male, 39) Preferred Preferred
6 (Female, 61) Preferred Preferred
7 (Male 42) Preferred Preferred
8 (Male, 48) Preferred Preferred
9 (Male, 23) Preferred Preferred
10 (Female, 35) Preferred Preferred
11 (Male, 48) Preferred Preferred
12 (Male, 31) Preferred Preferred
Summary 3 (25%) 8 (67%) 8 (67%) 3 (25%)
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For both 2D and 3D tasks, the majority participants (83% for the 2D task, and
100% for the 3D task) rated the binocular display as the best experience. They provided
the following reasons:

• “Two eyes have better viewing quality.”
• “Both eyes can focus on the same spot. That is more relaxing.”
• “Two eyes provide a much better experience.”

For the 2D task, the majority of the participants (67%) rated the experience of using
the monocular display with the other eye masked better than the experience of using the
monocular display without masking the other eye. They listed the following reasons:

• “With the mask, there is no competition between the two eyes.” (no rivalry)
• “With the mask, the eye seeing the display feels more comfortable.”
• “There is a better focus with the mask on.”
• “With the mask, I was able to see the bottom part of the Mickey Mouse better, while

without the mask the whole drawing area is positioned lower so I cannot see.”
• “Without mask, I got a very serious duplicated view, and the eye without the

display is not comfortable.”
• “With mask, I have much clear view compared to the view without mask.”

For the 2D task a small subset of participants (25%) rated the experience of using
the monocular display without masking the other eye as better than the experience of
using the monocular display with the other eye masked. They listed the following
reasons:

• “To wear the mask made my eyes hurt, and I had watering eyes quickly after
starting the task.”

• “When the other eye was blocked, the eye being used felt very tired, two eyes were
not coordinated and focused together. That made me feel uncomfortable.”

• “For single-eye with the mask, the video’s position sometimes blocks my drawing
hand, maybe a smaller video display might resolve this problem.”

On the other hand, for the 3D task the majority of the participants (67%) rated the
experience of using the monocular display without masking the other eye better than
the experience of using the monocular display with the other eye masked. They listed
the following reasons:

• “For 3D task, I needed depth perception so seeing different contents in each eye can
be tolerated because of the gain for depth perception.” This comment was given by
multiple participants.

• “Without the mask, I can find the LEGO parts faster.”
• “With the mask on, I lost depth perception, so I could not pick up pieces very well,

even confused on the colors of the LEGO pieces.”
• “With the mask on, the eye behind the mask started to see some statics, like snow

flakes on a TV channel without broadcast program, …”

Quality of Experience Comparison Between Binocular and Monocular AR Display 495



For the 3D task, another small subset of participants (25%) who preferred the
experience of using the monocular display with the other eye masked over the expe-
rience of using the monocular display without masking the other eye. They listed the
following reasons:

• “I experienced serious duplicated view. That made me feel very uncomfortable in
the other eye where there was nothing to display.”

• “Without mask, the image becomes very blurred and the single most important
factor is that I cannot live with that vision quality and with the mask, the quality is
much better and clear.”

• “Without mask, the view becomes blurred. With mask, it is much better.”

We had one participant (8%) who rated the two monocular experiences (with and
without mask) as the same for both the 2D and 3D tasks. She stated the following
reason:

• “Single eye with or without mask feels the same for me. My left eye has better
vision than the right eye. That maybe a factor.”

3.2 Discussion

For the experiments performed in reference [5, 6], AR images covered background
figures displayed on the monitors, and observers were asked to trace star-shaped frame
patterns on the background figures. For these experiments where AR images and
background images overlapped onto each other, the superiority of the monocular AR
presentation was demonstrated through the wider UFOV (Useful Field of View) and
better tracing accuracy.

For our experiments, all participants reported that they chose to separate the AR
content display area and the working area where they drew the cartoon characters or
assembled plastic building pieces by tilting their head so that both views could be seen
without any overlap or occlusion. Most participants chose to shift their visual attention
back and forth in this way between the working area and the AR overlay area, as
depicted in Fig. 4.

However, we did have one subject who wanted to overlap the instructions with his
workspace, and asked if we could change the brightness of the AR display window so
he could better see the working area through the HMD display.

Given the fact that nearly all participants naturally chose to position the AR display
at a non-overlapping but close position to the working area, the majority of them found
the binocular display to be the best because they can avoid binocular rivalry. The
vergence-accommodation conflict is also minimized because the two attention centers
(the AR content area and the drawing/assembling areas) do not overlap or interact in
any way.

The experiment comparing monocular display with or without the mask provided
interesting results. This experiment tests whether the user prefers to avoid the binocular
rivalry problem, or to have their depth perception of the physical space. A majority of
participants (75%) preferred to include the mask for the 2D task since depth perception
isn’t particularly helpful for this task, while at the same time a similar majority (67%)
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preferred not to wear the mask for the 3D task since the need for depth perception
outweighed the annoyance of binocular rivalry. However, a significant subset (25%) of
participants could not tolerate the “pain” of the binocular rivalry and were willing to
give up the benefits of depth perception.

Table 3 in the appendix listed additional User Experience (UX) comments given by
12 test subjects. As we can see, users have very diversified reactions and preferences
over the visual experiences.

4 Conclusion

While performing manual tasks by following real-time, step-by-step instructions for 2D
tasks such as drawing cartoon characters on a piece of paper and 3D tasks such as
assembling plastic building pieces, participants naturally chose to separate the AR
content display from the physical workspace and put them in adjacent locations in the
field of view. By shifting the attention between the AR content display and the
drawing/assembling area, participants preferred binocular display on the head mounted
devices. For a monocular display, participants need to balance the benefit of the
monocular display and the annoyance of binocular rivalry. While a majority of users
can tolerate binocular rivalry, a significant subset of users has a low tolerance of
binocular rivalry and prefer to mask or close the other eye.

Fig. 4. A depiction of placing the virtual content adjacent to the physical workspace. Nearly all
participants chose to arrange the content in this non-overlapping manner.
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Appendix

Table 3. Detailed comments on user experiences given by test subjects.

Subject
No. (Gender, Age)

Comments on User Experiences

1 (Male, 23) “…Changes to one eye makes the overlay look much bigger for me. In
that case, to reduce the overlay size from [full screen] to [large] is better”

2 (Male, 24) “By masking one eye, the glass wearing becomes uncomfortable. But
the mask does help me to focus better”

3 (Male, 49) “To mask one eye irritates my eyes, my eyes started to feel sour and
tearing immediately and constantly afterwards. So to mask one eye is
definitely not an option for me. It feels like torture”
“Attention switch is not a problem for binocular display. But it is a
problem for monocular display”

4 (Female, 24) “For 2D drawing task, I would rather to look at a computer screen, not
an AR glass. It is very intuitive to draw with one hand, and look away
for the screen and come back. For 3D task, both hands were occupied,
smart glass makes more sense because I need to look more closely to
coordinate both hands constantly”
“My left eye has better vision than the right eye. That maybe why I do
not feel any difference with or without wearing a mask”

5 (Male, 39) “I hate the mask because the blocked eye gets tired without coordination
with the other eye. Also I need to roll up my eyes to see the video in the
AR glass, which feels like watching movie on the first row in a cinema
[too close and uncomfortable!]”

6 (Female, 61) “My eyes compensate with each other. One watched near while the other
watched far. That is why I felt better about the two-eye view”
“The 2D task is fairly easy and very intuitive”
“The 3D task, on the other hand, is not that natural because I need to look
at the videos and do the lego task at the same time. Without depth
perception, I would rather look at a screen instead of the smart glass”

7 (Male 42) “I experienced serious duplicated views”
“With the mask on, the eye behind the mask started to see some statics,
like snow flakes on a TV channel without broadcast program, …”
“I wear a pair of heavy glasses already, so it is hard to have the AR glass
on top of my own glasses. It is way too heavy”

8 (Male, 48) “Video quality in the AR glass is not good. For 3D task, there is a color
confusion problem for me (the lego pieces in the video look like
different colors compared to the real pieces). I have to take off the AR
glass to verify the real color”

9 (Male, 23) “I like to change the brightness of the video display so I can look
through and overlay the video on top of the work space. I actually like to
overlay the AR video on top on the working area”

10 (Male, 48) “It is intuitive to have two attention centers and I can switch my
attentions between them”

(continued)
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Table 3. (continued)

Subject
No. (Gender, Age)

Comments on User Experiences

11 (Female, 35) “I will always select two-eye approach because of the vision quality is
much better. Any other factors are secondary”

12 (Male, 31) “I always like to operate with one-eye. It is much relax and clear for me.
Both eyes are needed for the 3D task because I need the depth to pick up
the pieces”
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Abstract. Virtual reality (VR) systems have become widespread in recent
years. However, feelings of motion sickness-like symptoms, or cybersickness, is
a significant concern. Currently, there is no reliable, objective method to
dynamically monitor cybersickness in consumer systems. This longitudinal
study expands on prior postural stability research to permit fewer disruptions.
The motivation is to find objective measures for monitoring that is applicable in
a wide variety of consumer head mounted displays (HMD). This study’s results
suggest that postural sway is correlated with cybersickness even without the
restriction of the Tandem Romberg stance using HMD location data. To
accomplish this, the correlation of cybersickness to the movement of the HMD
without suspending VR use was examined. As in past studies the HMD hori-
zontal variance correlates with simulator sickness questionnaire (SSQ). Other
significant correlations were found in the HMD fore-aft translation, HMD pitch,
and HMD roll. These results reveal that measuring postural sway could lead to
warning VR users if they are at risk for becoming ill.

Keywords: Cybersickness � Vision induced motion sickness (VIMS) �
Virtual Reality � Postural instability � Simulator sickness

1 Introduction

With the increasing usage of Virtual Reality (VR) systems comes an increasing pop-
ulation of users with motion-sickness-like symptoms, or cybersickness. Ideally, a
warning system should be employed so that consumers are notified when they are at
risk of becoming ill. There are a few issues with this, however, as current methods of
measuring illness typically include stopping and/or special equipment. This makes it
difficult to create marketable, dynamic, consumer-level warning systems. Early track-
ing systems failed to provide sufficient tracking sensitivity, and normal usage with
continuous movement produces noise in postural sway. The hypothesis is that using a
modern head mounted display (HMD) to track position with their improved tracking
sensitivity could solve this problem. This provides a ready solution as HMDs are
already worn during system use and there is no pausing of game-play.

Using postural stability as an objective measure of illness has been a goal in
cybersickness research for a few decades. Past research has found consistent correlation
between the two [1–9]. Unfortunately, past studies typically use specialized hardware,
and required pausing usage at regular intervals to attain specific stances during VR

© Springer Nature Switzerland AG 2019
J. Y. C. Chen and G. Fragomeni (Eds.): HCII 2019, LNCS 11574, pp. 500–509, 2019.
https://doi.org/10.1007/978-3-030-21607-8_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21607-8_39&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21607-8_39


immersion. The hardware requirement of a sensor taped to the torso is not available in
consumer systems and would likely not be accepted. The stance typically employed is
the Tandem Romberg stance, which is an eyes-closed, arms folded, and heel to toe
position. This stance is used as it encourages sway and therefore is easier to detect. This
is unnatural and requires stopping use every few minutes, which would also not be
tolerated.

To achieve consumer usability, specialized hardware was not used. Instead this
method used the equipment already required for the game system. Moreover, immer-
sion was not stopped at regular intervals to attain the Tandem Romberg stance. Instead,
a longitudinal study was performed with a relatively sedentary VR application. This
application allowed limited, but continuous, normal movement. This served as a step to
confirm postural stability can still be used without special hardware and stances, at least
in some contexts.

This research expands on prior research by tracking both the top of the torso and
head. The head moves substantially more than the neck during VR usage, which
generates more noise in the postural data. Historically, the sharp movement of the head
made tracking position via the HMD unreliable due to both low accuracy refresh rates
in the equipment, but this has changed with recent devices. The HMD used allowed
refresh rates of 60–100 Hz.

As in past studies the horizontal variance correlated with the simulator sickness
questionnaire (SSQ) [10]. In our study, it also correlated with HMD horizontal vari-
ance. The SSQ score had correlations with HMD variance with a p < 0.00002. There
was also a correlation in the fore-aft HMD variance with the SSQ. The SSQ had a
correlation with HMD fore-aft variance with p < 0.01. Roll had not previously been
tracked as it’s measure is unique to the HMDs tracking. HMD roll was correlated to the
SSQ-Total with p < 0.007. These results reveal that measuring sway along the HMD
horizontal and fore-aft axes(s) and the roll rotation could lead to warning VR users if
they are at risk for becoming ill. These results suggest that this method could lead to
adding software to consumer equipment that would warn a user if they were soon to
become ill without interference of normal usage.

2 Background

Cybersickness is a maladaptation to visual stimuli resulting in motion sickness-like
symptoms. It is highly individual as it is polysymptomatic (many symptoms) and
polygenic (symptoms manifested differ from individual to individual) making it a
difficult illness monitor. The biological causes of cybersickness have not been firmly
established and the common theories are sensory mismatch, postural instability, poison,
and rest frame theory. Sensory mismatch and postural instability are the most common.

Sensory mismatch states that if the stimulus from the outside environment is being
perceived differently by different senses, it will induce cybersickness. Rest frame
theory is based on the direction the user believes is “up” in relation to actual gravity.
Poison theory is rarely used in cybersickness research, but states a person feels ill
within an incorrectly perceived environment if the perception could have been due to
poison in the past.
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The current experiment is built on the postural instability theory which states that if
a person is unable to maintain a posture necessary given the stimulus from the outside
environment, it will induce cybersickness. It suggests that the more unstable the pos-
ture, the more ill a participant will become. As such, postural instability can be viewed
as a more restricted form of sensory mismatch, since it focuses on the vestibular
systems’ inability to cope with the stimulus to attain proper posture.

Given the wide variety of theories and symptoms, there are also a variety of
measurement systems. The most common measurement system in cybersickness
studies is the simulator sickness questionnaire (SSQ) developed in 1993 by Kennedy
et al. [10]. Even when postural testing or physiological testing is used, the SSQ is often
used to determine their accuracy. The SSQ consists of several questions asking for the
severity of symptoms on a scale of 0–3. Scores are computed for three categories of
nausea (e.g. stomach awareness, nausea, etc.), oculomotor (e.g. headache, eyestrain,
etc.), and disorientation (e.g. difficulty focusing, vertigo, dizziness, etc.). The categories
are abbreviated as N, O, and D, respectively.

Since cybersickness is highly individual, the average susceptibly can skew the
results. Gender is the most common demographic cited with cybersickness with
females typically having higher scores [11–14], but there are some studies that show no
difference [5, 13]. To better determine susceptibility, a susceptible questionnaire may
be employed. One is the revised motion sickness susceptibility questionnaire (MSSQ)
by Golding which shortened and simplified the scoring of the Reason and Brand
Motion Sickness Susceptibility Questionnaire [15]. The MSSQ analyzes the frequency
an individual has become ill from motion in the past.

Unfortunately, questionnaires are subjective, time consuming, and disrupt VR use.
Movement of the user is an objective alternative. Studies have focused on postural
sway, which has been consistently correlated with symptoms. Bos, Bles, and Groen
have proposed that cybersickness and related illnesses should use postural instability as
the sole measurement of severity of symptoms [16]. Countering this is that while
postural stability is well associated with illness it can occur without illness [17], and the
amounts vary from system to system [18]. In addition, most postural studies separate
according to sick versus well, rather than a continuous scale.

Current postural instability research typically measures the changes in fore-aft and
horizontal movement, and typically shows the fore-aft axis resulting in the greatest
change with cybersickness. Prior studies have found correlations with horizontal
velocity [1–6], variance in fore-aft and horizontal axes [3, 7, 8], and discriminant
functions [9]. Villard et al. found the standard deviation of head position in the fore-aft
and horizontal axes were greater for the participants that stayed well [3]. Dong and
Stoffregen and Dong, Yoshida, and Stoffregen partially agreed with these results [7, 8].
Bos, Ledegang, et al. instead employed a Nintendo Wii Balance Board© when
examining postural instability after watching a stereoscopic movie [4]. They found
there was a significant increase on average in standard deviation in both horizontal and
fore-aft directions. Chardonnet, Mirzaei, and Merienne found correlations with area,
length, horizontal length, fore-aft length, slope, and speed variance of the center of
gravity [19].

In practice, postural instability detection is neither continuous nor does it leave the
participant undisturbed. Postural instability detection typically requires that a specific
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standardized stance be taken every few minutes, resulting in greater interference than
one-question scales, and only the position data recorded during the stance is used for
analysis.

To address the fact that postural instability interferes with virtual environment
interactions in recent years, there has been an exploration of “bio-signals” or “physi-
ological signals” measurement of cybersickness. Physiological signals such as the heart
rate and blood pressure are analyzed to determine their correlations with cybersickness
[20, 21]. The disadvantages of the method are that wearing the sensors is often
uncomfortable and costly.

3 Methodology

The main purpose of this study was to examine the potential of a low interference,
objective, monitoring system on consumer VR devices. Users want to be able to plug in
and play. Therefore, a noninvasive process is needed, but the process must still allow
the ability to monitor the user and warn them if they are at risk for becoming ill.

The first hypothesis was that it was possible to monitor a person’s wellbeing via the
HMD position alone. The second hypothesis was that the improvement of tracking
accuracy would make the Tandem Romberg stance unnecessary for correlation.
Therefore, the postural features most correlated in prior research should still show
significance if the hypotheses were correct.

This study took postural stability data recorded from a prior experiment [22] which
involved testing HMD weight, HMDs versus large screens, and perceived screen sizes.
The navigation scheme was the same throughout, allowing postural comparison. There
were approximately 150 trials lasting up to 24 min. The head positions in the x, y, and
z axes and the pitch, roll and yaw rotations were collected. These axes were as noted in
Fig. 1. The top of the torso positions in the x, y, z axes were also collected. History of
motion-sickness was also recorded via the MSSQ as an estimate of the susceptibility of

Fig. 1. Rotational and translational axes
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the participants. For safety purposes, participants were asked for their feeling of
wellness on a 1-point scale every three minutes. This caused limited interference as
many participants answered before the question was complete.

The interaction with the environment was always performed when standing. Par-
ticipants were permitted a step to the side, forward, or backward. Longer distance
movement and selection were done with an X-Box controller.

The initial and ending postural sway were then tested within-subject to determine if
there was change as previously found in prior literature. All six degrees of freedom
were included as this was a longitudinal study. Those features that showed significance
were then tested for correlation.

3.1 Environment

To generalize the results, the experiments required an environment that could be seen
in the home. Specifically, the environment needed to be interactive, fully 3D, have at
least some effects of gravity (no flying), and could not be made with the intention to
encourage cybersickness. A treasure hunt game was created to meet these conditions.
The virtual environment consisted of five to nine rooms, two of which were simple
mazes. The rooms were varied for each session, but always included one rectangular
maze, and one curved wall maze. The object of the game was to locate all the items
given in a left-hand menu as quickly as possible. Examples of screen shots are provided
in Fig. 2. The environment was created to scale, if possible, and most objects were
approximately 80 cm from the floor.

To offset the learning effects, a different set of rooms and treasure lists were
provided in each session. Later analysis with the Kruskal test (the Kruskal test is a non-
parametric variant of ANOVA) displayed no effect based on the choice of room set
(p < 0.75).

Fig. 2. Screen shots from the experiment virtual environment
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3.2 Hardware

The virtual environment was presented using Vizard 3.0 with 3-sample antialiasing and
a 4:3 aspect ratio. Tracking was done with an Intersense IS900 which has a specified
latency of 4 ms. Formal tracker-to-display latency calculations were not performed. If
stereo was used, the software IPD was 6 cm. The two different display technologies
were a Sony Glasstron LDI-D100B HMD and tracked 3D projector. The HMD had an
800 � 600 resolution, fixed interpupillary distance, and a 35° diagonal FOV, and a
refresh rate of 60 Hz. The projector had a maximum resolution of 1600 � 1200 and a
refresh rate of 100 Hz due to the shutter glasses. Postural samples were done at the
same rate as the refresh rate.

The Shapiro normality test determined that the populations were non-Gaussian.
Therefore, the Wilcoxon test (a non-parametric equivalent of the t-test) was used, p <
0.05 meant statistically significant and p < 0.10 meant a trend. The results are listed in
Table 1. HMD horizontal and roll variance demonstrated significance or trends, with ill
individuals. The same feature had high p-values of over 0.4 for well individuals, as
expected. This suggested that there was an effect when people got sick, and no effect
based on movement when people were not sick. This filtered what would be checked
for correlations in the next step.

Those features that showed a difference in ill participants were then tested for
correlation using all participants. The non-parametric Spearman test was used for
correlation testing.

Table 1. Wilcoxon

x y z Pitch Yaw Roll

H-MSSQ 0.057* 0.457 0.091* 0.215 0.098* 0.447
H-Nausea 0.861 0.727 0.408 0.367 0.920 0.842
H-Disorientation 0.789 0.705 0.022** 0.573 0.304 0.017**
H-Oculomotor 0.855 0.715 0.153 1.000 0.296 0.035**
H-Total 0.582 0.960 0.053* 0.380 0.689 0.105
T-MSSQ 0.013** 0.352 0.242 NA NA NA
T-Nausea 0.803 0.173 0.053* NA NA NA
T-Disorientation 0.638 0.239 0.015** NA NA NA
T-Oculomotor 0.426 0.542 0.068* NA NA NA
T-Total 0.408 0.027** 0.002*** NA NA NA

legend * < 0.10, ** < 0.05, *** < 0.01
H is Head and T is Torso

Table 2. Head roll Spearman results

Final
SSQ-N

Final
SSQ-D

Final
SSQ-O

Final
SSQ.T

Initial
MSSQ

Final
MSSQ

p-value .0117** 0.218 0.1206 0.007*** 0.001*** 0.18
q 0.247 0.137 0.214 0.214 0.318 0.132

legend: ** < 0.05, ***< 0.01
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4 Results

Table 1 holds the results from the Wilcoxon tests. The tests were within-subject, with
the variance taken from the postural data of the first and last three minutes of
immersion. If the first hypothesis was correct, there should be statistical significance in
ill individuals as the participants postural sway should change. For those that stayed
well, there should be high p values as there should be limited changes in postural sway.
The cutoff used to determine separate populations was an SSQ score of 50. After
viewing a histogram, it became evident that this is where the difference between non-ill
users and those with moderate to severe symptoms appeared. This left 26 trials to be
used.

These results repeat past literature findings for the torso (neck) horizontal and fore-
aft movement. It is not surprising that head sway on these axes is a factor due to the
consistency in past literature for sway along the torso in the same direction. The new
feature found is the HMD roll postural sway. It also shows statistically significant
differences in sick participants. Roll is not trackable in a torso sensor, so this was a
discovery. Although background demographics were not a focus of the study, the
MSSQ correlation was included. The MSSQ has been correlated with the SSQ in the
past, so in theory, it may also be correlated with postural sway. This will be evaluated
further later.

As a result of the initial test on populations, the HMD roll, HMD horizontal
variance, and HMD fore-aft variance were included in the correlation tests.

Table 2 documents the correlations found in HMD roll variance. There is signifi-
cant correlation in the final minutes of variance and the final reported SSQ-T scores.
The results cannot determine if illness causes the participant to change their head’s roll
as a coping mechanism, or if the head’s movement causes the change in sickness. The
SSQ-N seems to be the most frequent symptom correlated to head roll. This may allow
direct monitoring of nausea in the future.

Table 3. HMD Z (horizontal) Spearman results

Final
SSQ-N

Final
SSQ-D

Final
SSQ-O

Final
SSQ.T

Initial
MSSQ

Final
MSSQ

p-value 0.000*** 0.022** 0.000*** 0.000*** 0.014** 0.242
q 0.332 0.289 0.348 0.341 0.272 0.0458

legend: ** < 0.05, ***< 0.01

Table 4. HMD X (fore-aft) Spearman results

Final
SSQ-N

Final
SSQ-D

Final
SSQ-O

Final
SSQ.T

Initial
MSSQ

Final
MSSQ

p-value 0.049** 0.436 0.014** 0.010*** 0.047** 0.353
q 0.190 0.162 0.246 0.222 0.232 0.051

legend: ** < 0.05, ***< 0.01

506 L. Rebenitsch and B. Quinby



Table 3 contains the result of the final head variance along the Z axis (horizontal).
As expected, the HMD Z axis remains correlated with both overall well-being for the
entire population, despite using postural data collected with natural standing posture,
and not the Tandem Romberg stance.

The fore-aft HMD correlation results are found in Table 4. While the only positive
Wilcoxon results in the X direction came from MSSQ populations, past literature has
frequently found a correlation in fore-aft variance and user well-being. Also, note-
worthy is the MSSQ Wilcoxon results consistency in both torso and HMD trackers
indicating its useful measure if it is known whether a participant had past motion
sickness. The small p-values found in the Spearman results confirm past literature’s
findings and suggest a correlation between fore-aft movement and user illness.

Lastly, correlation is seen with the MSSQ and initial variance. This is an unan-
ticipated, but useful result. If the MSSQ is consistently correlated with initial postural
sway, the MSSQ may be used as an object susceptibility measure in the future.

5 Discussion

This project examined if the Tandem Romberg stance is necessary to detect a corre-
lation between postural sway and cybersickness. The motivation was to ascertain if a
lower interference method may be available to monitor participants during use.

These results suggest that it could be possible to dynamically monitor a user’s
wellbeing in consumer HMDs. There remained significant correlation along the hori-
zontal and fore-aft axes using the HMD alone with normal standing postures. The
addition of rotation required examination of three more degrees of freedom. While
using the HMD introduced more noise into the data, statistically significant results were
found with HMD roll. Monitoring these variances could lead to warning a user when
they are at risk for becoming ill in the future. Individuals that are prone to illness will
have an aid in determining their safe VR duration. It also may help heavy users to adapt
more easily to the system.

The risk in performing a wide variety of correlations is the possibility of false
positives. Therefore, this longitudinal study’s results will be compared against a new
experiment. The application used for this experiment did not have much yaw variation
in its navigation. However, with the observed statistically significant difference in
populations based on MSSQ found in Wilcoxon testing, it is possible yaw is also
correlated with illness and will be tested in future apps that include more yaw variance.
Other future work includes examining path length and discriminate functions as fea-
tures, and the development of a prediction model using verbal scores over time.
Although not a focus of the study, initial variance in many features correlated with the
MSSQ with p-values all under 0.05 which could prove to be an objective measure of
susceptibility.

The results of the study suggest several future directions. The first is to examine if
the postural sway can be used to dynamically monitor a participant over time rather
than only detect correlation with changes between the start and end of immersion. The
source experiment included verbal illness score every three minutes, and this analysis is
currently in progress. The second is to further consider the ability to objectively
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measure susceptibility with postural sway. This will require additional participants and
a wide range of systems. The third is to confirm the results with a new set of partic-
ipants and other VR systems. Prior literature had shown different levels of changes in
postural with different systems. This has made it difficult to transfer the results to a new
system. Ideally, a wide variety of systems should be used to determine the average
change in postural sway or find the average change in postural sway in particular
varieties of VR systems.
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