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Abstract. Effective human-robot interaction (HRI) remains a critical
barrier to the successful and widespread deployment of robotic technolo-
gies. Fundamentally, HRI problems represent breakdowns in communica-
tion, where poor information exchange between people and robots leads
to disfluencies, incorrect mental models, poorly calibrated trust, inade-
quate situational awareness, etc. In this paper, I argue that the emergence
of a new generation of virtual, augmented, and mixed reality (VAMR)
technologies is creating an exciting new design space in which to address
these problems in communication. To support this argument, I present
the results of three experiments demonstrating the value in using mod-
ern VAMR technologies to mediate human-robot interactions and discuss
various challenges and opportunities in this emerging space at the inter-
section of several communities, including robotics, VR, graphics, and
human-computer interaction.
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1 Overview

Robots hold significant promise in benefitting society by supporting human
activities across a variety of critical domains, including manufacturing, construc-
tion, healthcare, and space exploration. However, in practice, robot deployments
remain quite limited because robots are extremely difficult for people to work
with. A primary source of these difficulties is that humans and robots do not
communicate well; people often find robots incomprehensible and have difficul-
ties understanding what a robot can or will do, while robots lack computational
models for reasoning about complex human behaviors.

At their core, these issues (aside from purely technical challenges such as
limited battery lifetime) are the result of poor information exchange: either the
human does not understand the information the robot is conveying, the robot
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cannot understand the user’s input, or both. These problems are analogous to
the Gulf of Execution and Gulf of Evaluation concepts within the Human Action
Cycle (Fig. 1), a proposed model describing human interactions with complex
systems from the cognitive engineering and human-computer interaction com-
munities [44–46]. At a high level, gulfs of execution arise when users have dif-
ficulty translating their high level goals into inputs that a system understands
(often because there is a gap between the user’s mental model of how a system
works and the actual controls/inputs/sequences that the system provides), while
gulfs of evaluation occur when users do not understand system feedback and/or
have trouble assessing system state.

Goals
What we want to happen

Execution
What we want to do

Evaluation
Comparing what happened with 

what we want to happen

Form Intention

Select Action

Execute Action Perceive Results

Interpret Outcomes

Compare to Intentions

System

User

Fig. 1. The Human Action Cycle, a model
describing user interaction with complex
systems, adapted from [44–46]. This model
can also be useful in considering human
interactions with robots as breakdowns
may occur in both the execution stage
(inputting information in an attempt to
operate or work with a robot to accom-
plish some goal) and the evaluation stage
(understanding what the robot does and
whether that advances the user’s goal).
Breakdowns in different stages of the cycle
will likely require different solutions.

Translating these concepts to the
realm of human-robot interaction, an
example of a gulf of execution would
be a user attempting to direct a
humanoid robot that lacks speech
recognition via voice dialog, while
an example of a gulf of evaluation
would be a user believing that a
robot with visually apparent eyes was
actively perceiving and tracking the
user and the surrounding environment,
even if the robot had no actual cam-
eras or visual system. These gulfs are
often readily apparent when consider-
ing human interaction with humanoid
robots due to inaccurate assumptions
users commonly hold regarding the
link between robot functionality and
morphology (e.g., assuming one can
talk to a humanoid robot and that
the robot will understand), although
they may arise with non-humanoid
and non-zoomorphic robots as well
[22,36].

Breakdowns in human-robot inter-
actions can arise from gulfs of execu-
tion, gulfs of evaluation, or both. As a
result, a great deal of research in the
HRI community has examined how to
improve human-robot communication. For instance, prior work has examined
how to reduce gulfs of execution through the development of computational mod-
els that enable robots to interpret a large body of potential human inputs such as
gaze (e.g., [1,2,30,31]), gestures (e.g., [53,72]), natural language (e.g., [49,71]),
and multimodal cues (e.g., [48,57]), enabling users to interact with robots more
naturally and intuitively using methods with which they are already familiar.
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Other work has focused on reducing gulfs of evaluation by conveying robot state
and plans via expressive and legible motion [19,61], LED lights [5,62], or other
methods (see [15] for a survey). Overall, such research typically must address
(at least) two fundamental challenges in identifying (1) the information content
regarding what information should be communicated and (2) the information
medium in terms of how the information can be communicated effectively1.

One of the difficulties in HRI research is that these two challenges of what
and how to communicate cannot generally be addressed independently, for the
medium chosen will necessarily encode the information content, potentially in a
lossy manner or in one that is not easy to decode. For instance, one common
medium explored in HRI research is that of gestures, either in research exploring
how to interpret human gestures to enhance robot comprehension of user goals
or in work exploring how robots might utilize gestures as a means of enhanc-
ing interaction fluidity. While such research has shown a variety of benefits for
robots using and understanding human gestures, gesture communication itself
represents a highly complex information medium with many potential difficul-
ties. For instance, “hash collisions” might occur as many different communicative
goals might be mapped to the same or similar gestures (e.g., a closed fist with a
single finger raised might indicate a deictic pointing gesture to direct attention
to something in the surrounding environment or be used as an iconic gesture
indicating the concept of “one”; this challenge has been identified in the conver-
sational agent literature under the maxim “behaviors are not functions” [14]),
making it a challenge for robots to interpret human gestures in the absence
of other contextual clues. Robot generation of gestures suffers from this same
problem and is further complicated by our current lack of standardized robot
hardware, meaning desired gestures may be difficult or impossible to implement
on a given platform or generalize across platforms. Overall, gesture communi-
cation among humans is still not fully understood, thus developing a general
framework of gesture modeling and production for robots remains an extremely
challenging and open problem.

The fundamental difficulties in communication modeling and understanding
described above are not unique to gestural interaction, but are common across
any medium used for information exchange (for example, consider the analogous
problem of understanding channel capacity in information theory). However,
different mediums make trade-offs regarding various aspects of communication;
for instance verbal communication might be used to communicate larger and
more complex ideas than purely gestural communication, but may also require
more direct attention be less effective for exchanging immediate or low-level ideas
(e.g., a deictic gesture may better direct attention and convey spatial information
than a verbal description of where to look). One of the major goals of the HRI
field is to bring human-robot interactions to the same level of naturalness and

1 Here “effectively” may take many different meanings depending on context, for
instance scenarios involving robots in emergency response might prioritize the speed
and accuracy of information exchange, while robots in social settings might prioritize
fluidity and naturalness.
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effectiveness as human-human interactions (or one day, potentially even surpass
them), where interactants commonly switch between mediums and often leverage
multiple mediums simultaneously in synchronicity to effectively communicate
and identify and repair communicative breakdowns as they occur.

Towards this end, new methods of communication may be highly valuable
in enhancing HRI because robots are not limited to only communicating in a
manner similar to humans (i.e., using traditional verbal and nonverbal cues). For
example, prior work has found that various electronic and computer-mediated
methods may be highly beneficial, ranging from the use of enhanced graphical
displays to improve robot control (reducing gulfs of execution) [43] to the pre-
viously raised example of LED lights that communicate various robot signals
(reducing gulfs of evaluation). Recently, the rise of consumer-grade, standard-
ized virtual, augmented, and mixed reality (VAMR) technologies (including the
Microsoft HoloLens, Meta 2, Magic Leap, Oculus Rift, HTC Vive, etc.) are creat-
ing a promising new medium for information exchange between users and robots.
This medium seems particularly well suited to human-robot communication for
a variety of reasons. For example, robots often collect 3D spatio-temporal data
that may be useful to transmit to users for analysis, which aligns well with one of
the primary benefits of the emerging ecosystem of modern VAMR head-mounted
displays (HMDs), namely the ability to provide users with 3D virtual imagery
with accurate stereoscopic depth cues. In addition, modern HMDs are typically
hands-free (and thus may easily integrate with existing solutions for manag-
ing human-robot interactions) and can even provide additional communicative
channels beyond the visual (e.g., providing 3D spatial audio or microphones for
speech recognition).

In this paper, I trace the development of early work merging HRI and VAMR
(which, while promising, was often hampered by limitations in underlying VAMR
technologies) and highlight more recent work that leverages modern systems. To
highlight the potential of VAMR as a communicative medium for mediating HRI,
I further detail the results of three laboratory experiments with 126 participants:
one experiment examining how VAMR might reduce a gulf of evaluation by pre-
senting users with visualizations of planned robot trajectories, one experiment
exploring how VAMR might reduce a gulf of execution by enhancing robot teleop-
eration, and one experiment examining an integrative VAMR approach towards
reducing both gulfs in the design of a new robot supervisory control interface.
In each experiment, solutions that utilize VAMR significantly outperform com-
mercially available systems in common use today. I close with a discussion of
the current state of VAMR-HRI research and the opportunities and challenges
I have observed conducting this research, which sits at the intersection of sev-
eral communities, including robotics, graphics, and human-computer interaction,
that have historically developed largely independent from one-another.

2 Background

The development of VAMR technologies typically trace back to Suther-
land’s vision of “The Ultimate Display” (itself influenced by Vannevar Bush’s
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conception of the Memex) [59] and later developments with the Sword of Damo-
cles system [60]. A full review of the development of VAMR technologies and
user experience since the 1960’s is beyond the scope of this article, although
helpful surveys can be found in [4,8,54]. Instead, below I concentrate on tracing
early efforts aimed at improving human-robot interaction by integrating VAMR
technologies.

2.1 VAMR and HRI

The earliest major work leveraging VAMR for HRI appears to date back to a
push in the late 1980’s and early 1990’s with various work exploring robot tele-
operation systems [7,10,26,32,34,56,58,73] that largely originated in the IEEE
IROS, ICRA, and SMC communities, although contemporaneously the SIG-
GRAPH community also noted this as an promising area for future overlapping
work [9]. Perhaps the most fully-developed instance of these early systems was
the ARGOS interface for augmented reality robot teleoperation [40]. While the
ARGOS interface used a stereo monitor, rather than the head-mounted displays
in vogue today, the system introduced several design elements for displaying
graphical information to improve human-robot communication and introduced
concepts such as virtual pointers, tape measures, tethers, landmarks, and object
overlays that would influence many subsequent designs (Fig. 2).

Fig. 2. The ARGOS system represented one
of the earliest robot teleoperation interfaces
that leveraged VAMR technology. Here,
a “virtual tether” concept is illustrated,
which might visualize potential constraints
or information about the position and orien-
tation of the manipulator and target. Image
reproduced from [40].

Later developments throughout
the 1990’s introduced several other
important concepts, such as the use
of virtual reality for both actual
robot control and teleoperator train-
ing [28,41], the integration of HMDs
(including the first use of an HMD
to control an aerial robot [66]), pro-
jective virtual reality where user
“reaches through” a VR system to
control a robot that manipulates
objects in the real world [24,63],
the rise of VAMR applications for
robotics in medicine and surgery [11],
and continued work on ARGOS and
ARGOS-like systems [39,50]. At a
high level, major themes appear to
be work focused on using VR for
simulation or training purposes, VR
and/or AR as new forms of infor-
mation displays (e.g., for data from
robot sensors), and generally VAMR-
based robotic control interfaces. While many of these developments appear ini-
tially promising, it is interesting to note that following an initial period of intense
early research on HRI and VAMR, later growth throughout the 1990’s appears
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Fig. 3. Publication rates from Google Scholar under the query “‘robot’ AND ‘virtual
reality’ OR ‘augmented reality’ OR ‘mixed reality”’ since 1990 as a rough approxi-
mate of research productivity in the VAMR-HRI space. Rates appear to have fairly
constant growth between 1990 and 2000 (left), but the full picture (right) indicates we
may actually be close to the inflection point for exponential growth and are entering
an exciting time for the field. The relatively low numbers for 2018 are likely due to
proceedings from 2018 having yet to be archived in Scholar.

to have happened at a relatively stable rate, rather than rapidly expanding
(Fig. 3). In addition, efforts to take research developments beyond laboratory
environments into commercial/industrial systems appear to have been largely
unsuccessful (indeed, even today robot teleoperation interfaces are still typically
based on standard 2D displays rather than leveraging VAMR).

In general, I speculate that several key challenges towards VAMR-HRI
research may have inhibited the initial growth of the area. First, the lack of any
standardized VAMR or robotics hardware at this time introduced an incredi-
bly high barrier towards conducting VAMR-HRI research as essentially all of
the research of this time period required laboratories to have the expertise to
build both robotics and VAMR equipment, two already highly specialized areas.
Moreover, hardware specialization may have introduced difficulties generalizing
findings across systems or extending prior work. Second, the general failure of
VAMR technologies in the commercial entertainment market of the early 1990’s
may have soured both industry and academic researchers on conducting further
explorations of such systems. This issue may have been exacerbated by the gen-
eral lack of formal system evaluations in the research developments at this time
(i.e., user studies for VAMR-HRI systems of this time period are exceedingly
rare, with research papers written largely as system implementations), mak-
ing it difficult to quantify the value of developments such as those produced in
the ARGOS interface.2 Finally, rather than developing in a cohesive manner,

2 This issue was not unique to VAMR-HRI, as formal evaluation methods have taken
time to integrate into many research communities even though they inherently deal
with some form of human interaction, including robotics more generally.
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research in VAMR-HRI appears to have fragmented throughout the 1990’s, with
some research extending into more application-driven areas (e.g., robotic surgery
or manufacturing), some work examining specific aspects of graphics, visualiza-
tion, or other VAMR-related areas such as haptics, and other work examining
aspects closer to traditional robotics. One critical challenge may have been a
lack of a centralized research community and venue for such work, which was
also an issue for HRI research more broadly as it had yet to consolidate into
its own distinct field (a time that may be demarcated by the first ACM/IEEE
HRI conference in 2006). Indeed, by 1999 there was already concern about how
“to a large extent the robotics and the newer virtual reality (VR) research com-
munities have been working in isolation” even while there were already clear,
promising ideas for their integration [12].

Unfortunately, while certain venues for community consolidation have arisen
(e.g., HCII VAMR for both the VAMR and HCI communities), VAMR-HRI
work continued in a largely fragmented manner throughout the 2000’s, with
work scattered across the traditional VAMR communities (IEEE VR, ISMAR,
3DUI, etc.), robotics communities (ICRA and IROS, and eventually HRI and
RSS, etc.), and HCI communities (ACM SIGCHI, UIST, etc.) as well as relevant
journals (including domain-focused venues, such as for surgical robotics). [25]
provides a review of major developments in the early 2000’s and a vision for
augmented reality HRI as HRI research increasingly focused on various aspects
of social interaction and human-robot collaboration. In addition, MiRAs (mixed
reality agents) and AuRAs (augmented reality agents) represent a major rele-
vant development during this period, in which robots may interact with or be
augmented by virtual agents (e.g., a robot might be shown to a user as driven by
a virtual character or have its planned path rendered in physical space) [13,29].

Overall, while we see an exciting trend in the production of VAMR-HRI
papers (in Fig. 3, examining publication rates from 1990 to the present reveals
what appears to be the start of an exponential curve, rather than linear growth)
and many of the technical limitations in conducting earlier research have been
reduced (e.g., due to the increasing prevalence of common/commercially avail-
able robot and VAMR platforms), the lack of a centralized research community
remains a critical challenge. Towards addressing this issue, the first International
Workshop on Virtual, Augmented, and Mixed Reality for Human-Robot Inter-
action (VAMR-HRI)3 was held in 2018 in conjunction with the IEEE/ACM HRI
conference, with a followup workshop to occur in March 2019, but it remains
to be seen whether this (or other efforts) will help the community converge.
Although research fragmentation remains an issue, the overall trajectory for
VAMR-HRI research appears very promising, and it is my hope that we are now
truly poised to make good on the exciting initial research from the early 1990’s.
Below, I describe some of my own recent work aligned towards these ends.

3 See http://vam-hri.xyz/.

http://vam-hri.xyz/
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3 Case Studies

To further build the case for how VAMR can support HRI and how the time is
now ripe for a convergence of research that takes advantage of modern hardware
in doing so, below I detail some of my own recent work examining the utility
of modern VAMR technologies for mediating human-robot interactions. These
studies, more fully described in [27,67,68], each examine an aspect of how VAMR
might specifically support the Human Action Cycle within the context of a
longstanding HRI problem. The first study explores how VAMR can provide
visual information to help bridge a gulf of evaluation for users presented with
the motion inference problem, where people fail to understand when, where, and
how a robot teammate will move. The second study explores VAMR in bridging a
gulf of execution within the context of perspective-taking, i.e., determining what
information, and how to convey it, to support robot operators and supervisors in
gaining accurate perceptions of the robot and sufficient situational awareness of
the robot’s working environment to enable precise, and efficient control. The final
study harkens back to the early work on VAMR robot teleoperation from the
1990’s and combines information gained in the first two experiments towards the
design of a comprehensive, modern VAMR teleoperation system that provides
new forms of bidirectional information exchange.

3.1 Visualizing Robot Information

One primary challenge towards achieving safe and usable robotic systems is
known as the motion inference problem, a gulf of evaluation that arises as
humans encounter difficulties understanding when, where, and how a robot
teammate will move. A great deal of prior HRI work has examined methods
for mediating this issue, such as by having robots use human-inspired social
cues (e.g., gaze, gestures, etc.) to communicate their intentions [22,42,51], alter-
ing robot trajectories to be more legible [19] or expressive [61], or using various
other means such as light or auditory indicators [3,6,16,33,47,52,55,62,64,69].
While such advances have shown promise in enhancing interaction safety and
fluidity, a variety of constraints arising from environmental, task, power, compu-
tational, and platform considerations may limit their feasibility or effectiveness
in certain contexts. For example, some robots may not be able to reproduce
human-based cues due to their morphology, while altering robot motions for
legibility or expressiveness may not always be possible in dynamic or cluttered
environments, and auditory indicators may not be a practical form of feedback
in noisy environments (e.g., manufacturing warehouses or construction sites) or
for robotic platforms that generate a great deal of noise (e.g., aerial robots).
Instead, we explored VAMR (specifically augmented reality) as an alternative
design space for resolving motion inference.
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A Design Framework. We began our research process with an analysis how
modern VAMR technologies, in particular HMDs that have the advantage of
being hands-free, might mediate HRI. Synthesizing information from past VAMR
work, including mixed-reality projection systems, VR/AR entertainment appli-
cations, and augmented virtuality educational software, we developed a high-
level framework for considering how augmented reality HMDs (ARHMDs) might
enhance human-robot interactions. Our framework classifies potential designs for
augmenting human-robot interactions with virtual imagery into three main cat-
egories, regarding whether additional information is communicated to the user
by (1) augmenting the environment, (2) augmenting the robot, or (3) augmenting
the user interface.

Briefly, in the first paradigm, virtual imagery is represented as new cues
directly embedded into the context of a shared work area using an environment-
as-canvas metaphor. In the second paradigm, virtual imagery is directly con-
nected to the robot platform to alter robot morphology in a robot-as-canvas
metaphor. This technique may alter robot form and/or function by creating
new “virtually/physically embodied” cues, where cues that are traditionally
generated using physical aspects of the robot are instead generated using indis-
tinguishable virtual imagery, or be used to add full-fledged virtual avatars to
physical robots along the MiRA (Mixed Reality Agent) approach [20,29]. In the
third paradigm, virtual imagery is provided directly in front of the user, giving
them an interface to the physical world, inspired by “window-on-the-world” AR
applications [21] and heads-up display technologies used for pilots [23,37]. This
third interface-as-canvas metaphor may uniquely supply egocentric cues, either
directly in front of the user’s view or in their periphery, compared to the exo-
centric feedback provided by augmenting the environment or robot [65]. Over-
all, we found this augmenting environment/robot/interface framework helpful
in surveying the landscape of possible AR interfaces to categorize broad design
concepts and in providing us with a structure for reasoning about requirements,
benefits, and trade-offs in integrating AR (and possibly, more broadly VAMR)
with HRI.

Design Prototypes. We used the design framework described above to develop
several reference designs for AR visualizations that might convey robot intent
and thus address the motion inference problem. While we prototyped a large
number of visualizations, we ultimately ended up evaluating four main designs:
NavPoints (augmenting environment), Arrows (augmenting environment), Gaze
(augmenting robot), and Utilities (augmenting UI). These designs, which sam-
ple from each paradigm in our design framework and offer potential trade-offs in
terms of information conveyed, information precision, generalizability, and pos-
sibility for distraction/interface overdraw, can be seen in Fig. 4. At a high level,
the NavPoints shows the robot’s planned path as 3D waypoints with timers
indicating arrival and departure times, the Arrows design provides an arrow
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showing the immediate future motion of the robot, the Gaze design provides
virtual imagery that alters the robot’s morphology such that the robot can
make use of gaze behaviors to indicate planned motion in a similar manner
as humans, and the Utilities design provides the user with a minimap showing
where the robot is in relation to them and gives off-screen indicators if the robot
is not currently in view. For more details on each design (including parameters
needed for replication), please see [67].

Evaluation. We conducted a 5×1 between-participants experiment to evaluate
how our VAMR designs might improve user motion inference when interacting
with an autonomous robot in a shared workspace. The independent variable in
this study was the type of AR feedback the user received (five levels: a baseline
and the four designs described above). In the baseline condition, participants still
wore an ARHMD (in this study, we used the Microsoft HoloLens), but did not see
any virtual imagery. Instead, participants in this condition were informed that
the robot had a distinct “front,” which always indicated its direction of flight;
this baseline behavior meant the robot would always orient itself to the direction
of travel, leveraging the only physically-embodied cue that the robot’s default
morphology provides. All conditions shared this baseline orientation behavior.
Dependent variables included objective measures of task performance and effi-
ciency as well as subjective ratings of communication clarity and robot usability.

(A) (B) (C) (D)

Fig. 4. We explored how augmented reality might address the motion inference prob-
lem in HRI by visually conveying robot motion intent. We evaluated four reference
prototypes for cuing aerial robot flight motion: (A) NavPoints, (B) Arrows, (C) Gaze,
(D) Utilities.

In the experiment, participants had to navigate between several different
workstations to collect materials (Fig. 5). These workstations were also used
by the robot, who was given priority over the participant, thus participants
had to balance their use of the shared resources with being interrupted by the
robot. At a high level, the task was set up such that the better participants
were at predicting which stations the robot planned to use (i.e., inferring the
robot’s motion intent), the better they would be able to plan which stations
they should use themselves in order to reduce their interruptions and maximize
task efficiency.
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Fig. 5. We conducted a laboratory exper-
iment to evaluate the effectiveness of our
VAMR designs in improving human-robot
interaction. Above, a participant wearing a
HoloLens receives AR feedback informing
him of the intentions of a nearby robot,
helping to bridge a gulf of evaluation.

We recruited a total of 60 partic-
ipants (40 males, 20 females, evenly
balanced across conditions) from the
University of Colorado Boulder cam-
pus to take part in this study.
Each experiment lasted approximately
30 min, which included a 60 s tutorial
video that provided a brief instruction
on the AR feedback participants would
receive if they were not in the baseline
condition.

In this experiment, we found that
most of our designs were helpful
in improving robot motion inference,
enabling participants to more quickly
and accurately deduce robot intent
in order to plan their own activities
more effectively. Analyzing our objec-
tive measure of task performance with a one-way Analysis of Variance (ANOVA)
using experimental condition (i.e., interface design) as a fixed effect, we found
a significant main effect of ARHMD interface design on total time participants
spent interrupted, F (4, 55) = 12.56, p < .001. Comparing the performance of
each design to the baseline with Dunnett’s multiple comparison test, we found
that total participant time lost to interruptions significantly decreased using the
NavPoints (p < .001), Arrow (p < .001), and Gaze (p = .003) designs, but not
Utilities (p = .104). In addition to this objective metric, we also had partic-
ipants rate several facets regarding their perceptions of the communication of
robot movement intent. We found a significant effect of design on perceived com-
munication clarity, F (4, 55) = 11.04, p < .001, with post-hoc comparisons using
Dunnett’s test revealing that only the NavPoints design was rated significantly
higher than the baseline (p < .001). Finally, we compared the designs directly
to one another by having participants in all but the baseline condition rate
the usability of the displayed virtual imagery for understanding of robot move-
ment intent. We found a significant main effect of design on perceived usability,
F (3, 44) = 25.32, p < .001. Post-hoc comparisons using Tukey’s HSD found
that NavPoints (M = 6.96), p < .001, Arrow (M = 6.67), p < .001, and Gaze
(M = 5.83), p < .001, were ranked as significantly more helpful than Utilities
(M = 4.21). We also found that NavPoints was rated as significantly more help-
ful than Gaze, p = .012, with Arrow ranked marginally more helpful than Gaze,
p = .092. Figure 6 visually summarizes these results.

Overall, we found strong support for the ability of VAMR technology to
improve HRI by addressing the motion inference problem. Despite their lack of
prior familiarity with VAMR technologies or robots, participants were quickly
able to use VAMR feedback displaying robot motion intent and integrate it into
their own planning processes, likely due to the intuitive and visual nature of the
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Fig. 6. Objective results show that the NavPoints, Arrows, and Gaze designs improved
task performance by decreasing inefficiencies and wasted time. Subjective results reveal
that NavPoints outperformed other designs in terms of user preferences and perceptions
of the robot.

VAMR designs. We found that our designs that provided more specific informa-
tion (NavPoints) generally outperformed designs that communicated informa-
tion in a more implicit manner (Gaze), and that all designs outperformed the
Utilities design, which emphasized current robot position relative to the user
rather than displaying cues that helped users predict the robot’s future destina-
tions. While open questions remain about scalability to scenarios involving larger
team interactions with multiple robots and/or multiple people, our results pro-
vide strong evidence for the value and potential of the VAMR-HRI design space
and showcase the design of novel interface techniques that can provide intuitive,
visual cues.

3.2 Information for Control and Supervision

Another critical challenge for HRI is developing interfaces that support effective
robot teleoperation and supervision. A substantial body of past research has
explored human performance issues in various forms of robotic teleoperation
interfaces and mixed teleoperation/supervisory control systems (see [17] for a
survey). In particular, prior work has highlighted the issue of perspective-taking—
the notion that poor perceptions of the robot and its working environment may
degrade situational awareness and thus have a detrimental effect on operation
effectiveness [17,38].

Mastering perspective taking, where users must rapidly and accurately syn-
thesize information provided directly from the robot (commonly provided via one
or more live camera feeds) with an understanding of where the robot is located
within the larger context of the environment, is a challenging task, meaning that
most robot deployments involving teleoperation still require skilled experts. Cur-
rent interface designs, particularly for aerial robots (the context we explored in
this research), can often exacerbate this problem as live robot camera feeds are
typically presented in one of two ways: viewed directly in display glasses or on
a traditional screen (e.g., a mobile device, tablet, or laptop computer). While
video display glasses may help users achieve an egocentric understanding of what
the robot can see, they may degrade overall situational awareness by removing a
third-person perspective that can aid in understanding operating context, such
as identifying obstacles and other surrounding objects that are not in direct view
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of the robot. On the other hand, routing robot camera feeds through traditional
displays means that, at any point in time, the operator can only view either
the video stream on their display or the robot in physical space. As a result,
operators must make constant context switches between monitoring the robot’s
video feed and monitoring the robot, leading to a divided attention paradigm. To
address this issue, we explored how VAMR technologies provide a new medium
for designing teleoperation interfaces that can merge viewpoints, enabling teleop-
erators to monitor the robot in the environment while synchronously monitoring
a robot video feed.

Design Prototypes. In exploring perspective-taking, we once again focused on
leveraging modern ARHMD technology in the form of the Microsoft HoloLens
and utilized the same VAMR-HRI design framework for interfaces that augment
the environment/robot/UI described above. Although ARHMD interfaces might
provide feedback on many different aspects relevant to robot teleoperation, we
focused our design exploration specifically on how to convey information about
the robot’s camera, as this is typically the most critical information for robots
operators.

We developed three primary prototypes, each of which falls within one of
the major paradigms in our design framework. We refer to these three design
prototypes as Frustum, an example of augmenting the environment, Callout, an
example of augmenting the robot, and Peripherals, an example of augmenting
the user interface. These designs are each based on prior robot interface designs
or other metaphors that may be common to user experiences, adjusted and
extended to take advantage of VAMR technology. The Frustum design provides
virtual imagery that displays the robot’s camera frustum as a series of lines
and points, similar to what might be seen emanating from a virtual camera
in computer graphics and modeling applications (e.g., Maya, Unity, etc.). The
Callout design displays the robot’s live camera feed on a panel connected to
the top of the robot with an orientation corresponding to the orientation of the
camera on the physical robot using a metaphor inspired by speech balloons and
thought bubbles. The Peripherals design displays a live robot video feed within a
fixed window within the user’s view, which was affixed to the periphery of the UI
to enable users to monitor the feed while maintaining visual focus on the physical
robot in a manner inspired by ambient displays. Each design offers potential
tradeoffs in terms of how they support perspective-taking, the total information
conveyed, potential scalability across interaction distances, and possibility for
user distraction and/or interface overdraw. Figure 7 showcases these interface
designs, which are presented in more detail with a discussion of specific design
elements in [27].

Evaluation. We conducted a 4×1 between-participants experiment to evaluate
how our designs might improve robot teleoperation by improving perspective-
taking. The study tasked participants with operating a quadcopter to take sev-
eral pictures of various targets in a laboratory environment as an analog to aerial
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(A) (B) (C)

Fig. 7. In this research, we explored how to leverage augmented reality (AR) to improve
robot teleoperation. We developed and evaluated 3 design prototypes: (A) the Frustum
design augments the environment giving users a clear view of what real-world objects
are within the robot’s FOV; (B) the Callout design augments the robot like a thought-
bubble, attaching a panel with the live video feed above the robot; (C) the Peripheral
design provides a window with the live video feed fixed in the user’s periphery.

robot inspection and environmental survey tasks. The independent variable in
this study corresponded to what type of teleoperation interface the participant
used (four levels: Frustum, Callout, and Peripherals designs plus a baseline). In
the baseline condition, participants still wore an ARHMD (to control for pos-
sible effects of simply wearing a HMD), but did not see any augmented reality
imagery. Instead, participants used the Freeflight Pro application4, the official
commercial teleoperation interface supplied by the robot manufacturer. Depen-
dent variables included objective measures of task completion and subjective
ratings of operator comfort and confidence.

We recruited a total of 48 participants (28 males, 19 females, 1 self-reported
non-binary) from the University of Colorado Boulder campus to participate
in our experimental evaluation. Each experiment lasted approximately 30 min,
which included two minutes of time spent practicing operating the robot.

The results from our experiment revealed that our VAMR designs outper-
formed the commercially-available interface across nearly all of our measures.
Our objective metrics included task accuracy in terms of the pictures participants
took of the experimental targets, task completion time, and number of crashes,
each of which we analyzed with a one-way ANOVA with experimental condition
as a fixed effect. We found a significant main effect of design on task performance
scores for accuracy, F (3, 44) = 25.01, p < .0001. Comparing designs, Tukey’s
HSD revealed that the Frustum (M = 63.2%) and Callout (M = 67.0%) inter-
faces significantly improved inspection performance over the baseline interface
(M = 31.33%), with the Peripheral design (M = 81.1%) showing even further
benefits by significantly outperforming both Frustum and Callout (all post-hoc
results with p < .0001). We also found a significant main effect of design on task
completion time, F (3, 44) = 3.83, p = .016. Post-hoc comparisons against the
baseline (M = 239.70 s) revealed that participants were able to complete the task
significantly faster using the Frustum (M = 140.69 s), p = .017, and Peripherals

4 This popular commercial application can be downloaded from https://itunes.apple.
com/us/app/freeflight-pro/id889985763?mt=8.

https://itunes.apple.com/us/app/freeflight-pro/id889985763?mt=8
https://itunes.apple.com/us/app/freeflight-pro/id889985763?mt=8
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Fig. 8. Objective results show that the augmented reality interface designs improved
task performance in terms of accuracy and number of crashes, while minimizing dis-
tractions in terms of number of gaze shifts and total time distracted. (*), (**), and
(***), denote comparisons with p < .05, p < .01, and p < .001 respectively.

(M = 154.44 s), p = .050, but not the Callout (M = 191.09 s), p = .434. Exam-
ining occurrences when users crashed the robot, we found a significant effect of
interface design on operational errors, F (3, 44) = 9.24, p < .001 with each of our
AR designs significantly reducing the number of crashes compared to the base-
line (Frustum: M = .250, p < .0001; Callout: M = .667, p = .003; Peripherals:
M = .584, p = .001; Baseline: M = 2.17).

To better understand these results, we analyzed first- and third-person videos
that we recorded of each experiment to look for behavioral patterns. Two coders
annotated video data from each interaction based on when participants were able
to view the robot and when they were not. Data was divided evenly between
coders, with an overlap of 15% of the data coded by both. Inter-rater reliability
analysis revealed substantial agreement between raters (Cohen’s κ = .92) [35].
This coding enabled us to calculate distracted gaze shifts—the number of times
the participant was distracted looking away from the robot during the task; and
distraction time—the total time spent not looking at the robot. Analyzing this
data, we found a significant main effect of interface design on number of dis-
tracted gaze shifts, F (3, 44) = 40.28, p < .001, and on total distraction time,
F (3, 44) = 48.72, p < .001. Post-hoc tests showed that all three VAMR designs
significantly decreased both the number and length of distractions compared to
the baseline (all comparisons at p < .0001), which we take to be evidence that our
VAMR prototypes were indeed successful in addressing the perspective-taking
issue, thus leading to the performance enhancements found in task accuracy,
time, and number of crashes. Figure 8 visualizes these results, while additional
analysis of several subjective metrics regarding interface usability, comfort, confi-
dence, etc. that provide further evidence for our conclusions can be found in [27].

Overall, our novel VAMR interface designs that provided users with aug-
mented reality feedback while teleoperating an aerial robot demonstrated sig-
nificant improvements over a modern interface that is representative of popular
designs currently in use. In addition, users rated our designs as more favorable,
even though they had a relatively short amount of time with which to practice
and may have found the baseline interface, which simply uses a traditional tablet,
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more familiar. Once again we believe that these results showcase that interfaces
leveraging modern VAMR technologies can be readily integrated with robots to
produce highly intuitive user experiences that significantly reduce breakdowns
common in human-robot interactions.

3.3 Bidirectional Communication

While each of the studies above showed that VAMR technologies hold promise in
helping users bridge a gulf of execution or evaluation, they examined individual
aspects of interaction and communicated information in a singular direction
(robot-to-human). To more fully examine VAMR-HRI integration within the
context of the full Human Action Cycle, we endeavored to design an end-to-end
VAMR teleoperation interface. Inspired by the “phantom robot” of [7], our key
insight was that VAMR may be used in conjunction with prior work on predictive
graphical interfaces such that a teleoperator controls a three-dimensional virtual
robot surrogate, rather than directly operating the robot itself, providing the user
with foresight regarding where the physical robot will end up and how it will get
there.

In this system, we provide users with a VAMR robot surrogate—virtual
imagery in the form of a “ghost” of the real robot that is embedded within
the same operational environment, with accurate stereoscopic depth cues and
a matching dynamics model, but that cannot physically interact with the
environment (i.e., cannot be damaged or present a hazard to other physical
objects or users). This robot avatar serves as a middleman, enabling bidirec-
tional communication of information from human-to-avatar-to-robot and robot-
to-human/avatar-to-human. At a theoretical level, we believe that such an inter-
face may help with both gulfs of execution and evaluation by enabling teleoper-
ators to more rapidly iterate through the goal/action/evaluation phases of the
Human Action Cycle without the potential of an action that leads to a negative
consequence that is realized only after evaluation (e.g., a robot colliding with an
obstacle or person). In other words, the system provides users with visuals that
let them “test” different inputs and preview results, helping them understand
how to pilot the robot to their desired location and providing real-time feedback
to understand if course corrections are needed. This system can help reveal map-
pings between operator input and robot dynamics, information that traditional
teleoperation hides in implicit system encodings that users must learn indirectly
through experience (e.g., learning the relationship between joystick angle and
motor torque).

Design and Evaluation. Robot actions might be tied to actions of a virtual
surrogate in a variety of ways. In this research, we explored two main control
paradigms: (1) Realtime Virtual Surrogate (RVS) operation where the virtual
robot responds instantaneously to user input (matching standard forms of tele-
operation) while the physical robot, connected to the surrogate with a virtual
“fishing line” follows the surrogate after a short delay and (2) Waypoint Virtual
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Fig. 9. Two VAMR teleoperation interfaces designed in this work: Left - Realtime
Virtual Surrogate (RVS), Right - Waypoint Virtual Surrogate (WVS).

Surrogate (WVS) operation, a delayed form of control that lets the user pilot
the surrogate to create a flight plan of various waypoints for the physical robot
to traverse, also providing pause/resume and live waypoint editing features that
overall leverage AR’s ability to place virtual information and objects within the
user’s environment (see Fig. 9 for visualizations of these interface designs). More
specific details on the implementation of each design can be found in [68].

We conducted a 3× 1 within-participants experiment to evaluate, relative to
a baseline, how our RVS and WVS designs might affect user experiences when
teleoperating a collocated aerial robot. In the experiment, participants teleoper-
ated a physical quadcopter to various points of interest (POIs) in a laboratory
environment in a task that simulated real-time collection and analysis of environ-
mental data. The independent variable in this study corresponded to what type
of teleoperation interface the participant used: a baseine teleoperation system in
which the handheld controller input directly controlled the physical robot (i.e.,
the most common teleoperation system in use today, found in tasks ranging from
drone-racing to search-and-rescue), the realtime virtual surrogate design, or the
waypoint virtual surrogate system. The same handheld controller and control
mapping were utilized across all conditions, although in the RVS and WVS con-
ditions control was rerouted to the surrogate rather than the physical robot.
Dependent variables included objective measures of completion time, response
time, and interface usage, as well as subjective rankings directly comparing each
interface and their perceived multitasking ability, stress, and ease of use.

We recruited a total of 18 participants (11 males, 7 females) from the Univer-
sity of Colorado Boulder campus to take part in this experiment. In our previ-
ous two studies, users were largely unfamiliar with either VAMR technologies or
robots. While this may be representative of certain target user populations (e.g.,
users of commercial drones for hobby or entertainment purposes), robot teleop-
erators in many settings (disaster response, search-and-rescue, etc.) often have
a high degree of expertise. As a result, in this experiment we worked to ensure
our population sample contained a greater representation of both novices and
users experienced at piloting aerial robots. In total, 7 of our participants repre-
sented expert users who were recruited from a local “Drone Club,” 8 participants
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reported moderate familiarity with aerial robots, while 3 participants had little
to no experience operating flying robots.

For each participant, the experiment lasted approximately 80 min and con-
sisted of four trials. The first three trials corresponded to the participant using
one of the three main interface designs (baseline, RVS, or WVS), with the pre-
sented order of interfaces counterbalanced across participants. In the fourth trial,
participants were free to use any of the three interfaces and could switch between
them at will. Prior to each of the first three trials, participants watched a short
60 s tutorial video that presented the interface design they were going to use,
covering both the controls and what the visual feedback looked like (if any).
In addition, participants were given two minutes to test each interface before
each main trial began, giving them time to become familiar with the controller,
augmented reality imagery, and the robot. Participants wore an ARHMD (the
Microsoft HoloLens) during all trials as virtual imagery was also used to mark
the POIs and show a progress bar corresponding to robot collection of environ-
mental data (even in the baseline condition).

We collected data using a variety of objective and subjective measures to
analyze the performance of our two VAMR teleoperation interface designs rela-
tive to the baseline of traditional teleoperation. Objective metrics included task
completion time and design usage, measured by the percent of total task time
that participants used each interface design during the fourth trial in which
they were free to switch between interfaces as will (and would presumably use
the design(s) they found most helpful). Subjective metrics included the Sys-
tem Usability Scale (SUS), an industry standard ten-item attitude survey for
measure perceived usability, several constructed scales to measure aspects of
user experience such as stress, and direct rankings to compare each interface in
terms of “easy to learn” and “would want to use in the future.” We analyzed
the objective measures, SUS, and constructed rating scales using a repeated-
measures analysis of variance with experimental condition (i.e., interface design)
as a fixed effect and condition order included as a covariate to control for poten-
tial variance that might arise from ordering effects. Post-hoc tests used Tukey’s
Honestly Significant Difference (HSD) to control for Type I errors in comparing
effectiveness across each interface. Participant rankings of each interface were
analyzed with a nonparametric Kruskal-Wallis Test with experimental condition
as a fixed effect. Post-hoc comparisons used Dunn’s Test for analyzing design
sample pairs for stochastic dominance.

Our measures once again revealed the positive benefit that VAMR technolo-
gies can have for HRI (see Fig. 10). We found a significant main effect of robot
interface design on task completion time, F(2, 45) = 13.65, p < 0.001, where the
RVS (M = 186.39 s, p = .001) and WVS (M = 184.39 s, p = .001) designs sig-
nificantly improved completion time over the baseline interface (M = 260.11 s).
We also found a significant main effect in regard to design usage during the final
trial where participants could switch between designs at will, F(2, 51) = 34.92,
p < .001. Tukey’s HSD revealed participants used WVS (M = 81.94%) signifi-
cantly more than the Virtual Surrogate (M = 18.06%) and Baseline (M = 0%)
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Fig. 10. The RVS and WVS systems showed improvement over the baseline along all
objective measures as well as improving subjective user experience (error bars encode
standard error).

designs (all comparisons at p < .001), with not a single participant ever using
the baseline design at any point. We believe this represents extremely strong evi-
dence for the utility of VAMR systems given that even users who were experts
in the baseline system (i.e., participants recruited from our local Drone Club)
chose to use the VAMR interfaces rather that the control system with which
they had prior familiarity. Our subjective results provide additional supporting
evidence for the perceived usefulness of the VAMR designs over the baseline
(for a full discussion of these results, please see [68]), while highlighting some
qualitative differences between RVS and WVS. Although the WVS design was
consistently ranked highest in terms of the system users most wanted to use again
and by a wide margin the most-used system during the summary evaluation in
which users were free to use whichever interface they preferred, it received mixed
feedback in open-ended responses where users were asked to comment on each
interface. In particular, some users found the WVS system to create too much of
a control disconnect between them and the robot. Synthesizing our results and
feedback suggests that the RVS system may be most appropriate for hobby use,
non-critical tasks, or when users prefer more direct control as it struck a balance
between being an enjoyable, responsive, and effective system, while the WVS
system may be more useful in professional or multitasking applications where
performance trumps user preference.

While the aim of this study was not to design an “optimal” interface, we were
nevertheless encouraged by the strong results showing the benefits of integrat-
ing VAMR and robotics, building upon prior work in 2D graphical predictive
interfaces and the vision of early VAMR teleoperation systems from the 1990’s.
As mixed, collocated teams of humans and robots become increasingly prevalent
in our society, we envision interfaces, such as those evaluated in this and our
previous studies, assisting across a variety of human-robot interaction contexts,
ranging from robot inspection of equipment and structures, teleoperation on fac-
tory floors, and all the way to space exploration where astronauts and/or ground
control may be in direct contact or exert supervisory control of various ground
and aerial robots.
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4 Discussion

In each of these three efforts, we have demonstrated that VAMR designs can
lead to significant performance benefits over existing solutions. Much of this
work was inspired by ideas first introduced in the early 1990’s that can now
be more fully realized with modern hardware and validated through empirical
experimentation. Such validation is critical for the field to advance beyond tech-
nical curiosities and into commercially viable interfaces and software.

In general, we have found that modern VAMR HMDs have several bene-
fits over past systems, including enabling a standardized approach for present-
ing stereographic imagery, simple or automatic calibration, modern development
environments (e.g., Unity and Unreal Engine), onboard (and often built-in) solu-
tions for SLAM, additional built-in sensors and devices such as microphones and
speakers, and the capacity for hands-free operation enabling integration with
prior systems (e.g., existing teleoperation controllers). However, such systems
are not without limitations; for instance, most systems are still limited by field
of view (e.g., the HoloLens provides a 30◦ × 17.5◦ FOV for virtual imagery), the
ability to properly show occlusions with real-world objects, and the ability to be
used in bright and/or outdoor environments (although these last two limitations
can be mitigated by modern video pass-through technologies, such as the Zed
Mini).

One major hurdle we had to face in our research is that there is very limited
(or no) support for linking VAMR development libraries with standard robotics
development systems (i.e., ROS). In our work, we followed a network commu-
nication approach similar to that outlined in [18] to pass data between each
system, although new efforts such as ROSBridgeLib5 and ROS Reality [70] aim
to address this issue. However, once a communication layer is established, mod-
ern VAMR technologies provide an unprecedented ability for researchers and
developers to rapidly prototype HRI designs. For example, in our first study
we only ended up evaluating four VAMR designs in our final experiment, but
these four designs were downselected through pretesting from an initial candi-
date set of eight prototypes that each sampled different areas within our design
framework.

Another major challenge we have faced is the lack of a theoretical framework
to ground VAMR-HRI work. In our research, we have grounded our work in two
ways: first, we have leveraged the Human Action Cycle to reason about potential
HRI breakdowns that VAMR might address, and second we have developed our
model of cues that augment the environment/robot/UI to reason over potential
solutions and categorize past work. However, our model is clearly preliminary
and may fail to capture nuances across designs and miss other important axis
(for instance, it is focused on AR and may be of less use as newer systems
increasingly provide the ability to dynamically move along the reality-virtuality
continuum). In addition, we have leveraged prior work, where appropriate, to

5 ROSBridgeLib can be downloaded from https://github.com/MathiasCiarlo/
ROSBridgeLib.

https://github.com/MathiasCiarlo/ROSBridgeLib
https://github.com/MathiasCiarlo/ROSBridgeLib
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inspire our design process (e.g., research in graphical predictive interfaces helped
motivate our third study). Further work in this area could be greatly aided by
a more thorough review of past VAMR-HRI work (at present, no such survey
exists) and a cohesive framework to anchor the burgeoning field. In addition,
as discussed above, future work would be aided by a greater cohesion across
various communities interested in this space, including integrating work from
other related fields, such as the graphics and visualization communities, and
clear venues to target for publication; at current such work still feels ancillary
in either robotics or VAMR venues.

Overall, our work is still limited in many ways. For example, each of our three
studies was limited to exploring interactions between a single user and robot in
a controlled laboratory environment. As a result, more work is needed to explore
scalability to larger, more complex interactions in more realistic conditions (e.g.,
via field deployments). There are many additional open questions for the research
community interested in this space, including developing technical solutions for
live, dynamic registration between VAMR technologies and robots, understand-
ing use contexts in which VAMR technologies are and are not appropriate for
HRI, improving the development process for VAMR and robotics, integrating
additional, related methods of feedback such as haptics, and building informa-
tion theoretic understandings regarding VAMR, HRI, and communication flow.
However, overall we are seeing increasing activity in this space (at least using
rough metrics as in Fig. 3) and the time seems ripe for increased innovation,
efforts at community-building (e.g., the 2018 and upcoming 2019 VAMR-HRI
workshop), and integration across developments from robotics, VAMR, HCI,
graphics, and visualization.

5 Conclusion

In this paper, I have briefly traced the origins of work integrating virtual, aug-
mented, and mixed reality technologies with robotics with the goal of improving
human-robot interaction. Through three case studies from my own research, I
have demonstrated the utility of reviving some of these initial ideas on mod-
ern VAMR hardware, leading to objective and experiential improvements over
existing commercial systems. In addition, I have introduced the Human Action
Cycle as a valuable model borrowed from the cognitive engineering and the HCI
communities that can be adapted to reasoning about HRI in general and VAMR-
HRI specifically. I have also proposed a preliminary framework for VAMR-HRI
developments in terms of providing visual cues that augment the shared envi-
ronment, the robot(s), or the user interface that, while limited, may serve as
a useful starting point in building more formal models for the field. In both
my work and VAMR-HRI more broadly, several themes have emerged, includ-
ing common approaches for leveraging VAMR as a robotics visualization tool,
as a control system, or as a training platform as well as common challenges,
such as the lack of research cohesion due to fragmentation across several fields.
While a formal survey and thematic analysis of the VAMR-HRI research space
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over the past thirty years is left for future work, I hope this paper can serve
as a rallying cry (or a call to action) for increasing attention to this exciting
and growing research area and the need for increased cooperation and interdis-
ciplinary research among the robotics, VAMR, HCI, graphics, and visualization
communities.
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