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Preface

We are delighted to introduce the proceedings of the second edition of the 2019
European Alliance for Innovation (EAI) International Conference on Security and
Privacy in New Computing Environments (SPNCE). This conference brought together
researchers, developers, and practitioners from around the world who are leveraging
and developing security and privacy in new computing environments. The theme of
SPNCE 2019 was “New Computing Environment: Security and Privacy Protection.”

The technical program of SPNCE 2019 consisted of 62 full papers. The conference
tracks were: Track 1—Privacy and Security Analysis; Track 2—Internet of Things and
Cloud Computing; Track 3—Blockchain and Its Application; Track 4—Schemes,
Models, and Applications for Data; and Track 5—Mechanisms and Methods in New
Computing. Aside from the high-quality technical paper presentations, the technical
program also featured four keynote speeches. The four keynote speakers were Dr. Jie
Li from Shanghai Jiaotong University, China; Dr. Xinpeng Zhang from Fudan
University, China; Dr. Xiaohua Jia from City University of Hong Kong, SAR China;
and Wenjing Lou from Virginia Tech, USA.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate the constant support and guidance. It was
also a great pleasure to work with such an excellent Organizing Committee and we
thank them for their hard work in organizing and supporting the conference. In
particular, we thank the Technical Program Committee, led by Dr. Changyu Dong and
Dr. Xiaochun Cheng, who completed the peer-review process of technical papers and
compiled a high-quality technical program. We are also grateful to the conference
manager, Karolina Marcinova, for her support and all the authors who submitted their
papers to the SPNCE 2019 conference.

We strongly believe that the SPNCE conference provides a good forum for
researchers, developers, and practitioners to discuss all scientific and technological
aspects that are relevant to smart grids. We expect that future SPNCE conferences will
be as successful and stimulating as indicated by the contributions in this volume.

May 2019 Jin Li
Zheli Liu
Hao Peng
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A Blind Signature Scheme Applying
on Electronic Payment Scene

Based on Quantum Secret Sharing

Jia-lei Zhang1, Ming-sheng Hu1(B), Bei Gong2, Zhi-Juan Jia1,
and Li-Peng Wang1

1 College of Information Science and Technology, Zhengzhou Normal University,
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Abstract. The basic idea of quantum secret sharing is to share classi-
cal information through quantum schemes. In reality, the number of secret
bits shared will vary according to the actual situation. For this reason, a
secret sharing scheme of double qubits is constructed based on single par-
ticle. At the same time, combined with the needs of real life in e-commerce,
this paper proposes a quantum blind signature protocol suitable for elec-
tronic cash payment scenarios. In this protocol, the blinding of the mes-
sage is an XOR operation, which makes the solution simpler and easier to
implement, and the owner of the message cannot be tracked. Moreover, we
use quantum key distribution protocol and quantum one-time pad to guar-
antee its unconditional security. The quantum blind signature applied to
the electronic payment system proposed in this paper could protect user’s
anonymity as the traditional E-payment systems do, and also have uncon-
ditional security which the classical E-payment systems cannot provide.
Security analysis shows that our scheme is unforgeability, undeniability,
blindness and unconditionally secure.

Keywords: Quantum secret sharing · Bell measurement ·
Quantum blind signature · Controlled non-gate ·
Unconditionally secure
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1 Introduction

In 1979, Shamir and Blakley proposed a secret sharing scheme based on Lagrange
interpolation polynomial [1] and photographic geometry theory [2]. With the
development of quantum cryptography, the classic secret sharing scheme starts
with vector sub-secret sharing. Quantum cryptography is a new type of cryp-
tosystem based on classical cryptography and quantum mechanics. It uses quan-
tum mechanics to realize unconditional information exchange. In 1984, Bennett
et al. proposed the concept of quantum cryptography [3]. Since then, quan-
tum cryptography has become a hot research topic in the field of information
security. Compared with the secret sharing based on the classical cryptosystem,
the research on secret sharing based on quantum theory has begun to appear. In
1999, Hillery et al. proposed the first quantum multi-party secret sharing scheme
using quantum entangled states combined with quantum teleportation [4].

The research of quantum multi-party secret sharing mainly focuses on the use
of quantum technology to realize the secret sharing of classical information [5] and
the use of quantum teleportation to reconstruct unknown quantum states [6] to
realize the secret sharing of quantum information. The idea of quantum secret
sharing is that: if needs to pass secret information to multiple agents, all agents can
cooperate to recover secret information, but one or a part of agents cannot recover
secret information. With the development of quantum cryptography, many quan-
tum secret sharing schemes have been proposed. In 1999, Karlsson et al. proposed
a new quantum secret sharing protocol based on two-particle entanglement [7].
For the first time, they systematically analyzed the security of protocols in sev-
eral situations. In 2002, Tyc et al. first proposed a continuous variable quantum
secret sharing scheme [8]. In 2003, Guo et al. first proposed the use of multi-particle
product states to achieve quantum secret sharing [9]. In 2005, Yan et al. proposed
a single-photon-based threshold quantum secret sharing scheme [10] for the first
time. In 2008, Markham et al. used the Graph state to design a quantum secret
sharing protocol [11]. In 2016, Li et al. proposed a quantum secret sharing scheme
based on GHZ state [12], which requires partial particles to detect channels and
reduce particle utilization. In 2018, Gao et al. proposed a multi-party secret shar-
ing scheme based on quantum theory [13]. In the above secret sharing scheme, the
shared quantum states are single-particle states. In this paper, based on the quan-
tum secret sharing of a four-particle entangled state, the shared quantum state is
extended to the two-particle state, which makes the formation of relatively perfect
quantum secret sharing mechanism.

In 1983, Chaum first presented a blind signature [14]. When signed, the mes-
sage is disguised to ensure privacy. In other words, it allows a signatory to sign a
message for a user in such a way that she cannot learn the content of the message.
In 1996, Fan and Lei also proposed a blind signature based on quadratic residues
problem [15]. However, these schemes are more and more vulnerably with the
advent of quantum computer, hence researchers have shown great interest in
quantum blind signature [16–19]. Based on the characteristics of blind signa-
ture, this technology plays an important role in protecting user anonymity in
applications such as electronic payment and electronic voting. In the electronic
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payment system, the bank is required to complete the signature of the electronic
bill while ensuring the anonymity of the users consumption content. Although
there are many signature schemes based on quantum cryptography, combined
with the complexity of the current electronic cash system, there are few solutions
for applying blind signatures based on quantum secret sharing to electronic cash
system scenarios.

Based on the above problems, combined with the needs of real life, this
paper proposes a quantum blind signature scheme that can be adapted to the
electronic cash payment system. The scheme realizes secret sharing and recon-
struction based on quantum secret sharing. At the same time, the shared secret
is a double quantum state, which improves the information amount of the trans-
mitted message, and provides a new method for the transmission of multi-qubit
in quantum secure communication. In addition, the scheme of this paper com-
bines quantum secret sharing and blind signature technology to provide a basis
for the security of electronic payment. Moreover, the blinding of the message
is an XOR operation, which makes the solution simpler and easier to imple-
ment, the owner of the message cannot be tracked. Furthermore, quantum key
distribution and one-time pad are adopted in our scheme in order to guarantee
unconditional security.

2 Basic Knowledge

2.1 Quantum Secret Sharing

In the quantum secret sharing scheme, the owner of any single part cannot effec-
tively obtain the original complete information. Only through the unanimous
cooperation of the various parts of the owner the owner of a certain part can get
the complete information. In the process, if someone eavesdrops or one of the
message owner is disloyal and wants to steal information, they will be detected
back.

2.2 Bell State

The four Bell states of 2-qubit are

|φ±〉 =
1√
2
(|00〉 ± |11〉), |ψ±〉 =

1√
2
(|01〉 ± |10〉). (1)

2.3 Controlled Non-gate

Assume that the two qubits of the controlled non-gate are M and N , respectively.
Where M is the control bit and N is the target bit. Its function is as follows:
when the control bit is |0〉, the target bit does not change; when the control
bit is |1〉, the target bit is inverted (|0〉 ↔ |1〉). The controlled non-gate circuit
diagram Fig. 1 and the truth Table 1 are as follows.
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Fig. 1. Controlled non-gate circuit diagram

3 Quantum Secret Sharing Scheme

Based on the quantum secret sharing protocol of three-particle entangled state,
the quantum secret sharing scheme proposed in this paper increases the shared
secret quantum state from single particle to multi-particle state. Furthermore,
the quantum blind signature scheme based on the secret sharing is discussed.

Table 1. Controlled non-gate truth table

M N K = M ⊕ N M∗ N∗

0 0 0 0 0

0 1 1 0 1

1 0 1 1 1

1 1 0 1 0

Suppose there are three legal participants Peter, Bob and David. Peter is
the sender of the message, Bob and David are the agents of the message. Peter
wants to send an unknown two-particle state to Bob or David as follows

|ϕ〉M = (α|00〉 + β|11〉)12, (2)

in which |α|2 + |β|2 = 1.
Suppose Peter, Bob and David share an entangled W-state particle as follows

|ξ〉W =
1√
3
(|010〉 + |100〉 + |001〉)345, (3)

Particles 1 and 3 are given to Peter, and particle 2 is given to Bobparticles 4
and 5 are given to David. The distribution of particles is shown in Fig. 2.

The resulting five-particle state is

|T 〉12345 = |ϕ〉M ⊗ |ξ〉W

= (α|00〉 + β|11〉)12 ⊗ 1√
3
(|010〉 + |100〉 + |001〉)345
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Fig. 2. Schematic diagram of particle distribution

=
1√
3
|φ+〉13(α|010〉 + β|100〉 + α|001〉)245+

=
1√
3
|φ−〉13(α|010〉 − β|100〉 + α|001〉)245+

=
1√
3
|ψ+〉13(α|000〉 + β|101〉 + β|110〉)245+

=
1√
3
|ψ−〉13(α|000〉 + β|101〉 − β|110〉)245

(1) Peter performs a Bell measurement on particles 1 and 3, Bob and David’s
particles will collapse. Bob and David judge the state of their particles based
on Peters measurement results.

(2) Two control operations between Peter and Bob were performed. First, par-
ticle 2 is used as the control qubit, particle 4 is the target qubit to control
the non-gate operation; then particle 4 is the control qubit, and particle 2
is the target qubit to control the non-gate operation.

(a) The result of the first control of the non-gate operation is |T 〉1245:
1√
6
(α|010〉 + β|110〉 + α|001〉)245;

1√
6
(α|010〉 − β|110〉 + α|001〉)245;

1√
6
(α|000〉 + β|111〉 + β|100〉)245;
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1√
6
(α|000〉 − β|111〉 − β|100〉)245.

(b) The result of the second control of the non-gate operation is |T 〉2245:
1√
6
(α|110〉 + β|010〉 + α|001〉)245;

1√
6
(α|110〉 − β|010〉 + α|001〉)245;

1√
6
(α|000〉 + β|011〉 + β|100〉)245;

1√
6
(α|000〉 − β|011〉 − β|100〉)245.

(3) If Peter’s measurement result is |φ−〉13, then Bobs and Davids state is

|T 〉245 =
1√
6
(α|110〉 − β|010〉 + α|001〉)245

=
1√
6
[α|10〉45 ⊗ |1〉2 + (α|01〉 − β|10〉)45 ⊗ |0〉2]

(4) If Bob’s measurement result of particle 2 is |0〉2, then David’s particle 5
collapses to |T 〉45 = (α|01〉−β|10〉)45, so David has to do a I ⊗iσy operation
to get |T 〉45 = (α|00〉 + β|11〉)45. Otherwise, David cannot get the quantum
state transmitted by Peter. For other cases, the relationship between Peter’s,
Bob’s measurement results and David’s operation is listed in Table 2.

Table 2. The relationship between Peter’s, Bob’s measurement results and David’s
operation

Peter’s result |T 〉2245 David’s state after
Bob operation

David’s operation

|φ+〉13 (α|110〉 + β|010〉 + α|001〉)245 (α|01〉 + β|10〉)45 I ⊗ σx

|φ−〉13 (α|110〉 − β|010〉 + α|001〉)245 (α|01〉 − β|10〉)45 I ⊗ iσy

|ψ+〉13 (α|000〉 + β|011〉 + β|100〉)245 (α|00〉 + β|11〉)45 I ⊗ I

|ψ−〉13 (α|000〉 − β|011〉 − β|100〉)245 (α|00〉 − β|11〉)45 I ⊗ σz
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4 Quantum Blind Signature for Electronic Payment
Scenarios

Blind signature is a special kind of digital signature which allows a signatory to
generate a message signature under the condition that he knows nothing about
the content of the message.

Our blind signature scheme involves three participants: (1) Peter: the mas-
sage owner (the consumer); (2) Bob: the signer (the bank); (3) David: the verifier
(the merchant).

The functions implemented by the protocol are as follows: the consumer
Peter blinds the message m containing the privacy purchase content to obtain
the message m1, the bank Bob signs the blinded message m1 to obtain sig(m1),
and David verifies the legitimacy of the message m and the signature sig(m1).
The intrinsic relationship between the message m and the signature sig(m1)
cannot be found, so identity tracking cannot be implemented for consumers.
The specific process diagram of the scheme is shown in Fig. 3.

Fig. 3. Schematic diagram of electronic payment protocol

4.1 Initial Phase

Step1. Peter divides her purchase information M into two parts: m∗, involving
the amount that Peter ought to pay; m, including Peters purchase information
which cannot be seen by others. So Peter needs to blind the part m. The seg-
mentation of the message is shown in Fig. 4.
Step2. Peter and Bob share a secret key KPD, KBD with David, respectively.
Peter and Bob share a secret key KPB . All these keys are distributed via QKD
protocols, which have been proved unconditionally secure.
Step3. According to the secret sharing scheme described above, suppose Peter,
Bob and David get sub-secrets are tP , tB and tD, respectively.
Step4. Peter, Bob and David share a hash function H.
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Step5. The message to be signed is m. Peter encrypts with the secret key KPD

to get
OPD = KPD(m) (4)

Then she sends OPD to David. We adopt one-time pad [18] as the encryption
algorithm to guarantee the unconditional security.

Fig. 4. Segmentation of the message

4.2 Blind the Message Phase

Step1. Peter gets the blind message m1 by the following method

m1 = m ⊕ tP . (5)

Step2. Peter encrypts m1 with the secret key KPB to get the message

OPB = KPB(m1). (6)

then she sends OPB to Bob.

4.3 Trading Purchase Phase

Step1. David performs a hash operation on tD to get H(tD) and encrypts it
with the secret key KBD to get the message

OBD = KBD(H(tD)) (7)

Then he sends OBD to Bob.
Step2. After Bob receives the message OPB , he decrypts it with the secret key
KPB to get the message m2 and get the message m3

m3 = m2 ⊕ tB . (8)

Step3. Bob encrypts m3 with the secret key KBD to get the message

SBD = KBD(m3) = sig(m1) (9)

Then he sends sig(m1) to David.
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4.4 Verifying Phase

Step1. David decrypts OPD with the secret key KPD to get the message m4.
Step2. David decrypts SBD with the secret key KBD to get the message m5

and get the message m6:
m6 = m5 ⊕ tD. (10)

Step3. If m6 = m4, the signature is valid. Otherwise, David will reject it.

4.5 Trading Payment Phase

Step1. David encrypts tD with the secret key KBD to get the message

O∗
BD = KBD(tD) (11)

Then he sends it to Bob.
Step2. Bob decrypts O∗

BD with the secret key KBD to get the message t∗D. Then
Bob performs a hash operation on t∗D to get H(t∗D).
Step3. Bob decrypts OBD with the secret key KBD to get the message H(t

′
D). If

H(t
′
D) = H(t∗D) (12)

the signature is valid.
Step4. If there is no dispute, the merchant David should send the corresponding
goods to Peter. After Peter receives goods from the merchant, she will pay for
the bank.

5 Security Analysis

5.1 Security Analysis of Quantum Secret Sharing

The secret sharing adopts the method of quantum teleportation. The secret
quantum state is not known by any participant in the transmission process,
which greatly improves the security of secret reconstruction.

(1) Internal attack
In the secret sharing scheme, suppose that one or several participants want
to acquire secrets by means of deception and cooperation, it is impossible,
because they must know the quantum state of the particles in the hands
of the legal secret restorer to succeed. Even if the particles belonging to
the secret restorer are intercepted by a dishonest agent and sent by another
particle instead, the interception attack will also be discovered.

(2) Intercept-resend attack
Since secret reconstruction is realized by quantum teleportation, the attacker
Eve stealing the detection quantum will inevitably lead to the change of the
quantum state and thus be perceived. If Eve resends the intercepted particle
with another quantum substitution, it will break the original particle value
|0〉 and |1〉, which will cause the actual Bell measurement result to be wrong,
and the secret cannot be reconstructed.



12 J. Zhang et al.

5.2 Security Analysis of Quantum Blind Signature

(1) Impossible of Forgery
No one other than the signer can forge a signature. Suppose that an attacker
or eavesdropper Eve want to forge Bobs signature. However, he not be able
to know the secret key KBD shared between Bob and David, so he cannot
send message encrypted by KBD, in other words, it is impossible for Eve to
forge Bobs signature. Assume that Eve guesses KBD randomly, then he can
produce the valid signature with the probability at most 1

2n , which vanishes
zero if n is large enough. Therefore, Eve cannot forge Bobs signature.

(2) Impossible of Denial
On the one hand, if the legal signature is signed by Bob, he will not be
able to deny it, because Bob encrypts m3 with the secret key KBD to get
the message SBD. So Bob could not deny that he had signed it. On the
other hand, David cannot deny that he indeed have received the signature.
It is obvious that the process of the verifying indicates he has received it.
Therefore, David could not deny that he had received it.

(3) Blindness
The signature is blind. In this scheme, according to m1 = m⊕ tP , Peter gets
the message m1. Therefore, the message m is blinded to m1, so the signer
Bob cannot know the specific content of the original message m. At the
same time, the message owner Peter could not know Bobs message based
on the message passed by David, because David passed the hash value to
Peter during the audit, and the Hash function has unidirectionality.

(4) Quantum security
Our scheme ensures security from the following two aspects. First, the pro-
tocol BB84 is adopted for quantum key distribution; Second, our protocol is
based on the secure quantum channel, which has instantaneous transmission
not restricted by distance, time or obstacles, all of these are proved to be
unconditional security.

5.3 Performance Analysis

The efficiency analysis of the scheme is considered from the following aspects:

1. Consider the number of bits of the message transmitted in the channel. In
this paper, the message transmitted is a double quantum state. Compared
with scheme [13], the message transmitted by this paper contains a relatively
large amount of information, which improves the information amount of the
transmitted message, and provides a new method for the transmission of
multi-qubit in quantum secure communication.

2. Consider the complexity of signatures and verification. In this paper, the
XOR operation of the blinding of the message is low in complexity and easy
to implement. And this paper uses fewer classical bits in the signature process.

3. Considering the method used in the secret sharing scheme, the secret sharing
of this paper is based on the entangled W state, and the efficiency is higher
than other entanglements.
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4. Combining quantum secret sharing and quantum blind signature, this paper
proposes a signature protocol suitable for electronic cash payment system,
which is the application of quantum technology in e-commerce.

5. In this protocol, the message owner cannot be tracked, which guarantees the
anonymity of the consumer.

6 Conclusion

Combined with the actual needs of real life, this paper proposes a quantum blind
signature scheme for electronic payment systems based on quantum secret shar-
ing protocol. The scheme can realize that the signer signs the blind message to
obtain a blind signature, and the blinding process adopts an XOR operation,
and the operation is simple. At the same time, the owner of the message cannot
be tracked, which guarantees the anonymity of the consumer. In addition, the
scheme sets the audit phase to ensure the legitimacy of the e-payment process.
Moreover, the scheme proposed in this paper is not limited by the comput-
ing power of the new party. Even if the attacker has very powerful computing
resources, the scheme cannot be broken. Furthermore, the scheme realizes secret
sharing and reconstruction based on quantum secret sharing. At the same time,
the shared secret is a double quantum state, which improves the information
amount of the transmitted message, and provides a new method for the trans-
mission of multi-qubit in quantum secure communication.
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Abstract. The traditional cryptosystem is based on the security of private key.
While the private key is leaked, the signature information may be exposed.
Based on this, a threshold signature scheme with strong forward security based
on Chinese remainder theorem is proposed. The signature is generated through
the cooperation of members, which solve the problem of authoritative fraud
introduced by the dealer. The private key is updated periodically to handle the
threat caused by the private key leakage. Security analysis shows that the
existing signatures will not be affected by the compromise of the corresponding
private keys, and do not allow for forgery of the future signatures, which shows
that the new scheme has the forward security and the backward security. The
efficiency analysis shows that our scheme is more efficient compared with the
well-known existing schemes in the literature.

Keywords: Strong forward security � Threshold signature �
Chinese remainder theorem � Secret sharing

1 Introduction

In the era of explosive development of the Internet today, while it brings convenience
to people, it also faced the problems such as privacy leaked and information tampering.
The rapid development of the network has promoted the widespread application of
digital signature technology, however, the biggest challenge of digital signature tech-
nology is the leakage of the private key, which make the information seriously inac-
curate, in this context, the idea of forward security came into being.

In 1997, Anderson [1] first proposed the concept of forward security at the cryp-
tography conference in Europe. The core idea was the update of the key. Then Bellare
and Miner [2] proposed forward theory based on One-Schnorr and Fiat-Shamir’s
schemes in 1999, in which implemented a forward-secure digital signature scheme for
the first time. In 2000, Anderson [3] summarized the forward security scheme and
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proposed two security: forward safety and backward safety. In 2001, Mike Burmester
et al. proposed a strong forward security definition [4], it means a signature system will
not affect the previous and subsequent signatures when the current key is compromised.
Its proposal greatly improves the efficiency of the signature.

The literature [5] based on the zero-knowledge proof proposed a forward-backward
secure digital signature scheme. Literature [6] proposed a forward-backward security
digital signature based on the strong RSA hypothesis. Literature [7] proposed a two-
way secure signature scheme based on discrete logarithm problem. Literature [8]
proposed a proxy signature scheme with strong forward security based on the ElGamal
scheme. The literature [9] proposed forward and backward security group signature
scheme based on Lagrangian difference polynomial. In literature [10] the dual key is
introduced on the basis of Guillou-Quisquater signature system and Rabin cryptosys-
tem, proposed a strong forward-secure digital signature scheme. The literature [11]
based on the bilinear pairing algorithm proposed a verifiable strong forward secure ring
signature scheme, both in signature and verification process requires bilinear pairing
calculation, which makes the signature efficiency lower. All of the solutions above have
strong forward security but are inefficient.

In [12], a signature scheme with forward security based on the Chinese remainder
theorem was proposed. In [13], given a subgroup signature scheme. In [14], Tang pro-
posed a group blind signature scheme. A group signature scheme was proposed in [15].
The signature schemes above were all based on the Chinese remainder theorem, all of
which have forward security but no backward security.

Based on the above researches, a threshold signature scheme based on the Chinese
remainder theorem with strong forward security is proposed. The scheme does not
require a trusted center and solves the problem of authoritative fraud in the trusted
center. Through cooperation, the partial signatures synthesized the final signature. It
also supports the members’ private keys updated periodically to ensure strong forward
security of the signature system.

2 Prerequisite Knowledge

2.1 Forward Security Theory

The forward security theory [2] means the entire signature time is divided into cycles
and the public key remains unchanged throughout the signature time, but the member
private key is continuously updated as the signature cycle progresses. In each cycle,
signatures are generated by using the member’s current private keys. When a member’s
private key is leaked in a certain period, due to the update of the private key, the
malicious attacker cannot forge the signature information before the period, so the
signatures before the current period are secure.

The implementation of forward security theory is as follows:

1. Divide the validity period of the signature into T periods;
2. The public key remains unchanged throughout the signature time, and the private

key is dynamically updated as time passes;
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3. In j cycle, member Pi counts SKij ¼ hðSKiðj�1ÞÞ, where h is a one-way function;
4. Pi deletes SKiðj�1Þ immediately after calculating SKiðj�1Þ. Thus, even if an

attacker obtains the j cycle’s private key of Pi, it cannot obtain any information of
the private keys before the period. The update of private key is shown as follows
(Fig. 1).

2.2 Strong Forward Security

Strong forward security means that if the current key of a signature system is given
away, it will not have any effect on the signature before and after the current period. It
mainly includes two aspects of security:

1. Forward security: refers to that the key’s leak of the current period will have no
effect on the signature information before this;

2. Backward security: refers to that the key’s leak of the current period will have no
effect on the signature that will to be generated.

2.3 Asmuth-Bloom Secret Sharing Scheme

The Asmuth-Bloom [16] secret sharing scheme was proposed by Asmuth and Bloom in
1983. Its mainly includes three steps:

1. Initialize

Suppose DC is a secret distributor, P ¼ P1;P2; � � � ;Pnf g is a collection of n
members, the threshold is t and the secret is S. The DC selects a large prime q q[ Sð Þ,
A is an integer, d ¼ d1; d2; � � � ; dnf g is a strictly increasing sequence of positive
integers, and d satisfies the following conditions:

(1) 0�A�M=q� 1;
(2) d1\d2\ � � �\dn;
(3) gcdðdi; djÞ ¼ 1; ði 6¼ jÞ;
(4) gcdðdi; qÞ ¼ 1; ði ¼ 1; 2; � � � ; nÞ;
(5) M ¼ Qt

i¼1
di [ q

Qt�1

i¼1
dn�tþ 1.

Fig. 1. Schematic diagram of private key update
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2. Secret distribution

DC calculation z ¼ SþAq and zi ¼ zmoddi; ði ¼ 1; 2; � � � ; nÞ, send ðzi; diÞ to Piði ¼
1; 2; � � � ; nÞ as a secret share of Pi.

3. Secret recovery

Any t members can recover secrets. After exchanging secrets between members,
any member can establish the following congruence equations:

z � zi mod dið Þ

According to the Chinese remainder theorem, the congruence equation has a unique
solution:

z ¼
Xt
i¼1

D
di
eiXimodD; ði ¼ 1; 2; � � � ; tÞ

So, we can find S ¼ z� Aq.

3 The Proposed Scheme

Based on the Chinese remainder theorem, this paper proposes a dynamic threshold
signature scheme with strong forward security. This solution does not require a dealer
and the member private keys’ are updated regularly, which keeping the group public
key unchanged, to ensure the scheme strong forward security. The architecture diagram
of the scheme is shown as follows (Table 1):

Table 1. signature scheme architecture diagram
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The solution consists of four steps: initialization, signature generation, signature
verification and the updated of private key. The initialization phase generates a secret
share, calculates verification information, and generates member keys and group keys.
The signature compositor combines the partial signature into the final signature and it is
verified by the signature verifier. The member private key is updated every t time
periods.

3.1 System Initialization

Q ¼ Q1;Q2; � � � ;Qnf g is a collection of n members, p and q is two large prime
numbers that satisfy q=p� 1, d ¼ d1; d2; � � � ; dnf g is a set of strictly monotonically
increasing positive integer sequences which satisfies the Asmuth-Bloom secret sharing
scheme, t is the threshold, g is the generator element on the finite field, M is the

message to be signed, N ¼ Qt
i¼1

di is the product of the t smallest di.

1. Generate secret shares:

(1) Qi selects a0i and N0
i randomly to satisfy the following conditions:

0\a0i\½q=n� ð1Þ

0\N0
i \½N=q2 � 1�=n ð2Þ

(2) Qi calculates the verification information x0
i and u0

ij:

x0
i ¼ gða

0
i þN0

i qÞmodp ð3Þ

s0ij ¼ ða0i þN0
i q� L0ijÞ=dj ð4Þ

u0
ij ¼ gs

0
ijmodp ð5Þ

broadcast x0
i , u

0
ij.

(3) Qi calculates secret shares for other members:

L0ij ¼ ða0i þN0
i qÞmoddj ð6Þ

retains L0ii, broadcasts g
a0i , gN

0
i and sends L0ij to Qj.

2. Generate members’ private keys

Qj verifies the correctness of the message from Qi through (7, 8)
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ga
0
i � gN0

i qmodp ¼ x0
i ð7Þ

ððgL0ijmodpÞ ððu0
ijÞdjmodpÞÞmodp ¼ x0

i ð8Þ

If they are right, then Qj calculates his private key:

H0
j ¼

Xn
i¼1

L0ijmoddj ð9Þ

So the member’s personal public key is:

C ¼ gH
0
j ð10Þ

3. Generate a group key:

According to the sub-secrets a0i selected by each member, the group public key is:

PK ¼
Yn
i¼1

ga
0
i modp ð11Þ

Then the group private key is:

SK ¼
Xn
i¼1

a0i ð12Þ

3.2 Generate Signature

1. Qi selects a random number xi 2 Zp and calculates:

zi ¼ gximodp ð13Þ

broadcasts gxi .
2. After Qj receives zi, it calculates:

z ¼ g

Pt
i¼1

xi
modp ¼

Yt
i¼1

gximodp ¼
Yt
i¼1

zimodp ð14Þ

3. Qi calculates:

V0
i ¼ D

di
eiH

0
i modD ð15Þ
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4. Qi calculates part of the signature R0
i :

R0
i ¼ M � z � xi þV0

i modD ð16Þ

then, sends the partial signatures ðM; z; R0
i Þ to the signature compositor.

5. After the signature compositor receives the partial signature of the t members,
synthesize them

R ¼
Xn
i¼1

R0
i modD

 !
modq ð17Þ

so the signature of the M is ðM; z; RÞ

3.3 Verify Signature

When the certifier receives the signature of M, it verifies the signature:

gR � zM�z � PKmodp ð18Þ

If the equation is true, the signature ðM; z; RÞ of the M is valid.

3.4 Private Keys Update

The update of private keys can prevent attacks effectively. Assume that the update
cycle is T, the detailed update algorithm is shown as follows

1. Qi selects a random number NT
i to satisfy the initial conditions.

2. Qi calculates the update factors:

LTij ¼ L T�2ð Þ
ij þNT

i qmoddj ð19Þ

sends it to Qj, broadcasts g
L T�2ð Þ
ij and gN

T
i ;

3. Qi calculates verification information xT
i and uT

ij .

xT
i ¼ gL

T�2ð Þ
ij þNT

i qmodp;

sTij ¼ ðL T�2ð Þ
ij þNT

i q� LTij Þ=dj;
uT
ij ¼ gs

T
ij modp;

and broadcasts them.
4. When Qj received the messages LTij , x

T
i and uT

ij , verifies the correctness through the
following two equations:

gL
T�2ð Þ
ij � ðgNT

i Þqmodp ¼ xT
i ð20Þ

ððgLTij modpÞ ððuT
ij ÞdjmodpÞÞmodp ¼ xT

i ð21Þ
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5. If Qj has a private key during T-2 is H T�2ð Þ
j , then the private key for the T period

after update is:

HT
j ¼ H T�2ð Þ

j þ
Xn
i¼1

LTijmoddj ð22Þ

The new private key can still be used for signature and verification.

4 Analysis of the Proposed

4.1 Correctness Analysis

Theorem 1. The signature generated by the updated private key is valid. That is to
prove that the (18) formula is established.

Prove:

HT
j ¼ H T�2ð Þ

j þ
Xn
i¼1

LTijmoddj

¼ H T�3ð Þ
j þ

Xn
i¼1

L T�2ð Þ
ij moddj þ

Xn
i¼1

LTijmoddj ¼ . . .

¼ H0
j þ

Xn
i¼1

L0ijmoddj þ . . .þ
Xn
i¼1

LTijmoddj

¼ H0
j þ

Xn
i¼1

XT
r¼1

Lrij

 !
moddj

¼
Xn
i¼1

a0i þN0
i q

� �þ Xn
i¼1

XT
r¼1

L T�2ð Þ
ij þNT

i

" #
moddj

¼
Xn
i¼1

a0i þ
XT
r¼1

Nr
i q

 !
þ
Xn
i¼1

XT�1

r¼1

L T�2ð Þ
ij moddj

¼
Xn
i¼1

a0i þ
XT
r¼1

Nr
i q

 !
þ
Xn
i¼1

XT�2

r¼1

a0i þNr
i q

� �
moddj

¼ 2
Xn
i¼1

a0i þ
XT�2

r¼1

Nr
i q

 !
þNT

i qmoddj; ðj ¼ 1; 2; � � � ; nÞ

make

GT ¼ 1
2

Xn
i¼1

a0i þ
XT
r¼1

Nr
i q

 !
þ
Xn
i¼1

XT�2

r¼1

a0i þNr
i q

� �
moddj ð23Þ
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Then

HT
j ¼ 2GTmoddj; ðj ¼ 1; 2; � � � ; nÞ:

Solving the congruence equations according to the Chinese remainder theorem:

HT
1 � 2GTmodd1

HT
2 � 2GTmodd2

..

.

HT
t � 2GTmoddt

8>>><
>>>:

Get a unique solution:

GT ¼ 1
2

Xt
i¼1

D
di
eiH

T
i modD

Make

VT
i ¼ D

di
eiHT

i modD

Then

GT ¼ 1
2

Xt
i¼1

VT
i modD;

It can be known from the formulas (1), (2) and (19):

GT ¼ 1
2

Xn
i¼1

a0i þ
XT
r¼1

Nr
i q

 !
þ
Xn
i¼1

XT�2

r¼1

ari þNr
i q

� �" #

� 1
2

Xn
i¼1

a0i þ q � N
2q2

� 1
� �

=n

� �
þ
Xn
i¼1

XT�2

r¼1

a0i þ q � N
2q2

� 1
� �

=n

� �( )

� 1
2

n � q
n
þ q � N

2q2
� 1�=n

� �� �
þ n � q

n
þ q � N

2q2
� 1

� �
=n

� �� �

� 1
2
� 2 � n � q

n
þ q � N

q2
� 1

� �
=n

� 	

� qþ q � N
q2

� 1
� �� 	

� N
q
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According to the literature [17], when t > 2

M � z �
Xt
i

xi þGT �D

According to formula (16, 17)

R ¼
Xt
i¼1

R0
i modD

 !
modq

¼
Xt
i¼1

M � z � xi þK0
i modD

 !
modq

¼ M � z �
Xt
i¼1

xi þGT

 !
modD

" #
modq

¼ M � z �
Xt
i¼1

xi þGT

 !" #
modq

According to Eq. (23)

GT ¼ 1
2

Xn
i¼1

a0i þ
XT
r¼1

Nr
i q

 !
þ
Xn
i¼1

XT�2

r¼1

ða0i þNr
i qÞmoddj

" #

¼
Xn
i¼1

a0i modq

So have

R ¼ ½ðM � z �
Xt
i¼1

xi þ
Xt
i¼1

a0i Þ�modq

gR � g
½ðM�z�

Pt
i¼1

xi þ
Pn
i¼1

a0i Þ�modq

� zM�z � PKmodp

Equation (18) is established, so the signature is valid.

4.2 Forward Security Analysis

If a member’s private key is leaked in a certain period, no one else can falsify the
signatures before it.
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Suppose an attacker has stolen the personal private key HT
j of the member Qj of the

T period, and the attacker wants to calculate H T�1ð Þ
j , then the attacker must calculatePn

i¼1
LTijmoddj, and

LTij ¼ L T�2ð Þ
ij þNT

i qmoddj

¼ L T�3ð Þ
ij þðNðT�2Þ

i þNT
i Þqmoddj

¼ L T�4ð Þ
ij þðN0

i þ . . .. . .þNðT�2Þ
i þNT

i Þqmoddj

¼ L0ij þ
XT
r¼1

ðNr
i�NðT�1Þ

i Þqmoddj

So Xn
i¼1

LTijmoddj ¼
Xn
i¼1

ðL0ij þ
XT
r¼1

ðNr
i�NðT�1Þ

i ÞqmoddjÞ

The attacker needs to obtain the random numbers Nr
i of the first T cycles and the

initial secret share L0ij of all members in a limited time, however they are secretly selected

by the members, so it is difficult. The initial secret share is L0ij ¼ ða0i þN0
i qÞmoddj, since

a0i and N0
i are secretly selected and saved by members, so it is not possible to get.

In the stage of generating secret shares, an attacker may intercept the broadcast
messages ga

0
i and gN

0
i to calculate the secret shares L0ij, but it is difficult for the attacker

to calculate the discrete logarithm problem in the limited time, so it is impossible to get
for the attacker.

During the private key update phase, the attacker may intercept the broadcast

information gL
T�2ð Þ
ij and attempt to obtain LT�2

ij directly, but it is still a discrete logarithm
problem, solving this problem is extremely difficult, so the attacker cannot obtain it
within a limited time through calculation.

Therefore, the attacker cannot calculate the member’s private key before the period
based on the private key of the current period, the scheme has forward security.

4.3 Backward Security Analysis

If the attacker wants to falsify the members’ private key after the current cycle, it is not
possible.

The member’s private key is HT
j ¼ H T�2ð Þ

j þ Pn
i¼1

LTijmoddj, if an attacker wants to

falsify the private key after the current, suppose the attacker wants to fake the private

key of the T + 1 period, the attacker must calculate H T�1ð Þ
j and

Pn
i¼1

LT þ 1
ij , from the

analysis in the previous paragraph, it is impossible for an attacker to calculate the
private keys before the period in the effective time, so the attacker cannot obtain
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H T�1ð Þ
j . In addition

Pn
i¼1

LT þ 1
ij ¼Pn

i¼1
ðL T�1ð Þ

ij þNT þ 1
i qmoddjÞ, if the attacker want to get

Pn
i¼1

LT þ 1
ij , he must calculate L T�1ð Þ

ij and NT þ 1
i q, while both of them are selected secretly

by members, so it is impossible to get. Through analysis, the attacker cannot calculate
the secret share of T + 1 cycle, so it is impossible to forge the member’s private key
after the cycle.

Therefore, the attacker cannot get the members’ private keys after the current
period in a limited time, so the scheme is backward security.

5 Performance Analysis

5.1 Efficiency Analysis

Since the modulo-addition operation and the modulo-subtraction operation are negli-
gible compared with other operations, the scheme mainly analyzes the follow aspects
of bilinear pair, hash, modular power, modular multiplication and Modular inverse. For
ease of understanding, this article defines the following symbols:

This scheme analyzes the three stages of key update, signature generation and
signature verification, and compares the calculation complexity between the literature
[8, 10, 11], the comparison results are shown in Table 2 below.

Table 3 is the comparison results of the calculation complexity between this article
and other schemes. All of the solutions above have strong forward security. Through
analysis, it can be found that the calculation complexity of this scheme is significantly
lower than the others.

The computational complexity of the three stages in [8] is higher than that in this
paper. In [10] and [11] the algorithm in the update phase is lower than this paper, but it
is higher in the stage of generating signature and verification signature.

The order of algorithms complexity involved in the scheme is as follows
e[m[ u[ h[ c, that is, the bilinear pair calculation has the highest complexity,
followed by the modulus power, the modular inverse, and the modular multiplication.
This paper mainly includes modular power, modular multiplication and modular
inverse, while other schemes all need hash operation. Literature [11] required bilinear

Table 2. Time complexity representation symbol.

Operation Symbol Time complexity representation

Bilinear pair e oðeðxÞÞ
Hash h oðhðxÞÞ
Modular power m oððlbnÞkÞ
Modular multiplication c oð�lbnÞ
Modular inverse u oððlbnÞ�1Þ
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pair calculation which of the computational complexity is significantly higher than the
others. So, it is obvious that the operation of this scheme is simpler and the compu-
tational complexity is lower than the others.

5.2 Simulation

The environment of the simulation experiment is: 64-bit Window 10 operating system,
MyEclipse2015 system, CPU is Intel Core i5-8300H processor, clocked at 2.3 GHz,
memory 8 GB. The simulation experiment was carried out on the time overhead
between the scheme and the literature [11] in the signature generation and verification
phase. The result is shown below:

It can be seen from Fig. 2 that both of the scheme and the literature [11] have an
increasing trend with the increase of the number of members. From the experimental
result, the scheme [11] takes more time than the scheme proposed. This is because
scheme [11] requires bilinear pairing operations in both the signature generation and
verification phases, which is computationally complex than the other operations.

Table 3. Comparison of calculation complexity.

Schemes Update phase Signature generation phase Signature verification phase

This
article

4oððlbnÞkÞþ 2oð�lbnÞþ oððlbnÞ�1Þ oððlbnÞkÞþ 3oð�lbnÞþ oððlbnÞ�1Þ oððlbnÞkÞþ 2oð�lbnÞ

Literature
[8]

2oðhðxÞÞþ 5oððlbnÞkÞþ
5oð�lbnÞþ oððlbnÞ�1Þ

oðhðxÞÞþ 2toððlbnÞkÞ
þ 2toð�lbnÞþ oððlbnÞ�1Þ

2oðhðxÞÞþ 4oððlbnÞkÞþ 5oð�lbnÞ

Literature
[10]

3ðtþ 2ÞoððlbnÞkÞ oðhðxÞÞþ 4oððlbnÞkÞþ 3oð�lbnÞ oðhðxÞÞþ 4oððlbnÞkÞþ 3oð�lbnÞ

Literature
[11]

2toððlbnÞkÞ 2toðhðxÞÞþ 2toððlbnÞkÞ
þ toðeðxÞÞþ toððlbnÞ�1Þ

t 2oðeðxÞÞþ oðhðxÞÞþ oððlbnÞkÞ
h i

Fig. 2. Relationship between number of members and time overhead
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6 Conclusion

In this manuscript, we proposed a threshold signature scheme with strong forward
security. The scheme does not need a dealer. Through periodically update member
private keys, it solved the problem of forgery or falsification of signatures due to
private key leaks.
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Abstract. Cloud platform provides users with shared data storage services. To
ensure shared data integrity, it is necessary to validate the data effectively. The
audit scheme that supports the group dynamic operations conducts the integrity
verification of the shared data, but this approach results in complex calculations
for group members. The audit scheme of the designated agent implements the
lightweight calculation of the group members, but it ignores the security risks
between the group members and the agents. By introducing Hashgraph tech-
nology and designing a Third Party Medium (TPM) management strategy, a
lightweight secure cloud auditing scheme for shared data supporting identity
privacy and traceability (LSSA) is proposed, which realizes the security man-
agement of dynamic groups and the lightweight calculations for group members.
Meanwhile, a virtual TPM pool is constructed by combining TCP sliding window
technology and interconnected functions to improve agent security. Experiments
on real data sets show that the theoretical analysis and experimental results are
consistent, thereby reflecting the feasibility and efficiency of the scheme.

Keywords: Shared data � Dynamic groups � Lightweight calculation �
Agent security

1 Introduction

Users can easily communicate with one another on cloud platforms to share data. Data
sharing means that a user in a group uploads shared data to the cloud, and the rest of the
group can access the shared data. Many cloud storage service providers (e.g., iCloud,
OneDrive, and Baidu Cloud) currently use cloud data sharing as one of their main
services. However, there are some data damage threats in the cloud, such as
unavoidable hardware failures, external attacks, and cloud service provider damage.
Therefore, in order to verify the integrity of the data stored in the cloud, Ateniese et al.
first proposed a provable data possession (PDP) model, which can verify the integrity
of cloud data without retrieving all data [1].

To support effective group dynamic operations, some researchers have proposed
some audit schemes for shared data based on the PDP model [2–4], where group
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dynamics operations refer to supporting effective changes, additions, and deletions of
group members. Yang et al. used the IDL table to record the use of shared data by
group members and achieved the traceability of group members [2]. Jiang et al. adopted
the vector commitment technique, and the verifier removed the illegal group members.
This technique achieved the purpose of resisting collusion attacks of the cloud service
provider and the group members [3]. Fu et al. proposed an audit scheme that can
restore the latest correct shared data blocks by changing the binary tree tracking data
and implementing homomorphic authentication in the group [4].

In the above scheme [1–4], in order to verify the integrity of the data stored in the
cloud, the group members need to block the data and calculate the authentication label
before uploading the data, but the computational burden is large. Guan et al. used an
indistinguishable confusing approach to build an audit scheme for cloud storage [5],
thereby reducing the time that is required to generate authentication label but increasing
the time to verify the integrity of the cloud data. Wang et al. introduced agents to assist
group members in generating authentication labels [6], which alleviated the compu-
tational burden for group members. However, in order to guarantee data privacy,
blinding data is needed before each data upload, which inevitably increases the com-
putational burden. Shen et al. realized the lightweight calculation of group members by
introducing an agent to replace group members for generating authentication label [7],
but it failed to consider the security risks that may occur when malicious group
members collude with agents to obtain group keys.

Through the above analysis, how to ensure lightweight computing costs for group
members while realizing the group dynamic operations is a problem to be solved in the
current audit scheme of shared data. Considering the problem of improving the security
and lightweight computing for agents, a lightweight secure cloud auditing scheme for
shared data supporting identity privacy and traceability (LSSA) is proposed. The main
contributions of this paper are as follows.

(1) By introducing a Hashgraph, the traceability of group membership can be guar-
anteed, and then effective changes, additions, and deletions of group members can
be realized.

(2) The Third Party Medium (TPM) management strategy is designed, and the virtual
TPM pool is built by the group manager. The strategy ensures the data privacy
and identity privacy of group members and prevents the TPM from leaking group
keys. This strategy also realizes lightweight calculations for a single TPM. Using
the TPM instead of group members to calculate the authentication label and audit
data integrity realizes the lightweight calculations for group members.

(3) The security analysis of the scheme shows that the scheme is safe and can resist
replace attacks and replay attacks.

2 System Model

The system model of this scheme consists of four different entities: the Group members
(M), the Cloud, the Group Manager (GM) and the TPM. As shown in Fig. 1, there are
multiple group members in a group. After the data owner creates the data file and
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uploads it to the cloud, any group member can access and modify the corresponding
shared data. Note that the original data owner can play the role of GM and there is only
one GM in each group. The cloud provides data storage services for group members.
The TPM replaces group members to calculate the authentication label and audit the
integrity of shared data.

Group members need to share blind data and send requests to the GM to upload
blind data. According to the request of group members, the GM chooses the TPM and
the processing time for the blind data. The GM formulates the selection strategy
(Sect. 3.2 for details) and builds a virtual TPM pool through the selection strategy,
thereby making it difficult for entities other than the GM to know the TPM that is
performing a computational task. This approach avoids the threats of attackers and
prevents malicious group members from obtaining the TPM’s private key. The GM
authorizes the selected TPM and sends the blind data to it. The TPM calculates the
corresponding authentication label based on the received blind data and uploads the
blind data and authentication label to the cloud. The cloud verifies the TPM’s identity
information according to the authorization information sent by the GM. After verifi-
cation, the real data and authenticated label are recovered from the blind data and the
corresponding authentication label and stored. When the GM wants to verify the
integrity of the cloud data, the GM selects the TPM according to the selection strategy,
and then the TPM challenges the cloud. After receiving this challenge, the cloud returns
the evidence of shared data to the TPM. Finally, the TPM verifies the correctness of the
evidence to judge the integrity of the shared data.

Fig. 1. System model
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3 The Main Design Ideal of LSSA

In this section, we use the Hashgraph technology to propose the design idea of group
member management. By referring to the TCP sliding window [8] and using the
Interconnection function [9], the design idea of the TPM management strategy is
proposed.

3.1 Design Idea of Group Member Management

Assume that the data files are divided into n blocks (m1, m2, … mn), each data block
mi is fragmented into s sectors (mi,1, mi,2, … mi,s), and blind data can be represented
by m0

i;jð1� i� n; 1� j� sÞ. As shown in Fig. 2, before the data owner MOwner sends
the blind data block m0

i;j to the group manager, it calculates the hash value hash(idi,j) of
idi,j (idi,j is the public identifier information of the blind data block m0

i;j) as the
transaction record of the initial event and attaches the signature SignMOwner.
According to the Hashgraph technique [10], it randomly selects the group member or
group manager to synchronize it with initial event, thereby sending the event to the
nodes in the network. The members in the group can access and modify the original
shared data, but the group members Mi that have modified and accessed m0

i;j since then
need to update the identifier of the blind block after use. Thus, the members calculate
the hash value of idi,j as a transaction record for a new event and attach the signature
SignMi to spread it within the group.

3.2 Design Idea of TPM Management Strategy

After each group member sends a request to upload the shared data, the group manager
selects a TPM for authorization. The port number address of the group member Mi is
uiðx0; x1; . . .; xhÞ (h is the number of bits in the binary address), and the port number
address of the TPM is TPMiðx0; x1; . . .; xhÞ. The following describes the detailed
selection method.

(1) The group manager chooses the processing time of the request.

Referring to the principle of the TCP sliding window, the sending window is set for
the input end, and the sending window corresponds to a period of time. During this
period, the group manager receives the application sent by the group member.

initial event ownerSignM

Timestamp
Transaction 

Record

new event iSignM

Timestamp

Transaction 
Record

hash
hash

( )ijhash id

1,1 1,2 ,( , ,..., )i jhash id id id

Fig. 2. Event diagram
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As shown in Fig. 3, the sending window has 3 pointers that slide clockwise. The
window that allows u1 to send is the time between P1 and P3, and the current time is P2.
Suppose that the group manager divides a certain time period into 20 parts as t1–t20.
When group member M1 sends an application at t8, it is just in the allowable sending
time of the sending window, and then the group manager receives the sent application
from M1. According to the time frame rotation, if group member M1 does not send the
request in the allowed sending time, P2 slides clockwise to Dt01, which corresponds to
M1’s port number address u1, and then Dt01 is the time to process the request of M1.

(2) The group manager selects the output address TPMi based on the time of the
request that was processed and the address ui of the input end.

As shown in Fig. 4, assuming that u2 sends the application to the group manager at
Dt1, the group manager selects the interconnection function f = C1 and selects f

0
i ¼ C0

from the sequence of interconnection functions. According to the sending window, the
round is transferred to the time period Dt3, and the group manager calculates the output
at the moment through u2, Dt3 and the interconnection function C0. At that moment, the
correspondence between the input and output can be represented by a matrix

TPM1Dt3
TPM2Dt3
TPM3Dt3
TPM4Dt3

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

0
BB@

1
CCA

u1 u2 u3 u4

(i = 4), which indicates that the group manager selects

the output address TPM1 through u2 and C0 at Dt3.

Fig. 3. Sending window

Fig. 4. Virtual TPM pool construction diagram
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4 Detailed Description of the LSSA Scheme

The LSSA scheme consists of nine algorithms: KeyGen, DataBlind, Authorize, Auth-
Gen, AuthVerify, Recovery, Challenge, ProofGen, and ProofVerify. The parameters
used in the algorithm are as follows (Fig. 5).

Fig. 5. Algorithm diagram
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5 Security Analysis

This section performs the security analysis separately from the, audit security, data
privacy, identity privacy, TPM security, and traceability of group membership
analyses.

5.1 Audit Security

The malicious cloud service provider cannot complete the audit process through
replace attacks and replay attacks. ① Since each time the TPM initiates a challenge
both L ¼ L1; . . .; Ldf g and X ¼ g� are randomly generated, the cloud service provider

cannot calculate uij ¼
P

l2Li mlj and wi ¼
Qs
j¼1

Xa juij in advance, and cannot implement

the replace attack. ② Cloud service providers must calculate g� ðg ¼ Q
l2L

H2ðlÞ 2 G1Þ if
they want to implement replay attacks. Suppose that the cloud service provider chooses
w 2 Z�

p to meet g ¼ gw. Since the CDH problem is computationally infeasible, the

cloud service provider still cannot calculate gw� based on gw, g and g�.

5.2 Data Privacy and Identity Privacy

① In the user upload data phase, the TPM cannot extract the real data mi,j through the
blind data block m0

i;j. This finding is observed because the TPM receives
m0

i;j ¼ mi;j þ aiðj 2 ½1; s�Þ, where ai ¼ fk1ði; nameÞ is generated by group members
through a random function. ② The TPM management strategy is flexible and secure.
This strategy expands the method to select TPMi and solves the problem of insufficient
computing power of a single TPM. Each TPM independently performs computing tasks
and cannot find more valuable information through randomly distributed blind data
blocks m0

i;j.

5.3 TPM Security

The TPM public key is used to verify the integrity of the shared data. The final
authentication label of the data block is actually encrypted using the TPM private key.
Therefore, it is necessary to prevent the TPM from leaking the private key for some
reasons. ① A malicious group member may collude with the TPM to obtain a private
key. To this end, the group manager specifies multiple TPMs, and each TPM works
independently and distributes different private keys for it, which avoids the above
problems. ② It is necessary to prevent the TPM from being maliciously attacked for
some reasons. By constructing a virtual TPM pool, only the group manager can cal-
culate TPMi, and those outside cannot find the target of the attack.
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5.4 Identity Traceability

Through Swirld’s Hashgraph Consistency Algorithm [11], group members agree on the
order of events (that is, the order of transaction records within the event) and the
timestamp for each event (transaction record). The transaction records of each event
can be determined in chronological order according to the Hashgraph. Once a member
of the group maliciously modifies the data block, the dirty data block may be dis-
covered by other group members. Once such a data dispute is generated, the group
member may trace the usage history of the modified data block according to a Hash-
graph. Legal group members can open the data block information to prevent the illegal
group members from collapsing the structure, and finally the group member whose data
block information has illegal data is as an illegal group member.

6 Summary

By introducing a Hashgraph, a group manager can flexibly register or remove group
members and achieve the traceability of group membership. By specifying multiple
TPMs for calculation and management according to the TPM management strategy,
each group member and each TPM are independent of each other, which ensures the
secure calculations of the TPM and realizes the lightweight calculation of the TPM.
Through security analysis, the scheme of this paper can avoid replay attacks and replay
attacks while protecting the identity privacy and data privacy of group members and
ensuring secure storage of shared data.
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Abstract. Emerging services such as cloud computing, the Internet of Things,
and social networking are driving the growth of human society’s data types and
scales at an unprecedented rate. The age of big data has officially arrived. The
use of cloud computing technology to bring great convenience to big data
processing, solve various deficiencies in traditional processing technology, make
big data more application value and service value, but at the same time, it also
brings new security problems. By analyzing the security threats faced by cloud
computing-based big data platforms, a cloud computing-based big data platform
security system framework is proposed, and a security deployment strategy is
given.

Keywords: Cloud computing security � Cloud computing � Big data

1 Introduction

In 2010, the global data volume entered the era of ZB. According to IDC prediction, by
2020, the world will have the amount of 35 ZB data. Massive data will affect our work
and life in real time. Even the national economic, social development and big data era
has arrived.

The arrival of the era of big data has put forward higher requirements for the real-
time and effectiveness of data processing. Traditional IT technology has been unable to
meet the needs. Cloud computing technology has made the data analysis, data mining
and data processing of mass data become a reality. The large data platform based on
cloud computing provides a better service to users, and it also brings a series of security
problems. On the one hand, big data means massive amounts of data, and it means more
complex and sensitive data. This data will attract more potential attackers. Once a
successful attack, hackers can get more data, which in turn reduces hackers. The
offensive cost increases the “yield rate.” On the other hand, the ownership and use rights
of some sensitive data are not clearly defined. Many big data services or big data
applications based on data analysis do not take into account the possibility of user
privacy issues. In addition, under the cloud computing deployment architecture, com-
puting, storage, and network resources are loosely coupled, resources are allocated on
demand, and network boundaries are blurred, which also brings security challenges [1].

In this context, the purpose of this paper is to propose a cloud computing-based big
data platform security system framework and provide a big data platform security
strategy.
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2 Overview

2.1 Cloud Computing and Big Data

2.1.1 Cloud Computing and Its Architecture
Cloud computing is a developing concept. There is a variety of explanations for what
exactly is cloud computing. There is no universally accepted definition. The definition
given by Wikipedia [2] is that cloud computing is a computing model that provides
dynamically scalable virtualized resources to users through the Internet. Users do not
need to know how to manage the infrastructure supporting cloud computing. The
definition of NIST provided by the National Institute of Standards and Technology [3]
is: Cloud is a parallel distributed system composed of a group of interconnected vir-
tualized computers. It is based on the dynamics of service contracts between service
providers and consumers. Computing resources.

Cloud computing can provide elastic resources on demand. It is a collection of
services. Combining current cloud computing applications and research, its architecture
can be divided into three layers: core services, service management, and user access
interfaces. The core service layer abstracts the hardware infrastructure, software
operating environment, and application programs into services. These services have the
characteristics of strong reliability, high availability, and retractable scale, which meet
diverse application requirements. Service management provides support for core ser-
vices to further ensure the reliability, availability, and security of core services. Users
access the interface layer to achieve end-to-cloud access.

2.1.2 Big Data and Its Main Features
Generally speaking, big data means large and complex data sets which are difficult to
be processed by existing database management tools or traditional data processing
software. People use the word “big data” to describe and define the mass data produced
in the era of information explosion, and to name the technology development and
innovation related to it.

Large data has the characteristics of “4V”, that is, which is quantified, diversified,
fast and valuable.

(1) Volume: refers to a very large amount of data, that is, a large amount of data
storage, a large amount of calculations, and the data has jumped from the TB level
to the PB level.

(2) Variety: It means that big data includes not only structured data tables and semi-
structured texts, videos, images, and other information, but also the interaction
between data is very frequent and extensive, including unstructured data. The
proportion has increased year by year. Many types of data impose higher
requirements on data processing capabilities.

(3) Value density is low. Big data has a relatively low value density. For example,
with the wide application of the Internet of Things, information perception is
omnipresent and information is massive, but the value density is low, and there is
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a large amount of irrelevant information. Therefore, it is necessary to make pre-
dictable analysis of future trends and patterns, and use machine learning, artificial
intelligence, etc. to perform in-depth and complex analysis. How to more quickly
complete the value extraction of data through powerful machine algorithms is a
difficult problem to be solved in the era of big data.

(4) Velocity: It refers to the continuous updating of data and the rapid growth. At the
same time, the processing speed of data storage and transmission is also very fast.
This is the most significant feature of Big Data that distinguishes it from tradi-
tional data mining.

2.2 Big Data Platform Security System Framework Based on Cloud
Computing

Based on cloud computing, the security protection of big data platform is based on
data, from the aspects of data access, use, destruction, modification, loss, and leakage.
It mainly includes the following aspects [4].

(1) Network security: refers to the design, construction, and use of the platform
network itself, as well as various security-related technologies and methods based
on the network, such as firewalls, IPS, and security auditing.

(2) Server security: including server virus protection and server security configuration
and reinforcement.

(3) Storage Security: Data preservation and backup and recovery design.
(4) Virtualization platform security: It includes the isolation, configuration, and

reinforcement of virtual machines, malicious virtual machine protection, and
monitoring.

(5) Platform software security: System security including software such as operating
systems, databases, data processing software, and platform components, as well as
system security analysis and hardening using security assessment management
tools to improve the security of these systems.

(6) Application security: Including application access security and application data
security.

(7) Security management: complete user identity authentication and security log audit
trails, as well as unified analysis and recording of security logs and events.

(8) Interface security: including authentication of internal and external interfaces,
transmission security, and interface call control. The cloud-based big data plat-
form security system framework is shown in Fig. 1.

2.3 Data Security Threats Faced by Cloud Computing

Due to the large scale of cloud computing systems, the application and privacy data of
many users are concentrated. At the same time, cloud computing has unprecedented
openness and complexity, and its security faces more severe challenges than traditional
information systems. Cloud Security Alliance CSA and Hewlett-Packard jointly listed
seven aspects of cloud computing security issues.
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(1) Data loss and leakage. The security control of data in cloud computing is not high.
The lack of security mechanisms and management deficiencies may cause data
leakage. Whether it is private data or important national data, if it is lost or leaked,
it will have bad consequences.

(2) Sharing technology vulnerabilities. Cloud computing is a large shared data center.
The greater the degree of sharing, the more vulnerabilities and the more attacks.

(3) Supplier reliability is not easy to assess. To avoid the theft of sensitive infor-
mation, a reliable service provider is needed, but how to conduct a credible
assessment of the service provider remains to be studied.

(4) The identity authentication mechanism is weak. Since a large amount of data,
applications, and resources are concentrated in the cloud, if the authentication
mechanism of the cloud computing is weak, the intruder can easily obtain the user
account and log in to the user’s virtual machine to perform various illegal
operations.

Terminal system security Terminal security 

Application access 
security 

Application of data 
security 

Compon
ent 

security 

database 
security 

Operating 
system 
security 

Data 
processing 
software 
security 

Server security Storage 
security 

Network 
security 

Large data platform
 security 

Application 
Security 

Platform 
software 
security 

Infrastructure 
Security 

Data acquisition security Data transmission security Data source security 

Fig. 1. The cloud-based big data platform security system framework
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(5) Unsafe application interface. The cloud computing application system is very
complicated, and the security is more difficult to ensure. Some interfaces may be
used by the attack program, which is prone to security problems.

(6) The cloud computing is not running correctly. In terms of technology use, hackers
may progress faster than technicians, use legal identity to fish in troubled waters,
and illegally run cloud computing.

(7) Unknown risks. The transparency of the service allows the user to use only the
web front-end interactive interface. It does not know which platform the vendor
uses or which security mechanism to provide. In other words, the user cannot
know whether the cloud service provider has fulfilled the service agreement as
promised.

3 Security Strategy of Large Data Platform Based on Cloud
Computing

3.1 Infrastructure Security Strategy

3.1.1 Internal Network Security
(1) Security domain division. According to the nature of system resources and different
security levels, data resources can be divided into different security domains, such as:

(a) Application area: According to the application system’s importance and safety
level requirements, it can be further subdivided.

(b) DMZ Zone: Internal servers that need to provide external services are deployed in
the region to ensure the security of internal business systems.

(c) Management and maintenance area: The platform management server area mainly
includes public and platform servers such as network servers, host management
servers, database management servers, and security management servers.

(2) Security domain isolation and protection technology deployment. Through the
deployment of authentication, role-based access control, ACL, VLAN, MPLS, VSAN
and other technologies, the isolation of different security domains can be achieved.
Deploy an intranet security system such as a firewall, IPS/IDS, and baseline analysis
technology on the core switch to implement intelligent security monitoring and control.
At the same time, through the in-depth analysis of application layer protocols such as
FTP and HTTP, the content transmitted by these protocols is accurately restored, and
the data sent from the internal network device is discovered to prevent the leakage of
sensitive information. Different resources are deployed in different service areas. The
service areas are isolated by VLAN and virtual firewalls [5].

3.1.2 Storage Security
In the process of uploading data, when uploading to the cloud, data may leak due to
server failure. After the cloud platform suffers from illegal access, data may be forged,
tampered with, and stolen. Therefore, after the data is stored in the cloud, it is encrypted
and needs to be operated by the corresponding encryption technology. The big data in
the cloud is divided into two types: static data and dynamic data. The corresponding
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data encryption mechanism also has two kinds of static data confidentiality mechanism
and dynamic data encryption mechanism [6, 7]. There are two encryption algorithms
for static data encryption, namely symmetric encryption algorithm and asymmetric
encryption algorithm.

After the data holder encrypts and splits, it uploads to the cloud computing plat-
form. The user has to decrypt the data after downloading the required data. If there is a
phenomenon of being stolen or lost when data is stored, transmitted, and used, it will be
avoided because it is encrypted. At present, the encryption technology that adopts
mainstream data for cloud computing mainly includes proxy encryption and attribute
encryption. The ciphertext-based attribute encryption (CP-ABE) and key (KP-ABE)
data encryption methods have their own characteristics when applied. The data
encryption model of cloud computing can effectively enhance the security of data by
deploying agents. Because the cloud platform is a semi-trusted agent when it is used,
the architecture of the PRE can be transplanted into the cloud computing. A security
scheme with a high security. If the b user wants to share the data uploaded by the user
in the cloud after encryption, a needs to generate a transition key based on the user’s
information and b’s public key. This key only has the function of mutual conversion
between ciphertexts. The ciphertext of a can be changed into ciphertext for B, and after
the user downloads the ciphertext accordingly, the user can perform more operations on
the data shared by a.

Data security is a key part of big data cloud storage security. In the process of
storing big data, the selected encryption technology must be effective and reliable, and
it plays a vital role in the establishment of big data storage security system. The use of
reasonable and scientific encryption technology can not only ensure the corresponding
confidentiality of big data in storage, but also have important significance for cloud
computing and users to achieve optimal allocation of network resources [8].

3.1.3 Server Security
(1) Security configuration and hardening
The operating system should follow the principle of minimum installation and install
only the required components and applications. Configure operating system and
database system access control measures, identify and authenticate logged-in users, and
set security policies such as password policies, account policies, audit policies, and user
rights. Security assessment and optimization are performed for devices such as com-
pute nodes, storage nodes, and management nodes, and security hardening is imple-
mented when necessary. Deploy a unified policy to upgrade server operating system
software and application software.

(2) Server security protection
Monitoring of important servers, including monitoring of the server’s CPU, hard disk,
memory, network and other resources. Deploy security measures for the server, such as
host firewall, host IDS, and so on.
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(3) Server virus protection
Deploy a unified management of anti-virus and anti-malicious code products to achieve
centralized management of virus and malicious code protection to ensure that the server
is free from virus threats. Ensure that antivirus products can be upgraded in a timely
manner.

3.2 Platform Software Security Policy

3.2.1 System Hardening
System hardening mainly reinforces the operating system, database, etc., and fixes the
loopholes in the software itself. The following hardening procedures can be adopted:
(a) Minimizing cutting: Abolishing unnecessary components and services. (b) Code
Security: Optimize the code according to the specification. (c) Security configuration:
Configure according to the configuration hardening specifications in the industry.
(d) Security Test: Tests are conducted using the industry’s leading scanning tools.
(e) Integrity protection: review by means of an integrity check tool.

3.2.2 Database Security Audit System Deployment
The database audit system is deployed in the intranet security system, collects, ana-
lyzes, and recognizes the data stream that accesses the database through the bypass
interception method, and monitors the running status of the database in real time,
records multiple access behaviors, and monitors abnormal access operations, etc. The
distributed deployment mode can be used to centrally manage the domain database
auditing system in the high-efficiency management area. The branch nodes are no
longer independent, and all under the unified supervision, effectively improve the
efficiency of regional security auditing.

3.3 Application Security Policy

3.3.1 Application Access Security Policy
The application system shall provide a dedicated login control module to perform
identity identification and authentication of the logged-in user, and important infor-
mation (such as user accounts and passwords) is encrypted and stored; identity
authentication, uniqueness of user identity identification, complexity check of user
identity authentication information, and login are provided. Fails to process functions,
and configures related parameters according to security policies. Provides security audit
function that covers each user. Audits important application security events. The
contents of the audit records should include the date, time, originator information, and
type of the event, descriptions and results, etc.

3.3.2 Application Data Security Policy
Deploy a web application attack defense system to detect and prevent as many attempts
as possible to tamper with static web page files, dynamic web page script files, or
dynamic web page data. At the same time, web page tampering events caused by other
unknown types of attacks can be promptly restored. Blurring sensitive data involved in
Web presentation data.
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4 Conclusion

The emergence of cloud computing and big data has changed the traditional data
storage model and data computing model. It has brought tremendous changes to human
society. People are enjoying the benefits of this kind of change. It is therefore
increasingly recognized the importance of information technology. The combination of
cloud computing and big data provides users with better services but also creates new
security threats. This paper proposes a cloud computing-based big data platform
security architecture framework, and gives security strategies for big data platforms.
Only by providing users with reliable, reliable, and cost-effective cloud computing
services can enterprises succeed in the field of cloud computing.
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Abstract. Differential privacy enables data analysis while protecting
individual privacy. However, existing differential privacy database plat-
forms do not defend against repeated attacks. This paper proposes
a practical Database Query System for differential privacy protection
against repeated attacks with customizable privacy budget. By limiting
adversary’s success probability and the number of attacks, the adminis-
trator can protect privacy against the repeated attacks. We conduct an
evaluation of this solution, and explain the applicability of this system.

Keywords: Differential privacy · Privacy budget · Repeated attack ·
Laplace mechanism

1 Introduction

Large volumes of personal data collected by various organizations are key
resources for statistical analysis. Statistical data analysis and publishing is used
extensively for potential economic and social benefits. However, the adversary
may get personal information through different statistical query results, which is
called differential attack. Differential privacy is proposed by Dwork [6] to resist
differential attacks. It allows general statistical analysis of data while protecting
individual data, and provides quantitative evaluation method for privacy pro-
tection. Although this mechanism guarantees privacy theoretically, the repeated
attacks still may obtain personal information in practice. Therefore, the security
assurance of differential privacy against repeated attacks need further research.

Generally, the organizations with amounts of private data provide an inter-
face for clients to get statistics of specific data sets. The clients are limited to
querying statistical results instead of individual personal information, but it is
enough for them to pick out the specific group to send advertisement, to acquire
the demand tendency of customers, et al r.
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In most cases, the statisticial query interface is provided in form of relational
database that supports SQL queries. Various platforms are proposed for differ-
ent query requests. Privacy Integrated Queries (PINQ), designed by McSherry
et al. [13], provides a platform for interactive data analysis of real-time data with
differential privacy. Weighted PINQ (wPINQ) [14], which uses weighted datasets
to bypass difficulties encountered (the worst-case requirements of differential pri-
vacy for the noise magnitudes), is intended for graph analyses. Johnson et al. [1]
develop FLEX with elastic sensitivity, a novel approach for differential privacy
of SQL queries and their approach is compatible with real database systems.

These existing platforms provide a number of methods to deal with different
query requests, but almost without exception, the platforms select the privacy
budget arbitrarily without any specific setting mode. However, it is often of low
security in the face of different attack models, especially the repeated attack.
Privacy Budget is a parameter on the degree of privacy protection, concerning
to the balance between security and utility. It is surely non-trivial to choose an
appropriate value for privacy budget in accordance with whether the intuitive
theoretical interpretation in the definition or the practical experience.

This paper proposes Database Query System for differential privacy pro-
tection against repeated attacks with customizable privacy budget, for statisti-
cal SQL queries. In contrast to existing work, our approach calculates the upper
bound of privacy budget according to input parameters, which are related to spe-
cific attack model. We focus on repeated attacks model, by which the attackers
can guess the real data. In this attack model, the guessed right or wrong depends
on the amount of added noise and the number of attacks, which underscoring
the importance of privacy preserving level. The success probability of a specific
attack algorithm is computationally feasible, and hence the upper bound of pri-
vacy budget can be calculated by prescribing a limit to probability of success
attack. The administrator input the number of attacks and the probability of
success that in line with their expectations, then the privacy budget value that
meets its requirements would be worked out.

Other than parameter choosing mechanism, elastic sensitivity is enforced to
analyse the sensitivity of every SQL query. Compared to existing mechanisms
for global sensitivity and local sensitivity, this mechanism is more efficient and
supports majority of statistical queries in practice.

Furthermore, it is unnecessary for administrators to have knowledge of dif-
ference privacy. As long as administrators limit the cost for successful attack
by attackers, the system would run well. This approach can make differential
privacy more flexible to be used and help clients to find the most appropriate
balance between protecting client privacy and ensuring data availability.

Contributions. We make two primary contributions in this paper:

1. Existing database platforms do not provide protection against repeated
attack. In this paper, our system realizes the protection of repeated attacks
by limiting attack times and attack success probability. The server calculates
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privacy budget and the client’s privacy budget allocation appropriately limits
interaction numbers with the database.

2. This system allows administrators without background knowledge to set
restrictions only by the acceptable risk level. It is more flexible and convenient
for practical use in the organizations of different fields.

Paper Outline. The paper continues in three parts, the rest parts are organized
as follows. In Sect. 2, we introduce the specific definition of differential privacy
and the key methods used in our system design. The system is detailed in Sect. 3,
and we show how clients can use the system to defend against attacks, as well as
the experimental evaluation of the system, and Sect. 4 concludes this work and
talks about the improvement direction.

2 Mathematical Foundations

2.1 Differential Privacy

Differential privacy is a privacy preserving method with rigorous theoreti-
cal basis, which provides higher security compared to others (k-anonymity,
l-diversity, t-closeness). Under the protection of differential privacy, the specific
personal data cannot be obtained even if the attacker has the greatest back-
ground knowledge.

This mechanism considers a set of databases. The distance measures how
many records differ between two databases, which is denoted as |D1 − D2|. Two
databases are neighbors if there is only one different record between them. The
query function set for the database is F = {f1, f2, · · · , fn}, and algorithm M
represents a randomized mechanism that meets the requirement of differential
privacy. The randomized mechanism applies to the result of query function F .
For any two neighbors D and D′, PM is set of all possible output of M , and
O is its subsets (O ∈ PM ). If M satisfies the following inequalities, it is (ε, δ)
-differential privacy.

Pr[M(D) ∈ O] ≤ exp(ε)Pr[M(D′) ∈ O] + δ (1)

The core thought of differential privacy is to reduce the impact of a single record
on query results by a randomized way. Of the two parameters, ε is privacy budget
concerning the level of privacy protection, while δ is typically a function that
grows more slowly than the inverse of any polynomial in the database size. We
choose δ = n−ε lnn in the following sections according to Dwork’s work [5].

2.2 Laplace Mechanism

Difference privacy is generally implemented by adding noise to the query result.
Similar to other platforms, our system use Laplace mechanism to add noise.
Laplace mechanism adds random noise of the Laplace distribution to the query
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results to enforcing (ε, δ)-differential privacy. The size of the noise added is
closely related to privacy budget ε and the query’s sensitivity �f . For differ-
ent queries, the system will return the sum of query results and noise to satisfy
difference privacy by algorithm M .

M(x) = f(x) + Lap(
�f

ε
) (2)

If the position parameter μ is set to zero, and the scale parameter set to
b, the probability density function is p(x) = 1

2be
− |x|

b . For it’s an absolute value
function, the cumulative distribution function can be easily get by integrating:

F (x) =
1
2

+
1
2
sgnx(1 − e− |x|

b ) (3)

In that case, the noise added by Laplace can be calculated according to
the inverse cumulative distribution function. The scale parameter b = �f

ε , and
p denotes the probability of random selection from (0, 1). F−1(p) is the noise
added ultimately.

F−1(p) = −bsgn(p − 0.5) ln(1 − 2|p − 0.5|) (4)

As shown in Fig. 1, the noise increases with the increase of b. So with the
decrease of ε, more noise would be added to the primary result which means
higher security but lower utility. When ε are 0, it means that a single piece of
data has no effect on the query result. At this time, the added noise is very big,
and the data is meaningless. If ε is set to a big value, the database is more likely
to be attacked. Therefore, how to set the privacy budget becomes an important
issue.

2.3 Privacy Budget

Privacy budget controls the level of privacy protection, and its selection is the
key to achieve differential privacy. Several existing works have researched on this
issue. Lee and Clifton [3] propose an attack model based on the prior and pos-
terior belief, and give a method to calculate the upper bound of privacy budget.
Then He et al. [10] improve the attack model by the definition of Laplace distri-
bution and provide how to determine whether the object of attack is presence
or not. Above schemes consider only a single attack, however, the attack on a
specific object generally perform repeatedly to get individual information at a
higher success probability. Therefore, the attack model of repeated attack [12] is
put forward based on the former, as well as a more sophisticated way to compute
the upper bound of privacy budget.

The result of a differential privacy mechanism is f(D) + x for the query
function f . Since the noise is of Laplace distribution, it is impossible for adversary
to obtain x. Considering the features of some aggregation functions like count,
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Fig. 1. Laplace probability density function

the real result could be leaked as long as the noise is in the range of certain
interval. It is called fault-tolerant interval (which is a dangerous interval for the
owner of individual data), and L denotes the half length of the interval. If L = 0.5,
fault-tolerant interval is [−0.5,0.5], the real value of f(D) could be inferred from
the result of a count query. A single attack is ever so unreliable, therefore the
repeated attack model performs the same query for N times, and guesses the
private data of attack target in every query result according to L. Then the final
determination could be made by the guess with higher probability. For a single
attack, the success probability can be calculated by cumulative distribution value
of the interval. The possibility of f(D)+x in (−∞, f(D)+μ+L) is equal to that
of x in (−∞, μ+L). Then according to the cumulative distribution function, the
probability that x falls in this region is:

F (μ + L) = 1 − 1
2
e− Lε

Δf (μ = 0) (5)

If the success probability is limited to ρ, the upper bound of privacy budget
calculate formula is:

ε ≤ −�f ln 2(1 − ρ)
L

(6)

The repeated attack follows binomial distribution B(n, ρ). If the attacker
attacks N times, n attacks occur in above interval, the possibility of this event
is:

n+1∑

i=1

Cn+i
2n+1(1 − 1

2
e− ε

2 )n+i(
1
2
e− ε

2 )n+1−i (7)
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While if the fact is f(D) = y+1, the probability in this case is the same as the
result above. In conclusion, the probability of the adversary attacks successfully
is the result above. According to this theorem, the privacy budget could be
limited to a small range as long as the administrator set a certain value to
the successful probability of the attacker. As seen in the inequality, the range of
parameter selection is related to the sensitivity of a query, the number of attacks,
fault-tolerance interval and the successful probability of the attacker

ρ ≤
n+1∑

i=1

Cn+i
N (1 − 1

2
e− Lε

�f )n+i(
1
2
e− Lε

�f )n+1−i (8)

Actually, the ideal case is to make adversary in a dilemma of figuring out the
presence or absencewhich happens when the probabilities of success and failure
both are 50%. Therefore, what we can do is to limit the probability close to this
value.

2.4 Elastic Sensitivity

Johnson et al. [1] propose Elastic Sensitivity, a mechanism that enforces dif-
ferential privacy on majority of queries through analysis of SQL statements in
practice. Elastic sensitivity meets the requirement of universal practical differ-
ence privacy, which can approximate the local sensitivity of queries with general
equijoin.

The definition is expressed as Ś
(k)
R (r, x), which means the elastic sensitivity

of query or relation r at distance k from the true database x. It origins from
mfk(a, r, x), the maximum frequency of attribute a at distance k. When k = 0
the value mf(a, r, x) is the database metric that needs to be precomputed. As
calculating the approximation of upper bound, we should consider the worst
condition in each case. The details of this method are listed in Table 1.

Before adding Laplace noise it should be smoothed by smooth sensitivity, as
it can reduce the amount of noise to improve the utility of differential privacy.
It is calculated by using the maximum value of elastic sensitivity at k multiplied
by an exponentially decaying function in βk. By Nissim et al. [2] β = ε

2 ln(2/δ)

suffices to provide differential privacy when applying Laplace mechanism. In the
end, we release the query result as q(x) + Lap(2S/ε).

3 Database Query System with Budget Option

After introducing the background knowledge, the following gives details of our
system. The system design draws partly from PINQ and FLEX, their analysis
of SQL statements brings inspiration to our design. We design Database Query
System with a flexible privacy budget selection mechanism, to fight against dif-
ferential privacy attack methods.
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Table 1. Definition of elastic sensitivity

Table t mfk(a, t, x) = mf(a, t, x) + k Ś
(k)
R

(t, x) = 1

r1 �� r2

a = b
mfk

(
a1,

r1 �� r2

a2 = a3
, x

)
=

{
mfk (a1, r1, x) mfk (a3, r2, x) a1 ∈ r1

mfk (a1, r2, x) mfk (a2, r1, x) a1 ∈ r2

Self Join

Ś
(k)
R

(
r1 �� r2

a = b
, x

)
=

mfk (a, r1, x) Ś
(k)
R

(r2, x) +

mfk (a, r2, x) Ś
(k)
R

(r1, x) +

Ś
(k)
R

(r1, x) Ś
(k)
R

(r2, x)

Non − self join

Ś
(k)
R

(
r1 �� r2

a = b
, x

)
= max

mfk (a, r1, x) Ś
(k)
R

(r2, x) ,

mfk (a, r2, x) Ś
(k)
R

(r1, x)

πa1,··· ,anr mfk(a, πa1,··· ,anr, x) = mfk(a, r, x) Ś
(k)
R

(πa1,··· ,anr, x) = Ś
(k)
R

(r, x)

σϕr mfk(a, σϕr, x) = mfk(a, r, x) Ś
(k)
R

(σϕr, x) = Ś
(k)
R

(r, x)

Counting mfk (a, Count (r) , x) = ⊥ Count(r)

Ś
(k)
R

(Count (r)) = 1

Ś
(k)
R

(Count (r) , x) = Ś
(k)
R

(r, x)

Count with gourping
Count (r)

G1 . . . Gn

Ś
(k)
R

(
Count (r)

G1 . . . Gn
, x

)
=

2Ś
(k)
R

(r, x)

3.1 System Design

Considering the shortcomings of the existing database platforms based on dif-
ferential privacy protection, our system provides more privacy protection man-
agement authority for data publishers. The administrator can limit attack times
and adversary’s success probability, then they can estimate the attack cost of the
adversary. Similar to PINQ, administrator can assign a query budget to clients,
and each query of clients will consume part of the query budget until the query
budget is used up.

Fig. 2. System interactions
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The interaction process is sketched in Fig. 2. Before data release, the admin-
istrator inputs the attack times and success probability as expected into the
system. Then, the system calculates the privacy budget based on the parame-
ters input by the administrator and returns privacy budget to the administrator.
According to the privacy budget obtained, the administrator limits the scope of
client access to the database and assigns a query budget to the client, and each
query of the client will consume part of the budget. When the budget is insuffi-
cient, the client can apply to the administrator, who decides whether to assign
another query budget to the client. When the client poses a query request to the
server, the server sends a SQL statement to the database of query, and calculates
the elastic sensitivity according to the query statement. The client’s query bud-
get decreases accordingly. Afterwards, the database returns the query results to
the sever, and the server adds noise of Laplace distribution to the query results.
Finally, the result with noise is returned to the client.

3.2 Budget Management

Here’s more information on how to calculate a privacy budget. The adminis-
trator inputs the probability of success and attack times based on the security
requirements, and calculates the privacy budget according to the repeated attack
model proposed above. Considering the attack model, the probability of success
under repeated attacks is actually equal to a binomial distribution of the success
probability of a single attack. Therefore, we can simplify the probability formula
of repeated attacks to the following formula:

ρ′ ≤
n+1∑

i=1

Cn+i
N (ρ)n+i(1 − ρ)n+1−i (9)

N is the number of repeated attacks, N = 2n+1, ρ is the success probability
of a single attack, and ρ’ is the success probability of repeated attacks.

In this way, the transformation calculation of the success probability of a
single attack becomes polynomial. Based on the single success probability ρ, it
is easy to calculate the privacy budget ε. Under the same privacy budget, the
success probability increases with the increasing number of attacks. Therefore,
controlling the number of queries is an effective way to protect personal data
security. The administrator can assign the query budget to the client based on
the privacy budget. Each query of the client consumes the query budget. When
the query budget is exhausted, the client needs to apply to the administrator
for another budget, and the administrator decides whether to assign another
budget to the client based on specific usage of client and security requirements
attack success probability. When setting parameters, the attack success prob-
ability should be greater than 0.5. In fact, under the optimal protection, the
success probability of the adversary will be maintained at 0.5. Because under
optimal protection, even if the opponent has the most background knowledge,
it cannot profit from it. That is, the adversary can only determine the informa-
tion of the attack target by guessing rather than extracting useful data from the
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dataset. Under optimal protection, an attack on a counting query is like guessing
the heads and tails of a coin, whose success rate is 50%.

3.3 Security Evaluation

The essence of Laplace mechanism is to add a random noise to the result, and
the random noise is in the interval (−∞,+∞) with an average of 0. Therefore,
the target value can be obtained according to the feature of the average value
as long as executing the same query enough number of times.

Considering the attack model by predicting the noise, take the count query for
example. For different values of privacy budget ε the adversary averages the noise
of S number of attack times experimental results. When the average value is within
the [−0.5, 0.5] interval (known as the “fault-tolerant interval”), the adversary can
infer that the average value of noise is 0. Therefore, we need pay attention to the
probability of the average value of S times noise in the dangerous interval.

The Table 2 shows the data distribution and mean values of noise under dif-
ferent conditions for different values of privacy budget ε. For example, when the
value of privacy budget ε is 0.1, 90% noise is within the range of [−23.24, 23.24]
and 95% noise is within the range of [−29.00, 29.99]. Averaging 100 different noise,
the average falls in the danger range with 25.59% probability; and averaging 1,000
noise, the average falls in the danger range with 73.75% probability. That is to say,
when privacy budget ε is 0.1, the adversary has a 73.75% probability of getting the
true value of the query result through executing the same query 1,000 times.

Table 2. The Laplace noise distribution and the possibility of noise mean within danger
interval in different ε

ε Data distribution of noise
(Tabsolute value of T)

The probability that the average noise
of S times in dangerous interval

90% 95% 99% 99.9% 100 1000 10000 100000

1 2.29 2.98 4.50 6.43 100.00 100.00 100.00 100.00

0.1 23.24 29.99 45.51 66.56 25.59 73.75 99.99 100.00

0.01 227.97 296.22 463.48 677.26 2.72 9.12 27.85 73.70

The above attack model is an attack on the characteristics of Laplace noise.
While considering the adversary’s background knowledge, the adversary can use
another repeated attack model to guess the information of the target. That is, the
repeated attack model introduced in Sect. 2.3. Take count query as an example.
Because the adversary has extensive background knowledge, the adversary knows
that the value of the query result f(D) is y or y + 1. Set N = 2n + 1, the
adversary executes the same query N times and counts the result f(D) + noise
in (−∞, y+0.5) or in (y+0.5, +∞). If the result in (−∞, y+0.5) is more than
(y+0.5,+∞), the adversary will guess the query result f(D) = y. Otherwise, the
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adversary will guess the query result f(D) = y + 1. In Sect. 2.3, we list the
success probability of this attack model is:

ρ ≤
n+1∑

i=1

Cn+i
N (1 − 1

2
e− Lε

�f )n+i(
1
2
e− Lε

�f )n+1−i

According to the formula and Fig. 3, under the same privacy budget ε, the
success probability increases with the increasing of query times.

Fig. 3. The success probability of counting query under different attack times

To evaluate the security of the Database Query System, we analyze the input
parameters and privacy budget ε in Table 3. We also list the success probability of
the first attack model. As mentioned above, the ideally attack success probability
is 0.5. The significance of 0.5 is that the adversary cannot get advantage by his
extensive background knowledge and can only guess target value. Based on this
privacy budget, the predicting noise attack model success probability is less than
50%. That is to say, by calculating the average value of the noise, the success
accuracy is evenworse than that of random guessing.

Table 3. Protection model evaluation

Attack times Success
probability

Privacy budget The probability average
noise in dangerous interval

Noise mean

51 0.6 0.0717 14.57% 13.93

101 0.6 0.0510 13.80% 19.67

201 0.6 0.0359 13.86% 27.94

101 0.7 0.1068 30.01% 9.3319

101 0.55 0.0250 7.17 % 39.89

101 0.65 0.0779 22.04 % 12.90
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3.4 Performance Analysis

The main time overhead before data publishing is the polynomial computation
process of privacy budget. After releasing the database, neither the calculation
of elastic sensitivity nor the generation of Laplace noise involves complex cal-
culation, and the time overhead is relatively small. In each query, in addition
to ordinary interactions with the database, only a simple calculation is required
to achieve differential privacy protection, and the calculation overhead can be
ignored. This system has the advantage of easy implementation. The privacy
budget is set reasonably, and the elastic sensitivity value is small and more
consistent with the original data characteristics. Therefore, the data distortion
degree after adding noise is small, and the actual accuracy of query results can
be controlled by the administrator freely.

4 Conclusions

This paper presents Database Query System, a platform for privacy preserving
statistical analysis against repeated attacks. In consideration of the attack in
practical, we refer to several attack model and calculate the privacy budget of
Laplace Mechanism by limitation of number of attacks and success probability.
For further research, the aggregate functions except for count should be take
into consideration. And abstracting out the complicated attack in practice into
a detailed algorithm is a challenge as well.
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Abstract. Data publishing for large-scale social network has the risk of privacy
leakage. Trying to solve this problem, a differential private social network data
publishing algorithm named DP-HRG is proposed in the paper, which is based
on Hierarchical Random Graph (HRG). Firstly, the social network is divided
into 1-neighborhood subgraphs, and the HRG of each subgraph is extracted by
using both Markov Monte Carlo (MCMC) and exponential mechanism to
compose the HRG candidate set. Then an average edge matrix is obtained based
on the HRG candidate set and perturbed by a random matrix. Finally, according
to the perturbed average edge matrix, a 1-neighborhood graph is regenerated and
pasted into the original social network for publishing. Experimental results show
that the proposed algorithm preserves good network characteristics and better
data utility while satisfying the requirement of privacy protection.

Keywords: Differential privacy � Social network � Hierarchical random graph �
Data publishing � Privacy protection

1 Introduction

With the rapid development of mobile Internet, social networks have become an
increasingly significant way of communication among people. Social networks contain
massive valuable information about individual and social relationships. Meanwhile,
such information usually contains sensitive information. For example, in a medical
network, the communication between an AIDS patient and a doctor may be considered
sensitive information. The direct release and analysis of such information may violate
individual privacy and cause extremely serious consequences. Therefore, it has become
a very important issue about how to ensure the effective release of information in social
network without leaking individual privacy. Traditional privacy protection methods,
such as k-anonymity [1], l-diversity [2] and t-closeness [3], have been extensively used
in practical applications. The basic idea of these methods is to employ the techniques of
de-identification, generalization and suppression to process the attributes and records in
the original data set to satisfy anonymity requirements and finally release the anony-
mous data set. However, all these methods are related to the background knowledge of
potential attackers and privacy quantization cannot be strictly verified. Dwork [4]
proposed the differential privacy theory in 2006, which successfully solved the prob-
lems encountered by traditional privacy protection methods. Differential privacy
method does not need to consider the background knowledge of attackers, and provides
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a strict definition on privacy protection and provides a quantitative evaluation method.
Differential privacy has become a research hotspot in the field of privacy protection.

Differential privacy is a data-distortion-based privacy protection technology that
uses a noise-adding mechanism to distort sensitive data while ensuring data avail-
ability. However, due to the complexity of social networks, the direct addition of noise
will probably result in a significant decline in the utility and values of social network
data. Therefore, this research aims to preserve the original characteristics of social
network and release the disturbed information as much as possible under the condition
of satisfying the requirements for privacy protection.

2 Preliminaries

2.1 Differential Privacy

Definition 1 (e-differential privacy). In proximate data sets D1;D2 (one and only one
piece of data is different in the two data sets), the algorithm M can output any
S�RangeðKÞ that satisfies

Pr½KðD1Þ 2 S� � ee � Pr½KðD2Þ 2 S� ð1Þ

The algorithm is said to satisfy differential privacy protection.

Definition 2 (Gaussian mechanism). For a query function f : D ! Rd on the given
data set D, let r ¼ D2f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 lnð2=dÞp

=e, Nð0; r2Þ is an independent identically distributed
Gaussian random variable (i.e. Gaussian noise), then the random algorithm M :

MðDÞ ¼ f ðDÞþ ðN1ð0; r2Þ;N2ð0; r2Þ. . .Ndð0; r2ÞÞ provides ðe; dÞ differential privacy.
The Gaussian mechanism is suitable for processing numerical data.

Definition 3 (Exponential mechanism). Given a scoring function uðD; rÞ, for an input
data set D, the output is a random algorithm M of entity object r 2 Range. Let Dq be
the sensitivity of the function uðD; rÞ. If the algorithm M chooses and output r from

Range with a probability proportional to exp e�uðD;rÞ
2Dq

� �
, then the random algorithm M

provides e-differential privacy. The exponential mechanism is suitable for processing
non-numeric data.

2.2 Social Network

Undirected and unweighted graph GðV ;EÞ is used to model a social network, where V
is a point set, E is an edge set and Vj j represents the number of nodes.

Definition 4 (1-neighborhood graph). For each node in V , if the social network, if
there is a sub-graph consisting of only 1-hop node and v itself in the social network,
then we call this sub-graph as the 1-neighborhood graph centered on node v, and it can
be labeled as gðvÞ.

Research on Social Networks Publishing Method 59



For example, Fig. 1 is a social network containing 9 nodes. Figure 2 shows the two
1-neighborhood graphs centered on nodes D and F, respectively, in a social network.

2.3 Hierarchical Random Graph

Clauset et al. [5] proposed the concept of hierarchical random graph (HRG) in 2008.
HRG represents a social network using network hierarchy and a set of link probabil-
ities, to seek the best hierarchical graph of the network, thus formulating a more
accurate description of the hierarchical structure. The hierarchical structure of HRG is
represented by leaf nodes and a tree diagram T consisting of internal nodes. The leaf
nodes represent the real nodes in social network. The internal nodes represent the
probability Pr that there is an edge between left subtree Lr and right subtree Rr, where r
is the root and Pr is the degree of relation between different groups. The larger the
degree of relation, the closer the relationship is between the two. Pr is defined by

Pr ¼ er
ðnLr � nRrÞ

ð2Þ

where er represents the number of edges that exist between the left and right subtrees
of internal node r, nLr represents the number of nodes in the left subtree, and nRr

represents the number of nodes in the right subtree.

Fig. 1. Social network

(a) 1-neighborhood graph of node D (b) 1-neighborhood graph of node F

Fig. 2. 1-neighborhood graph of social network G

60 H. Wang and S. Li



Similarity measure L is used to indicate whether the HRG of social network retains
the structural attributes of the original social network to the greatest extent. Similarity
measure is defined as

LðT ; fprgÞ ¼
Y
r2T

perr ð1� prÞnLr nRr�er ð3Þ

For a given T , the similarity measure represents the product of the link probabilities
of all internal nodes. In this paper, the calculation process is simplified by taking the
logarithm of the similarity measure L, shown as below:

log LðT ; fprgÞ ¼ �
X
r2T

nLrnRrhðprÞ ð4Þ

where hðprÞ ¼ �pr log pr � ð1� prÞ logð1� prÞ is the Gibbs-Shannon entropy func-
tion. The higher the similarity, the better the structure of social network can be
described. For convenience, log LðTÞ is used to replace log LðT ; fprgÞ in the rest
sections.

3 Related Work

Many achievements have been made in applying differential privacy to social networks.
Wang et al. [6] proposed a RescueDP method for the problem of the publishing of real-
time spatio-temporal data in social networks. This method provided privacy-preserving
statistical data publishing on infinite time stamps by integrating adaptive sampling and
privacy budget allocation, dynamic grouping, disturbance and filtering technologies.
The RescueDP method improved the practicability of real-time data and had strong
privacy protection. Li et al. [7] proposed a network weight-based privacy protection
algorithm. The algorithm treated the edge weight sequence of the undirected weighted
graph as a non-attribute histogram, and added the weight containing sensitive infor-
mation to the Laplace noise to meet the requirements for differential privacy. To reduce
the amount of noise, the buckets with the same count in the histogram were merged
into groups, and the requirements for differential privacy were satisfied through the
inter-group k-unidentifiability. The reasoning of consistency was performed on the
original weight sequence to keep the shortest path of the network unchanged. Tian et al.
[8] proposed the DWDPP method for privacy protection in weighted social network.
The method used discrete wavelet transform to decompose the weight matrix, and then
added Laplace noise to the high-frequency detail matrix of each layer and the low-
frequency approximation matrix of the last layer to reconstruct the weight matrix. Data
availability was preserved by this method. Xiao et al. [9] modeled the social network
graph by HRG, then added noise to the generated graph, and finally restored the HRG
with noise to obtain a network graph that satisfied the differential privacy. However, the
time complexity of the algorithm was high. Most of the above algorithms are directly
processing a whole social network graph. So, for a large-size social network graph,
these algorithms may encounter the problems such as long processing time and sharp
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decline in data availability. Therefore, based on the privHRG algorithm proposed by
Xiao [9], this paper proposes a social network publishing algorithm DP-HRG which
satisfies the differential privacy requirements for undirected and unweighted social
networks, as well as preserves the features of original network. This research mainly
contains the following work.

• For the problems of large size and data correlation in real social network graphs,
this paper proposes a 1-neighborhood graph partitioning method based on the lar-
gest independent set of social network. This method can effectively reduce the
network size and improve the computational efficiency.

• When searching the best matching tree in the candidate tree set, the sampling
technique that combines Markov Monte Carlo (MCMC) method and exponential
mechanism is designed to improve the sampling efficiency while protecting
the privacy. In addition, a subgraph re-generation and link method is proposed to
paste the regenerated 1-neighborhood graph into the original social network to
publish the complete social network.

• The DP-HRG algorithm is experimentally evaluated on two kinds of real social
network datasets, and the privacy analysis, sensitivity analysis and utility analysis of
the algorithm are carried out.

4 Social Network Publishing Algorithm Based on Differential
Privacy

4.1 The Ideas of the Algorithm

For small-size social networks, we can construct their HRG directly and then perform
the corresponding disturbance operations. However, social network usually has large
size, their nodes and structures are complex, and various complex factors affect each
other, which is very inefficient to directly construct HRG. In this case, we mainly face
two problems: (1) how to construct HRG efficiently for large-size social networks and
perform disturbance; (2) how to find the best matching tree from the candidate tree set
while satisfying privacy protection.

For the first problem, a partition-based method is used to improve efficiency. On the
basis of the largest independent set, the original social network is partitioned into several
1-neighborhood graphs, and HRGs are constructed for these subgraphs, and then cor-
responding disturbances are performed. On the one hand, the graph size is greatly
reduced, and the spatial size of the output HRG is reduced. Besides, since the generation
of the largest independent set is uncertain, the attacker will not know which subgraphs
are disturbed. On the other hand, the 1-neighborhood graph itself reflects the local
characteristics of the network. The method of constructing HRG on subgraphs and
conducting the disturbance makes the noise is added to only a part of the subgraphs in
the whole social network, which preserves the availability of the social network to a
greater extent. In addition, 1-neighborhood graph can represent the direct relation
between a target user and all of its neighbors, and it needs to be protected. For the second
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problem, MCMC is employed in the sampling process to improve the sampling effi-
ciency, and the exponential mechanism is incorporated to satisfy the differential privacy.

In order to guarantee the greater accuracy and better availability of the sampled
sample tree set, each HRG in the sample tree set is converted into a corresponding edge
number matrix, and obtain the average edge number matrix of all edge number
matrixes. Then, for the disadvantage of insufficient privacy protection, the average edge
number matrix is disturbed by random matrix method, and only a small amount of
noise is required to ensure differential privacy, thereby improving data availability.

The DP-HRG algorithm can be divided into the following four steps:

1. Find the largest independent set of social networks and obtain the 1-neighborhood
graph for each node in the largest independent set;

2. Extract the HRG of each 1-neighborhood graph using MCMC method and expo-
nential mechanism to obtain a sample tree set;

3. Convert the HRG in the sample tree set to the edge number matrix, and then obtain
the average edge number matrix which is then disturbed using use the random
matrix;

4. Regenerate the 1-neighborhood graphs and paste them into the original social
network, and finally publish the disturbance graph;

The algorithm framework is as follows:

4.2 Algorithm Design

Obtaining the Largest Independent Set and 1-Neighborhood Graph
The algorithm needs to partition the original social network into several subgraphs and
disturb some of the subgraphs. However, due to the correlation between nodes in the
social network, the social network cannot be directly partitioned. Therefore, it is
required to find the largest independent set of the social network G, and then obtain the

Table 1. DP-HRG algorithm
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1-neighborhood graph of each node in the largest independent set. This method not
only reduces the size of the original network, but also preserves the correlation, and
also lays the foundation for data disturbance.

Extracting the HRG to Obtain Sample Tree Set
Due to the nature of the HRG, each 1-neighborhood graph corresponds to multiple
HRGs. Let T be a set of all possible trees, so for a network with Vj j nodes, the number
of T is Tj j ¼ ð2 Vj j � 3Þ!!, where !! represents a semi-factorial symbol. When the size of
a social network is large, the efficiency of finding the best HRG from many HRGs will
be greatly reduced, although the partition is employed to reduce the output space, the
output space is still large for a larger subgraph. Therefore, the MCMC method is used
to control time complexity and reduce computation time. At the same time, the
exponential mechanism is incorporated with MCMC method. The similarity measure
function is used as the scoring function u. The acceptance probability of the MCMC

process is changed from uðTÞ
uðT 0Þ to a ¼ exp e

2DquðT 0Þð Þ
exp e

2DquðTi�1Þð Þ, where Dq is the global sensitivity of

the scoring function u.
This algorithm first selects an arbitrary tree as the initial state of the Markov chain,

and then performs looping executions: randomly selects the neighbor tree T 0 of Ti�1

and updates it as follows:

Ti ¼ T 0 with probability a
Ti�1 with probability 1� a

�
ð5Þ

Therefore, if we need randomly select the neighbor tree T 0 of Ti�1, we first need to
randomly select the internal nodes r other than the root node from Ti�1, and find their
brothers and two children, and then transform the three subtrees to generate the two
alternative trees of r, as shown in Fig. 3. One of the two alternative trees is selected as
the neighbor tree T 0.

When the MCMC process reaches a steady state, the sampling is performed at
regular intervals to obtain a set S containing N sample trees.

Fig. 3. Three structures of subtrees
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Random Matrix Disturbance
After obtaining the sample tree set S, we need to convert the N sample trees in S into
edge number matrix and perform further disturbance to achieve stronger privacy pro-
tection. The combination of random matrix theory and differential privacy is adopted.
Firstly, the N sample trees in the sample tree set are transformed into N edge number
matrixes, and their average �M is obtained. Then, the average edge number matrix is
disturbed by the Gaussian random noise matrix, and finally we obtain the average edge
number matrix with random disturbance.

The horizontal and vertical coordinates of the edge number matrix represent the
coordinates of the nodes in the social network, and the values of these elements
represent the number of linked edges of the left and right subtrees of the internal node
r. After disturbing edge number matrix using the random matrix, a new average edge
number matrix with random disturbance is obtained, and the number of edges after the
disturbance is labeled as ~er.

Table 2. HRGs sampling of differential privacy

Table 3. Random disturbance matrix
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Subgraph Generation and Link
After obtaining the average edge number matrix with random disturbance, the proba-
bility ~Pr of each pair of leaf nodes corresponding to the disturbance is calculated based
on the value of ~er, and the edge is placed between the pair of leaf nodes to generate the
disturbed subgraph ~gðvÞ. The v nodes in the undisturbed graph are randomly deter-
mined in the disturbed graph ~gðvÞ, and then comparison is performed between the
disturbed subgraph and the undisturbed subgraph. If an edge is added or deleted
between the nodes of the disturbed subgraph, modification should be made in the
corresponding 1-neighborhood graph in the original social network. In this way, the
disturbed subgraph can be pasted into the original social network.

For example, Fig. 4 is the 1-neighborhood graph after the disturbance on Fig. 2(b),
and then it is compared with the 1-neighborhood graph of node F in Fig. 1. In the
disturbed graph, theD node is linked to the nodes F andGwith edges, while in the original
graph, the node D is only linked to the node F, so it is required to add an edge between D
and G in the original graph. The other three nodes F, G, and I all take the similar
operations, and finally we obtain a disturbed social network graph, as shown in Fig. 5.

4.3 Privacy Analysis

The Algorithm 2, which combines MCMC with exponential mechanism to extract
HRG, is essentially a method of sampling the output with a probability proportional to
expðeuðD; rÞ=2DqÞ in the target distribution, where uðD; rÞ is the scoring function and
Dq is the sensitivity. Therefore, by matching the smooth distribution of the MCMC
with the target distribution required for the exponential mechanism, the MCMC can be

Fig. 4. 1-neighborhood graph after disturbance

Fig. 5. Social network after disturbance
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used to implement the exponential mechanism. The scoring function uðTÞ of T is set as
log LðTÞ, then the acceptance probability of MCMC is given by

min 1;
exp e

2Du � log L T 0ð Þ� �
exp e

2Du � log L Ti�1ð Þ� �
 !

ð6Þ

When the Markov chain converges to steady state, the sample is extracted from the
probability mass function which is expressed as

PrðTÞ ¼ exp e
2Du � log LðTÞ
� �

P
T 02T

exp e
2Du � log L T 0ð Þ� � ð7Þ

This means that the exponential mechanism outputs T with a probability propor-
tional to exp e

2Du � log LðTÞ
� �

. Therefore, Algorithm 2 satisfies differential privacy.
The random matrix disturbance process of Algorithm 3 satisfies the differential

privacy, which has been proved in literature [10]. The rest steps of the algorithm do not
consume the privacy budget. According to the sequenced combination property of
differential privacy, the algorithm as a whole satisfies 2e-differential privacy.

Table 4. Subgraph generation and link
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4.4 Sensitivity Analysis

Sensitivity can be expressed as:

Dq ¼ maxðuðTðerÞÞ � uðTðer � 1ÞÞÞ
logðDqÞ ¼ max nLrnRr h er

nLr nRr

� �
� h er�1

nLr nRr

� �� �� �

Let N ¼ nLrnRr , then

Dq ¼ logN � ðN � 1Þ � logN � 1
N

¼

logNþðN � 1Þ log 1þ 1
N � 1

� 	
¼

logNþ log 1þ 1
N � 1

� 	N�1

\

logNþ log e� log
Vj j2
4

þ 1 ¼ Oðlog nÞ

When nLr � nRr is increasing, Dq is monotonically increasing. When nLr equals nRr

and the value is equal to half of the number of all nodes, i.e. Vj j=2 ( Vj j represents the
number of nodes), Dq reaches its maximum. When the number of nodes increases, the
magnitude of the noise increases, where both Vj j and n represent the total number of
nodes in the graph. Therefore, the sensitivity of the method is Oðlog nÞ. The specific
proof process can be found in literature [9].

5 Experiment and Results Analysis

5.1 Experimental Setup

The experiment adopted two real data sets from SNAP [11]: the polblogs data set and
the facebook data set. The statistics of the data sets used in the experiment are shown in
Table 5. The experimental environment was Intel Xeon, CPU of E7-4830 2.13 GHz,
RAM of 32 GB, operating system of Windows Server 2008, and the algorithm is
written in C++ language.

Table 5. Data set information statistics table

Data set Number of nodes Number of edges

polblogs 1490 19090
facebook 4039 88234
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5.2 Utility Analysis

The algorithm proposed in this paper was compared with the algorithm of literature [8]
to verify the utility of the proposed algorithm. In the experimental renderings, Origin
represents the original social network, privHRG represents the algorithm proposed in
literature [8], and DP-HRG represents the algorithm proposed in this paper. The utility
of the proposed DP-HRG algorithm was examined by comparing it with Origin and the
network graph processed by privHRG from the aspects of node degree distribution,
average clustering coefficient and shortest path length distribution. Due to the ran-
domness of the algorithm, three tests were carried out for each aspect to obtain an
average. When conducting the experiments, we set a relatively large privacy budget
and variance, with the privacy budget e ¼ 1 and variance r ¼ 1. The reason for this is
as follows. On the one hand, the generation of HRG in this algorithm and the ran-
domness of the subgraph generation and link process had rendered the algorithm
certain privacy protection capabilities; on the other hand, the structural characteristics
of the complex graph itself determined that a relatively large privacy budget could
guarantee the privacy protection effect.

Degree Distribution: The degree of a node in a network refers to the number of
links that the node has with other nodes. The degree of node distribution reflects the
structure of a network to a certain extent. Figures 6 and 7 show the results of node
degree distribution under different data sets. In order to better represent the experi-
mental results, we intercepted the parts of the two graphs with significant changes in
degrees for better illustration. It can be seen from the experimental results that both DP-
HRG and privHRG algorithms followed the overall trend that the larger the degree of
nodes, the fewer the number of nodes in the original network, and they both maintained
the original network structure characteristics for large social networks. Compared with
the publishing results of the polblogs data set, those of the facebook dataset were closer
to the original network, indicating that the good effect of DP-HRG algorithm for large
social networks.
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Average clustering coefficient: The clustering coefficient refers to the degree of
aggregation of nodes in a network. It is assumed that node i in a network has ki edges to
link it with other nodes, then the clustering coefficient is Ci ¼ 2Ei=ðkiðki � 1ÞÞ, where
Ei refers to actual number of edges that exist among ki nodes. Average clustering
coefficient is the average of the clustering coefficients Ci of all nodes i. Figure 8 shows
the average clustering coefficients for two data sets under Origin, DP-HRG, and
privHRG. It can be observed from the figure that DP-HRG and privHRG could
maintain the clustering characteristics of the original network compared with the
average clustering coefficient of the original network, but the average clustering
coefficient of the network published by the DP-HRG algorithm was closer than that of
the privHRG algorithm, with an error of less than 0.01 for the polblogs dataset, and an
error of 0.0005 for the facebook dataset. This indicated that the DP-HRG algorithm
could better maintain the aggregation characteristics of the nodes in original social
network, and better describe the structure of the network, with even more obvious
effect on large social networks.
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Shortest path length distribution: This term refers to the distribution of the shortest
path lengths between nodes in a network, which to some extent reflects the charac-
teristics of a graph. Figures 9 and 10 show the shortest path length distribution of the
two data sets. According to the experimental results, the number of paths with a length
of 2 in the polblogs data set was the largest, and that with a length of 3 in the facebook
data set was the largest. Both DP-HRG and privHRG algorithms were be able to
preserve the characteristics of the original network path length. It should be noted that
although the differences in some stages of the figure were not obvious, there would still
be large differences between them for massive data.

6 Conclusions

This paper investigates the differential privacy-based social network publishing method
using HRG. Firstly, on the basis of obtaining the largest independent set of a network
and the 1-neighborhood graph, the method that combines MCMC method and expo-
nential mechanism is employed to sample the HRG. Then, random matrix is used to
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disturb the average edge matrix to further enhance the privacy protection. After that,
the 1-neighborhood graph is generated. Finally, the new 1-neighborhood graph is
pasted into the original social network for publishing. The experimental results show
that the proposed algorithm guarantees good data utility under the premise of satisfying
differential privacy. However, in the process of random matrix disturbance, due to
the addition of noise to the number of edges, a great impact will still be formulated on
the probability of the existence of HRG edge. In the future work, more efforts will be
made to further optimize the mechanism of adding noise.
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Abstract. The transparent property of the blockchain guarantees the
immutability of the data on the chain, but it can lead to violations of data
privacy protection. On the other hand, absolute anonymity will make it
difficult for the government to supervise the encrypted content stored on
the chain. Moreover, it is inconvenient for the data owners to delegate
their decryption authority to others. In order to solve the problem of data
privacy concern and supervision in the current blockchain, we propose a
supervised data sharing model called CROSS, which combines the proxy
re-encryption mechanism with the tree key distribution mechanism. The
model realizes the hierarchical supervision and horizental sharing of pri-
vate data on the blockchain, which effectively improves the privacy of
the blockchain while taking into account security. Consideration should
be given to some potential attacks and corresponding defenses against
our proposed model.

Keywords: Blockchian · Proxy re-encryption ·
Hierarchical supervision · Data sharing

1 Introduction

Blockchain technology has broken the centralization nature of the traditional
Internet, making the crisis of confidence to plague the modern economy resolved
to some extent. The transparency is one of the important features of blockchain
(i.e., the data stored on the blockchain is visible to any node), but it is a double-
edged sword. It ensures the behavior that attempts to tamper with the data
is recorded and discovered, but in turn, the privacy of data is at risk. Users
don’t want anyone to view their data at any time, especially in the business or
government affairs. The data of governments or companies, etc. needs to be kept
private strictly. Meanwhile, the transfer of decryption rights to a particular user
may occur in a particular scenario. How to securely share private data on the
blockchain is a challenge.
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A simple solution is to encrypt the data before it is released to the chain,
but this makes it harder for the authorities to supervise the data. Government
departments or regulators should be able to conduct regulatory review of com-
pany data to ensure that data retained or shared on the chain is in compliance
with legal requirements. For encrypted data, regulators need a feasible regulatory
scheme.

Existing blockchain-based data sharing platforms, such as Blockstack [1] and
Calypso [2], are facing the problems above. A feasible and effective solution
should meet the following requirements simultaneously:

Hierarchical Supervision. When a new node joins, the authority assigns a
key to it based on its hierarchy. The authoritative node can calculate the key of
the lower-level node, and view the encrypted data that is stored and shared by
the subordinate nodes without authorization, so as to ensure the security of the
data.

Private Data Sharing. Nodes can maintain fine-grained access control for
data on the chain. Other users (non-authoritative nodes) can obtain the partial
data after having the data owner’s authorization. In this process, the plaintext
will not be leaked to any third party other than the data owner and authorized
user.

Our Contribution. The contributions of this paper are summarized as below:

Tree-Based Key Distribution Mechanism. We design a key distribution
mechanism based on tree structure, which can effectively realize hierarchical
membership of key. The authoritative node can calculate the key of the sub-
ordinate node, but the subordinate node cannot reversely crack the key of the
authoritative node.

Supervised Private Data Sharing Model. We propose a supervised private
data sharing model based on the consortium blockchain, combined with proxy re-
encryption and key tree (hierarchical key distribution) scheme, that has realized
hierarchical supervision and sharing of the encrypted data on the chain, effec-
tively improves the privacy of blockchain while taking into account the security.
Some potential attacks which can attempt on the proposed model and how the
model can handle such attacks are also discussed.

2 Related Work

There have been various attempts to address the problems of data privacy, from
both the system level and specific technology level. As an emerging technology,
blockchain plays an important role in the field of privacy protection.

Data Management Systems Based on Blockchain. Some data manage-
ment systems [3,5] based on blockchain have been proposed, their starting point
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is to guarantee the security of access control management and log audit by utiliz-
ing the immutability of blockchain. Chain Anchor [5] attempts to provide anony-
mous but verifiable identities for entities, which seek to submit transactions to
the blockchain. Zero knowledge proof (ZKP) is the core stone for5 proving the
anonymous membership in it.

Data Sharing System Based on Blockchain. A large part of the research
on the privacy data sharing system of blockchain is applied to the medical data
sharing scenario. BBDS [4] is a data sharing framework based on consortium
blockchain, which uses encryption operations (e.g., encryption and digital sig-
nature) to ensure the effective access control for sensitive shared data pools.
MedRec [7] and MedShare [8] are generally similar, both of them control the
operations of exchanging data between the providers’ databases via smart con-
tract. Xu [10] proposed the blockchain combined with homomorphic encryption
to build a scheme for protecting privacy of electronic healthy record. Proxy re-
encryption is a novel method for designing secret sharing schemes [2,6,9], that
allows third party to alter a ciphertext which has been encrypted for one party,
so that it may be decrypted by another. CALYPSO [2] is a decentralized and
auditable blockchain framework for data sharing.

In this paper, in addition to considering private data sharing, we also provide
solutions of hierarchical supervision for encrypted data on the chain.

3 Preliminaries

Our resarch is on blockchain, combined with proxy re-encryption which is imple-
mented based on bilinear mapping. In this section, we review some basic cryp-
tology concepts which will be needed later in this paper.

3.1 Blockchain

Blockchain is a distributed ledger technology that maintains a continuously grow-
ing list of records in a verifiable and permanent way by cryptography. Multiple
parties can jointly maintain the ledger through a specific consensus mechanism,
so that the data on the chain has the characteristics of decentralization and
strong consistency. Since the blockchain has the feature of immutability, it can
be the underlying architecture of many trusted distributed systems, not just
in the field of cryptocurrency [14,15]. In the process of landing, the blockchain
technology often encounters resistances due to the difficulties of regulation and
privacy issues.

Based on the consortium blockchain, we implement a supervised private data
sharing model. The blockchain is used in the model as a publicly verifiable
and chronologically-ordered immutable database. Each node in the consortium
encrypts part of its own public data, and broadcasts the digital digest and addi-
tional information to the entire network. All nodes record and update the data
operation on the local ledger, that makes adversary difficult to tamper with the
data and avoids the single point of failure. Each block of the chain is composed
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of transactions and each transaction records a data processing event. All nodes
follow the Longest Chain Rule [14] to maintain the uniqueness of ledger.

In addition, compared with the traditional node key generation mechanism,
we propose a tree-based key distribution supposed hierarchical supervision. The
private key of each node is no longer randomly generated, but is distributed
by the root node in the consortium according to the key generation policy. The
node’s private key participates in the data encryption process, so that the author-
itative node can realize the supervision.

3.2 Bilinear Groups

Let G setup be a bilinear group generator that on input the security parameter,
outputs the parameters for a bilinear map as (q, g1, g2, G1, G2, GT , e), where G1,
G2 (Here, G1 may equal G2) and GT are groups of prime order q and g1, g2
are generators of G1, G2, respectively. The bilinear map e: G1 × G2 → GT is
efficiently computable and non-degenerate.

In the proxy re-encryption protocol, we use bilinear mapping to improve the
security of the key, and also resist the occurrence of collusion attacks by the
proxy and the receiver.

3.3 Proxy Re-Encryption

Proxy re-encryption is a ciphertext conversion mechanism under public key
cryptography(PKC). It was first proposed by Blaze et al. in 1998 [11], subse-
quently some improved schemes were proposed by [12,13]. Proxy re-encryption
mechanism converts the ciphertext encrypted with data owner’s public key into
ciphertext encrypted with data user’s public key and no leaks of private key or
plaintext. Several main functions are as follows:

Init(). User initialization generates public and private keys. The input is as
the security parameters 1k, key generator generates (pkA, skA), (pkB , skB).

Encrypt( pkA, m). Encrypt plaintext m with pkA, return ciphertext c.
RekeyGen( skA, pkB). Generate a re-encryption key according to A’s pri-

vate key and B’s public key, return rkA→B .
Re-encrypt( rkA→B , c). Use the rkA→B to perform ciphertext conversion

and return the re-encrypted ciphertext Rc.
Decrypt(Rc, skB). Decrypt the Rc with skB , return the plaintext m.
For example, the data owner Alice wants to share the data encrypted by her

public key with Bob relying on the third-party proxy without leaking the private
key and plaintext. The working process is as follows:

Alice and Bob call the function init() to get their own public key and private
key respectively. Alice uses the public key pkA to encrypt the plaintext m to
ciphertext c and stores c in cloud database. Then Alice combines part of her
private key with part of Bob’s public key to generate the proxy re-encryption
key rkA→B , which is sent to the proxy. The proxy re-encrypts the ciphertext c
to Rc using rkA→B , then sends Rc to Bob. Bob decrypts the Rc with his own
private key skB .
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cA=encrypt(pkA,m)
Proxy

cB=reencrypt(rkA B,cA)

rkA B

Alice
(skA,pkA)

Bob
(skB,pkB)

Fig. 1. The interaction process of proxy re-encryption

Proxy re-encryption has been used in many interesting applications, such as
mail forwarding system [12], distributed file system [12] and so on. In our model,
proxy re-encryption as a core stone in the data sharing scenario, can realize the
trusted sharing of private data on the blockchain (Fig. 1).

4 System Model

The proposed model aims to solve the problem of private data sharing and
hierarchical supervision simultaneously. In this section we present an overview
of CROSS, then describe the model sub-module in detail.

4.1 Overview

Goals. The goals of designing the model are as follows:

Privacy-Persevering. In the process of private data sharing, the data will not
be disclosed to any organizations or individuals other than the data owner and
the authorized data user. The proxy re-encrypts the ciphertext, but it can not
touch the plaintext;

Supervised. The authoritative node can calculate the key of the lower-level node
according to the key generation policy, and can view the encrypted data at any
time without informing the subordinate node, so as to realize data supervision;

Auditable. The data owner encrypts the data and publishes the digital digest
to the chain, ensuring that the data is not tamperable. Simply, if the new digital
digest is not the same as the one on chain, it indicates that the data has been
tampered. The blockchain provides an effective way to acheive audit.

User Roles. There are five kinds of participating roles in the model, namely
Membership Service Provider(MSP), data owner, data user, proxy server and
authoritative node.
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MSP is a consortium blockchain member management module containing
a set of trusted nodes, each node holds a key pair, the keys of all nodes in
the MSP are combined to form the root key kroot of the key tree, kroot =
(kr1 ⊕kr2 ⊕kr3 ⊕· · ·⊕krn) mod p. MSP is the starting node and responsible for
issuing nodes’ private keys that are used for encrypting data.

Data owner refers to the node that published private data to the chain.
Data owner has a pair of public key and private key. A random generated key is
used for encrypting data and the data owner uses his private key to encrypt the
random key. When data owner needs to share data with others, he authorizes the
other nodes by generating re-encryption key so that the data user can decrypt
data with his own private key.

Data user refers to the node that wants to get data from data owner and has
been authorized by data owner. Data user requests proxy server to re-encrypt
ciphertext, obtains the converted ciphertext and decrypts it using his private
key. There is no limit to the hierarchical relationship between data user and
data owner.

Proxy server refers to the server that converts the ciphertext encrypted by
the data owner into a format that data user can decrypt when the data owner
shares data with the data user. The data owner sends the re-encryption key to
the proxy server, and the data user requests the proxy server to perform the
re-encryption operation. Suppose the proxy server is semi-trusted, that is to say,
the server performs this process accurately, but it will always try to understand
the ciphertext.

Authoritative node is the relative concept of data owner, refering to the
high-level node of the data owner. Authoritative node can calculate data owner’s
private key according to the key generation policy and view the encrypted data
without authorization of the subordinate node.

Collusion Attack. The proxy re-encryption scheme in model resists collusion
attack. In common BBS98 scheme [11], the proxy server and data user may
collude to crack the data owner’s private key, such as the proxy server has the
re-encryption key a−1b and the data user provides b−1, they can crack the data
owner’s private key a by simply calculating the inverse of the result a−1 that
is from multiplying a−1b and b−1. The proxy re-encryption scheme used in our
model is based on bilinear group, that can defend against such attacks.

Malicious Access. Suppose a malicious user wants to write and read encrypted
data. For write operation, data can be only written to the blockchain after the
signature has been successfully verified. For read operation, there are only two
conditions: (1) the authoritative node reads its subordinate node’s data. (2) only
the authorized user can read the re-encrypted ciphertext.

4.2 System Design

The tasks we completed with the CROSS model are as follows: First, the CROSS
controls two processes, the registration and the key distribution. Then, the high-
level authoritative node supervises the data encrypted by the lower node, and
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the nodes can share private data via proxy utilizing the re-encryption mecha-
nism. Finally, for some invalid nodes, undo and reclaim their keys. It is mainly
divided into three modules, namely key management module, data sharing mod-
ule and data supervision module. Generally, the model can be described as
CROSS = {keyManagement, dataSharing, dataSupervision}. In particular,
the key management module includes two cases: add node and undo node. The
overall architecture of the model is shown in Fig. 2.

Level 1

Level 2

Level k

…
…

rkA B pkB

Alice

Bob

MSP

upload

supervise

cloud database

blockchain

data owner

re-encryption proxy data user

Fig. 2. The overall architecture of CROSS

Threat Model. We considered two attacks, collusion attacks and malicious
access attacks.

Key Management Module. We have designed a key distribution mechanism
based on tree structure, which effectively realizes the hierarchical relation of key
management, as shown in Fig. 3. The key of each node is related to its parent node’s
key, and the path from the root node to each node is taken as one of the hash factors
to generate keys to reduce the probability of repetition between two node’s key. In
order to achieve the security of the undo mechanism, the undo state value S is also
introduced as one of the hash factors. When the key tree is established, the root key
kroot is set for the root node of the key hash tree, and the revocation state value S
of all nodes is set to 0, indicating that it has never been revoked.
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Add Node. Whenever a new node joins, its parent node requests the root node
to distribute a key, and the root node calculates the key value of the new node
according to the parent node key value, path value and state value. That is,
the key derivation policy is: knew = H(kparent ‖ pathnew ‖ Snew) mod p, among
them, kparent is the key corresponding to the new node’s parent node, which
is known to root node. Pathnew is the path from the root node to the new
node. Snew represents the state value. H() is the SHA-256 digest algorithm, ‖
represents the concatenation operation, and p is a prime number. In Fig. 3, we
suppose that node N is willing to join, and its parent node is node E. Node E
requests the root node to distribute the key for node N. The root node determines
the key of the new node as kN = H(kE ‖ 010 ‖ 0) mod p according to the key
distribution policy.

Undo Node. When the user performs key undo operation on some nodes, the
key revocation state value S of the corresponding node is increased by 1, S =
S+1, indicating that the node has been revoked once. The MSP recalculates the
new key according to the key generation policy formula, assigns it to the new
user who takes over the location of the node that was revoked. Note that the
keys of all the subordinate nodes of the revoked node need to be recalculated.
In this way, the old key of the original user is invalidated, ensuring the security
of the new user’s data.

Root
(kroot)

Node A
(kA)

Node B
(kB)

Node C
(kC)

Node E
(kE)

Node D
(kD)

Node F
(kF)

Node G
(kG)

Node H
(kH)

Node I
(kI)

Node N
(kN)

new

0

0 0 0

0

1

1 12

Fig. 3. The structure of key derived tree

According to the principle of asymmetric encryption, we generate public
key and private key to each node in the consortium blockchain. In the previ-
ous section, we mentioned that the model uses the proxy re-encryption scheme
based on bilinear mapping to improve the security of the key. The derived tree
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distributes the private key for each node, and the public key is generated accord-
ing to the private key. So for node N, the private key of its parent node is
skE = (e1, e2), the private key of node N is skN = (n1, n2),

n1 = H(e1 ‖ 010 ‖ 0) mod p,

n2 = H(e2 ‖ 010 ‖ 0) mod p,

the public key of node N is pkN = (Zn1 , gn2).

Data Sharing Module. In the data sharing module, there are three kinds of
entities: data owner, data user and proxy server. The interaction process is shown
in Fig. 4. In our scheme, the data set DST = (metadata, edek, epos, hash(m)) is
published to the chain. The real ciphertext is stored in cloud databases.

In each round of sharing, the data owner always does this first: Generates
a random key dek = random() (dek ∈ GT ) for encrypting data, and uses the
random key dek to encrypt plaintext m to ciphertext c, c = encryptsym(dek,m).
Next, the data owner stores the ciphertext c in the cloud database and returns
the storage location pos, subsequently encrypts (dek, pos) with the public key to
(edek, epos), signs DST = (metadata, edek, epos, hash(m)) and then publishes
it to the chain.

We take Alice as data owner and Bob as data user to illustrate the process
of data sharing in Fig. 4. Alice and Bob already have skA = (a1, a2), pkA =
(Za1 , ga2) and skB = (b1, b2), pkB = (Zb1 , gb2). When Alice wants to share
data with Bob, Alice generates the re-encryption key rkA→B = rekey(skA, pkB)
based on part of her private key a1 and part of Bob’s public key gb2 ,

rkA→B = (gb2a1), (1)

and sends the re-encryption key to the proxy server. Note that every public key
is visible to all nodes.

After the proxy server received rkA→B and saved it. Bob gets (edek, epos)
from the chain and requests the proxy server to convert the encrypted data.
In response, the proxy server accepts the re-encryption request from Bob and
converts (edek, epos) that needs to be decrypted with skA into (edek

′
, epos

′
)

that can be decrypted with skB ,

(edek
′
, epos

′
) = re − encrypt(rkA→B , (edek, epos)). (2)

According to the algorithm in [12], the ciphertext has two types:

(1) First-level Encryption E1. The ciphertext can be only decrypted by Za1 ,

E1(m, pkA) = (Za1k,mZk). (3)
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(2) Second-level Encryption E2. The ciphertext is used to do the proxy re-
encryption operation,

E2(m, pkA) = (gk,mZa1k). (4)

The proxy re-encryption process can be understood as converting the second-
level ciphertext of Alice to the first-level ciphertext of Bob. The plaintext need
to be encrypted is (dek, pos). Input the rkA→B = ga1b2 and Alice’s Second-
level ciphertext edek = (gk, dekZa1k), epos = (gk, posZa1k). According to the
properties of bilinear mappings,

e(gk, ga1b2) = e(g, g)b2a1k = Zb2a1k. (5)

The result after the re-encryption conversion is

(Zb2a1k, dekZa1k) = (Zb2k
′
, dekZk′

) = edek′, (k′ = a1k), (6)

similarly, epos′ can be obtained. At this point, edek′ and epos′ are the first-
level ciphertext that can only be decrypted with skB . Bob decrypts and gets the
plaintext,

dek = dekZk′ · ((Zb2k
′
)b

−1
2 )−1 = dek · Zk′ · (Zk′

)−1 = dek(modp). (7)

The pos is calculated in the same way. Bob gets the dek, which can be used to
decrypt the data at the pos position.

Then proxy server sends (edek′s, epos′s) to Bob for his decryption, Bob
decrypts (edek′, epos′) with skB ,

(dek, pos) = decrypt(skB , (edek
′
, epos

′
)). (8)

The dek can be used to decrypt the data in the cloud database located in the
pos, and finally Bob generates a digital digest of the decrypted plaintext and
verifies whether the data is tampered or not by comparing with the existing
digital digest on the chain.

Data Supervision Module. The model is designed in the consortium
blockchain scenario, the private key of the authoritative node determines the
key of the subordinate node, and the authoritative node can have the permis-
sion of decrypting data encrypted by the subordinate node, but the ciphertext
generated by the authoritative node cannot be decrypted by the subordinate
node, in this way, while ensuring the anonymity of data, the content can be
regulated and the availability of blockchain can be extended. In the data super-
vision module, it includes two entities: data owner and data user. The interaction
process is shown in Fig. 5.

We take Alice as the data owner to illustrate the process of data supervision.
The authoritative node wants to view the encrypted data after Alice encrypts the
data and publishes it to the chain. The simple way for authoritative node is to
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Bob
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dek=Decpke (skB,edek')

m

Blockchain

dek=random()

Encpke (pkA, (dek, pos))

m=Decsym(dek, c)

metadata,edek,epos,H(m) metadata,edek,epos,H(m)

Alice
skB, pkB)skA, pkA)

Fig. 4. The interaction process of privacy data sharing

calculate Alice’s private key skA according to the key generation policy so that he
can decrypt (edek, epos) with skA to obtain (dek, pos). To obtain the key dek, the
data in the cloud database located in the pos can be easily decrypted. Finally the
authoritative node generates a digital digest of the decrypted plaintext, which
can be verified whether the data is tampered by comparing with the digital
digest on the chain.

5 Security Analysis

In order to meet the security of the CROSS, it is necessary to simultaneously
satisfy the key management security, non-tampering of data and the invisibil-
ity of plaintext to proxy. In this section we analyze the security of the model.
According to Theorems 1, 2 and 3, we prove that the proposed model is safe and
feasible.

Theorem 1. It is impossible for the lower node to crack the key of the author-
itative node.

Proof. In the model, the root node of the key distribution tree is composed
of a set of trusted nodes. Each node holds a key, and the keys of all nodes
are combined to form kroot, which ensures the security of the key distribution
mechanism. Even if a single node in MSP is hijacked, the key of a subordinate
node cannot be stolen. The key of each node in the tree is associated with the
superior node. According to the characteristics of the hash function, it is easy
for the authoritative node to calculate the key of its subordinate node, but
the reverse is non-computable, which satisfies the requirements of supervision.
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Fig. 5. The interactive process of data supervision

In addition, a revoked user can no longer read any data from the subordinate
node with the original private key, after the user has been revoked, the revocation
status value changes, the new node that replaces the revoked node will get the
new key, and the private keys of all cascaded subordinate nodes will be updated,
ensuring that only valid users can get the data.

Theorem 2. The proxy server does not have access to plaintext.

Proof. Data owners maintain an access control list that supports fine-grained
access control of data and protects the privacy of data owners. Only the data
owner can create a re-encryption key and set an access control policy, and the
data owner can control other users’ access to their data by updating the access
list, that is, by adding or revoking the re-encryption key. In our model, it is
assumed that the re-encryption proxy server is semi-trusted, that is to say, the
server performs this process accurately, but it will always try to understand
the data. Real data is encrypted using a random key dek generated by the
dataowner, dek was encrypted to edek by the public key of data owner, the
proxy server knows all the re-encryption keys, but it cannot get the real dek.
Before performing re-encryption conversion, only the data owner can decrypt
edek, after re-encryption conversion, only the authorized data user can decrypt
the encrypted the edek′. The corresponding private keys are not revealed in the
re-encryption process, thus the proxy server cannot access any plaintext data.

Theorem 3. Malicious tampering with private shared data is impossible.

Proof. The main advantage of blockchain is verified and non-repudiation. In our
model, all access to data can be traced through the blockchain log. In order to



CROSS: Supervised Sharing of Private Data over Blockchains 85

ensure the authenticity of the data, the signature is verified before the data is
published to the blockchain. The authentication mechanism allows real users to
access the data. On the blockchain, the digital digest of plaintext data is stored,
after data user decrypts the ciphertext, he can generate a new digital digest
of plaintext locally to compare with the digital digest on the chain, confirming
whether the data has been tampered with or not.

6 Conclusions

Considering the problem of data privacy concern and supervision on the cur-
rent blockchain, we propose a blockchain-based supervised private data sharing
model, combined with proxy re-encryption scheme and key distribution mecha-
nism based on tree structure. It realizes the hierarchical supervision and private
data sharing on the chain, effectively improving the privacy of the blockchain.
The security of the model is analyzed and proved in the paper. In future work,
we will use the consortium blockchain to conduct experimental research on the
proposed model and evaluate the experimental results to improve the model.
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Abstract. The proposed trusted network is respond to the increasingly
prominent internal network security threats. At present, research on trusted
networks focuses on two aspects: pre-network access check and dynamic
evaluation after access. The pre-access check considers the integrity of the
terminal and uses encryption and authentication methods to achieve it. The
dynamic evaluation uses the static and dynamic attributes of the trust to
implement trust evaluation.

Keywords: Trusted network � Trust evaluation � Trust model

1 Introduction

With the rapid development of new technologies and services on the Internet, network
and information security issues have become increasingly prominent. Most of the
current information security threats come from within the network, and the attack
methods present trends of intelligence, systematization, and integration. In order to
make up the current decentralized, isolated, single defense, and externally attached
network security system defects, the trusted network was proposed.

Trusted network studies the security threats within the network. The evaluation and
control of internal entities on the network has become an important means for achieving
network trust. Trusted network theory has also been widely used in fields such as IoT
[1], MANETs [2], Cloud Computing [3], E-commerce [4], and Social Network [5].

The current network powers are racing to study trusted networks. The eID network
trusted space construction scheme represented by South Korea and the European Union
has been proved to be incomplete. The US government proposed the “trusted network
space: Federal Network Space Security R & D Strategic Plan” in 2011 to give a
roadmap for the development of trusted network, which requires an integrated approach
to ensure the trust of cyberspace. China started earlier in the field of trusted computing.
Teams represented by Zhang Huanguo and Feng Dengguo have achieved many suc-
cesses in security chips, trusted security hosts, trusted computing platforms and
applications. Lin Chuang conducted research on the trusted network architectures and
prediction of user network behaviors.
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2 Trusted Network Connection

At present, research on trusted networks mainly focuses on two aspects: pre-network
access check and dynamic evaluation.

In the stage of network access, the early research realized network trust through
encryption and authentication mechanisms, and gradually developed into trusted net-
work architecture based on trusted computing base, trusted chain, and trusted behavior
analysis. There are Trusted Network Connect (TNC) architectures of Trusted Com-
puting Group, Microsoft’s Network Access Protection (NAP) architecture, and Cisco’s
Network Admission Control (NAC) architecture.

In terms of products, Huawei launched TSM (Terminal Security Management)
solution; TOPSEC launched TNA (Trusted Network Access) access solution; Juniper
developed TNC-compliant unified access control product “Juniper Networks Network
Connect 8.0”. These solutions or products are mainly used to implement system or
device authentication, key negotiation, and establishment of trust connections.

The mainstream trusted access technologies that are generally accepted and widely
studied at present are the TNC architecture and its basic technology TPM (Trusted
Platform Module) module and the mobile terminal’s trusted module MTM (Mobile
TrustedModule). TNC implements trusted access based on integrity check. It will be one
of the basic technologies for high-trusted networks because of its advantages, which will
have a significant impact on next-generation information security solutions [6]. The
current research on TNC focuses on the improvement of the TNC architecture and
protocol, cross-domain authentication, session key agreement, IPSec SA, trusted cer-
tificate, two-way non-equivalent evaluation, trust chain transfer and other aspects [7–9].

The main function of the TNC architecture is to determine whether the terminal can
access the corresponding network through the pre-access integrity and security check,
and there is insufficient attention to the security measures after the access. Therefore,
many researchers use the dynamic trust evaluation mechanism after access to achieve
the terminal’s full trust.

3 Trust Evaluation Model

In the field of dynamic trust evaluation, trusted network research lies in two aspects.
One is applied to the Internet of Things, such as WSN, M2M, MANETs, IoV, etc. [1, 2].
The trust evaluation model achieved access control, secure routing, data forwarding, etc.
under consideration of the energy consumption of the terminal, the computing capacity,
the node mobility, and other issues [11, 12]. The other is used for inter-members
interaction in social networks [5], commodities recommendation and consumers deci-
sion in e-commerce [4]. Device privacy and user privacy are also the focus of attention.
Prasant has been paying attention to user privacy protection methods for reputation
collection [13].
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3.1 Dynamic Trust Evaluation Model

The dynamic trust evaluation models include behavior analysis model, multi-attribute
decision model and reputation model.

The behavior analysis can be divided into equipment behavior analysis and user
network behavior analysis. Device behavior analysis is used for identity authentication.
Velten used touch screen interactions with smart devices to identify users by analyzing
touch behaviors. Wesolowski combined keyboards, mice, and graphical user interfaces
to increase the accuracy of authentication [15]. Peng et al. authenticate users more
accurately by adding dynamic learning habits and preferences based on devices
behavior identification [16].

Lin believes that trusted network should focus on the recording, evaluation, and
prediction of online user behavior [17]. Tian proposed behavior-based terminal state
analysis and trust decision criteria [18]. Meo combined the semantic analysis methods
to determine the relationship between user behaviors and trust in social sharing net-
works [19]. Behavior analysis models are generally used to identify malicious
behaviors [20], behavioral predictions [21], and so on. In the field of e-commerce,
consumers recommendation can be made through users purchase behaviors [4].

The multi-attribute decision-making model carries out trust decisions by analyzing
the attributes and attribute values that affect the user’s trustworthy. The multidimen-
sional trust decision attributes proposed by Li include direct trust, trust risk, feedback
trust, incentive function, and entity activity [22]. Jameel et al. proposed a vector-based
trust model in a pervasive environment. The model comprehensively considers attri-
butes such as self-trust, historical trust, and time to reflect the dynamics of the trust
relationship [23]. Liu selected the optimal trusted path based on the attributes such as
interaction degree, interaction times, and self-importance [24]. Xiong selected the
optimal trusted network component through multidimensional trusted evaluation index
trees such as functional attributes, reliable attributes, security attributes, and aging
attributes [25].

Trusted attributes include static attributes and dynamic attributes [26]. The static
attribute evaluation mechanism implements the subjective trust evaluation of the trust
evaluation subject based on the object’s own attributes. The static attributes include the
identity trust credentials and the inherent status information of the entity. The dynamic
attribute evaluation mechanism implements the subjective trust evaluation of the trust
evaluation subject for the object-related interactive behavior, and is related to the
behaviors type, the bearer information, the number of successful interactive behaviors,
and the subsequent influence.

Reputation model is one of the most widely used trust models. Since the beginning
of this century, reputation mechanisms have been used to build trust models, such as
TRUMMAR [27], EigenTrust [28], PeerTrust [29], and PowerTrust [30]. Josang often
uses reputation models to calculate entity trust [31, 32]. Since the reputation value is
derived from the recommendation and evaluation information among individuals, the
reputation model is widely applied to P2P networks [28], Ad hoc networks, cloud
platforms [33], e-commerce [34], and social networks.
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In order to improve the performance of the trust model, the accuracy of reputation
values can be improved by accumulating local knowledge [12], analyzing the relevance
of the recommended values with Pearson correlation coefficient [33], or evaluating the
volatility and consistency of the values [35].

Reputation model mostly uses graph theory to construct computational frameworks
[36]. Du divides the model into multiple community structures [5], Yin divides the
distributed system into several groups through group partitioning strategy [35].
Theodorakopoulos et al. calculated the shortest trusted path using semi-ring theory [37].

The reputation models study the assessment data collection and computation of
network users, and is applied to multi-user interaction scenarios. The reputation model
can be regarded as an extension of the behavior analysis model and the multi-attribute
decision model. The behavior analysis model is used to analyze user interaction data to
generate reputation values [33], and the multi-attribute decision model is used to dis-
tinguish multidimensional scenarios and applications and generate corresponding
reputation values [34].

3.2 Trust Calculation Method

The trust evaluation model implements trusted network based on trust of the network
entity. Trust is a measure of the mutual trust relationship in the network. It is similar to
the trust relationship in human society and has the characteristics of timeliness, partial
transitivity, ambiguity, and contextual relevance, anti-symmetry, composability,
agglomeration, etc. [1, 38]. Referring to these attributes of trust, the algorithms used in
the dynamic trust evaluation model include: discrete trust weighting algorithm, prob-
ability statistics methods, game theory algorithms, and fuzzy algorithms.

The discrete trust weighting algorithm comes from the composability and partial
transitivity of trust, and the weight is divided into decision maker weight and attribute
weight. The decision makers weight means that the evaluation subject weights include
subjective, objective and combination weighting methods [39]. According to the
sources of data, attribute weights are divided into subjective weighting method,
objective weighting method and subjective and objective weighting method [40].
Discrete values and colloquial expression values are generally used to calculate discrete
trust [41]. The discrete trust weighting algorithm is widely used because it is easy to
calculate and understand. Meo uses the context and node depth information to deter-
mine the weight of the recommendation value [42]. In the current trust evaluation
process, the trust of the user or terminal is calculated using the discrete trust model,
dividing the trust level [23], setting the trust threshold [36], determine the trust strategy
are become more and more common.

Discrete trust weighting model needs to divide trust grades, which will bring a new
problem. If the grading is too broad, it may not get effective control effect. If the
grading is too fine, it will cause the efficiency to decline. At the same time, performance
distortion may occur at the boundary of the trust grades [43], which leads to the fact
that the classification accuracy does not have a uniform distribution.

Because of the ambiguity of trust and the uncertainty of the trust relationship, it is
reasonable to calculate the trust value based on probability and statistical methods.
There are probability distribution models [44, 45], D-S evidence theory models [46],
information entropy models [47, 48], and Bayesian models [31, 32, 49] and so on.
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Ganeriwal [44] and Fang [45] build a trust model using beta distributions. Josang
established the Bayesian trust model [31] and constructed a trust model using multiple
evaluations based on the Dirichlet distribution [32]. Tian et al. proposed a P2P trust
model based on recommendation evidence, and predicted node behavior through
maximum likelihood estimation [46]. Wang enters the evaluation value of trust into the
reverse cloud algorithm, converts the obtained expectation into trust, and reflects the
uncertainty of trust through entropy and hyperentropy [47]. Ayday used the Bayesian
network model to perform multi-conditional predictions based on the statistics of the
previous behavior of the node, and made use of game theory to make decisions on trust
results [49].

The game theory algorithm is used for trust decisions, it provides a tool to determine
whether the terminal can interact with other terminals [52]. Sankaranarayanan proposed
a trust-based game theory framework and algorithm [53]. Fallah used a multi-stage
game strategy to solve terminal trust problems in mobile ad hoc networks [54]. Wu uses
Stackelberg game to solve user trustworthiness in cognitive radio networks [55].
Yahyaoui uses the game theory model to improve the performance, robustness, and
scalability of trusted services [56]. Pawlick proposed a games-of-game framework,
which combines the advantages of FlipIt game and Signaling game to calculate the trust
of the message [3].

Because of the fuzzy, dynamic, and complex nature of trust, fuzzy algorithms are
also widely used in trust computing [46]. Fuzzy trust models rely on defining functions
to reflect the degree of trust of nodes [57]. Damiani proposed a global method for
calculating trust by summarizing fuzzy trust values [58]. Nepal transformed the user’s
opinion into fuzzy values and calculated the evaluation sequence accordingly [59].

More and more studies are now using uncertainty-based methods to calculate trust.
For example, based on complex network and fuzzy decision analysis [60], cloud model
[47], probability theory method [44], gray system theory [61], and group decision [62].
This is because trust is not only ambiguous, but also rough because the boundary of the
confidence interval cannot be absolutely clear and causes the trust boundary to be
indefinite or has an indiscernible relationship.

3.3 Further Discussion

Above Trust calculation methods always need to summarize trust data globally or
locally. Due to the multi-source heterogeneity and mass characteristics of data, it is
impossible to achieve real-time or quasi-real-time trust evaluation anyway. Real-time
understanding of the state of internal entities is critical to achieving the trust of the
network.

In order to achieve real-time or quasi-real-time evaluation of a trusted network,
many considerations have been made from the perspective of reducing space com-
plexity [63]. Ayday reduced the computational complexity of the edge function by
means of factor graph and the Belief Propagation algorithm [49]. However, considering
the continuous increase of data running with the network, this method cannot funda-
mentally solve the problem.
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4 Conclusion

The security threats within the current network are becoming more and more promi-
nent. The proposal of the trusted network is precisely to solve the security risks that
appear within the network. Trusted network is achieved by calculating the trust of
entities in the network. Behavior analysis model, multi-attribute decision model and
reputation model provide a model framework for evaluation. Discrete trust weighting
algorithms, probability statistics methods, game theory algorithms and fuzzy algo-
rithms provide an algorithm framework for the calculation of trust.

The method of trust evaluation is quite mature. However, how to evaluate the
security threats within the network in a timely and effective manner is an urgent
problem to be solved. There is no effective solution at present, so we need to focus on
and study.
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Abstract. With the rapid advance of intelligent vehicles, auxiliary driv-
ing and automatic driving have been paid more attention to. While vehi-
cle security has become increasingly prominent, which is seriously related
to the property and personal safety. The attacker can send abnormal
information to the controller through internal CAN bus. Because of the
particularity of the vehicle CAN network information communication
protocol, the encryption authentication technology cannot effectively
solve the safety problem of the vehicle network. In the paper, a novel
anomaly detection method based on CAN packet content is proposed.
The scheme is effective in preventing in-vehicle ECU attacks caused by
malicious modifications. Statistical thinking is adopted to analyze the
characteristics of normal message content. Then a confidence interval
based on normal features is defined for detecting abnormal network mes-
sages. Its detection performance has been demonstrated through exper-
iments carried out on real CAN traffic gathered from an unmodified
licensed vehicle.

Keywords: Anomaly detection · CAN network · CAN bus ·
Data frame · Mahalanobis distance

1 Introduction

Cars have become an indispensable tool in our lives. The car network is closely
related to our lives. The CAN bus is currently the most widely used in-vehicle bus
network technology. Because of its strong real-time communication, and short on-
off cycle, the CAN bus has been widely utilized. However, with the increase in the
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number of peripheral access interfaces of the networked cars, security problems
have become more prominent. These interfaces can be utilized to access the CAN
network, attack the CAN network, and forge the CAN message to allow the cars
ECU to execute and consume ECU resources. These operations can directly send
control instructions to the CAN bus of the car [6]. These hidden dangers are no
longer as simple as stealing information and money, but actually threatening our
personal safety.

The anomaly detection mechanism proposed in this paper is mainly for the
anomaly detection of CAN bus data block. The CAN message primarily consists
of ID block and data block. Only detecting CAN ID is unable to find whether
the content of the message data block has an abnormality, the data field of
CAN bus carries important control commands, sensor information and other
key information to control the operation of the on-board system [7]. Thus, It is
extremely significant to detect the anomaly of the data field of the CAN bus.
The performance of the algorithm for the injection of malicious messages has
been evaluated. Moreover, computational requirements of the algorithm are low
enough to be compatible with the very limited hardware constraints of micro-
controllers used to develop the ECUs (Electronic Control Units) embedded in
modern vehicles.

2 Related Work

Kammerer et al. proposed the design of a star-coupled router as the central gate-
way for all sub-networks in the car to enhance the security of the CAN bus [3].
Each sub-network is connected to the router through the CAN interface system.
The router has a routing configuration table. The router uses the information in
the routing configuration table to detect and filter the CAN data frames. This
method increases the cost and requires higher computing and storage capabilities
of the router.

Groza et al. conducted various researches on the safety problems of the on-
board CAN bus, proposed a series of light broadcast authentication protocols
such as EPSB and Libra-CAN, and verified the availability of these protocols
in the scenario where the number of ECU nodes is small [1]. However, in the
real vehicle environment, involving multiple ECU nodes, the effectiveness of the
algorithm is difficult to verify.

Studnia et al. proposed to design a state based anomaly detection system
to determine whether the data frames transmitted on the bus meet the current
state of the car (such as stationary, normal driving, and emergency procedures
after collision) [4].

Many researchers tried to apply different neural network models to anomaly
detection in CAN networks, such as recurrent neural network, deep neural net-
work, and so on. Based on the trained neural network model, a predicted data
packet can be output, and then the predicted data packet is compared with the
real data packet, and if the error exceeds the acceptable range, an abnormal
alarm is performed. Therefore, The sensor can identify malicious attacks on the
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vehicle [8–11]. However, due to the limited calculation and storage of the ECU,
The proposed algorithm is constrained.

Narayanan et al. proposed a Hidden Markov Model to detect anomalous
states. Using this model, while a vehicle is in operation, the system is able to
detect and issue alerts [2]. Similarly, due to the limited calculation and storage
of the ECU, The proposed algorithm is constrained.

The algorithm proposed in this paper mainly monitors the data frame of a
CAN message. This design choice has several advantages over the prior art. First,
We remark that proposed solution for improving CAN bus security complies with
the hardware constraints of a typical automotive ECUs, having very low memory
and computational requirements. Secondly, attacks against malicious tampering
with CAN message data frame content can be detected in real time.

3 Preview

3.1 Controller Area Network

Automotive electronic components are connected in the car through the CAN
network, and electronic components ECUs communicate via CAN messages.
CAN network model is shown in Fig. 1. In CAN bus, ECU and ECU controller
use data frame to transmit information, and broadcast messages to CAN network
with specified ID. CAN data frame can carry 0–8 bytes of data, and the message
can use 11-bit standard frame ID or 29-bit extension frame ID. The standard
format of the data frame is shown in Fig. 2. It should be noted that the CRC
field can only provide some form of protection against random modification of
a CAN data frame. Since it is not built upon strong crypto and authentication
primitives, attackers can inject data over the CAN bus or introduce arbitrary
modifications in legit CAN data frames and easily compute a new valid CRC.

Car Wireless connec on

ECU ECU

external
bus

interface

internal can bus

external 
environment

external
bus

interface

Bluetooth wifi etc

Fig. 1. On-board CAN network model.

3.2 Security Problems in CAN

Previous studies have pointed out the following security vulnerabilities in the
CAN protocol.
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Fig. 2. CAN message standard format.

Lack of security mechanism: Every CAN message can be easily spoofed
because it does not contain sender information and does not use any message
authentication mechanism other than CRC.

Broadcast nature: Each CAN message is transmitted to all nodes connected
to a single CAN bus, which allows an attacker to easily eavesdrop or analyze
CAN messages.

Due to these security vulnerabilities in the CAN protocol, it poses a serious
threat to today’s smart cars.

3.3 Mahalanobis Distance

The Mahalanobis distance is an effective way to calculate the similarity between
samples or between samples and their shared patterns. It is not affected by the
dimension and can amplify small changes in the variable. It can also be used
to identify outliers. The Mahalanobis distance was proposed by Indian statisti-
cian Mahalanobis in 1936. The generic formula for evaluating the Mahalanobis
distance between the sample vector and population G can be found in Eq. 1.

DM (x) =
√

(x − μ)T S−1 (x − μ) (1)

where μ and S represent the mean vector and covariance matrix of the overall
sample G, respectively.

4 System Resign

4.1 Overview of the System

The whole system is generally divided into a model training part and a test part.
Training phase: After the message flows into the data processing module,

the data frame is calculated by the method proposed in the paper to obtain
the confidence interval of the data frame feature. The feature storage module is
responsible for storing these features, which will be used to identify CAN data
frame anomalies.

Test phase: The decision module is responsible for determining whether a
CAN message has an exception. If it is a normal message, you can also control
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whether it can enter the message collection module. Otherwise the system will be
alert. If the detection system performs well, there is no need to update the CAN
message feature database of the data storage module. Otherwise it will need to
update its message library. Detection system structure is shown in Fig. 3.

Confidence
intervals

Feature 
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Data Storage 
Subsystem

Decision 
Subsystem

Data collection Feature 
extraction

Data Process 
Subsystem

Data Capture
Subsystem

confidence 
interval?

warning

NO

Pass
Yes

Calculate 
mode

Fig. 3. System architecture.

4.2 Overview of the Proposed Algorithm

Since the CAN data frame can have up to 8 bytes, it uses 4-bit encoding. We
assume that the data frame samples of the same CAN ID follow the same dis-
tribution. First, preprocess the on-board CAN bus message samples to obtain
a standardized on-board CAN bus message samples. Samples of packets with
incomplete data bits are self-filled to 8 bits, and all filled with 0. Finally, Nor-
malized message samples are grouped based on the same CAN ID. Suppose the
group has M sample vectors X1 ∼ Xm, each sample vector has 8 features (every
8 bits as a feature), μ and S represent the mean vector and covariance matrix
of the overall sample G, respectively. The Mahalanobis distance is evaluated as
shown in formula (1). The algorithm steps are as follows.

Then, we can define a confidence range
(
x̄ − s√

n
tα

2
(n − 1) ,

x̄ + s√
n
tα

2
(n − 1)

)
, where S is the variance of samples, n is the number of the

samples, and 1 − α is Confidence level (here take 0.95), x is the mean of all di
values, and tα

2
value can be gained from table in [5]. The value of d falls below an

empirical threshold
(
0 < d < x̄ − s√

n
tα

2
(n − 1)

)
or exceeds an empirical thresh-

old d > x̄ + s√
n
tα

2
(n − 1) indicates that the value is abnormal.

It is worth noting that the t distribution is used because the experimental
data collected can only be regarded as the sampling of the normal CAN message
distribution, so we use the confidence interval of the Mahalanobis distance to
perform anomaly detection, and the detection effect will be better.
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Algorithm 1. Calculating Mahalanobis distance from data frames
Input: CAN bus messages M = {m1,m2,m3, ...,mn}
Output: Mahalanobis distance between samples and population mean vector DM =

{dM1 , dM2 , · · · , dMn}
1: for each data frame do
2: Group by ID
3: for every 8 bit do
4: Convert into decimal
5: end for
6: Calculate Mahalanobis distance
7: end for

5 Experiments

5.1 Experiment Setup

The data set used in this experiment is a real CAN bus data from an unmodified
licensed vehicle, which contains 150000 CAN messages from the CAN bus with
a speed of 250 kbit/s.

The data in its original state is a collection of text files containing comma
separated values with ID, DLC fields (Indicates data length) and data fields.
We divide the raw data files into different files by ID. For each different ID file,
we assign 80% of the file data to the training model and the 20% file data is
split into normal and simulated anomaly among the testing packets. Each byte
in data field is an attribute of the message. The data frame is composed of 8
attributes (n0, n1, n2, n3, n4, n5, n6, n7) to represent the corresponding meaning
in the communication protocol. In actual situations, the received CAN message
needs to be analyzed based on the specific communication protocol. We convert
the bus message from hexadecimal to decimal, which does not lose its attribute
characteristics. The experimental data comes from the real vehicle environment
and there are no abnormal messages. Therefore, we use the odd-order random
method to generate abnormal messages. Each of these attribute value is obtained
by a random assignment of 0–255. We inject these abnormal data frame into the
message which CAN ID is legal to get the abnormal test data. Finally, these
abnormal data are randomly mixed into the normal data as test samples.

5.2 Anomaly Detection

Select 500 normal CAN message with ID 0x10d as training samples. Take 200
abnormal samples randomly mixed with 300 normal samples as test cases and
input to system for detection. The test results are shown in Table 1. It should
be noted that for the attack of maliciously injecting data packets, the proposed
detection algorithm has no false alarm, hence the false positive rate is 0.

Table 2 shows the range of Mahalanobis distances between the sample data
frames of each ID and their overall samples. Figure 4 shows the detection rate of the
different kind of CAN ID message. From the result, we can know that the anomaly
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Table 1. Test results

Messages Abnormal packets Abnormal packets detected Detection rate (%)

500 200 185 92.5

detection for the data field of the CAN message has different detection effect on
different CAN ID. We find that the detection rate of an abnormal message whose
data frame contains many 0 or changes less is high. In contrast, the detection rate
of an abnormal message whose data field changes greatly is low.
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Fig. 4. Detection results of different CAN ID packets.

Table 2. Mahalanobis distance interval for different ID samples.

ID 1 2 3 4 5 6 7 8 9 10 11 12 13

minDM
1.117 1.534 0.884 0.868 0.903 0.860 1.621 1.410 0.873 0.865 0.913 1.029 0.861

maxDM
5.298 3.938 5.620 4.725 5.738 5.634 5.534 5.050 5.507 5.532 4.158 4.956 6.021

5.3 Time and Memory Cost

This section gives an accurate examination of the computational complexity
and memory requirements of the proposed algorithm to demonstrate its low
computational requirements, making it suitable for common ECUs in modern
vehicles.

Computational Complexity: Since the message transmitted on the CAN bus
is binary, Sect. 4 discusses the real-time detection algorithm that requires the
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conversion of binary data to decimal. The time complexity required for this step
is O(N), N is the number of digits required. When calculating the Mahalanobis
distance between a CAN message data frame of a specific ID and its overall mean
value, the required time complexity can be regarded as a constant, that is, the
calculation can be completed in a linear time. The computational complexity of
the final real-time detection is evaluated as O(N).

Memory Requirements: The proposed detection system requires the use of
an index data structure to store a confidence interval for a specific ID with
respect to the Mahalanobis distance. The size of the structure is evaluated as
N * L, where N is the number of unique ID on the internal network (in this
paper, 27 different CAN ID are found), and L is the number of bits required
to store the confidence interval. The confidence interval data is FLOAT type.
The memory of the FLOAT type consists of three parts: the sign bit (1 bit),
the exponent part (8 bits) and the mantissa part (23 bits). So for the detection
system, in the feature storage module, 2 * 32 * 27/8 = 216 bytes is required, in the
calculation module, (8 * 8 + 8) * 32/8 = 288 bytes is required. 8 * 8 * 32 is used to
store the inverse of the covariance matrix of a particular ID, and 8 * 32 is used
to store the mean vector. Common low-end ECUs are generally composed by
microcontrollers with 1 computational core, with few hundreds of Kilo Bytes
of RAM. And its operations can be carried out by a common microcontroller
equipped with a single core. Hence, the proposed live-detection algorithm can
be implemented on common low-end ECUs.

6 Conclusion

A novel anomaly detection algorithm proposed in this paper detects the abnor-
mality of the CAN message data frame, which can effectively prevent the attacker
from maliciously modifying the content and launching an attack on the ECU in
the vehicle. In this paper, when collecting vehicle bus messages, the collection
time is not long, high speed and other conditions are not considered.

Future work includes not only the integration of our algorithms with detec-
tion methods based on replay attacks and traffic attacks, but also the study of
the approximate location of tracking malicious ECUs.
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Abstract. With the widespread use of the Android operating system,
the number of applications based on the Android platform is growing.
How to effectively identify malware is critical to the security of phones.
This paper proposes an Android malware detection method based on
the combination of sensitive permissions and API features. This method
extracts the permission features and API features by decompiling the
APK file, and then uses the mutual information to select sensitive per-
missions and APIs as feature sets. On this basis, an ensemble learning
model based on decision tree classifier and KNN classifier is used to
quickly and accurately detect unknown APKs. The experimental results
show that the discriminative accuracy of the proposed method is higher
than that of the permission set or the API set alone, and the accuracy
rate can reach up to 95.5%.

Keywords: Permissions and APIs · Android malware detection ·
Mutual information · Ensemble learning algorithm

1 Introduction

With the continuous development of mobile phone hardware performance, smart
phones have become more and more popular in people’s daily life, and the cor-
responding Android applications are also growing. Since Android apps can earn
revenue through advertising, etc., many independent developers may pursue ben-
efits and steal the privacy, property, etc. of the downloaded users, which results
in the creation of a large number of malicious applications. In addition to the
Google Play market, there are many other third-party application download
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platforms on the market [1]. However, the supervision of relevant departments is
often limited, resulting in some malicious applications flowing into the market,
and the crazy spreading of people’s downloads has caused huge losses to peo-
ple. According to the 2017 Android malware special report released by 360 Fire
Lab [2], the total number of malware samples on the Android platform inter-
cepted in 2017 was 7.573 million, an average of 21,000 per day. Therefore, how
to effectively detect malicious applications from a large number of programs to
protect the security and interests of Android mobile phone users is a necessary
and urgent challenge for researchers.

The paper proposes an Android malicious application detection method
based on sensitive permissions and APIs. The method is mainly divided into two
parts: training phase and detection phase. In the training phase, the permissions
and API features in the APK file are extracted in batches by decompilation, and
then use the mutual information model to generate feature sets with 10 sensitive
permissions and 20 sensitive APIs ranking from high to low. The results of the
two classifiers of the tree classifier and the KNN classifier are linearly correlated
to generate the final result, which is used as an ensemble learning model. In the
detection phase, using the above set learning model to quickly classify a large
number of APKs. Experiments show that the detection method that combines
sensitive permissions and APIs is more accurate than the detection by using
permission or API alone.

2 Related Work

Malware detection and classification are challenging problems, especially on
mobile platforms. Researchers have made great efforts to address these prob-
lems in various ways. In this section, the previous work addressing malware
problems is discussed.

2.1 Dynamic Analysis Approaches

Android application dynamic analysis is to trace the relevant memory, such
as register contents, function execution results, memory usage, etc., to analyze
function functions, clarify code logic, and mine possible loopholes in the case of
running code. The advantage of the behavior-based detection method is that it
can handle the obfuscated encryption of the code very well. Many researchers
have deeply analyzed the application from a dynamic perspective. Cai and Chen
[3] proposed that there are some unique advantages of behavior-based dynamic
detection techniques. The feature databases are small and do not require frequent
updates. TaintDroid [4] identified sensitive information at a taint source, and
tracked, dynamically, the impact of labeled data to other data that might leak
the original sensitive information. The impacted data were identified before they
left the system at a taint sink. DroidScope [5] collected detailed native and
Dalvik instruction traces to track information leakage through both Java and
native components. These dynamic methods all aim to conduct taint analysis to
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detect suspicious behaviors during runtime. However, behavior-based detection
technology needs to be monitored in real time during the running of the program.
It requires high automation and real-time, and requires more time and memory
resources.

2.2 Static Analysis Approaches

Static code analysis is an analysis of code correctness and compliance that can
be performed without executing a program. The advantage of static code analy-
sis is the high speed of detection. Because there is no need to run, the detection
speed is fast. Apposcopy [6] proposed a high-level language to capture the sig-
natures describing semantic characteristics of malware families. Based on the
extracted signatures, a static analysis was conducted to detect certain malware
families. The literature [7] proposed a model based on API calls, and used the
permissions available in various Android applications to capture the functions
related to malware behavior, but there is a problem of high false positive rate
in this model, which needs to be solved in the future. Literature [8] proposed a
tool called Stowaway. With the help of this tool, people can identify whether the
programmer has excessive permission to apply for permission during the devel-
opment of Apps, because of this seemingly inconspicuous behavior there will be
many security risks for the application. Wang et al. [9] considered each permis-
sion as a feature to establish a feature vector and distinguish between malicious
programs and normal programs through classification algorithms. However, there
are limitations to only having permissions as features, because this does not fully
describe the characteristics of malware.

3 System Design and Implementation

The malware detection process framework designed in this paper is shown in
Fig. 1. The main process is divided into two parts: feature generation and inte-
grated learning model.

APK file Feature 
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API calls

Feature 
vector

DT
Classifier

Classification 
result

Classification 
result

kNN
Classifier

Result

Feature Generation
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LWSM

Fig. 1. Flow chart of malware detection
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3.1 Feature Generation

The feature generation phase mainly includes three modules: feature extraction,
generation permission application and collection of API calls, and feature vector
generation.

Feature extraction: APK is the Android application package file, which is
an application installation file format on the Android operating system. Struc-
turally, APK is a file based on the zip file format, which is similar to the way
jar files are constructed [10]. The permission information and API information
used in this article are respectively stored in the manifest.xml file and the smali
file. This article uses the python script file provided by the Androguard tool to
decompile static analysis. For this purpose, a python script program is written
to extract and output the application permissions and API calls information in
the APK file to the specified file in batches in order to complete the first step of
the experiment to extract features.

Generating a collection of permission requests and API calls: through the
above, the permissions and API information of the application have been col-
lected, but there are tens of thousands of known permissions and APIs, and
malicious applications and benign applications are different in the permission
applications and API calls. The extracted information features need to be fil-
tered. This paper uses the mutual information method to filter out the top 10
sensitive permissions and the 20 top sensitive APIs (see Table 1). Mutual infor-
mation can measure the relevance of specific permissions, APIs, with applica-
tions. A collection of permissions and APIs are choosed based on the relevance.
The formula for mutual information is as follows:

I(X,Y ) =
∑

xi

∑

yj

p(X = xi, Y = yj) × log
p(X = xi, Y = yj)

p(X = xi) × p(Y = yj)
(1)

Among them, the variable X indicates whether the permission or API appears
in an application, the variable Y represents the category of the application
(belonging to normal software or malware), and p(X = xi) indicates the prob-
ability that the variable X is xi, p(Y = yj) represents the probability that the
value of the variable Y is yj . According to the mutual information formula, the
correlation value I(X,Y ) of each permission or API with software is obtained.
The value ranges from 0 to 1. The larger the value, the higher the correlation
between the two. The value of 0 means there is no correlation between the two,
and the value of 1 means there must be a correlation.

Feature vector generation: for each application, create a 30-dimensional vec-
tor [feature]1∗30, including the 10 permission features and 20 API features pre-
viously filtered. Then this vector is uniformly formatted, that is, processed into
CSV format. If the feature of the corresponding dimension of the vector appears
in the file output in the feature extraction step, the dimension is set to 1, oth-
erwise it is set to 0.
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Table 1. The 10 most sensitive permissions and 20 most sensitive API calls

Permissions API calls

1 READ SMS 1 sendMultipartTextMessage() 11 getSimOperator()

2 SEND SMS 2 getNETWORKCountryIso() 12 getAccountsByType()

3 READ PHONE STATE 3 openConnection() 13 getDisplayMessageBody()

4 READ CONTACTS 4 chmod() 14 com.android.contacts()

5 RECEIVE SMS 5 abortBroadcast() 15 getOutputStream()

6 ACCESS NETWORK STATE 6 writeTextMessage() 16 getDeviceId()

7 INTERNET 7 writeExternalStorageState() 17 getInputStream()

8 CALL PHONE 8 sendTextMessage() 18 startService()

9 WRITE SMS 9 getLine1Number() 19 getRunningTasks()

10 INSTALL PACKAGES 10 getLastKnownLocation() 20 updateConfigurationLocked()

3.2 Ensemble Learning Model

The classification algorithm is trained by using the feature vector [11] of the
collected samples, and then discriminates the unknown samples. Different clas-
sification algorithms are trained and tested for the same batch of samples, and
the resulting classification results will be different. Therefore, using the ensemble
learning method to classify the training of samples. This study uses the ensemble
learning method based on kNN and decision tree to train and classify samples.
In the ensemble learning model, a single weak classifier performs training pre-
diction on the sample data, and then combines the prediction results of these
weak classifiers to vote for the final prediction result. This approach reduces
the variance of the base class classification by introducing randomness into the
model building process [12].

Weak classifier: first of all, the kNN classification algorithm is easy to imple-
ment and understand, and it has high classification accuracy in the classification
algorithm. In addition, KNN is an online technology, new data can be directly
added to the data set without retraining, so the kNN classifier is more suitable
than other classifiers. The “information gain” approach is used in the attribute
selection of the decision tree algorithm, which is much the same as the mutual
information method used in this study. Therefore, the decision tree classifier is
used.

Weighted voting: better classification results can be obtained by combining
multiple individual classifiers into one strong classifier. This paper assigns dif-
ferent weights to KNN and decision tree classifier. Finally, the weight of 0.4
is assigned to KNN, and the weight of 0.6 is assigned to the decision tree. If
the detected application is benign, then result-DT and result-kNN are set to 1.
Otherwise, set it to 0. In addition, our detection model has a threshold set to
0.5. This is because the probability that an unknown application is considered
malicious is theoretically the same as a benign probability. Specifically, using
the Linear Weighted Weights Method (LWSM) to calculate the probability that
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an unknown application is classified as a vicious or benign program. The linear
weighted sum calculation is shown in Eq. 2:

Result =
1
2
(R1 ∗ P1 + R2 ∗ P2) (2)

Where Ri represents the result of the classifier, its value is 0 or 1, which
means that the application is a malicious application or a benign application. Pi

represents the weight of the two classifiers, and P1 + P2 = 1. Based on this, the
following four results are obtained:

• when result-DT = 1 & result-kNN = 1:
Result = 1

2 (1 ∗ 0.6 + 1 ∗ 0.4) = 0.5
• when result-DT = 1 & result-kNN = 0:

Result = 1
2 (1 ∗ 0.6 + 0 ∗ 0.4) < 0.5

• when result-DT = 0 & result-kNN = 1:
Result = 1

2 (0 ∗ 0.6 + 1 ∗ 0.4) < 0.5
• when result-DT = 0 & result-kNN = 0:

Result = 1
2 (0 ∗ 0.6 + 0 ∗ 0.4) < 0.5

If the result is equal to 0.5, the application will be judged as a benign appli-
cation. Otherwise, it will be a malicious application.

4 Experimental Results and Analysis

4.1 Experimental Environment

In this experiment, 2474 normal applications and 3526 malicious applications
are selected as experimental data sets. Among them, the normal Android appli-
cations are collected from third-party application market and Google Android
Market [13] by using web crawler programs, and the malicious applications are
provided by the malicious sample set of the virusShare.com [14]. The experi-
mental environment is: operating system of Windows 10, processor: Intel Core
i5, 4 GB of memory, Python 2.7 scripting languages.

4.2 Results and Analysis

In order to evaluate the detection model, testing a large number of samples for
experiments and conducted multiple sets of comparative experiments to demon-
strate the superior performance of proposed test models. The results of the
experiment are evaluated by TPR, FPR, Precision and Accuracy.

Overall performance: as shown in Fig. 2, experiments are performed on 5,000
samples by selecting different features. The distribution ratio of test set and
training set is 1:3. As can be seen from the figure, the overall detection accuracy
of the model can reach 95.5%. Our proposed method of combining permissions
and API as a feature has a better classification effect than the detection of a
feature alone. It can be clearly seen that the single feature detection in detection

http://virusShare.com
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Fig. 2. Overall performance

Fig. 3. Ensemble learning model performance

accuracy is lower than the permission and API combination detection. And our
method has a significant reduction in the false positive rate, but the false positive
rate is still high, which is a problem needed to be solved in the future. In short,
the malware detection method proposed based on sensitive permissions and API
has better detection results.

Ensemble learning model effect: the ensemble learning model is evaluated
by comparing the combined classification method of k-nearest neighbors and
decision trees with the classification method using only one of them. The effect
diagram is shown in Fig. 3. Through Fig. 3, all aspects of using the ensemble
learning model are better than using any of the classifiers alone, so using the
ensemble learning model to detect and classify is effective.

Ensemble learning model weight selection: the ensemble learning model needs
to assign a weighting ratio to the classification results of each classifier to obtain
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Fig. 4. The effect of weight on accuracy

the final classification result. Different weights have a significant impact on the
final classification result. For this reason, selecting the test weighting interval to
be 0.1 to obtain the detection accuracy of different weight ratios as shown in
Fig. 4. It can be seen from the figure that different weight selection has a great
influence on the accuracy of the whole model. According to the figure, the final
choice is to assign a weight of 0.6 to the decision tree classifier and assign 0.4
to the kNN classifier. This is also because the kNN algorithm itself is relatively
simple, and it has a certain influence on the experimental results when facing
the unbalanced data set.

5 Conclusion

Starting from the two characteristics of the Android application’s permissions
and API, we collect the feature set of the application software sample through
decompilation, and then extract the high-risk API and permission features using
the mutual information model, and combine the two to generate the permission-
API feature. The vector is then used to implement classification detection of
Android malicious applications through an ensemble learning model. The simu-
lation experiments on 3526 malicious applications and 2474 normal applications
show that the proposed method has good effects on accuracy and true posi-
tive rate. This method can effectively improve the accuracy of Android mali-
cious application detection, more comprehensively reflect the characteristics of
Android applications, but the false positive rate of this method is still slightly
higher, and we need further improvement in subsequent research.
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Abstract. Due to the multi-scale fusion of cyber-physical systems, attackers
can attack the physical space based on cyber space intentionally. This process
can cause cascading failures and then in sharp contrast with the previous
physical space. Thus, how to effectively evaluate the security of cyber-physical
systems becomes critical. In this paper, we model the cyber-physical systems
and then analyze the cascading failure process under target attack strategy. After
doing that, based on the comparative analysis of simulation experiments, we
analyze the main factors affecting the security of the cyber-physical system.

Keywords: Cyber-physical systems � Target attack � Cascading failures �
Security assessment

1 Introduction

With the advancement of smart grid technology, the continuous integration of tech-
nologies such as information perception, ubiquitous computing has realized the
interconnection and deep integration of physical space and cyberspace, and finally
formed Cyber-Physical System (CPS) [1–3]. In CPS systems, communication network
needs grid network to support power energy, while power stations are controlled by
communication network [4, 5]. Then the CPS systems can be regarded as interde-
pendent systems [6–9]. However, for interdependent system architecture, the failures in
one network can lead to the cascading risk in another. For example, the breakdown of a
power station network [10] could lead the corresponding nodes failure in communi-
cation network. Especially, the failures may even occur recursively between the two
interdependent grid network and communication network [11]. The hacker may attack
the physical space based on the information space due to the integration of cyberspace
and physical space. That is to say, a node in one network is attacked or invalidated [12–
14], may cause cascading failure of another network node. For this reason, it is very
important that carry out security risk assessment and how to ensure that the CPS system
operates stably.
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Many researchers have carried out research on security assessment of CPS system
in recent years. The traditional reliability analysis method “fault tree analysis” [15, 16]
is used in the security assessment of CPS systems such as intelligent transportation [17]
and power system [18]. However, the derivative failure caused by the coupled rela-
tionship between the cyber network and the physical network in the CPS systems is not
considered. Yang [19] and Chen [20] considered the cascading failure characteristics of
CPS system, and simulated and verified the failure process based on interdependent
network theory. But the type of attack in the actual CPS is often a highly targeted target
attack [21, 22], and brings a large cascading failure risk to the CPS system. The above-
mentioned security assessment methods for CPS are mainly analyzed from the per-
spectives of single network attributes or a single random attack. And it lacks effective
analysis of the cascading failure process and security assessment of CPS under actual
type of attacks.

2 System Model and Basic Concepts

In this section, we mainly introduce the model of cyber-physics systems. We analyze
the actual cyber-physical system and its types of attacks, and model the types of attacks
to which the actual network is subjected.

2.1 System Model

By analyzing the connection relationship between the coupled systems, we divide the
connection relationships of the coupled system into two types. One is the connection
inside the network, we call it the intra-network connection, and the other is the con-
nection between the networks, which we call the inter-network connection. In order to
analyze the reliability of the cyber-physical system qualitatively, we assume that the
connections between the nodes of the two networks are equal ratio connection. Without
loss of generality, we set NA : NB ¼ 3 : 1, which means one node in network B is
connected to three nodes in network A, and this connection is completely random. Here
we use NA and NB respectively to show the number of nodes in the cyber network and
the physical network.

2.2 Basic Concepts

In the foregoing modeling process, the model of the cyber-physical system is a coupled
network composed of communication network A and physical network B. The failure
of the nodes in the A network will invalidate the nodes in the B network in turn. The
cascading failure will stop in the following two situations. The process of cascading
failure is a very important characteristic of the cyber-physical system after being
attacked. It is completely different from the failure process of single network under
attack. When a network is attacked, the network will splits into a larger component and
some smaller components. We stipulate that only nodes satisfy the following two
conditions can maintain the function [20, 22].
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(1) A node in the current network must be connected to a node in another network.
(2) The node must be within the giant connected component.

The nodes that satisfy the above two conditions are called functional nodes. The
functional node is a very important node in the network. When a network is attacked,
only the functional node can be retained. There is no functional node in the network
illustrate that the network has completely collapsed.

3 Theoretical Analysis of Cascading Failures Process

In this section we will establish a mathematical framework to analyze the security of
cyber-physical systems under target attacks.

3.1 Target Attack in Cyber Network

We use Wa kið Þ to represent the probability of node i with degree k attacked in initial
target attack:

Wa kið Þ ¼ kaiPN
i¼0 k

a
i

ð1Þ

For the Eq. (1) we can see that the formula becomes meaningless when a = 0.
Therefore, we improved the above equation to get the following equation for the study
of the actual coupling system:

Wa kið Þ ¼ ki þ 1ð ÞaPN
i¼0 ki þ 1ð Þa ð2Þ

When target attack occurs, we assume that the ratio of nodes being attacked is 1-p,
but we keep the edges of the remaining nodes which lead to the removed nodes.
Assume ApðkÞ represent the number of nodes with degrees k, we can get:

PpðkÞ ¼ ApðkÞ
pNA

ð3Þ

In the limit of N ! 1, the Eq. (3) can be showed as derivative of ApðkÞ with
respect to p. When N ! 1 combining Eq. (2) with Eq. (3) we can get

�p
dApðkÞ
dp

¼ PpðkÞ � N
PpðkÞðkþ 1ÞaP
k PpðkÞðkþ 1Þa ð4Þ
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The probability of edge deletion in the remaining node is equal to the ratio of the
number of edges in the remaining node to the number of edges.

~p � pNhkðpÞi
Nhki ¼

P
k PðkÞktðkþ 1ÞaP

k PðkÞk
ð5Þ

Where kh i is the average degree of the original network A. Then we can obtain the
generating function of the remaining nodes as follows:

GAcðxÞ � GAbð1� epþ epxÞ ð6Þ

Equation (6) is the generating function of the remaining nodes after target attacked
in network A. We can get eGA0ðxÞ from the equation eGA0ð1� pþ pxÞ ¼ GAcðxÞ as

eGA0ðxÞ ¼ GAb 1þ ep
p
ðx� 1Þ

� �
ð7Þ

According to the generating function of the network, we can obtain the generating
function of the underlying branching process eGA1ðzÞ as follows:

eGA1ðzÞ ¼ eG0
A0ðzÞ=eG0

A0ð1Þ ð8Þ

When A′ is attacked randomly to delete (1-p) proportion nodes, the degree distri-
bution of the remaining nodes and the generating function of the corresponding degree
distribution will change. The fraction of nodes that belong to the giant component is

gAðpÞ ¼ 1� eGA0 1� p 1� fAð Þ½ � ð9Þ

We can get the iterative equation of cascading failure by the method of generating
function and percolation theory.

3.2 Equivalent Random Failure in Network A′

We assume that the fraction 1-p of nodes fails due to the attack. Then we can find the
number of remaining nodes can be shown as:

N 0
A1 ¼ p � NA ¼ l01 � NA ð10Þ

Where l01 is the fraction of the remaining nodes. According to the previous anal-
ysis, we can know that the number of nodes belonging to the giant component in N 0

A1 is

NA1 ¼ gA l01
� � � N 0

A1 ¼ l01 � gA l01
� � � NA ¼ l1 � NA ð11Þ
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3.3 Cascading Failures in Network B Due to A-Node Failures

Owing to the coupling of the cyber-physical system, the nodes in the network B will
fail due to the failure of the nodes in the network A0. The number of nodes in network B
that have dependencies is

N 0
B2 ¼ 1� 1� l1ð Þ3

h i
� NB ¼ l31 � 3 � l21 þ 3 � l1

� � � NB ¼ l02 � NB ð12Þ

Similar to the first step, we can obtain that the number of nodes belonging to the
giant component,

NB2 ¼ gB l
0
2

� �
� N 0

B2 ¼ l
0
2 � gB l

0
2

� �
� NB ¼ l2 � NB ð13Þ

3.4 More Fragment in Network A′

According to the random failure of the first step, we can know that one node in network
B may be connected to one, two or three nodes in network A′, or may not be connected
to any node in network A′. Based on the coupled system model, the number of nodes
with dependencies in the network A′ is

N 0
A3 ¼ l2 � NB � C1

3 � l1 � 1� l1ð Þ2�1þC1
3 � 1� l1ð Þ � 2þ l31 � 3

h i.
1� 1� l1ð Þ3
h i

ð14Þ

From NA1 to N 0
A3, we know that

NA1 � N 0
A3 ¼ 1� gB l02

� �� � � NA1 ð15Þ

The proportion of nodes removed from NA1 is equal to the same proportion of
nodes removed from N 0

A1. Then

NA1 � N 0
A3 ¼ 1� gB l02

� �� � � NA1 ¼ 1� gB l02
� �� � � N 0

A1 ð16Þ

Thus the number of nodes belonging to the giant component in N 0
A3 can be found,

NA3 ¼ l03 � gA l03
� � � NA ¼ l3 � NA ð17Þ

3.5 Further Cascading Failures on Network B Once Again

Similar to the second step, we can find the number of nodes with dependencies in the
remaining nodes in network B

N 0
B4 ¼ 1� 1� l3ð Þ3

h i
� NB ¼ l33 � 3 � l23 þ 3 � l3

� � � NB ð18Þ
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As with the third step of the analysis process, we can obtain

NB2 � N 0
B4 ¼ 1� l33 � 3 � l23 þ 3 � l3

� �
=l2

� 	 � N 0
B2 ð19Þ

Therefore, the fraction of the total failed nodes in network B is

1�l02 þ l02 � 1� l33 � 3 � l23 þ 3 � l3
� �

=l2
� 	

¼ 1� l01 � l23 � 3 � l3 þ 3
� � � gAðl03Þ ð20Þ

According to the previous analysis of the cascading failure process, we can know
the number of nodes in the network after each cascading failure. We can use the
following equations to represent

l02i ¼ l01 � l22i�1 � 3 � l2i�1 þ 3
� � � gA l02i�1

� �
l02iþ 1 ¼ l01 � gB l02i

� �

ð21Þ

Where l01 ¼ p. Using a similar analysis process, we can get the iterative equations
under different connection ways. When the connection ratio between networks is 2:1,
the iterative equation for cascading failure is

l02i ¼ l01 � 2� l2i�1ð Þ � gA l02i�1

� �
l02iþ 1 ¼ l01 � gB l02i

� �

ð22Þ

4 Numerical Simulation and Analysis

4.1 Equation Solving

For the cascading failure of the coupled system, the network will not fail again when
the cascading failure stops. So we can get the following equations:

l02i ¼ l02i�2 ¼ l02iþ 2
l02iþ 1 ¼ l02i�1 ¼ l02iþ 3



ð23Þ

In order to facilitate the analysis of iterative formulas for cascading failure, we
define two variables x, y that satisfy the following equations

y ¼ l02i ¼ l02i�2 ¼ l02iþ 2
x ¼ l02iþ 1 ¼ l02i�1 ¼ l02iþ 3



ð0� x; y� 1Þ ð24Þ

Because of the complexity of the degree distribution of the network, it is difficult to
solve this equation, so we use the method of drawing to find the approximate solution.
First, we will write the Eq. (21) as the equations as follows:

z ¼ x

z ¼ p � gB p � x � gA xð Þð Þ3�3 � x � gA xð Þþ 3
� �

�gA xð Þ

" #8<: ð25Þ
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Then we will draw the two lines in the figure according to the two equations in
Eq. (25). It is the solution of Eq. (21) when the two lines are tangent. As shown in
Fig. 1.

We take three values of p to represent the trend of curve change in Fig. 1. We can get
more accurate theoretical solution by calculating the distance between curve and straight
line. We can know that the critical threshold pc¼ 0:514 when a ¼ 1 in Fig. 1(a). The
curve and the straight line have no intersection point in the interval of (0, 1). When the
value is equal to the critical threshold pc, the curve is tangent to the straight line. When
the value of p is greater than the critical threshold pc, the curve has two intersection
points with the straight line. In Fig. 1(b), we know that the critical threshold pc¼ 0:578
when a ¼ 2. And the Figs. 1(a) and (b) have similar laws. Then we use the same method
to find the critical threshold under different connection ratios. From Fig. 2 we can get
pc¼ 0:557 when a ¼ 1 and pc¼ 0:614 when a ¼ 2 corresponding to Figs. 2(a) and
(b) respectively under NA : NB¼ 2 :1. We also know that pc¼ 0:49 when a ¼ 1 and
pc¼ 0:559 when a ¼ 2 corresponding to Figs. 2(c) and (d) respectively under
NA : NB¼ 4 :1. So far we have obtained the theoretical solution of the coupled system.
In order to ensure the correctness of the results, we will verify the correctness of the
results through simulation experiments.

4.2 Simulation and Analysis

In order to verify the correctness of the results through numerical simulation, we use
the probability equations presented above to represent target attacks. In the process of
simulating cascading failure, the number of nodes after each cascading failure will be
saved in the file to facilitate analysis of the data. When no nodes are deleted in the two
networks that make up the coupled network, the cascading failure is considered to have
stopped. When the cascading failure stops, we will count the number of the remaining
nodes in the two networks at the end of cascading failure.

In Figs. 3(a) and (b) we take the average degree of nodes of the two networks that
make up a coupled system is hki ¼ 4. But the parameter a in the probability equation is

Fig. 1. Solving iterative equations
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taken as 1 and 2 respectively. The proportion of nodes that were attacked was (1-p).
The ordinate indicates the fraction of nodes remaining in the two networks when the
cascade fails. In the process of simulating the cascading failure, in order to ensure the
correctness of the experiment, we take the average value after repeat the 50 experi-
ments for each p value. Moreover, we take two sets of p values near the critical
threshold to better observe the reliability of the coupled system near the critical
threshold. It shows that the reliability of the network is lower. The increase of a
indicates that the probability of a node with larger degree being attacked is increasing.
The reduced reliability of the network indicates that the experimental results are
consistent with our expected results, and proving that our conclusions are correct.
Comparing Fig. 3(a) with Fig. 3(c), we can see that as the average of the network
increases, the critical threshold pc decreases, and the decrease of the critical threshold
indicates that the reliability of the coupled system is increasing. We have known that
the connection between networks becomes closer when the degree of network
increases, so the reliability of the coupled network will increase.

In the vicinity of the critical threshold that the position represented by the black
arrow in Figs. 3(a), (b) and (c), we can see that when the value of p is greater than the
critical threshold, the change trend of the two networks is close to a straight line. This
phenomenon shows that the number of the remaining nodes in the network increases
rapidly when the value of p increases near the critical threshold. This behavior is

Fig. 2. Critical threshold solution

Security Assessment for Cascading Failures of Cyber-Physical Systems 121



characteristic of a first-order phase transition. From Fig. 3, we can see that the above
curve represents the proportion of the remaining nodes in network B, and the following
curve shows the proportion of the remaining nodes in network A. Since the network
attack occurs in network A, we can see that the proportion of nodes in network

In Fig. 4 we select multiple values near the critical threshold. For example, when
a ¼ 1 and hki ¼ 4, the critical threshold is pc¼ 0:514, we take some point for every
0.005 interval in the [0.50, 0.56] area in Fig. 4(a), and perform 50 experiments every
point. And we will count the number of times the coupling system has not completely
collapsed; the resulting data is represented finally by Fig. 4(a). In Fig. 4(b), we take
a = 2, and the remaining parameters are the same as in Fig. 4(a). From Figs. 4(a) and
(b), we can see that the number of nodes for the coupled system increases from small to
large, and as the number of nodes increases, the curve approaches the critical threshold.
The critical threshold is indicated by a black arrow in the Fig. 4. We can see that the
curve will produce a first-order phase transition near the critical threshold, which is
completely different from the second-order phase transition in a single network when
the number of nodes is large enough, which is similar to the phenomenon in Fig. 3.

Fig. 3. The fraction of survival nodes in both networks

Fig. 4. The probability of having a giant component
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5 Conclusion and Future Work

This paper proposes an analysis model and security assessment indicators for cyber-
physical systems. Under the target attack strategy, the cascading failure process of the
cyber-physical system for the attack behavior is analyzed. However, our proposed
analysis model still has some limitations which could be our future work. For instance,
we consider both networks are ER networks while the realistic CPS environment obeys
the scale-free distribution. Meanwhile, the giant components could not always work in
reality. It is also of interest to study models that are more realistic than the existing ones
in this paper. Clearly, there are still many open questions about interdependent smart
grid systems. We are currently investigating related work along this avenue.
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Abstract. The patients’ health information is often kept as electronic
health records (EHRs). To improve the quality and efficiency of the care,
EHRs can be shared among different organizations. However, the inap-
propriate sharing or usage of these healthcare data could threaten peo-
ple’s privacy. It becomes increasingly important to preserve the privacy
of the published EHRs. An attacker is apt to identify an individual from
the published EHRs by partial measurement information as background
knowledge, with attacks through the record linkage and attribute linkage.
To resist the above types of attacks, we propose a privacy preservation
with perturbation in the published healthcare data (PPHR). To pro-
tect the privacy of sensitive information, we first determine the critical
sequences based on which some specific records are easy to be identified.
Then, we adopt perturbation on these sequences by adding or deleting
some points while ensuring the published data to satisfy l-diversity. A
comprehensive set of real-life healthcare data sets are applied to evaluate
the performance of our anonymization approach. Simulations show our
scheme possesses better privacy while ensuring higher utility.

Keywords: Privacy Preservation · Perturbation ·
Electronic health records

1 Introduction

The traditional paper-based health records may cause much inconvenience in
collecting and storing various types of patient data. With the development of
information and communications technologies, there is a great interest in moving
from paper-based health records to electronic health records (EHRs). In 2003
and 2004, EHRs were used in 18% of the estimated 1.8 billion physicians in
the U.S. In 2016, over 70% of physicians have used EHRs [20]. By storing a
patient’s medical history in electronic form, errors due to bad handwriting can
be eliminated and it is easier for doctors to follow a patient’s health condition.
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On the one hand, disseminating these data can provide better quality of care and
thereby improve the public health [17]. For example, doctors in the San Diego
Beacon Community (SDBC) can provide a cheaper, faster and more efficient
diagnosis by obtaining the patient’s EHR from his/her healthcare provider. On
the other hand, researchers can benefit from the shared EHRs. In 2012, a group
of UCLA researchers set out to mine thousands of EHRs for a more accurate and
less expensive way to identify people who have undiagnosed Type 2 diabetes.

While the publication of EHRs is greatly beneficial, it can still entail a pri-
vacy threat for the users if some sensitive information is released with each EHR
consisting of the patient’s name, measurement history of physiological indicators,
medical history, and other health data information. The measurement history
or medical history is in chronological order which called healthcare trajectory or
patient trajectory. A recent study has summarized that approximately 87% of
the population of the United States can be identified by a given data set [26].
Therefore, it is critical to conserve the privacy of published health data, espe-
cially the sensitive information. The HIPAA Privacy Rule also proposed that the
privacy of individually identifiable health information should be protected [15].

The original data tables or EHRs such as in Table 1 typically consist of
four types of attributes, direct identifier, quasi-identifier, sensitive attribute, and
non-sensitive attribute [8,25]. Direct identifier such as name and social security
number can identify an individual uniquely, which is usually removed from the
published tables. Each specific Quasi-Identifier (QI) such as healthcare trajectory
in Table 1 cannot uniquely identify an individual, but the combination of some
points can cause identity disclosure. Sensitive Attribute (SA) such as disease
in Table 1 contains the private or specific information of each individual. Non-
sensitive attribute can be known for the public without any concern. Based
on the above attributes, it is obvious that privacy threats are related to those
attributes except the last one.

Table 1. An example of healthcare trajectory dataset

ID. Name Healthcare trajectory Disease · · ·
1 Alice a1 → d2 → b3 → e4 → f6 → e8 HIV · · ·
2 Ben d2 → c5 → c7 → e9 Flu · · ·
3 Cary b3 → f6 → c7 → e8 Hepatitis · · ·
4 David b3 → e4 → f6 → e8 Fever · · ·
5 Eric a1 → d2 → c5 → f6 → c7 Flu · · ·
6 Frank c5 → f6 → e9 Hepatitis · · ·
7 Gina f6 → c7 → e8 Fever · · ·
8 Henry a1 → c2 → b3 → c7 → e9 Hepatitis · · ·
9 Kevin e4 → f6 → e8 Fever · · ·
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1.1 Motivation

It is a challenge to prevent the disclosure of a person’s specific healthcare data
from the published EHRs so as to preserve his/her privacy. To achieve anonymity,
the original records should be modified before being published. The existing pri-
vacy preserving approaches of publishing health data are classified into general-
ization and suppression, anatomization and permutation, and perturbation tech-
niques [6,8]. Generalization or suppression technique aims to hide some details
of QIs. Generalization replaces some QI values with a broader category such
as a parent value in the taxonomy of an attribute. Suppression eliminates a
certain number of points in the trajectory for privacy. Both techniques often
result in considerable information loss by modifying the trajectory or sensitive
attributes [21]. Perturbation distorts the original dataset by adding noise, aggre-
gating values, swapping values, or generating synthetic data while preserving
the statistical information of the attributes. Consequently, the transformed data
after perturbation can provide higher utility [19].

By adopting the idea of perturbation, we consider the problem of publishing
EHRs for more accurate analysis while limiting the disclosure of sensitive health
information. Specifically, we want to ensure that an adversary cannot reliably
infer the presence of an individual by linking some QIs. In this paper, we focus
on the privacy breach caused by the healthcare trajectory in EHRs. For example,
the sequence e4 → f6 as background knowledge cannot infer a specific record
in Table 1. Thereby, the privacy of each record is preserved. In this paper, we
introduce a novel data perturbation approach to protect the privacy of sensitive
health data and resist the following two kinds of attacks, record linkage and
attribute linkage [14]. Record disclosure happens when a target user can be
identified from a specific sequences in healthcare trajectory. Attribute disclosure
occurs when some revealed attributes can link to a specific individual or infer
a victims sensitive information. In our approach, we first identify the critical
sequences in the healthcare trajectory that are prone to privacy breaches. For
each sequence, we use addition or subtraction to implement l-diversity so as to
ensure that each sequence matches at least l types of SA values in the published
data.

1.2 Contributions and Organization

In this paper, we propose a novel scheme to preserve the health or medical
privacy of EHRs with a single SA, named Privacy Preservation in Publishing
Electronic Health Records Based on Perturbation (PPHR). Given all the above
considerations, this paper has the following contributions:

– We propose our l-diversity privacy model to protect the sensitive informa-
tion such as Disease in EHRs. l-diversity ensures that at least l records are
matched by the attacker based on the healthcare trajectory sequence as back-
ground knowledge, which can be set according to the owner’ s requirement.
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– Our PPHR includes two steps, determining critical sequences and anonymiz-
ing data using perturbations. To the best of our knowledge, we are the first
to perform perturbation to protect the sensitive attribute in EHRs.

– We evaluate the performance through extensive simulations based on a real-
world data set. Compared with PPTD [14], and KCL-Local [4], our mech-
anism is superior in data utility ratio with better privacy.

The remainder of this paper is organized as follows. In Sect. 2, we discuss the
related work. Preliminaries are given in Sect. 3. In Sect. 4, we present the details
of our approach. Simulations on data utility are presented in Sect. 5. Finally, we
conclude our work in Sect. 6.

2 Related Work

In this section, we mainly introduce existing approaches to prevent the privacy
leakage of the published data from the following three categories, generalization,
suppression and perturbation [8,28].

Generalization-Based. Generalization is one of the most common anonymity
operations to implement k-anonymity for privacy protection. Generalization
replaces some QI values with a broader category such as a parent value in the
taxonomy of an attribute. In [12,31], a taxonomy tree was built first and then
a node in the tree was generalized to its parent node, which aimed to reach
k-anonymity. In [16], a node’ s attribute was replaced by its sibling’ s attribute.
Generalization was first proposed in [13] to process trajectories and sensitive
attributes based on different privacy requirements of moving objects. Gao [7]
proposed to use trajectory angle to evaluate trajectory similarity and direction,
and construct an anonymity region on the basis of trajectory distance so as
to achieve k-anonymity. In [9], generalization technique is applied to anonymize
the trajectory data and a heuristic approach is proposed to achieve LKC-privacy
model. A look-up table brute-force (LT-BF) algorithm is proposed to preserve
privacy and maintain the data quality based on LKC-privacy model by applying
the generalization technique in [10].

Suppression-Based. Suppression approaches aim to replace some attributes
with some special symbolic characters. It was first adopted to satisfy the con-
straint of breach probability in [29]. [4] was the first paper to adopt suppression
to prevent record linkage and attribute linkage attacks. In [2], km-anonymity was
proposed to suppress the critical location points chosen from the quasi-identifiers
in order to resist the attacks based on the background knowledge of m moving
points. In [24], locations suppression and trajectories splitting are used to protect
privacy and ensure the accuracy of query answering and frequent subsets.

Perturbation. Data perturbation is considered as a relatively easy and effective
technique in protecting sensitive electronic data from unauthorized users. There
are two main types of data perturbation appropriate for EHR data protection.
The first type is known as the probability distribution approach and the second
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type is called the value distortion approach. Perturbation distorts the data by
adding noise, swapping values, or generating synthetic data [6]. In [1,3,30], noise
was added to protect the privacy of sensitive attribute by achieving ε-differential
privacy. Sensitive attribute values are exchanged among records to achieve data
swapping [5]. Random edge perturbation was used to resist structural identifi-
cation attack in [27].

Summary of Related Work. To prevent a specific individual from being re-
identified from the published tables, the key solution is to protect the privacy of
some sensitive information. In addition, the design of an anonymization approach
should consider the balance between the data utility and the privacy preserva-
tion. Generalization and suppression often result in considerable information loss
by modifying quasi-identifiers or sensitive attributes, which often causes severe
loss of data analysis [21]. Comparatively, perturbation can maintain the statisti-
cal properties of published data without changing any sensitive attribute. In this
paper, we adopt the perturbation technique to achieve l-diversity of the sensitive
attribute. Compared with k-anonymity, l-diversity is practical and can addresses
the shortcomings of k-anonymity with respect to the background knowledge such
as record linkage attack and attribute linkage attack [18].

3 Preliminaries

In this section, we introduce some knowledge on the database of EHRs and two
kinds of attacks.

3.1 EHRs Database

Patient healthcare trajectory [22] is a recent emergent topic, focusing on the
patient trajectory based on disease management and care. A healthcare trajec-
tory is similar to a moving path, which consists of many different positions at
different timestamps. By regularly collecting the corresponding trajectory of one
patient, the hospital can trace the patient disease and determine the relationship
between disease and patient trajectory. The definitions of healthcare trajectory
and electronic health record are given as follows:

Definition 1 (Healthcare Trajectory). A healthcare trajectory is published
based on the time order. Each trajectory point (such as a1) has two essential
components, a measurement result (such as a) and a time stamp (such as 1),
which indicate where a subject is get a measurement result at a given time instant.

t = (r1, t1) → (r2, t2) → · · · → (rk, tk). (1)

where k is the length of trajectory, ti is a time stamp and ri represents a mea-
surement result of a data owner.
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Definition 2 (Electronic Health Record(EHR) [23]. An EHR is compose
of several attributes such as ID, Name, Healthcare Trajectory, Disease and other
attributes in Table 1.

EHR = <ID,Name, t = (r1, t1) → (r2, t2) → · · · → (rk, tk), SA, ....>, (2)

where SA represents the sensitive attribute such as Disease.

3.2 Privacy Attack

In this paper, we focus on protecting sensitive attributes in publishing EHRs
such as those in Table 1. The attacker uses a sequence of at least one point
in the healthcare trajectory as background knowledge to launch record linkage
attack and attribute linkage attack and thereby infer the sensitive attribute of
the data owner such as Disease.

– Record linkage attack. The attacker matches a specific record according
to the trajectory sequence in the publishing data and can directly identify
the specific data owner. When some trajectory sequences in the data occur
at a low frequency, the attacker can easily identify the specific record of the
data owner from the data. For example, we assume that the attacker knows
that a data owner has a sequence c2→b3 in the healthcare trajectory. It is
easy to speculate that Henry has Hepatitis from Table 1.

– Attribute linkage attack. The attacker cannot lock to a specific record, but
the SA distribution of the matched records is very concentrated. The attacker
can infer that the data owner possess a certain attribute at a higher prob-
ability. For example, we assume that the attacker knows a sequence c7→e9.
He can infer that the data owner may suffer Flu or Hepatitis with the prob-
ability of 1

2 or 1
2 respectively because the 2nd and 8th records contain this

sequence.

To resist these two attacks, we anonymize the original data set T into T ∗

to achieve l-diversity. Assuming that the attacker uses the trajectory sequence
with an upper bound length of m as the background knowledge. l-diversity is
defined as follows:

Definition 3 (l-diversity). The anonymized dataset T ∗ satisfies l-diversity if
for any sequence q that does not exceed m in length, all records that q matches
contain at least l types of SA values: ∀q ∈ T ∗, |SV (q)| ≥ l, where SV (q) repre-
sents all the SA values associated with q.

4 Privacy Preservation in Publishing Electronic Health
Records Based on Perturbation (PPHR)

Our goal is to protect sensitive information in publishing EHRs by implementing
l-diversity and to provide the data utility. The notations commonly used in this
section are listed in Table 2.
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Table 2. Notations

Notations Description

T The original data before being published

m Maximum length of the trajectory sequence as the adversary’s background knowledge

CS Set of sequences whose SA values do not satisfy l-diversity

T (q) Records including q in T

SV (q) All the SA values associated with q in T

SP Set of sequences in CS that need subtraction operation

AP Set of sequences in CS that need addition operation

4.1 Overview

Our PPHR aims to protect the privacy of sensitive attribute and resist the
attacks based on the background knowledge of a part of healthcare trajectory.
PPHR can be divided into two steps: identifying critical sequences in the trajec-
tory data and anonymizing the dataset T . A critical sequence is one whose length
does not exceed m and the number of SA values corresponding to this sequence
does not satisfy l-diversity. To achieve l-diversity of SA values, we implement
perturbation by adding or subtracting points in the trajectory sequences includ-
ing the critical sequences as shown in Fig. 1:

Fig. 1. Architecture of PPHR



132 L. Yao et al.

4.2 Algorithm

In order to achieve l-diversity of SA values, we use perturbation to obscure the
correlation between healthcare trajectory and SA. We first identify the critical
sequences that are easy to reveal the privacy of patients, and then revise the
matching records of these sequences to achieve l-diversity.

Determining Critical Sequences. In this process, we find those sequences
whose length is equal to m and does not satisfy l-diversity. The steps to determine
the critical sequence in the trajectory are listed as follows:

Step 1: First, the trajectory sequences of length m in each record are deter-
mined. In addition, if the whole length of a user’s health trajectory is less than
m, the trajectory will be checked whether it can be treated as a critical sequence
in the next step.

Step 2: For each sequence q got in Step 1, if the number of types of the
corresponding SA values matched by q in T is less than l, i.e. |SV (q)| < l,
q will be regarded as a critical sequence and be added into CS, where |SV (q)|
represents all the SA values associated with q in T and CS is the set of sequences
whose SA values do not satisfy l-diversity.

Algorithm 1. Determining critical sequences
Require:

Original dataset of EHRs: T
Ensure:

Critical sequences: CS

1: CS ← Null � set of sequences whose SA values do not satisfy l-diversity.
2: for each trajectory t ∈ T do
3: if length(t) ≤ m then
4: if | SV (t) |< l then
5: add t → CS
6: end if
7: else
8: Q ← Null � set of sequences of length m
9: Add all the sequences q of length m in t to Q

10: for each sequenceq ∈ Q do
11: if | SV (t) |< l then
12: add q → CS
13: end if
14: end for
15: end if
16: end for
17: return CS
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Performing the Anonymization. In this process, we execute addition or
substraction operation to make SA satisfy l-diversity. For each sequence q in
CS, we first determine the addition or substraction operation by evaluating the
data utility. Then, l-diversity of SA values corresponding to q will be satisfied
by adding or substracting points in the healthcare trajectory of records corre-
sponding to q.

Algorithm 2. Performing the anonymization
Require:

Original dataset of EHRs:T
Ensure:

Anonymous dataset of EHRs: T ∗

1: T ∗ ← T
2: CS ← Null � set of sequences whose SA values do not satisfy l-diversity.
3: SP ← Null � Set of sequences in CS that need substraction operation.
4: AP ← Null � Set of sequences in CS that need addition operation.
5: for each sequence q ∈ CS do
6: if |T (q)| ≤ (l − |SV (q)|) ∗ |q| then
7: add q → SP
8: else
9: add q → AP

10: end if
11: end for
12: for each sequence q ∈ SP do
13: for each point p ∈ q do
14: if no new critical sequence caused by subtracting p then
15: subtracting p from T ∗(q)
16: end if
17: end for
18: end for
19: for each sequence ∈ AD do
20: AlterRec ← Null � The records can be constructed q
21: Add the records whose SA values are not in SV (q) and there is no location

conflict at the corresponding timestamp into AlterRec
22: sort AlterRec by LCS
23: constructed q in first l − |SV (q)| records of AlterRec in T ∗

24: end for
25: return T ∗

Step 1: We define the following criteria to determine addition or substraction
operation,

CR(q) = |T (q)| − (l − |SV (q)|) ∗ |q|, (3)

where |T (q)| represents the number of records that include q, SV (q) all the SA
values associated with q, and |q| the length of q. When l-diversity is not satisfied,
l−|SV (q)| indicates the number of different SA values that need to be added in
order to satisfy l-diversity. (l−|SV (q)|)∗|q| represents the upper limit of number
of points to be add to achieve l-diversity. CR(q) ≤ 0 means the number of points
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modified in the anonymized data will be smaller if the subtraction operation is
executed. In this case, a better data utility can be provided. q will be add to the
set SP . Otherwise, if CR(q) > 0 holds, the addition operation is necessary and
q will be add to the set AP .

Step 2: For each critical sequence q in SP , we use the subtraction method
to eliminate q from T , but a new critical sequence cannot be generated. When a
special point is moved from all the records in T (q), q will not appear any more
in the published data. Consequently, there is no any privacy leakage caused by q.
If a new critical sequence is caused by executing the subtraction operation, q will
be added into AD.

For example, 2-diversity is not satisfied for the sequence q = f6 → e9 in
Table 1, because there is only one SA value such as Ben’s disease. To achieve
2-diversity, we execute subtraction to process q. If f6 is moved from q = f6 → e9,
e9 can achieve 2-diversity such as the 2nd and 8th records in Table 1. But,
c5 → f6 will be a new critical sequence, because only one value for this sequence
such as the 5th record exists. If e9 is moved from q = f6 → e9, there is no new
critical sequence generated. Finally, we will subtract e9 to eliminate the privacy
threat of the original sequence q = f6 → e9.

Step 3: For each sequence q in AP , we use addition operation to construct
q on the selected records to satisfy l-diversity.

First of all, we select the records whose SA values are not in SV (q) because we
must increase the variety of SA values in order to achieve l-diversity. In addition,
we need to add points at some timestamps to construct q. When adding a point,
we must ensure that there is no same point at the corresponding timestamp in T .

Last, we use the Longest Common Subsequence (LCS) to sort the selected
records. A sequence will be the longest common subsequence if it is a subsequence
of two or more sequences and is the longest of all subsequences. For example,
the LCS of a1 → d2 → c5 → f6 → c7 and c5 → f6 → e9 is c5 → f6. We choose
l − |SV (q)| records which have longer LCS to construct q to satisfy l-diversity.

4.3 Privacy Analysis

In our algorithm, we only need to consider sequences of length m. We use per-
turbation to process the sequences of length m to achieve l-diversity of SA. In
this section, we aim to prove that those sequences of length less than m make
l-diversity be satisfied if l-diversity is met for all sequences of length m.

For each sequence q of length less than m, we assume q is the subsequence of
n parent sequences q1, q2..., qn which qi represents a sequence of length m. The
records in SV (q) are composed of all records in SV (qi) for i = 1 · · · n. We can
get the following equations:

SV (q) = SV (q1) ∪ SV (q2) · · · ∪ SV (qn)
|SV (q)| = |SV (q1) ∪ · · · ∪ SV (qn)|

≥ |SV (qi)|
≥ l (4)
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Consequently, we can prove that all the sequences of length no more than m
can make l-diversity be satisfied in the anonymized data T ∗. l-diversity of the
SA values is achieved in T ∗.

5 Performance Evaluations

To evaluate the performance of our PPHR, we use a real-world dataset MIMIC-
III dataset [11]. MIMIC is a publicly available data set which includes identi-
fied health data associated with approximately 40,000 patients. It includes per-
sonal information, diagnostic information, medication information, measurement
results, etc. We selected the health data of 11,047 patients. Disease as SA con-
tains 32 possible values and 8 of them are considered as sensitive values. The health
measurement history of these 11,047 patients contains 90 types of disease and 24
different timestamps. We implement our PPHR algorithm in Python. We evaluate
the performance on a PC with an Intel Core i7 2.5 GHz CPU and 8 GB RAM.

We compare our PPHR with PPTD [14], and KCL-Local [4]. KCL-Local
combines local suppression and global suppression to implement (k,C)m-privacy
model. (k,C)m-privacy model can implement k-anonymity to resist record link-
age attack and implement C confidence to resist attribute linkage attack. m is
the upper limit of the attacker’s background knowledge as defined in this paper.
PPTD achieve personalized privacy with sensitive attribute generalization and
trajectory local suppression which also resist record linkage attack and attribute
linkage attack.

5.1 Utility Loss

In this section, we the following metrics to evaluate the performance of data
utility [4,14].

– Trajectory Points Loss (TPL), the loss rate of trajectory points data after
anonymization which contains ratios for increasing and decreasing trajectory
points, is defined as |P (T∗)−P (T )|+|P (T )−P (T∗)|

|P (T )| , where P (T ∗) and P (T ) are
the sets of trajectory points in T ∗ and T .

– Frequent Sequences Loss (FSL), the loss rate of frequent sequences which
contains ratios for increasing and decreasing frequent sequences, is defined as
|F (T∗)−F (T )|+|F (T )−F (T∗)|

|F (T )| , where F (T ∗) and F (T ) are the sets of frequent
sequences in T ∗ and T .

To study the effectiveness of PPHR, we evaluate the utility loss by varying
l and m. For frequent sequences loss, we choose K ′ = 70 which is the frequency
threshold of frequent trajectory sequences.
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Effect of l. Figure 2 shows that the impact of l on TPL and FSL. As l varies
from 3 to 7, both types of utility loss increase slowly because as privacy require-
ments increase, more points need to be added or subtracted in our PPHR. For
different sequences, we take n appropriate addition or substraction operation
to achieve l-diversity, which can effectively reduce the utility loss. Addition is
more conducive to protect the frequent sequences. In addition, as m increases,
utility loss also increases.
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Fig. 2. Utility Loss vs. l-diversity.

5.2 Leakage Probability

We use the leakage probability as a measure of the probability that each sequence
could cause a privacy breach. The leakage probability of a sequence q is defined as:

Prleak(q) = max(
1

|SV (q)| ,
maxSA

|T (q)| ),

where 1
|SV (q)| and maxSA

|T (q)| represent the probability of identity disclosure and that
of attribute disclosure respectively.

We randomly sample 20k sequences whose length is not more than m to cal-
culate the leakage probability of each sequence. The average leakage probability
is shown in Fig. 3. As l increases, leakage probability gradually decreases because
both the number of records that q matches and the types of SA increase.
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5.3 Comparison

We compare our PPHR with KCL-Local and PPTD on both types of utility
loss and runtime. Our PPHR achieves l-diversity to defend against both attacks
while KCL-Local and PPTD achieve (k,C)m-privacy model. Though these kinds
of schemes implement different privacy models, they can resist record linkage
attack and attribute linkage attack. Consequently, we compare them by evaluat-
ing the leakage probability as the privacy protection degree. Then, we compare
the utility loss under the same level of privacy protection. For example, leak-
age probability of 3-diversity and (5, 0.5)-privacy model means the same level of
privacy protection.
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Fig. 4. Utility loss

We vary l from 3 to 7 with m = 3 to compare the effect of l on PPHR. We
set the values of k and C to ensure these 3 schemes can provide the same privacy
level as l varies. Figure 4 shows KCL-Local has the worst performance because
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a large number of points are subtracted by the global suppression and therefore
utility loss is caused severely. The performance of PPTD is better than KCL-
Local, because PPTD only handles records that may cause privacy breaches. Our
PPHR chooses addition or subtraction options to achieve the best data utility
by trying to change fewer points.
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Fig. 5. Runtime

Runtime. Figure 5 shows the runtime increases with l because more sequences
are processed, causing more time. PPTD has the longest running time because it
takes some time to determine new critical sequences. Our PPHR has the shortest
running time because we only process the sequences of length m but KCL-Local
and PPTD should deal with the sequences of length no more than m. Besides,
it is no necessary to consider the influence of new critical sequences during the
addition operation in our PPHR.

6 Conclusion

We design and implement an anonymous technique to protect the sensitive
attribute during publishing the EHRs. In our scheme, we first determine the
critical sequences based on which some specific patients are easy to be identi-
fied. To resist the record linkage attack and attribute linkage attack, we adopt
perturbation to process these critical sequences by adding or deleting some points
to make the SA values in the published data satisfy l-diversity. Our performance
studies based on a comprehensive set of real-world data demonstrate that our
scheme can provide higher data utility compared to peer schemes. In the future
work, we plan to optimization our algorithm to resist other linkage attacks.
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Abstract. The usage of Location-Based Services (LBSs) ranges from
searching points of interests to location-based social networking. They
are present in almost every daily task. Moreover, with smartphone own-
ership growth, getting one’s location became easier, and the privacy-
related issues became almost inescapable. Accordingly, numerous efforts
have extensively explored the problem from different perspectives. Many
of the existing solutions lack rigorous privacy safeguards and have been
foiled by several location attacks. In a nutshell, their shortcomings are
mainly due to the heavy dependence on computational privacy models,
and the lack of consideration for adaptable protections. We discuss in
this paper the current location-based services models, privacy issues, a
general overview of the protection mechanisms, and our thoughts about
location-privacy in the near future.
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1 Introduction

A Location-Based Service (LBS) is tracking your location, well one may think
that it is not that bad. They may also think that they can check out the visited
locations, manage them, and probably turn off location tracking entirely. While
being true in some cases, an investigation done by Associated Press affirms
that Google keeps gathering its users’ location data even when they switch the
tracking feature off [13]. In a nutshell, Google offers “apparently” an option to
turn off location tracking from the account settings portal. However, even when
the user disables any tracking, Google keeps collecting location-related data. One
may also think that it is an individual act that cannot be generalized. Similar
incidents occurred, and they keep occurring. Facebook [15], Yahoo [18], eBay
[16] and others all reported serious privacy-related incident in the last 5 years.
The bottom line is that such incidents are kept hidden until being forced to be
revealed.
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To be more precise, LBSs are the application services relying on gathering and
processing location data. Their primary purpose is to determine coordinates of
objects such as parcels, vehicles, and mobile devices, which often includes locat-
ing their owners too. LBSs are almost everywhere, ranging from exploring Point-
of-Interests (POIs) to geosocial networking and location-based commerce. As a
matter of fact, among the ≈1M application available on Google Play, 24% of them
request access to the user’s precise location [20]. Besides, a typical Android device
may share accurate location coordinates up to 5398 times in just two weeks; with
the presence of just ten of the most popular apps, and with or without the explicit
consent of its owner [3]. Furthermore, 70% of smartphone users have at least 11
downloaded applications. Moreover, a study conducted by the US Census Bureau
revealed that more than 50% of users are willing to share their exact location [21].

The issue is not just about the location coordinates themselves; it is about
their value to LBSs and other third parties. For instance, location is a valuable
asset in an individual re-identification process [19]. However, as long as the
location data does not link to an individual identity, it may prove useful in
various cases. For example, in Canada, police analysts were able to build a
picture of what was going on in downtown Ottawa during the October 2014
attacks, by using specific Twitter hashtags and location tools [23], illustrates an
example of positive use of location data.

To use LBS features, a user needs to provide accurate geographic coordi-
nates. In other words, LBS users do not have other choices but giving up their
geographic coordinates, even when they are aware of the related privacy risks.
For example, when 68% of mobile users are concerned about privacy and security
on their devices [6], 74% of them still use LBSs to get location-based routes and
information [27]. In 2015, The European Global Navigation Satellite Systems
Agency, also known as The European GNSS Agency (GSA), released a report
about LBSs and their usage [11]. Among its key findings, the report affirms that
mobile applications relying on location information hit almost 3 billion down-
loads from both Android Play and Apple App stores.

Similarly, most of the recent mobile devices include support for numer-
ous positioning systems such as GPS, Beidou, GLONASS, and SBAS, which
improves location accuracy beyond what conventional GPS receivers can pro-
vide. Moreover, knowing that only 35% of mobile users think of turning off loca-
tion services on their devices [27], suggests that the amount of user-generated
location-based content is considerably huge. Many companies raise their revenues
from data warehouses and analytic tools [2].

Location information itself is considered sensitive, for instance, four distinct
spatiotemporal transactions are enough to identify 90% of LBS users [7]. Fur-
thermore, collecting and processing location data on a regular basis may lead
to infer one’s private information such as the home or work locations, sexual
preferences, or religious inclinations [4]. However, the benefits that LBS may
provide cannot be ignored; one cannot just wipe out all location-based appli-
cations from his device. It is up to researchers and service providers to ensure
the user’s privacy on LBSs, either by building privacy-aware applications or by
supplying protection mechanisms that meet user expectations.
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Even when the existing protection models and mechanisms may guarantee
good location protection, the fact that continuous requests are not independent,
and the user’s data is not isolated from location data may foil many Location Pri-
vacy Preserving Mechanism (LPPM from here onward). Moreover, performing
privacy-preserving operations on geographic coordinates may lead to a notable
quality loss. Thus, the balance between preserving users’ privacy, and ensur-
ing high accuracy from their location data is one serious challenge in today’s
applications.

Similarly, the technological advances in today’s LBSs, especially in machine
learning and inference technologies, put into question the effectiveness of
abstracting location privacy to geographical coordinates, or single location-based
request. LBSs can access, collect and store data that could help pinpoint to the
exact user whereabouts. An example of the advancement achieved in location-
related intelligence is the work proposed by Weyand et al. where the authors
succeeded in identifying the location of photos just by analyzing them [25]. An
approach entirely based on convolutional neural networks attests the progress
achieved in this field.

We discuss in the next section the context of LBSs in more details, along
with the significant privacy issues associated with their usage. Then, we repre-
sent the paradigms used in today’s protection mechanisms. We also discuss the
effectiveness of the latter and their potential shortcomings in the near future.

2 Location and Privacy

As stated by Bettini, “A privacy threat occurs whenever an unauthorized entity
can associate with high probability the identity of an individual with private
information about that individual” [5]. Accordingly, a privacy threat in LBS is
characterized by the use of one’s location to increase the probability of their
identification.

We describe two scenarios in the context of this paper which involve inter-
actions between users and LBSs. They are used to discuss our point of view
regarding privacy in LBSs. It is assumed that the users are equipped with high-
end devices, (i.e. GPS and WiFi enabled mobile devices) and can access various
services offered by different service providers. Figure 1 illustrates the possible
services that users can access nowadays via their smart mobile devices.

The context of this paper is LBSs, which are application services that rely on
the location information transmitted by users. We abstract away from communi-
cation services, which include telephony and internet services, and have to deter-
mine the mobile device availability and position as a part of their base architec-
ture. Communication services have to determine in which cell the mobile device is
located so it can be served by the respective base transceiver station (BTS) [12].
Accordingly, we set in the following two scenarios that describe hypothetical LBS
use cases that are not far from reality and may occur to any LBS user.

Scenario 1. Alice has an appointment with a doctor that she never visited
before. The doctor is a specialist in treating diabetes, and his office is in a region
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Fig. 1. Accessible services via smart mobile devices

that Alice is not very familiar with it. The day of her appointment, Alice takes
her car and drives to the vicinity of the office. Once there, she cannot locate the
doctor’s office and thinks of using her smartphone to use her favorite LBS to find
it. Although she knows that using an LBS would get her to the doctor faster,
Alice is concerned about her privacy and knows that she has to disclose her
identity and location to the LBS along with her request of finding the diabetes
physician.

Scenario 2. Alice decides to use LBS to locate the doctor’s office since she
is afraid of being late. When she arrives, she meets Bob, a computer engineer
who works on software development. While they are chatting in the waiting
room, Alice mentions the fact that she is not comfortable with sharing her infor-
mation to application services, especially geographical coordinates. Bob agrees
with Alice’s point of view and affirms that, as he works on collecting data from
users, he can ensure her that the actual information disclosure is far beyond her
perception. Bob gives her the example of storing the details of appointments
in her device’s calendar along with using an LBS to locate her appointments’
locations. Alice realizes that even if she preserves her geographical coordinates,
an installed LBS application still can access and correlate other sensitive data,
such as photos, calendar events, and contacts.

While hypothetical, the above scenarios are close to real-world situations and
may happen to any LBS user, even when using one LBS only. Thus, identifying
the LBS-related privacy issues from the previous scenarios helps in setting the
following requirements that an efficient LPPM should ensure.

– Strong location privacy. To efficiently protect user’s location privacy, LBSs
should not be able to identify or infer his exact location.

– Maximum data utility. The users are using LBSs to get location-enhanced
data and provide them with inaccurate or misleading information thereby
making the LBS useless. Consequently, ensuring high accuracy and maximum
utility is a crucial requirement for an efficient LPPM.
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– Efficiency. The LPPM should be able to deploy and run smoothly on mobile
devices, along with keeping adequate run time, computation, and bandwidth
efficiency factors. Similarly, the execution on the LPPM should not affect the
latency and the response time when using LBSs.

Given the current LBS applications, the above requirements are fundamental
to any proposed LPPM. Today’s LBSs are beyond using location data only, and
their ability to learn users’ behaviors is evolving quickly. For example, consider
an LBS user Alice who is concerned about her privacy protection and uses a given
LPPM to achieve that. The latter tries to make Alice’s location-based requests
indistinguishable among a set of locations (Confusion paradigm). However, the
LBS can access multiple data types on Alice’s device, and can eventually identify
if the request comes from Alice by correlating current and past data. Table 1 lists
the required permissions in some of LBS mobile applications on Android.

Table 1. Examples of the required permissions in LBS mobile application

LBS application Version Common permissions Other permissions

Google Maps 9.54.1 Location
Storage
Stored accounts

Camera
Contacts

Yelp 9.12.0 Camera
Contacts
Microphone

Foursquare 2017.05.15 Contacts
WiFi and
Bluetooth information

Tinder 7.2.0 Call information
Device and app history
Device ID

Pokémon GO 0.63.4 Camera
Contacts

The examples specified in Table 1 illustrate LBSs from different classes, and
they sample what most of today’s LBS applications collect from users’ devices.
More precisely, an LPPM that abstracts away from any background knowledge
acquired by LBSs can be foiled, and eventually, fails to achieve its purpose of
protecting location privacy.

3 Related Work Overview

Preserving privacy in LBSs implies that the users’ exact locations must not be,
in any case, disclosed or inferred. This rule, which might look simple, has driven
many researchers to deeply explore the related issues, and produce numerous
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valuable work on privacy threats in LBSs. From the perspective of this paper,
we discuss the related work according to the paradigms on which existing privacy
mechanisms have been built. Regardless of the adopted privacy metric (e.g. k-
anonymity, differential privacy), we discuss in the following the two main classes
of paradigms used in almost any LPPM.

3.1 Transformational Paradigms

Obfuscation. Mechanisms using this class of paradigms aims to hide the user’s
true location inside a larger area. As defined in [9], the main purpose of loca-
tion obfuscation is deliberately degrading the quality of information about an
individual’s location in order to protect their location privacy. Let M be the
mechanism using the obfuscation as its transformation paradigm, and E

2 the
space on which location operations are executed. The obfuscation region r is
defined as follows:

M(loc) = r ∈ E
2 with loc ∈ M(loc)

Substitution. In this class of transformations, the mechanism maps the user’s
true location to a different nearby location. As a result, a substitute location
loc′ is reported to the LBS instead of the user’s true location loc. Let M be the
mechanism using the substitution as its transformation paradigm, and E

2 the
space on which location operations are executed. The substitute location loc′ is
defined as follows:

M(loc) = r ∈ E
2 with loc ∈ M(loc)

Confusion. The user’s real location is confused when it is contained in a set of
dummy locations in the aim of hiding it [17]. In other words, a mechanism using
confusion paradigm maps the user’s actual location loc into a set of n locations
of which one is the exact location. Let M be the mechanism using the confusion
as for its transformation paradigm. The set of confused location is defined as
follows:

M(loc) = {loci}i∈[1,n] such that ∃loci = loc

Suppression. Also known as invisible cloaking, the mechanisms using this class
of transformations withdraw the LBS requests and prevent reporting any loca-
tion coordinates in the presence of some predefined conditions. Let M be the
mechanism using the suppression as its transformation paradigm; the suppres-
sion transformation is expressed by:

M(loc) = null



Privacy in Location-Based Services: Present Facts and Future Paths 147

3.2 Collaborative Paradigms

Collaborative mechanisms ensure co-utility among users, and it has been proven
that in a privacy-aware setting, not only they can provide strong privacy guar-
antees, but also more likely to be adopted by rational users [8]. They are based
on forwarding location-based requests from one user to another such that the
final request set R sent to an LBS from a collaborative network composed of n
users is:

R = {ri}i∈[1,n] such that ∃ri = ru

The use of the discussed paradigms depends on the privacy goals of a mech-
anism and the properties of the LBS under consideration. As listed in Table 2,
some paradigms outperform in the case of sporadic requests (e.g. Location-based
search engines), others are more suitable for continuous requests (e.g. Naviga-
tion services). Mechanisms based on suppression paradigms are more useful in
interrogation-based LBSs where the user initiates the request, and they cannot
be used in transaction-based LBSs where the request is first sent by the service
(e.g. Crowdsensing services). The table also mentions the effectiveness of the
paradigms in both privacy protection and utility.

Table 2. Summary of location privacy preservation models

LPPM LBS Properties Effectiveness

Paradigms Direction Request frequency Content Privacy Utility

Interrogation Transaction Sporadic Continue Location Other

Transformational paradigms

Obfuscation • • • • • •
Substitution • • • • •
Confusion • • • • •
Suppression • • • •
Collaborative paradigms

Collaboration • • • • • • •

4 Discussions

Location data has always been considered as personal information or at least
known only by acquaintances. The negative consequences of its disclosure cannot
be neglected. Besides, the combination of location data with other personal infor-
mation can lead to precisely identify individuals by potentially malicious parties.

The current state of LBSs reveals several privacy-related issues. For instance,
location prediction on social networks such as Twitter represents one of them [26].
Location prediction combines the inaccurately reported positions with social con-
tent (e.g. posts, photos) to provide accurate coordinates. Moreover, a study con-
ducted by Haffner et al. attested that the location data gathered from social net-
works seem to be more accurate than volunteered geographic information such as
OpenStreetMap [14].
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Location prediction is not related to social networks only, for instance, the
navigation application Waze uses the mobility patterns of its users to provide
traffic predictions. Exact location prediction is the primary feature of LBSs to
provide useful data. However, the more a position is accurate, the more the
privacy is at risk.

Another emerging field that may imply additional privacy protection mea-
sures is the ability to identify the location using photos on social media [24,25].
The user’s photos on social networking platform can be used to identify their
exact location using contextual information extracted from the photo itself (e.g.
Buildings, Road signs, weather). As long as no protection mechanism analyzes
photos for possible location identification, such technology makes current mech-
anisms completely useless. Users can disable location tracking, prevent any
unwanted location disclosure, but this is not enough when it comes to content
analysis.

One other questionable point is the effectiveness of the existing protection
mechanisms. Most existing solutions focus on preserving privacy by ignoring
the utility. As a result, some LBSs may end up good for nothing, for instance,
navigation LBSs cannot provide directions if the location is not accurate. Never-
theless, preserving privacy alone is a complicated issue given the computational
and learning capabilities that current LBSs possess. Thus, the consideration of
utility adds a dimension that must be treated independently.

Even when the existing protection mechanisms can guarantee privacy pro-
tection, the lack of severe measures for some LBS models may lead to privacy
breaches and quality loss. In other words, if a user opts for various LBSs, which
is often the case, they will be forced to select the same number of protection
models to ensure the privacy protection and the service quality. Moreover, the
absence of a global LBS model behind the existing solutions makes them unable
to achieve higher privacy guarantees. For instance, a user can obtain rigorous
privacy guarantees when using a location-based social network with a protection
mechanism. However, using the same mechanism in a navigation service may be
ineffective.

It is important to note the usefulness of current technologies in many aspects of
our daily lives. However, the information they collect can be exploited and there-
fore cause harm to our privacy. An adversary can examine a user’s data, analyze it,
and create relevant information that could be used to generate behavioral models
based on the user’s location. For example, marketing companies, such as Urban
Airship or others, now offer audience profiling tools that enable the integration of
customer targeting capabilities based on their location-based data.

The issue of privacy in location-based services is far from being new. Neverthe-
less, the fast growth of both their users’ adoption and their technologies makes the
existing LPPMs either ineffective or complicated.While ineffective LPPMs are dis-
missed, complicated ones decrease the utility of LBSs. For instance, LPPMs based
on differential privacy end up adding too much noise to the real position to the
point the retrieved data from an LBS becomes completely useless.
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We discuss in the next section the future of LBSs and the need for rethought
LPPMs.

5 Future of Geolocation

A team from Imperial College London and M Squared have recently developed
what they called “quantum accelerometer” [10]. The device measures movements
and, unlike traditional accelerometers, it can accurately report positions. What
makes it revolutionary is its autonomy, it does not rely on satellites or wireless
networks to estimate its position. From a privacy perspective, this may make the
control over location disclosure even harder. Cutting links with satellites will not
be enough.

One other category that impacts the location as we know today is the Inter-
net of Things (IoT). With already existing devices (e.g. smart watches, connected
home appliances) and near-future launching plans (e.g. connected smart lens,
health monitoring rings), the control over how location data is collected and used
may become impossible. What is done today by switching off location tracking on
a smartphone, could imply, soon, a whole set of settings and reading privacy agree-
ments. Using multiple connected devices ensures high location accuracy on the one
hand and facilitates privacy breaches on the other hand.

A report from Reserach and Markets predicts that revenues from location-
enabled IoTs will reach $49 billion by 2021 [22]. The report also suggests that the
significant growth of Low-Power Wide Area Network (LPWAN) technologies will
help in connecting IoT devices more easily, and as a result facilitating location data
collection. In a nutshell, LPWANs networks represent a type of wireless telecom-
munication wide area networks designed specifically to allow long-range commu-
nications at a low bit rate among IoT devices [1].

The bottom line is that location collection methods and techniques are chang-
ing and newly related privacy-issues are emerging. Today’s protection mechanisms
rely on satellites data and calculation power of smartphones. With auto-locating
devices and limited IoT resources, the challenge becomes even harder. Not to men-
tion the multitude of connected devices that implies the need for one protection
system that controls privacy over all of them at once.

6 Conclusion

The fact that LBSs are invading our lives on a daily basis cannot be overlooked;
it is thanks to their ease of use and convenience that the number of their users
is increasing exponentially. However, this adoption leads to severe risks regarding
users’ privacy. The aggregation and analysis of location data have become even
more accessible, and can certainly be refined when position history and tracking.

The usefulness and convenience offered by LBSs is the primary reason behind
this adoption. In the majority of cases, users adopt an LBS because they need to
use it. Therefore, a radical “abandon LBS” solution is not applicable. Users need
to use LBS, but they also need to protect their privacy.
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We discussed in these paper LBS models and privacy-preserving paradigms,
along with significant challenges when it comes to providing the optimal protec-
tion.
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Abstract. An increasing number of people are sharing information
through text messages, emails, and social media without proper privacy
checks. In many situations, this could lead to serious privacy threats.
This paper presents a methodology for providing extra safety precau-
tions without being intrusive to users. We have developed and evaluated
a model to help users take control of their shared information by auto-
matically identifying text (i.e., a sentence or a transcribed utterance)
that might contain personal or private disclosures. We apply off-the-shelf
natural language processing tools to derive linguistic features such as
part-of-speech, syntactic dependencies, and entity relations. From these
features, we model and train a multichannel convolutional neural network
as a classifier to identify short texts that have personal, private disclo-
sures. We show how our model can notify users if a piece of text discloses
personal or private information, and evaluate our approach in a binary
classification task with 93% accuracy on our own labeled dataset, and
86% on a dataset of ground truth. Unlike document classification tasks
in the area of natural language processing, our framework is developed
keeping the sentence level context into consideration.

Keywords: Privacy · Security · Natural language processing ·
Machine learning

1 Introduction

In this era of global communication, individuals often share stories, news, and
information with each other. It is not easy for these users to keep track of what
information they have shared, whether or not that information was a private dis-
closure, and to whom they shared that information. While the importance of user
centric privacy management systems is being widely studied [22,32,33,38,40],
only some of this work are concerned with real-time text analysis and identify-
ing text that contains private information. An important step in constructing
an effective privacy management system is to concentrate on identifying and
discriminating private information from public information.
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For example, a very common medium of social communication between peo-
ple is messaging using text; e.g., email, SMS/text messages, chat, social media,
etc. While interacting, people sometimes disclose personal and sensitive infor-
mation, unintentionally. For example a sentence, Let’s meet at the Joe’s Cof-
fee Shop tonight at seven is disclosing someone’s meeting place along with the
time. Whether or not these disclosures are intentional, it could potentially be
an unwanted security threat and cause for alarm–or for harm. This example
illustrates a common problem in a multitasking environment where users are
simultaneously using in both public and private communication mediums. Our
approach serves as an automated privacy check in these kinds of situations,
warning individuals regarding risky communications in both private and public
contexts. This framework could also be effective while processing large amount
of off-line text documents. An example case study could be filtering out all the
privacy disclosures from a batch of documents that belongs to a person before
it’s disposal or archival.

Privacy concerns exist wherever personally identifiable information (e.g.,
name, address, age) or other sensitive information (e.g., health, finance, men-
tal status) is involved [27]. Therefore, improper disclosure control can be the
root cause for many privacy issues and the negative consequences of disclos-
ing information could be immense [9]. A recent data scandal involving Facebook
and Cambridge Analytica shows how personally identifiable information of up to
87 million Facebook users influenced voter opinions [20,50].

The requirements for privacy measures to protect sensitive information about
organizations or individuals has been researched extensively [6,21,34,48]. One
approach to protect the disclosure of private information is to detect them in
textual data. However, automating the process of classifying private informa-
tion prior to their disclosure is challenging [1]. One of the difficulties results
from the volume of textual data that would need to be processed, and further
the automation process is complicated even more by the number of real-time
requirements that need to be analyzed [2,49]. Moreover, it remains a challenge
to analyze and dissect the details of private information from the text data due
to the ambiguities that arise from natural language [19].

In this paper, we identify a potential approach that brings this challenge
within reach: recognizing disclosures in a piece of text, which could be a short
phrase (i.e., a sentence) within a longer content (i.e., a paragraph or document).
Specifically, we focus on identifying whether or not sentences have disclosures in
them. Our approach enriches text data with linguistic features such as part-of-
speech tags, syntactic dependency parse information, and entity relation infor-
mation using off-the-shelf language processing tools. We then use these features
to train a Convolutional Neural Network (CNN) to learn a mapping from the
features to a binary label: disclosure/non-disclosure. This is a structured app-
roach to train a machine learning model for detecting privacy disclosures and
then automating that knowledge to classify certain types of privacy breaches.
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The contributions of this paper can be summarized as follows:

– Sentence level privacy disclosure identification: While there exists sim-
ilar techniques for classifying an entire document as private (i.e., confidential)
or public, most of these approaches rely only on the existence of the privacy
related keywords in a document regardless of their semantics. In this paper,
we consider detecting privacy disclosure at a sentence level, which is based
on not only the existence of privacy related keywords (i.e. disclosure related
entities) but also on the valid grammatical structure of each sentence. This
reduces false positive results by verifying the construction of a statement.

– Disclosure Related Entity recognizer: A Disclosure-Related Entity Rec-
ognizer (DRER) is developed by extending a trainable Named Entity Rec-
ognizer (NER) model. The developed DRER is later utilized to prepare a
unique labeled dataset as well as to provide tagged entities for learning word
embedding (i.e. similarities among disclosure related entities).

– Case study and performance comparison: We represent a comparison
of the efficiency of different neural network architectures to detect privacy
disclosure. Further, the proposed framework was evaluated to other similar
datasets for a baseline comparison.

In the following section, we review some related work. In Sect. 3, the method-
ology along with data collection and pre-processing steps are explained. Later in
this section, the neural network model and its architecture is described in detail.
In Sect. 4, evaluations of the model are explained and experimental results are
given. A test implementation and the usability of the proposed framework is also
detailed in this section. Finally, some limitations of the approach and a baseline
comparison are discussed in Sect. 5, following the conclusion.

2 Related Work

In this paper we focus on the state of the art research on privacy disclosure, which
has been studied across different domains, e.g. financial disclosure [5,30] where
economical status such as salary, debt, bank balance etc., could be disclosed.
Similarly, sensitive business information of an organization could be sorely dis-
closed if their loss, profit, or inventory price is shared through their website or
employees. Furthermore, location (e.g., home address, meeting point) [4], health
information (diagnosis report, health status) [11,15,37,47] are considered sensi-
tive or private information. The rest of this section reviews the techniques and
approaches that help in identifying privacy disclosures.

2.1 Information Theory and Global Search

In the context of sensitive information detection, Sánchez et al. utilized informa-
tion theory along with large corpus of words [45] to automatically detect sensi-
tive information from textual documents regardless of the information context.
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This approach determines the sensitivity of terms (e.g., person name, disease
name, country name) according to their amount of contributed information in
a context (e.g., a document). For example, specific terms (e.g., pancreatic can-
cer) provide more Information Content (IC) than those more general ones (e.g.,
disease, America). So, they compute the IC of each term by the inverse of the
probability of encountering the term in a corpus (e.g. TFIDF = term frequency
inverse document frequency). One advantage of this approach is that the dis-
closure detection does not depend on a finite set of named entities; however,
the technique introduces some weaknesses. For example, the proposed frame-
work removes the stop words from the documents, which could demolish the
grammatical validity of the sentences. As a result, it is possible to inaccurately
cause the algorithm to fail by providing a document containing sensitive terms
in a random and meaningless order. In the proposed approach in this paper,
we retain punctuations to determine the structural validation and to reduce the
false positive outcomes.

The other group of privacy disclosure techniques are built on rule-based
approaches, e.g., [53] for conducting global search. In this technique, personally-
identifiable information (e.g. name, address) is first detected using pre-specified
patterns and templates. This extends to how addresses are written, how phone
number is formatted, etc. One of the weaknesses of this approach is that it
only focuses on the recognition and removal of personally-identifiable information
regardless of the association of the entities with the subjects. For example, a med-
ical document could contain phone number and address of a hospital which should
not be considered as sensitive information because they are considered public infor-
mation. Our approach takes care of both recognition of entities and association of
themselves, before giving a decision on how confident the model is.

2.2 Leveraging Dictionaries

The second category of research, utilizes the linguistic resources such as privacy
dictionary to automate the content analysis of privacy related information. A pri-
vacy dictionary is used with existing automated content-analysis software such as
LIWC [31]. Vasalou et al. proposes a technique that uses such a dictionary of indi-
vidual words or phrases which are assigned to one or more privacy domains [55].
They showed that the dictionary categories could distinguish differences between
documents of privacy discussions and general language by measuring unique lin-
guistic patterns within privacy discussions (e.g., medical records, confidential busi-
ness documents). Although, they prepared the dictionary by sampling from a rich
variety of contexts (e.g., self reported privacy violations, health records, social net-
work sites, children’s use of the Internet) their approach relies only on the count
of sensitive words in a document. Thus, this model could categorize privacy con-
ditions based on a set of words to different privacy domains, however, it fails to
consider the context that these words are used in.
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2.3 Machine Learning, Probabilistic and Statistical Models

Detection of privacy leaks has also been well-addressed by statistical techniques
such as association rule mining [8]. In such an approach, (Chow et al.) employs
a model of inference detection using a customized web based corpus as reference
where inferences are based on word co-occurrences. The model is then provided
a topic (e.g. HIV - human immunodeficiency virus) and said to identify all the
associated keywords. This approach is suitable for identifying privacy related
keywords (i.e., health information in this case) by utilizing corpus based asso-
ciation rules, but without contextual concern. For example, if a keyword gp120
(an envelope glycoprotein) from the reference collection is fed then the system
returns more related sensitive tokens such as gp120-HIV and gp120-Flu without
considering their neighboring words and overall meaning. Again, this makes the
system inappropriate for valid and precise identification of privacy disclosure.

Hart et al. (2011) utilize machine learning techniques to classify full docu-
ments as either sensitive or non-sensitive information by automatic text classi-
fication algorithms. They introduce a novel training strategy called supplement
and adjust to create an enterprise-level classifier based on support vector machine
(SVM) with a linear kernel, stop word elimination, and unigram methodology.
The weaknesses of this approach is that it classifies private information only
based on a set of keywords. Also, the proposed supervised machine learning
models are not trained based on the proper set of labeled dataset (e.g., wikileaks
data set were assumed to be private and normal web sites data are assumed to
be public information). Thats why no clear visualization is presented about the
learned features of these models.

Caliskan et al. (2014), describes a method for detecting private information
and collective privacy behavior in a large social network. The authors introduce
a novel learning based approach to determine if a given text contains private
information by combining topic modeling, named entity recognition, privacy
ontology, sentiment analysis, and text normalization [7]. In this approach, all the
data are labeled by Amazon Mechanical Turk (AMT) workers and then different
machine learning approaches are tested for generic classification of privacy score.

A further combination of linguistics and machine learning techniques are
studied to detect Personal Health Information (PHI) disclosure detection [43].
Razavi et al. compiled a list of patterns/keywords which are related to persons’
health information which resulted in a list of health information entities. Then
by applying Key-word combinatorial web search, and filters on PHIs and Per-
sonally Identifiable Information (PII)s the disclosure of health information is
detected. Secondly, machine learning layer was implemented to the system to
detect and model any possible type of latent semantic PII/PHI patterns in the
annotated dataset. In addition, Mao et al. studied privacy leaks on Twitter by
automatically detecting vacation plans, tweeting under the influence of alcohol,
and revealing medical conditions [35]. For the classifier, they implemented two
machine learning algorithms; Naive Bayes and SVM.

Most of the above statistical methods are trained and tested on a relatively
larger piece of content (i.e. a paragraph of sentences) and look for togetherness
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of keywords in any part of the whole paragraph. A disclosure related entity
(e.g., age) might not reveal someone’s privacy when standing alone in a sen-
tence, however, it is considered sensitive when it is combined with other entity
(e.g., person with age). The proposed approaches in this section also neglect the
sentence coherence and ignore grammatical validation.

2.4 Impact Analysis of Privacy Disclosure

Along with the development of disclosure identification systems, some research
has studied the impact of disclosure in the society [46,56]. Schrading et al. [46]
provide an analysis of domestic abuse discourse using the data collected from
the social and news-aggregation website (reddit.com). Before experimenting with
the impact, they developed a disclosure identification system in order to discover
the semantic and lexical features salient to abusive relationships. They used one
single SVM algorithm but fed it different combination of input features for pro-
ducing more than one models of other variants. The classifiers were designed
specially for identifying texts that contain discussion on domestic abuse. Uti-
lizing different combination of n-gram attributes (1-gram, 2-gram, 3-gram) and
semantic role attributes (role, predicates), their linear SVM classifier was able to
identify 72% to maximum of 92% abusive relationship from text (72% using pred-
icates only, 92% using n-grams). The disclosure (abusive) identification method-
ology of this research work is an excellent approach for a specific privacy domain
but not a perfect fit across varied domains or contexts which has been addressed
in our work.

Andalibi et al. investigate sensitive self disclosures on online social media
(Instagram) and the responses they attract [3]. For the identification of self
disclosures in that specific social media, they worked on both the visual and
textual qualitative content analysis and statistical methods. They analyzed peo-
ple’s comments, feedback on posts and also the relationship among the them.
The methodology is mostly dependent on hash-tag (#depression) based key-
words that people usually include in the description of their posted photos. Thus,
this approach also suffers to precisely identify a disclosure event. For example,
someone could tag a public photograph with some depression related hash-tags
that does not explicitly disclose his own situation. Hence, the limitations we
discussed already (e.g. not looking into sentence structure, relying on existence
of keywords only, domain dependency etc.) have also been propagated to these
works. Although these research work, related to impact analysis of privacy dis-
closure highly inspire us toward developing our proposed model that can identify
meaningful privacy disclosures.

3 Methodology

In this paper, we leverage a multichannel convolutional deep neural network
(DNN) to utilize lexical and sentence level features. Our model takes all of the
word tokens, part-of-speech tags, and dependency parse tree information of a

http://reddit.com
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sentence as input. First, lexical analysis are done in sentence level. Then, the
tokens are transformed to word vectors by learning word embeddings. Later,
these features are concatenated to form the final feature vector. Finally, sentence
level structure, and privacy related keywords are learned using the convolutional
approach.

In this paper, privacy related keywords are defined as disclosure related enti-
ties (DREs). These fall into the super set of all possible named entities (NE) but
contextually different (i.e., not all Named Entities are Disclosure Related Entities
by our definition). We develop a DRE recognizer by extending an off-the-shelf
NE recognizer tool to assist the proposed model.

Definition 1 (Disclosure Related Entities). Let sentence S be a set of
words, S = {w1, w2, · · · , wn}. A word wi is considered to be a DRE if it indicates
private information such as name of disease, amount of debt, location of meeting,
time of outing etc.

However, dis-joined existence of such entities in any random part of a sentence
does not always prove the occurrence of a valid disclosure of private informa-
tion (e.g. My son nothing morning no sense makes spoofing not $100 dollars).
A sentence has to carry a reasonable meaning after being constructed by dis-
closure related entities (DRE) (e.g. We are planing to leave for Paris on 31st
December in early morning). Moreover, non-machine learning methods seemed
to perform well based on rules and reference datasets, but they are not scalable
and adaptable when time comes to analyze large amount of data. In order to
overcome these challenges, this paper employs a framework which is based on
typical convolutional neural network with extended capabilities. It first looks for
disclosure related entities in a sentence, retrieves syntactic information, identifies
grammatical validation, learns semantic information, and then determines the
occurrence of disclosure or non-disclosure of information.

3.1 Data

The proposed framework consists of a neural network model that requires labeled
data to learn patterns of disclosure and non-disclosure sentences from text data.
Unfortunately, no particular data set with ground truth (i.e., set of sentences
labeled as disclosure/non-disclosure) is available so far to work with. Therefore,
after collecting textual data we use a state of the art Natural Language Pro-
cessing (NLP) Toolkit named Spacy [51] to conduct a preliminary labeling (i.e.,
labeling raw dataset for training) of the dataset as well as to pre-process before
feeding into the DNN model. The left section of Fig. 3 demonstrates the usage
of the NLP Toolkit for both data labeling and pre-processing; the following sub-
sections describe the process in detail.

3.2 Data Collection

In order to collect data from different domains, we consider online platforms
where people post reviews, ask questions, post tweets, and discuss from a first-
person perspective. Online forums like medical, psychiatric, and relationship
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communities mostly contain private information through users conversations.
However, we also wanted to see whether private information is disclosed by
an user unintentionally in public forums (e.g. Stackoverflow, Amazon). This is
why we introduce domain diversity here to give the model more generalized
data. We sampled the same number of user posts from each domain such as
medical forums, social sites, food reviews, place and service reviews etc. All of
the domains are selected randomly. This is summarized in Table 1. All the posts
are written in English language, and each of them are comprised of 4 to 15
sentences. Average sentence length throughout the whole data set is 9 words. As
this research requires data that are related to privacy, we carefully avoided any
sensitive resource that could have caused privacy violation. Anonymity has also
been assured while collecting these data sets from reliable public sources.

Table 1. Summary of data sources.

Source Amount of posts

Medhelp forum posts [57] 3000

Amazon product reviews [13] 3000

Amazon food reviews [36] 3000

Hotel reviews [12] 3000

Place of interest reviews [18] 3000

Psychiatric forum posts [41] 3000

Twitter posts [42] 3000

Stack overflow questions [17] 3000

Total 24000

In each of the above mentioned domains, people shared their views, feedback,
or comments in a set of sentences (i.e., a product review, a twitter status, a
question regarding health). Thus they expressed their overall opinions about a
product, location, situation etc. Our focus is to analyze each piece of content, and
evaluate whether or not an individual is disclosing private information through
any of the sentences while expressing his pronouncements. Some examples of
private disclosures and public information can be found in Table 2.

3.3 Data Labeling

As mentioned above, no ready-made labeled dataset is found for our experiment
where various types of sentences are marked as discloser or non-discloser. Both
the privacy policy of available data sources and complexity in classification of
such textual data, might be the cause. Yet, this is the most important factor from
the model’s perspective which learns in a supervised fashion. So, our collected
dataset is labeled using an algorithm that is built upon the idea of rule-based
approach used by [53,55], and obeying following definitions.
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Table 2. Example disclosure and non-disclosure sentences

Text Is disclosure

1 I have been living in W Boise Avenue for last few months Yes

2 I got unexpected divorced after 2 years of relationship Yes

3 1 pound is equivalent to 1.41 dollars No

4 My company lost $1 million dollar revenue in last quarter Yes

5 Spending $100 dollars for a lunch in restaurant is too bad No

6 Our meeting will be at 3 pm in the US Bank building Yes

7 Yesterday to garbage keywords am nothing Houston more keywords No

8 I got the Flu Yes

9 My son nothing morning no sense makes spoofing not $100 dollars No

10 We are planing to leave for Paris on 31st December in early morning Yes

11 Houston is a very populated city to live in No

Definition 2 (Disclosure Related Entity Type). Each DRETf is a set of
DREs that belong to a type f , where f ∈ F = {Person, Location, Money, Health,
Date, Time, Interpersonal Relationship, Business Information}. Having D as an
infinite set of all possible DREs then

∀DREd ∈ D � i, j ∈ F where i �= j,DREd ∈ DRETi ∩ DRETj

By applying an entity and relation extraction tool [51], we implemented the
following formal definition of disclosure to classify the dataset:

Definition 3 (Disclosure). Let sentence S be a set of words, S =
{w1, w2, · · · , wn}. S is disclosing if it satisfies the following condition:

∃wi, wj ∈ S where i �= j, wi ∈ DRETPerson ∧ wj ∈
⋃

f∈F

DRETf

In order to label a sentence as disclosure (Definition 3), we examine the sen-
tence. If it contains one or more entities (i.e., mention of a person, place, loca-
tion, etc., explained below) and if one of those entities is of type person then its
labeled as disclosure. This is a simple, yet effective rule which allows us to label
our data set with disclosure/non-disclosure classes. A more structured guideline
for manual labeling is given below:

1. Start with an example sentence
(a) Look if that contains one or more DRE (by Definition 1) which falls into

the set of DRET (by Definition 2).
(b) If Count of DRE > 1 AND at least one of the DREs is type of PERSON

go to Step 2 otherwise label it as a Nondisclosure sentence.
2. Is it a grammatically valid sentence?

(a) If YES go to Step 3 otherwise label it as a Nondisclosure sentence.
3. Label the sentence as Disclosure and return to step 1.
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This produced 5000 disclosure sentences and 5000 non-disclosure sentences
from the collected dataset (Table 1), that yields proper labeled information with
ground truth. Human evaluation on the labeled examples (i.e. 20% of the data)
was also done for the verification of the applied techniques. We use this data
to train our model which we hypothesize will generalize to new data, that
we show in our evaluation. Although, those 24,000 posts contained more than
100 thousands of sentences, we picked only those with disclosure related enti-
ties in it. Hence, the final quantity becomes lower after eliminating most of the
sentences with non-disclosure content.

At this stage of our work, we consider the following entity types while discrim-
inating sentences with privacy disclosure: Person (e.g. I, He, Robert), Location
(e.g. Starbucks, Airport, Main Street), Money (e.g. $100, 1 million), Date
(e.g. Tomorrow, 31st December), Time (e.g. 7 pm, Evening), Interpersonal
Relationships (e.g. Married, Divorced), Health Information (e.g. Flu, Preg-
nant), and Business Information (e.g. Revenue, Loss, Profit). It’s worth men-
tioning that the types mentioned above are just few from all possible categories
that might be related to privacy and security. The number of considerable cat-
egories could be extended or reduced as per problem domain.

3.4 Data Pre-processing

As can be seen from the examples in Table 2, many DREs (e.g., I, divorce, 3 pm,
$100 dollar, Houston) can be used in both private disclosures and in public posts.
This makes the problem particularly challenging because we cannot simply rely
on the lexical items in the text; we have to consider the intent of the author of
the text, and somehow determine if the intent was for the text to be public (i.e.
DRE used in a public statement) or private (i.e. DRE used in personal context).
To this end, we do special tokenization and enrich our data with additional
information using linguistic details such as part-of-speech tags and syntactic
dependency relations. We make use of the NLP toolkit Spacy [51] for all of our
data pre-processing. This tool is also used for feature enrichment by creating
synthetic features (e.g. dependency tree, POS tags) out of existing features (i.e.
word tokens, sentences).

Tokenization. In many text-based natural language processing tasks, the text
is pre-processed by removing punctuation and stop words, leaving only the lex-
ical items. However, we found that the way people punctuate their texts helps
give the clues as to whether or not it is a valid private or public information.
That is, we considered tokens from an example sentence like Ok... I will meet
you; tomorrow morning,, in-front of the Coffee Shop!... :) are [“Ok”, “I”, “will”,
“meet”, “you”, “tomorrow”, “morning”, “,”, “in”, “front”, “of”, “the”, “Cof-
fee”, “Shop”]. Therefore, we use the NLP Toolkit to tokenize the sentences in a
customized way that ignores redundant tokens such as “,,”, “;”, “!”, “:)” but
keeps the important ones. This step of considering all the valid sequential tokens
helps our model learn important arrangement of tokens for validating relation-
ships of entities. This is somewhat in contrast to other text analysis literature
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where clearing off all the punctuation tends to improve task performance. How-
ever, keeping the punctuations showed better performance than removing them,
throughout our experiment.

Syntactic Structure. Present linguistic theory, classifies certain formal prop-
erties of language as “purely stylistic.” That is, two sentences can have different
forms but express the same meaning [16,44]. For example, a sentence with the
structure subject verb direct-object preposition object is semantically equivalent
to subject verb object direct-object, though they are syntactically different. Also,
as per our experiments, dependency parse information, and parts of speech tags
are two synthetic features that improved the performance of the neural network
model. This helps the model to observe common sequence of tokens as well as
co-occurrence of dependency tags. We use a Dependency Parser (DP) Toolkit
[51] to extract the syntactic relation information (which is different from, but in
some ways similar to, entity relation information). This allowed us to enrich our
data with dependency parse information.

Parts-of-Speech. Even though we use syntactic structure, we also include parts
of speech as a slightly less structured representation of the input text that is
also non-lexical. (We found, however, that including Parts-of-Speech did not
dramatically increase the performance of our model.)

Figure 1 shows an example of the linguistic feature enrichment for the exam-
ple sentence Me and Steve will meet you tonight for parts-of-speech (which
appear below the words) and the dependency parse tree. Figure 2 shows the
entities with their tagged entity types.

Fig. 1. Parts-of-speech and dependency parse tree of an example sentence.

Fig. 2. Recognized entities in an example sentence.

In summary, our data set is comprised of the original tokenized text enriched
with parts-of-speech, tagged entities, and syntactic information.
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3.5 Model and Approach

Our model composes together multiple channels of a convolutional neural net-
work to perform the disclosure/non-disclosure classification task, where each
channel refers to different representations (i.e., word tokens, dependency parse
tree, parts-of-speech tags) of the same candidate piece of text. All the channels
use similar hyper parameters (e.g., input/output dimension, activation function,
dropout) applied to them to keep computational consistency. Shared input layers
are combined together at the first stage of the neural network which is described
in this section.

3.6 Neural Network Architecture

The primary task is a supervised optimization problem while minimizing error
of classifying disclosure/non-disclosure sentences. An overview of our proposed
framework, along with the core model, is represented in Fig. 3. We explain most
of the important constituents of the system below.

Fig. 3. The bigger picture of the whole framework combining linguistics and neural
network stages.

Word Embedding Layer. Word embedding represents words as a dense vector
representation in high-dimensional space [10,23,54]. Unlike the typical bag-of-
words model, where words are represented as very sparse high-dimensional (e.g.
1-hot) vectors, in word embeddings, words are represented by dense vectors
where a vector represents the projection of the word into a continuous vector
space. The most important benefit of utilizing word embedding is that the posi-
tion of a word or token within the vector space is learned from text and is based
on the words that surround the word where it is used. This is useful because
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words that have similar semantic meanings are close (in terms of Euclidean dis-
tance) to each other; which is more semantically useful than one-hot encodings,
in which all words are semantically equidistant from each other.

In the proposed neural network architecture, we apply word-embedding as
the first layer of the model to learn embeddings through training. Specifically,
three separate embedding layers are used as the first hidden layer of each of
the multichannel input of the network. We prefer this technique of learning
embeddings because we did not observe better accuracy while using pre-trained
word vectors like GloVe [39], rather it caused computational overhead. Glove for
example, contains 800 billion of tokens which in turns incorporate 800 billion of
word vectors. On the other hand, these embedding layers learn semantic rela-
tionships from DREs, words, and tags from our data throughout the process.
This is particularly crucial, as we apply embeddings not just to words, but also
to three types derived linguistic features: parts-of-speech, entities, and depen-
dency parses, as explained in Sect. 3.1). We observed better performance while
implementing this approach.

Convolution Layer. CNN is a neural network architecture which is useful in
mapping ‘togetherness’ of information (i.e., image of objects, sentence of tokens)
onto class labels. These are feed-forward neural networks that became popular
in image processing by work of LeCunn et al. [29]. While traditional CNNs used
in image processing are 2D, 1D CNNs can be successfully used for sequence
processing [26,28]. This is because, text data (e.g. a sentence of tokens) have
a strong 1D (sequential) locality that can be successfully extracted by convolu-
tion. LSTM neural network seems a good fit for this task at first place, these
networks are more computationally intensive than CNN-based networks. In this
work, sequences of tokens in-between entities is observed deeply by utilizing one
dimensional convolution with smaller kernel for learning about valid syntactic
structure among entities in a way where one or more entities are modifying other
entities.

Another challenge that makes the problem of validating sentence structure
difficult is that the sequences (i.e., the input sentences and accompanying lin-
guistic features) can vary in length. Sequences could be short as 2–3 words in
length or, as long as 8–10 words. Its obvious that the model needs to learn the
co-occurrence of tokens or dependencies between symbols in the input sequence.
Unlike two-dimensional convolution in an image processing area which focuses
on spatial visual structure, a one dimensional convolution suits perfectly in this
approach for looking into sentences. As with the word embedding layers, there
is a convolution layer for each channel–one for each linguistic feature type.

Following each convolution layer, we introduce a dropout layer, a pooling
layer and, a flatten layer before going into the concatenation layer where inputs
from different channels are merged.

Concatenation. In this layer, the three channels are brought together. Our final
goal is a single, composed neural network that uses the three linguistic feature
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types then performs a single binary classification task. Concatenation is the
simplest form of bringing these different channels together by simply representing
the output layer of the respective CNNs from each channel as a single input into
the following layer.

Fully Connected Layer. After concatenation, we apply several densely connected
network layers. These hidden layers are comprised of one hundred neurons in
the input, then ten neurons in the hidden layer and, finally an output neuron
for binary classification at the end. We implemented the well-known Rectified
Linear Unit (ReLU) neurons for the first two layers and Sigmoidal neuron in the
output layer.1 Our final resulting model is depicted in Fig. 3 where three separate
channels take in three different linguistic feature sequence types, each channel
begins with an embedding layer, followed by a CNN layer; those three layers are
concatenated, then a three-layer feed-forward network made up of dense layers
(using standard ReLU and sigmoid activations) outputs a distribution over a
binary class.

In summary, the model is not only learning about the private information
but also learning about the correct grammatical structure of such sentences. We
train it with words themselves as well as with two other representations (i.e.
parts of speech and dependency tree) of the example sentences. This helps the
machine learning model to learn both privacy related tokens and pattern of a
correct sentence.

4 Experiment

This section and the subsequent portions contain details about the experimental
environments and tools, along with implementation of the proposed model in
the processed data set and results from an off-line evaluation.

4.1 Data Preprocessing

In the data pre-processing step, we applied Spacy [51] to derive the linguistic fea-
tures of each sentence. This tool comes with several features to analyze natural
language text. Parts of speech tagging, deriving syntactic structure, and tok-
enization are done by this toolkit. The reasons behind selecting Spacy include -
its trainable statistical model (we trained its existing NER model), dependency
parser, tokenizer, noun chunk separator in a single toolkit. Two peer-reviewed
papers in 2015 confirm that spaCy offers the fastest syntactic parser in the world
and that its accuracy is within 1% of the best available. It also contains a sta-
tistical entity recognition model in it, but does not have an entity recognizer

1 It is worth mentioning that we get little fluctuation on the accuracy value while
changing the number of neurons in these layers. It seems obvious because, this layer
might have needed more neurons for better non-linearity understanding when it sees
relatively more data.
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for more specific types in which we are interested, such as Interpersonal Rela-
tionships, Health Information and, Business Information. The default model
identifies a variety of named and numeric entities, including companies, loca-
tions, organizations and products, falling somewhat short of identifying some
additional entities according to our problem scope.

For example, out of the box, it can not identify flu as a disclosure-related
entity, whereas it should be identified as a Health Information type entity as a
task of the first step toward the whole disclosure recognition system. We were,
however, able to leverage Spacy’s model extension provisions [51], resulting in
an extended entity recognizer model that was trained to identify Interpersonal
Relationships, Health Information and, Business Information such as divorce,
marriage, flu, cancer, fever, loss, profit etc. as valid recognizable entities. An
annotator tool by Spacy called Prodigy [52] is used to train the NER model
further for identifying these new types of entities. Prodigy has a loop model
architecture by which it shows relevant keywords based on the annotation of
previous steps.

After this, text encoding is done using Keras [25]. At the end of integer
encoding, post padding with zeros are also done for all the sequences or sentences
to a certain value which is the maximum length of a sentence in the whole
training data set. The post padding is needed to make all the input sequences
same length which is required by the later neural network architecture.

4.2 Neural Network Implementation

For implementing the word embeddings we use the Embedding layer of Keras [23]
that turns positive integers into dense vectors of fixed size [23]. As per its require-
ment, the integer encoding of all text data is completed on the earlier stages.
At the beginning, the embedding layers are initialized with random weights and
then learn embeddings for all of the words in the training dataset.

For the Convolution layer, we use the Conv1D layer of Keras. To avoid the
over-fitting problem of this neural network, we applied 20% dropout rate after
each convolution layers using Dropout layer of Keras. This is a common practice
which means setting the values of 20% input units to 0 at each update during
each iteration of the training life cycle. A pooling layer is also added just after
the dropout layer by utilizing Pooling followed by a Flatten layer of Keras.

The Keras functional API provides some methods to define complex model
structure such as multi input and or multi output models that best suits our
case. The concatenate method of Keras takes all the output vectors from the
convolution layers and merges them into a single vector which then acts as the
input to the later fully connected layers [24].

4.3 Model Hyper Parameters

This section describes all the needed model hyper parameters and intuition
behind the selection of those parameters and associated values. First of all, ran-
dom seeding is used for maintaining reproducibility while experimenting with
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different architectural values. For the Input layers that define the shape for
each of the three multi channel inputs, is determined by the length of the longest
sentence (by tokens).

In each of the three embedding layers all the mandatory parameters are
chosen as follows: input dimension is the vocabulary size and, output dimension
that describes the size of output vectors where words are embedded is 100 and
increased to 200 while working with more than twenty thousand sentences.

Convolution layers are comprised of 32 filters with kernel size of 4, and relu
as activation function, keeping all other parameters to default values as deter-
mined by Keras. Some default parameters are worth mentioning such as, valid
(no padding) as padding type, 1 as the strides and dilation rate, zeros as bias
initializers, with no kernel regularization (regularizers allow to apply penalties
on layer parameters during optimization).

Pooling layers are responsible for the max pooling operations on the temporal
data which are comprised of 2 as pooling window and, strides for downscaling.
This layer uses valid as the padding type by default. To prepare the data for
concatenation, we flatten all the multi channel inputs separately after the max
pooling.

We use ReLU (Rectifier Linear Unit) as the activation function for all the
neurons in the dense hidden layers, whereas Sigmoid is used as the activation
function in the only neuron of the output layer where we get a probability value
towards disclosure or, non-disclosure. The model is trained using 50 epochs, with
a batch size of 100.

4.4 Model Summary

A high level summary of the multi channel convolutional neural network goes as
follows - each embedding layer produces 100 dimensional word embeddings, and
connected to the earlier input layers. Also, each of the convolution layers contains
32 filters with no padding. After the convolution, dropout layers and pooling
layers are employed. Later, three separate flatten layers are used. Eventually, a
concatenation layer merges all the input vectors to a single one, and forwards to
the fully connected layers. Finally, the output layer that contains a single neuron
produces the probability score for the desired binary classification.

4.5 Task and Procedure

Our task is a binary classification task of identifying whether a piece of short
text contains a personal disclosure or not. We compare our model (as described
above) to several other known classification models after the data pre-processing
step (i.e., all models had the same inputs). Procedure of applying those models
and their outcomes are described below.

Simple Convolutional Neural Network. A simple CNN with only word tokeniza-
tion is first applied for identifying disclosure and non-disclosure events. This
simple network also uses a word embedding layer along with 32 filters with
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kernel size of 3 by maintaining same padding for convolution, max pooling of 2,
using binary cross entropy as loss function and, ReLU as the activation function.
This network serves as our baseline.

LSTM Recurrent Neural Network. We also compare to a recurrent neural net-
work, LSTM, because LSTMs have been shown to produce good results in
sequential language processing tasks. We use a word embedding, LST (with
100 neurons), and dropout (20%) layer.

CNN with LSTM Network. We also compare to a combination of the CNN and
LSTM models as they are explained above. This allows the model to combine
the benefits of the sequential LSTM and filters from the CNN in a single model.
The data of this experiment contains one-dimensional spatial structure in the
sequence of words in conversational text and the CNN (Convolutional Neural
Network) tries to pick out invariant features for disclosure and non-disclosure
events. This learned spatial features is then treated as sequences by the subse-
quent LSTM layer. This combined neural network shows very good improvement
in accuracy but going through an obvious computational overhead.

The Multichannel CNN. Eventually, our proposed multichannel convolutional
neural network is applied for the classification of disclosure and non-disclosure
sentences by providing word tokens in one channel, dependency parse tree to
another channel, and parts of speech tags to the third channel. This is the final
model we integrate in the proposed framework (after the data simplification
stage) because of it’s ideal performance. Its worth mentioning that, a multi-
channel LSTM recurrent neural network was also applied for the classification
of the data set Just like the final multichannel CNN. This network also gets
different data representations into different channels but could not beat the final
model. Even though, LSTM based network seems best suit for learning pat-
tern from sequential data, our convolutional network makes best use of learning
togetherness of tokens on the pre-processed data and outperformed all of our
other experimental models.

4.6 Metrics

Classification accuracy (Eq. 1), F-Measure, and Receiver Operating Character-
istic (ROC) are used as the evaluation metrics. We consider these different types
of evaluation metrics because we take it as a binary classification task where
accuracy, precision, recall, and diagnostic ability of disclosure identification are
equally important. We use labeled data to train our model in a supervised fash-
ion, and evaluation is also based on similarly labeled data-set (actually a split
from the original data set by 30%). Remaining 70% of data was used as training
and validation set, containing 50% and 20% in each group respectively.

Accuracy(ACC) =
∑

Truepositive +
∑

Truenegative∑
Totalpopulation

(1)
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For observing the precision and recall of our final model, we consider F-Score
as per following equation (Eq. 2). We try to look how precise our model is, while
identifying disclosure sentences as well as its capability of pulling out disclosure
sentences as much as possible from the test data set.

F1 =
2

(TP+FN)
TP + TP+FP

TP

=
2TP

2TP + FP + FN
(2)

A ROC curve is used to evaluate the association of true positive rate against
the false positive rate to examine the sensitivity, and fall-out of the model. We
also calculate the AUC (area under curve) value of the ROC curve.

4.7 Results

For experimenting with different models to achieve a strong classification result,
the model variants described above with different architectures are applied in
the same data set. Each variant gets the same simplified and entity marked data.

The simple convolutional neural network that uses only word tokenization
shows 69.2% accuracy in identifying disclosure and non-disclosure occurrence.
Simple LSTM network shows 70.6%, and the combined neural network of con-
volution and LSTM layers shows 74.1% of accuracy. The multi-channel LSTM
neural network model achieved 81% accuracy.

Our proposed model that uses multi-channel inputs and convolution lay-
ers along with word embeddings shows 93.72% accuracy on the data set of
labeled disclosure and non-disclosure sentences. Also, it shows significant learn-
ing improvement on the amount of training data set. Figure 4 shows the com-
parison of accuracy among all the experimented models along with the final
proposed one. Accuracy is measured on the test data that is basically a split of
the whole data set and unseen to the model while training.

Fig. 4. Comparison among different models
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The model shows 0.94 F-Score on disclosure label and, 0.93 on non-disclosure
with an overall weighted F-Score of 0.93. Figure 5 shows the ROC curve that is
generated as per the predicted labels and, true labels of the test data set. We find
significantly large area under the curve which is 0.98 that clearly indicates the
strength of the classification model. The ROC curve tells us where we can reliably
set the model to disallow false negatives. Its important to know because in
this particular task the system should notify users about information disclosure
in a lower threshold (i.e., positive if prediction beyond 0.40) to be strict in
information leakage.

Fig. 5. Receiver operating characteristic curve

These are overall positive results. They show that, despite a lack of large
amounts of labeled data, we can train a classifier that goes beyond simple key-
word spotting and uses linguistic features to determine if a text contains a dis-
closure or not with an useful degree of accuracy.

Table 3 shows how we get different accuracy scores on the same data set
based on the effect of different input channels.

These results, however, are only applied to learning the automatically labeled
data. We further evaluate on 200 manually labeled data (i.e., English sentences
which may or may not have the same characteristics required for our labeling
rule, as described above) yielded 86.4% accuracy in disclosure identification.
This dataset of ground truth was labeled by human who had no idea about the
working principle of this model. Those were evaluated from natural perspective
of the human agents. This experiment simulates one of the many possible case
studies of the developed disclosure identification system.

In order for the proposed framework to be integrated into a global solution
for the end users’ privacy management problem, a web browser extension is
developed to detect privacy disclosures as users are typing their text messages.
The implementation is based on a server based request-response architecture.
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Table 3. Impact of using multichannel data.

Channel Accuracy %

Single channel with word tokens 70.6

+ dependency parse tree information as second channel 87.4

+ parts of speech tags as third channel 89.0

Multi-channel input 93.7

The client (i.e. Browser Extension) captures user side text and sends to the server
for classification where the trained model is already deployed. If any sentence
contains privacy disclosure then the color of that text changes to red, as depicted
in Fig. 6. On the other hand, as represented in Fig. 7, the color of the text does
not change, since no disclosure is detected.

Fig. 6. Information disclosure marked as red automatically by the browser extension.
(Color figure online)

Fig. 7. Non-private information keeps default color. (Color figure online)

This implementation of the proposed framework is one of the many possible
use cases. It is also important to note that we recognize the limitation of the
developed tool, since sending personal data to a remote server for a classification
purposes might result in user’s privacy violation. For the future version of this
tool we will implement an architecture based on a pre-trained model stored in
the client side (e.g. Using TensorflowJS). Source code of this implementation
(i.e. the web browser extension and the API server) along with other resources
regarding this work are made available for interested researchers2.
2 https://anonymous.4open.science/repository/3c84ab7b-02ce-4fd7-b982-

f278d6f3c4f4/.

https://anonymous.4open.science/repository/3c84ab7b-02ce-4fd7-b982-f278d6f3c4f4/
https://anonymous.4open.science/repository/3c84ab7b-02ce-4fd7-b982-f278d6f3c4f4/
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5 Discussion and Analysis

For a baseline evaluation and assessment of the generalizability of the pro-
posed framework, a dataset that was created by Schrading et al. and Choudhury
et al. [14,46] is utilized to detect privacy disclosures in Reddit users’ posts and
comments. This dataset was created mainly to analyze and study the dynam-
ics of domestic abuse in electronic social media (i.e. Reddit). This dataset is
comprised of posts and comments from Reddit users under several sub-reddits
such as abuseinterrupted, domesticviolence, survivorsofabuse, casualconversa-
tion, advice, anxiety, anger, relationships, and relationship advice. All the posts
and comments are labeled with one of the above classes.

For the purpose of creating a comparable result, we divided the posts into
two classes of Disclosure or Non-disclosure. Submissions under the sub-reddits -
abuseinterrupted, domesticviolence, survivorsofabuse, and relationship are con-
sidered as Disclosure class and casualconversation, and advice as Non-disclosure
(Table 4). With this new binary classification, the proposed framework was able
to detect each post or comment as a disclosure or non-disclosure with the accu-
racy of 95%.

Further analysis revealed that even if a post is labeled as an Abuse, not all
the sentences in the post represent the labeled class and that is the limitation of
the work by [14,46]. However, the framework proposed in this paper is able to
classify text at a sentence level and provide a more detail analysis. Therefore, in
order to be able to compare the result of our classifier with the work of [14,46],
we implemented a rule that if at least 70% (i.e. 7 out of 10 sentences of a
submission) of the sentences of a post are classified as disclosure, then that
entire post is classified as a disclosure. The result of the classifier was assumed
correct if that same post was classified as abuse by [14,46].

From all our experiments and the evaluation explained in this section, we
have been able to recognize that with considering each sentence as the unit piece
of information, the proposed framework faces some limitations while working
on conversational context. At the moment, discourse information that spans
beyond sentences cannot be handled in the way the system works. For example
a chat conversation like - :How is your son? ..., :Bad ..., Got flu ... can mislead
the whole system for identifying both the disclosure and the actual nominal
subject of this context. Whereas the understandable and rephrased version of the
sentence is actually My son got the flu and is certainly a disclosure. One possible
workaround is to implement that exact same procedures with an extended lookup
window. For example, an information extraction step can be implemented in a
sliding window style where each window will contain more than one phrases or
utterances. Thus, it might be able to find the semantics, and the dependency
parse tree of the conversation.

Another limitation of this proposed system is related to incorrectly (i.e.,
grammatically) written sentences. People often do not care about sentence struc-
ture while texting (which is more like speech than standard text) with close
friends, and family members. On the other hand, this system moderately depends
on sentence structure, specifically structure in-between entities.
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Table 4. Summary of the reddit dataset.

Sub-reddit Class Quantity Target class

abuseinterrupted Abuse 1653 Disclosure

domesticviolence Abuse 749 Disclosure

survivorsofabuse Abuse 512 Disclosure

relationship Relationship 8201 Disclosure

Total – 11,115 –

casualconversation Not-abuse 7286 Nondisclosure

advice Not-abuse 5913 Nondisclosure

Total – 13,199 –

6 Conclusion and Future Work

A practical model of privacy protection is in dire need by users in the era of
social networks that results in activities such as posting online, chatting, text
messaging, blogging, and playing online games, etc. Therefore, the development
of algorithm and tools that helps users to identifying privacy disclosure in textual
data is important. While many research studies in this area mainly focus on
classifying textual data as public or private at the document or paragraph level,
only few of those are concerned with the privacy detection at the sentence level
analysis. Hence, these approaches can not be used for managing privacy for
users and they are mostly designed for privacy protection of organization and
corporations.

To address this limitation, this paper proposes a privacy disclosure iden-
tification framework, comprised of neural network model with linguistics. The
proposed framework is capable of: (I) detecting disclosure related entities more
effectively by utilizing natural language processing techniques rather than rely-
ing on random keywords from an unbound set of tokens, (II) conducting disclo-
sure detection analysis only on sentences with correct subject-verb agreement to
increase performance time.

For the proof of concept, we conducted several experiments, examining vari-
ous machine learning based algorithms Fig. 4 with the different types of data pre-
processing techniques, and parameter tunning approaches, while experimenting
with various neural network architectures. Throughout this process it was proven
that the entity based evaluation, and enriching the input data with additional
underlying features helped improving the performance of the model. Convolu-
tion over the feature vectors resulted in learning about the sentence structure as
well as to overcome the computational overhead.

The future work will concentrate on extending the number of Disclosure
Related Entity Types (DRET) to improve the disclosure detection process. Fur-
ther, the proposed framework will be made more intelligent to be able to infer
from the text analysis the interpersonal relationship (i.e., relationship among
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friends, family members, colleagues, and public), the context in which the dis-
closure occurs, and the timing of disclosure to provide an effective privacy man-
agement tools an algorithms for users. In order to achieve this objective, an
inter-annotator agreement measures and annotation guidelines will be used to
ensure consistent annotations, while developing a generalized dataset that will
include human annotation through crowdsourcing.

Acknowledgments. The authors would like to thank National Science Foundation
for its support through the Computer and Information Science and Engineering (CISE)
program and Research Initiation Initiative(CRII) grant number 1657774 of the Secure
and Trustworthy Cyberspace (SaTC) program: A System for Privacy Management in
Ubiquitous Environments.

References

1. Abril, D., Navarro-Arribas, G., Torra, V.: On the declassification of confidential
documents. In: Torra, V., Narakawa, Y., Yin, J., Long, J. (eds.) MDAI 2011. LNCS
(LNAI), vol. 6820, pp. 235–246. Springer, Heidelberg (2011). https://doi.org/10.
1007/978-3-642-22589-5 22

2. Agerri, R., Artola, X., Beloki, Z., Rigau, G., Soroa, A.: Big data for natural lan-
guage processing: a streaming approach. Knowl. Based Syst. 79, 36–42 (2015)
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vol. 3674, pp. 185–199. Springer, Heidelberg (2005). https://doi.org/10.1007/
11552338 13

5. Boyd, V.: Financial privacy in the United States and the European union: a path
to transatlantic regulatory harmonization. Berkeley J. Int’l L. 24, 939 (2006)

6. Buchanan, T., Paine, C., Joinson, A.N., Reips, U.D.: Development of measures of
online privacy concern and protection for use on the internet. J. Assoc. Inf. Sci.
Technol. 58(2), 157–165 (2007)

7. Caliskan Islam, A., Walsh, J., Greenstadt, R.: Privacy detective: detecting private
information and collective privacy behavior in a large social network. In: Proceed-
ings of the 13th Workshop on Privacy in the Electronic Society, pp. 35–46. ACM
(2014)

8. Chow, R., Golle, P., Staddon, J.: Detecting privacy leaks using corpus-based asso-
ciation rules. In: Proceedings of the 14th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, pp. 893–901. ACM (2008)

9. Christofides, E., Muise, A., Desmarais, S.: Information disclosure and control on
facebook: are they two sides of the same coin or two different processes? Cyberpsy-
chol. Behav. 12(3), 341–345 (2009)

10. Word Embedding Wikipedia Contributors: Word embedding — Wikipedia,
the free Encyclopedia (2018). https://en.wikipedia.org/w/index.php?title=Word
embedding&oldid=836044700. Accessed 7 May 2018

11. Costello, J.: Nursing older dying patients: findings from an ethnographic study of
death and dying in elderly care wards. J. Adv. Nurs. 35(1), 59–68 (2001)

12. Datafiniti: Hotel reviews — Kaggle (2018). https://www.kaggle.com/datafiniti/
hotel-reviews. Accessed 01 May 2018

https://doi.org/10.1007/978-3-642-22589-5_22
https://doi.org/10.1007/978-3-642-22589-5_22
https://doi.org/10.1007/11552338_13
https://doi.org/10.1007/11552338_13
https://en.wikipedia.org/w/index.php?title=Word_embedding&oldid=836044700
https://en.wikipedia.org/w/index.php?title=Word_embedding&oldid=836044700
https://www.kaggle.com/datafiniti/hotel-reviews
https://www.kaggle.com/datafiniti/hotel-reviews


Privacy Disclosures Detection in Natural-Language Text 175

13. Dave, K., Lawrence, S., Pennock, D.M.: Mining the peanut gallery: opinion extrac-
tion and semantic classification of product reviews. In: Proceedings of the 12th
International Conference on World Wide Web, pp. 519–528. ACM (2003)

14. De Choudhury, M., De, S.: Mental health discourse on reddit: self-disclosure, social
support, and anonymity. In: ICWSM (2014)

15. DeCew, J.W.: The priority of privacy for medical information. Soc. Philos. Policy
17(2), 213–234 (2000)

16. Evans, D.A., Zhai, C.: Noun-phrase analysis in unrestricted text for information
retrieval. In: Proceedings of the 34th Annual Meeting on Association for Compu-
tational Linguistics, pp. 17–24. Association for Computational Linguistics (1996)

17. Stack Exchange: Stack exchange data dump. Stack Exchange, Inc.: Free Down-
load, Borrow, and Streaming: Internet Archive (2018). https://archive.org/details/
stackexchange. Accessed 01 May 2018

18. Ganesan, K., Zhai, C.: Opinion-based entity ranking. Inf. Retrieval 15(2), 116–150
(2012)

19. Groves, T.: Why is analyzing text so hard? (2018). http://www.ibmbigdatahub.
com/blog/why-analyzing-text-so-hard. Accessed 01 Feb 2018

20. Hern, A.: Far more than 87m Facebook users had data compromised, MPs told
(2018). https://www.theguardian.com/uk-news/2018/apr/17/facebook-users-data-
compromised-far-more-than-87m-mps-told/-cambridge-analytica. Accessed 01
May 2018

21. Joinson, A.N., Reips, U.D., Buchanan, T., Schofield, C.B.P.: Privacy, trust, and
self-disclosure online. Hum. Comput. Interact. 25(1), 1–24 (2010)

22. Joshaghani, R., Mehrpouyan, H.: A model-checking approach for enforcing
purpose-based privacy policies. In: IEEE Symposium on Privacy-Aware Comput-
ing (PAC), pp. 178–179. IEEE (2017)

23. Keras: Embedding layers - Keras documentation (2018). https://keras.io/layers/
embeddings/. Accessed 01 Feb 2018

24. Keras: Guide to the functional API - Keras documentation (2018). https://keras.
io/getting-started/functional-api-guide/. Accessed 01 Feb 2018

25. Keras: Text preprocessing - Keras documentation (2018). https://keras.io/
preprocessing/text/#tokenizer. Accessed 01 Feb 2018

26. Kravchik, M., Shabtai, A.: Anomaly detection; industrial control systems; convo-
lutional neural networks. arXiv preprint arXiv:1806.08110 (2018)

27. Krishnamurthy, B., Wills, C.E.: On the leakage of personally identifiable infor-
mation via online social networks. In: Proceedings of the 2nd ACM Workshop on
Online Social Networks, pp. 7–12. ACM (2009)

28. LeCun, Y., Bengio, Y., et al.: Convolutional networks for images, speech, and time
series. Handb. Brain Theor. Neural Netw. 3361(10), 1995 (1995)

29. LeCun, Y., et al.: Handwritten digit recognition with a back-propagation network.
In: Advances in Neural Information Processing Systems, pp. 396–404 (1990)

30. Leyshon, A., Signoretta, P., Knights, D., Alferoff, C., Burton, D.: Walking with
moneylenders: the ecology of the UK home-collected credit industry. Urban Stud.
43(1), 161–186 (2006)

31. LIWC: Linguistic inquiry and word count (2018). https://liwc.wpengine.com/.
Accessed 01 February 2018

32. Madden, M.: Privacy management on social media sites. In: Pew Internet Report,
pp. 1–20 (2012)

33. Madden, M., et al.: Teens, social media, and privacy. Pew Res. Center 21, 2–86
(2013)

https://archive.org/details/stackexchange
https://archive.org/details/stackexchange
http://www.ibmbigdatahub.com/blog/why-analyzing-text-so-hard
http://www.ibmbigdatahub.com/blog/why-analyzing-text-so-hard
https://www.theguardian.com/uk-news/2018/apr/17/facebook-users-data-compromised-far-more-than-87m-mps-told/-cambridge-analytica
https://www.theguardian.com/uk-news/2018/apr/17/facebook-users-data-compromised-far-more-than-87m-mps-told/-cambridge-analytica
https://keras.io/layers/embeddings/
https://keras.io/layers/embeddings/
https://keras.io/getting-started/functional-api-guide/
https://keras.io/getting-started/functional-api-guide/
https://keras.io/preprocessing/text/#tokenizer
https://keras.io/preprocessing/text/#tokenizer
http://arxiv.org/abs/1806.08110
https://liwc.wpengine.com/


176 N. Mehdy et al.

34. Malhotra, N.K., Kim, S.S., Agarwal, J.: Internet Users’ Information Privacy Con-
cerns (IUIPC): the construct, the scale, and a causal model. Inf. Syst. Res. 15(4),
336–355 (2004)

35. Mao, H., Shuai, X., Kapadia, A.: Loose tweets: an analysis of privacy leaks on
twitter. In: Proceedings of the 10th Annual ACM Workshop on Privacy in the
Electronic Society, pp. 1–12. ACM (2011)

36. McAuley, J.J., Leskovec, J.: From amateurs to connoisseurs: modeling the evolution
of user expertise through online reviews. In: Proceedings of the 22nd International
Conference on World Wide Web, pp. 897–908. ACM (2013)

37. Meerabeau, L.: The management of embarrassment and sexuality in health care.
J. Adv. Nurs. 29(6), 1507–1513 (1999)

38. Mehrpouyan, H., Azpiazu, I.M., Pera, M.S.: Measuring personality for automatic
elicitation of privacy preferences. In: IEEE Symposium on Privacy-Aware Comput-
ing (PAC), vol. 00, pp. 84–95, August 2017. https://doi.org/10.1109/PAC.2017.15,
doi.ieeecomputersociety.org/10.1109/PAC.2017.15

39. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S., Dean, J.: Distributed repre-
sentations of words and phrases and their compositionality. In: Advances in Neural
Information Processing Systems, pp. 3111–3119 (2013)

40. Milberg, S.J., Burke, S.J., Smith, H.J., Kallman, E.A.: Values, personal information
privacy, and regulatory approaches. Commun. ACM 38(12), 65–74 (1995)

41. Milne, D.N., Pink, G., Hachey, B., Calvo, R.A.: CLPsych 2016 shared task: triaging
content in online peer-support forums. In: Proceedings of the Third Workshop on
Computational Linguistics and Clinical Psychology, pp. 118–127 (2016)

42. Pak, A., Paroubek, P.: Twitter as a corpus for sentiment analysis and opinion
mining. In: LREc, vol. 10 (2010)

43. Razavi, A.H., Ghazinour, K.: Personal health information detection in unstruc-
tured web documents. In: IEEE 26th International Symposium on Computer-Based
Medical Systems (CBMS), pp. 155–160. IEEE (2013)

44. Sachs, J.S.: Recopition memory for syntactic and semantic aspects of connected
discourse. Percept. Psychophys. 2(9), 437–442 (1967)

45. Sánchez, D., Batet, M., Viejo, A.: Detecting sensitive information from textual doc-
uments: an information-theoretic approach. In: Torra, V., Narukawa, Y., López, B.,
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Abstract. In order to effectively evaluate the information security level
for an intelligent and connected vehicle, a novel Intelligent Connected
Vehicle (ICV) Information Security Attack and Defense (ICV-ISAD) test
evaluation method is proposed in this paper. ICV-ISAD test method is
based on long-term large number of real vehicle test experiments. It
mainly consists of security threat and risk analysis, test strategy design,
test tool call, test point mapping, test procedure execution, and reme-
diation measures mapping. Using ICV-ISAD test method, we conducted
test experiments to In-vehicle Network, Telematics Box, Engine Control
Unit, In-Vehicle Infotainment, Mobile Application, Radio and Telematics
Service Provider for different types of vehicle. The results show that some
vulnerabilities exist in ICV’s system, such as gateway filtering vulnerabil-
ity, high-risk port opening, Cross Site Scripting (XSS), Structured Query
Language (SQL) injection, weak password, and cleartext network traffic
(HTTP). Besides, ICV-ISAD test method could map some remediation
measures or recommendations for these vulnerabilities. It denotes that
ICV-ISAD test method can effectively test and evaluate the information
security of ICV.

Keywords: Intelligent connected vehicle · Information security ·
Test evaluation · Vulnerability · Remediation measure

1 Introduction

Intelligent Connected Vehicle (ICV) is a new generation of vehicle which is
equipped with advanced in-vehicle sensors, controllers, actuators and other
devices, and integrates modern communication and network technology to real-
ize intelligent information exchange and sharing between vehicles and X (people,
cars, roads, backgrounds, etc.) [1]. The Chinese government said it is paying great
attention to the development of intelligent connected vehicles and considers the
sector a vital way to ease the burden on transportation, energy consumption and
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environmental pollution [2]. By 2020, the market scale of the country’s intelligent
connected vehicles sector is expected to exceed 100 billion yuan [3]. However,
these rapid changes to enhance the intelligent and connected functions of vehicles
are having a serious effect on their security. Specifically, the Internet penetrates
into the modern vehicles [4]. Increased connectivity often results in a heightened
risk of a cybersecurity attack [5–7], such as Denial-of-Service (DoS) attack, man-
in-the-middle attack and Structured Query Language (SQL) injection. In 2015,
preeminent hackers Charlie Miller and Chris Valasek dominated headlines with
their landmark hack of a Jeep Cherokee [8]. In 2016, team of hackers take remote
control of Tesla Model S from 12 miles away [9]. In 2017, Keen Lab discovered
new security vulnerabilities on Tesla motors and realized full attack chain to
implement arbitrary CAN BUS and ECUs remote controls on Tesla motors with
latest firmware [10]. In 2018, researchers hacked BMW cars and discovered 14
vulnerabilities [11].

Cars are getting more and more connected, which means more electronics plus
access to the internet. Which, in turn, means more opportunities to hack cars
remotely. For the security, generally speaking, the measures of protection against
malicious attacks are little known to automotive manufacturers and suppliers.
Modern cars need to be developed with security in mind, and that is something
that has to be done by security professionals, whereas the Original Equipment
Manufacturers (OEMs) lack the ability to comprehensively evaluate the security
levels of their cars. Automotive information security can be guaranteed in many
ways, such as security standards, regulations and test evaluation methods or
public announcement system. As one of the most direct and effective means, the
test evaluation method could provide a security process framework and guidance
to help OEMs identify and assess security threats and design security into cyber-
physical vehicle systems throughout the entire development lifecycle process.
However, due to the lack of relevant standards, there are relatively few test
evaluation methods for automotive information security in the industry, while
most of these methods focus on testing the safety of cars [12,13].

In this paper, a novel Intelligent Connected Vehicle Attack and Defense (ICV-
ISAD) test evaluation method is proposed to address the test evaluation issue of
automotive security. The article is structured as follows: in the following Sect. 2
it studies the problem and object statement under investigation from the two
aspects of ICV’s classic system architecture and the main attack surfaces it
faces. In Sect. 3 we introduce the test methodology of ICV-ISAD test method
from three stages. In Sect. 4 there are some experimental results and analyses
for ICV-ISAD test method. After the overall outlook for above, the last section
concludes this article with a summary.

2 Problem and Object Statement Under Investigation

While automobile manufacturers have improved the intelligent and connected
functions of their automobiles a lot during the past decades, adequate protection
measures for vehicle security are not available yet [14]. Moreover, vehicle security
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related incidents can also affect the safety of automotive systems [15]. All of this
interplay between intelligent and security clearly motivates automotive security
as a research topic with increasing relevance and importance. Also, it motivates
us to explore a test method to evaluate automotive security.

For this section, it serves as a research basis of security test evaluation method
analyzing the current state-of-the-art ICV’s classic system architecture and the
main attack surfaces it faces, respectively.

2.1 Classic System Architecture

The object under investigation is an ICV system consisting of actuators, sensors,
and all kinds of embedded ECUs (Electronic Control Units) that are connected
with each other through different busses, such as CAN bus, FlexRay, Ethernet
and MOST. To investigate the security of ICV more clearly, we develop an ICV’s
classic system architecture that consists of multiple functional modules, such
as Gateway, Telematics Box, In-Vehicle Infotainment, Body Electronic Module,
Chassis Controller and Powertrain Controller. It is illustrated in Fig. 1. Specif-
ically, the Classic System Architecture can be clearly seen that the OBD and
USB interface can provide direct contact physical attacks, while the Wi-Fi and
Bluetooth may be used to attack the ICV’s system remotely. Besides, Gateway
plays a vital role in the system, which has close ties with many units of the car.
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Furthermore, successful exploitation of the CAN vulnerability on an automobile
with this classic system architecture may allow an attacker with physical access
and extensive knowledge of CAN to reverse engineer network traffic to perform a
Denial of Service (DoS) attack disrupting the availability of arbitrary functions
of the car [19]. In the following section, we will do some research on security test
evaluation method based on this ICV’s classic system architecture.

2.2 Attack Surfaces

The intelligent connected vehicle has a complex system with many embedded
Units. With many intelligent technologies being introduced into vehicle, the
threats of malicious attack of automotive security are gradually increasing and
the problems of information security are increasingly highlighted. It is not dif-
ficult to imagine that automobile manufacturers cannot come up with a strong
security system for protecting vehicle networks unless they are very well aware
of the attack surfaces that an automobile is facing and have a clear understand-
ing of the existing vulnerabilities. Before helping them solve this puzzle, we first
need to analyze the main threat surfaces ICV faces at present. Based on the
ICV’s classic system architecture being presented in Fig. 1, in this section, there
is an introduction of the attack surfaces threating ICV’s security. An illustra-
tion of these attack surfaces is shown in Fig. 2. The details of these seven attack
surfaces are as follows.
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IVN
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Intelligent Connected Vehicle
 (ICV)

Fig. 2. Attack surfaces that ICV faces
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Telematics Box (T-Box). Telematics Box is an electronic unit that inte-
grates all kinds of chips, such as 3G/4G chip, wireless module, communication
module, microcontroller (MCU), System on a Chip (SoC). It can be used to
the interactive communication between the vehicle and the cloud-platform and
connect with the cellular communication networks. In addition, some T-Boxs
have the function of tracking with various satellite constellations (GPS, Galileo,
GLONASS). As an important communication unit, T-Box’s security is critical
for that of ICV. Therefore, hackers take it for granted that T-Box is one of the
main breakthroughs used to compromise vehicles.

In-Vehicle Infotainment (IVI). In-Vehicle Infotainment is the centerpiece
of the car’s sound and information system, which provides some direct user
experience (UX) for car owners, such as music, applications, navigation. The
IVI systems hack is possible and is a real concern [16]. The system is responsible
for controlling some of the most vital functions of the car’s system. Specifically,
IVI systems frequently utilize Bluetooth technology and/or smartphones to help
drivers control the system with voice commands, touchscreen input, or physical
controls, which exposes outside and provides a direct way to attack the vehicle.

Electronic Control Unit (ECU). During our research on attack surfaces
for ICV, electronic control unit consists of all kinds of critical electronic units
except T-Box and IVI, such as Central Computer (CEM), Engine Control Unit,
Brake Control Module (BCM) and Remote Monitory System (RMS). All of these
modules directly control the movement and behavior of the vehicle, and they can
do harm to the vehicle once been attacked.

In-Vehicle Network (IVN). In-Vehicle Network is a general term for the
internal network architecture of the car and mainly composed of various elec-
tronic modules and different types of buses, for example CAN bus, FlexRay,
Ethernet, MOST and so on. All of the buses connects to ECU, T-Box and other
critical components. IVN is the nerve center of the entire vehicle system and
controls the normal operation of the car system. It is the last defensive line to
protect the vehicle from being attacked.

Mobile Application (Mobile App). In this work, Mobile App is an auto-
motive program or software application designed to run on a mobile device such
as a phone/tablet, which can be used to control vehicle remotely. Besides, the
source codes/files of app contain a great deal of privacy information and they
can be reversed, recompiled or tempered. So its security plays a vital role in the
field of automotive security.

Radio. In term of ICV information security, Radio refers to the technology of
using radio waves to carry information in vehicle, such as sound and images,
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by systematically modulating properties of electromagnetic energy waves trans-
mitted through space, such as their amplitude, frequency, stage, or pulse width.
There are Wi-Fi, Bluetooth, Tire Pressure Monitoring System (TPMS), Remote
Keyless Entry System (RKMS) and so on. For the security risks of radio, some
hackers set up a radio listening station to find and decode hidden radio signals—
just like the hackers who triggered the emergency siren system in Dallas, Texas,
probably did [17].

Telematics Service Provider (TSP). In research about Telematics Service
Provider’s security, it mainly serves as the cloud platform and some servers
that are used to provide the services to the vehicles on the road, which plays a
role in the connected car value chain centered on secure vehicle to cloud data
management. Due to its close connection with the Internet, it has attracted the
attention of many attackers and has become one of the most commonly used
attack surface or path.

These attack surfaces related to vehicles exacerbate the problem of causing
much information disclosure or compromising an entire in-vehicle network due to
the lack of protective measures in the automotive pipeline (network) and other
counterparts. Considering the interests of OEMs and users, they are the main
objects used to study common car vulnerabilities and possible attack paths.

3 Test Methodology

Based on the ICV’s classic system architecture and seven attack surfaces it faces,
in this section, a novel Intelligent Connected Vehicle (ICV) Information Security
Attack and Defense (ICV-ISAD) test evaluation method is proposed and the
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design thoughts of test methodology are presented comprehensively. ICV-ISAD
test method shows how to evaluate the information security of the car through
testing method that aims to discover security vulnerabilities and threats as well
as maps corresponding remediation measures. It is derived from the long-term
large number of real automotive test experiments and is constantly optimized in
the experiments. In this method, the implementation of the security evaluation
realized from three stages, which are Threat and Risk Analysis, Test Execution
as well as Remediation Measures.

3.1 Threat and Risk Analysis

Since the dependencies between the vehicle security and the design system archi-
tecture described in Sect. 2, there exists a lot of threats and risks for ICV’s system
or network. In the first stage of ICV-ISAD test method, some threats and risks
to the vehicle are considered, respectively. The threat analysis is a process to
determine anything that can exploit a vulnerability, intentionally or accidentally,
and obtain, damage, or destroy the security of ICV. Table 1 shows an example
of threats analysis. Risk analysis is designed to consider the potential for loss,
damage or destruction of the vehicle security as a result of a threat exploiting a
vulnerability. For an example of risks analysis, see Table 2.

Table 1. Threats analysis

No. Threat (Vulnerability) Effect (Attack surface)

1 Compromise of update procedures IVI

2 Denial of service attacks IVN, IVI, Mobile App

3 Unprivileged users access to vehicle systems IVI, IVN

4 Hosted 3rd party software IVI

5 Network design introduces vulnerabilities IVN, T-Box, IVI, ECU

6 Physical manipulation of systems can enable an attack IVI, T-Box

7 Spoofing of messages IVN, IVI, Radio

8 Man in the middle attack IVI, T-Box, Radio

9 OBD Diagnostic access IVN, IVI

10 Unauthorized deletion/manipulation of system event logs IVI, T-Box

... ... ...

3.2 Testing Execution

In the second stage of ICV-ISAD test method, we will start the testing execution
based on the threat and risk analysis. As we can see from the Fig. 3, the stage
describes four layers, labeled 1 to 4. Layer 1 is the lowest layer in this stage.
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Table 2. Risks analysis

No. Risk Effect (Attack surface)

1 Stealing personally identifiable information IVI, T-Box, TSP

2 Manipulating a vehicle’s operation IVN, IVI, Mobile App

3 Unauthorized vehicle system entry IVN, IVI, T-Box

4 Compromise of over the air software update procedures IVI

5 GPS spoofing Radio

6 Disrupting TPMS signal Radio

7 The installation package was tampered with Mobile App

8 Transfer data is hijacked Mobile App

9 Loss of information in the cloud TSP

10 Information breach by unintended sharing of data TSP

... ... ...

Layer 1: Test Baseline Layer. The Test Baseline Layer is the main com-
ponent in the test execution stage. 335 test points, 733 test cases and 69 test
tools are collected in this layer, which are the important part of ICV-ISAD test
method. Test points serve as the idea and technical points for the specific imple-
mentation of the security test, which are derived from a large number of practical
automotive experiments, taking into account the feasibility and applicability. It
describes the research ideas and technical points that plays a vital role in the
comprehensive security test of automotive components. Some examples of test
points are shown in Table 3. Test cases are usually a single step, or occasion-
ally a sequence of steps, to test the correct security behavior or functionality in
the design of vehicle, features of objects corresponding to each test points, one
part of which is shown in Table 4. Test tools are partly shown in Table 5, which
offer the execution of security test and implement quick security analysis to
vehicle system function, software binary code and communication traffic packet
across multiple automotive units, etc. Many test tools incorporate automatic test
capabilities to traversing and discover threats, vulnerabilities and other security
problems from the tested objects.

Table 3. Test points

Attack surface 1 2 3 ...

IVN Security access service Subnet Gateway ...

T-Box Key usage Hash function SPI bus ...

IVI Backdoor Weak token Port security ...

ECU CAN bus isolation Verification level Secure storage ...

Mobile APP Decompile Process injection Data security ...

Radio Sniffing Replay attack Interference ...

TSP CSRF vulnerability Webshell getting SQL injection ...
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Table 4. Test cases

Surface Test points Test cases

IVN Security access 1 Connect the PC to the car through the OBD port

2 Send 022701 via Vehicle Spy

3 To test whether the ECU feeds back the seed or not

4 Observe, analysis and record the results

... ... ...

T-Box Key usage 1 Confirm whether the encryption key is
multi-purpose

1 Confirm whether the authentication key is
multi-purpose

1 Confirm whether the random number generation
key is multi-purpose

1 Confirm if the digital signature key is
multi-purpose

... ... ...

IVI Backdoor 1 To analyze whether the program has backdoor
through the reverse engineering. Such as the hidden
browser

Port security 1 Use nmap to find all open ports

2 Test whether the opened ports are secure or not

... ... ...

Layer 2: Strategy and Procedure Layer. In Strategy and Procedure (S&P)
Layer, we elaborate the thoughts of test strategy and the flow chart of test
procedure. The S&P Layer plays a role of bridge between the Test Library Layer
and Test and Evaluation (T&E) Layer using for test planning and management.
The test strategy is to build a practical test idea and test route based on the test
points around a specific test object, such as IVN, ECU, IVI, T-Box, Mobile App,
Radio and TSP. Table 6 takes Test Strategy of IVN’s Security for an example.
The test procedure is a test logic based on test points and test strategies, given in
the form of a flow chart. It covers major security test policies such as functional
security test, static code analysis, reversing engineering and penetration testing.
Test procedure is shown in Fig. 4.

Layer 3: Test and Evaluation Layer. To address the evaluation problem of
the security for ICV, the Test and Evaluation (T&E) Layer is deployed in third
layer of Test Execution. It focus on evaluating the security defensive capabil-
ity of vehicle based on the attack and defense technology. Test and Evaluation
(T&E) is the process by which a system or components are compared against
test points and test strategies according to test procedure. Figure 3 highlights the
relationship among the Test Baseline Layer, S&P and T&E Layer. The results
are evaluated to assess ICV’s security of architecture design.
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Table 5. Test tools

No. Tool name Function description

1 Burpsuite Using to analyze network packets

2 jeb2 Decompile apk application

3 Defensics Fuzz testing by communication protocol

4 IDA-PRO Decompile and dynamically debug binary file

5 Appscan To discover vulnerabilities, hosts and services

6 Nmap Test security of the ports and running services opened

7 Protecode Analyze, detect and check the known vulnerabilities of binary codes

... ... ...

Table 6. Test strategy for IVN’s security

Step Description

1 Analysis of vehicle network structure and bus type

2 Investigate the open bus service of the OBD interface

3 Call the corresponding test tools for different open services

4 Message reading and analysis

5 Diagnostic service test

6 Denial of service test

7 Brute force cracking test

8 Fuzz testing

9 Summary and analysis

The Test and Evaluation (T&E) involves evaluating an automobile’s secu-
rity from the component level to whole vehicle system as well as its integrated
system. Components mainly refer to the units related to seven attack surfaces,
such as IVI, T-Box and ECUs. Through black-box, gray-box and white-box test-
ing, it analyzes the security of automotive systems (Fig. 1) to discover unknown
vulnerabilities, threats and risks that the car faced based on the seven major
attack surfaces (Fig. 2). In the overall execution process of Test and Evaluation
Layer, it complies with test strategy and test procedure showed in the S&P
Layer. Different test objects and different steps of the test will selectively call
the corresponding test points, test tools and test cases in the Test Library Layer.

During the process of security test, Test Baseline Layer and T&E Layer work
together under the connection of S&P Layer. For instance, in the security test
evaluation of IVI, one of test points is the port security. And all of test pro-
cess follows to the test procedure and is guided by the test strategies designed
in T&E Layer. Specifically, the nmap in the test tools will be called firstly.
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Then its test cases corresponding to the port security in the test cases library is
going to been matched. Finally the security test of port security will be imple-
mented as follow steps:

1 Use nmap to find all open ports.
2 Test whether the opened ports are secure or not.

Layer 4: Information Security Database. The fourth layer is the informa-
tion security database, China Automotive Vulnerability Database (CAVD) [18],
which is built and operated by Automotive Data Center of China Automotive
Technology and Research Center Co., Ltd. It is responsible for collecting the
state of the art automotive information security data, such as vulnerabilities,
mitigation measures and treatments. These data are mainly derived from the
test experiments based on the attack and defense technology and are processed
through verification, review, assessment and classification.

Start
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Fig. 4. Test procedure

In addition, as the number of the vehicle’s type and testing increases, the
data of CAVD would be iterated and updated. Specifically, the vulnerabilities
and threats found in the test are matched with that of the CAVD. For the
existed vulnerabilities and threats in the library, the corresponding remediation
measures or mitigations will be mapped and output from the CAVD. Otherwise
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for the unknown vulnerabilities and threats, some new protection schemes will be
created and stored in the CAVD so as to map the corresponding vulnerabilities
or threats next time.

3.3 Remediation Measures

The two stages for test evaluation method of ICV-ISAD have already been men-
tioned during the presentation of Sects. 3.1 and 3.2. Remediation measures are
the output of ICV-ISAD test method. The output function is mainly imple-
mented by the CAVD in the test execution stage. During the period of ICV-
ISAD third stage, the basic remediation measures are identified in today’s ICV
systems that provide some patch recommendations for vulnerabilities to launch
attacks based on these test achievements in the first two stages. While this is
done with a focus on the vulnerabilities aspects, it also addresses potential threat
implications (like those summarized in Table 1), which can arise from successful
exploits of vulnerabilities. The ICV’s vulnerabilities and threats found in the
test are mapped with the CAVD to find the corresponding protection schemes.

4 Test Experimental Results

In our experiments, some different types of cars numbered 1 to 10 were selected to
assess the performance of the proposed test evaluation method of ICV-ISAD. The
vehicles participating in the experiment have intelligent and connected functions,
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which generally conform to the system framework shown in Fig. 1 and are faced
with seven attack surfaces given in Fig. 2. The test experiment are aimed to
evaluate the security of the whole vehicle and their components, such as IVI,
T-Box, Mobile App, Radio and TSP, based on the black-box, gray-box and
white-box testing.

4.1 Results and Analyses

During the experiments of ICV-ISAD test method, 106 automotive system secu-
rity vulnerabilities are discovered. As can be seen from Fig. 5, the 10 cars used
to the test all have security vulnerabilities, and the average number of security
vulnerabilities per car is 10.6. In particular, the number of vulnerability in No. 1,
No. 8, and No. 9 cars ranks in the top three.
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For further analysis, the severity of these vulnerabilities are assessed accord-
ing to the rule in [19]. The results are shown in Fig. 6, where the bar chart
informs us of the fact that there exists 4 critical, 11 high, 32 medium and 59 low
vulnerabilities in these cars. The number of vulnerabilities with critical and high
levels account for 14.2% of the entire vulnerability, which have a high probability
of being successfully exploited to compromise the vehicle remotely. Besides, the
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proportion of vulnerabilities with medium level is 30.2% in the entire vulnera-
bility. However, once hackers have physical access to the vehicle, these medium
vulnerabilities provide great possibilities of destroying the vehicle. Moreover,
it can be clearly seen from Fig. 7 that the car’s vulnerability covers a large
area. They are distributed to various components of the car to varying surface.
Three units were found serious vulnerabilities, evolving two in T-Box, one each
in Mobile APP and TSP. T-Box, IVI, APP, radios and TSP were discovered
vulnerabilities with high level in varying degrees. All of these results indicate
that these 10 vehicles have different levels of security risks.
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4.2 Typical Vulnerabilities and Threats

In order to better illustrate the efficiency of the ICV-ISAD test method in auto-
motive information security testing and evaluation experiments, we highlight
several typical security issues found in the experiments as a result of ICV-ISAD
test method, mainly introducing threats and vulnerabilities. Taking into account
the privacy protection issues associated with the experimental results, we covered
some sensitive information with mosaics.

Radio Vulnerability (Threat). In this paper, the research objectives of radio
includes Wi-Fi, Bluetooth, GPS, Wireless Key Fob and Tire Pressure Monitoring
System (TPMS).
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To evaluate the security of key fobs by using ICV-ISAD test method, GQRX
of test tools was called to detect the key frequency band of 315 MHz and 433 MHz
at first. Then GNURADIO and USRP of test tools were called to capture and
recorded the signal from the wireless key fob. Finally, the effect of the recorded
signal was verified by a replay attack to test the security of wireless key fob. The
results show that the replay attack is invalid for key fobs encrypted with rolling
code, or else the replay attack can open the door and trunk. Specifically, the
key fobs of No. 1 and No. 5 car have security risk for having no rolling codes,
which can be replay attacked. During the evaluation of GPS security, we tried to
cheat and temper the car localization by spoofing GPS signals using radio tools.
The results show that it can be performed of GPS spoofing and tempered of the
true automotive location if the car locate its position by GPS only, whereas it
is difficult to do that in the condition of locating with Wi-Fi, 4G and GPS. In
particular, the GPS of No. 1 and No. 3 car have the security risk of spoofing
attack for positioning with GPS only.

SQL Injection. Based on the ICV-ISAD test method, when evaluating the
TSP security of No. 4 car, we discovered a serious SQL injection vulnerabil-
ity in one of the TSP’s URLs. Specifically, when we stitched the delay string
AND SLEEP (5) after the one of the TSP’s URL, we found that the web page
opened after the delay of 5 s, which indicated that its database have executed
the spliced URL and it has time-based blind SQL injection. To further verify

Fig. 8. SQL injection
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the vulnerability, we detected the address using sqlmap.py and found time-based
blind SQL injection and union query SQL injection. Besides, a large amount of
database information is exposed. As shown in Fig. 8.

Gateway Filtering Vulnerability (Threat). When using the ICV-ISAD test
method to evaluate engine-related ECU security, we tested the effects of different
ID signals on the vehicle by sending random data. The test results show that
the signal corresponding to ID = 350 would cause a sudden increase in car
speed, as shown in Fig. 9. For further verification, the eight-byte bit data sent
by ID of 350 was accurately analyzed. The result shows that the vehicle speed
was constantly increasing when all eight bytes were FF, as shown in Fig. 10. The
CAN protocol threat can be exploited to compromise the vehicle speed system
once hackers have physical access to the vehicle.

Fig. 9. Speed control ID

Fig. 10. Speed control by accurate ID message
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XSS Vulnerability. Under the test to No. 7 car by ICV-ISAD test method,
the feedback communication packets of Mobile APP can be intercepted success-
fully by Burpsuite. Then we insert the constructed malicious JavaScript into
the APP’s function of feedback and send it to the server. Through opening
the XSS background receiver, we can receive the cookie (username, password)
value returned after the malicious code is executed, as shown in Fig. 11. Even
more striking, more user personal sensitive information exposed from the server
database by further sending the JavaScript with the function of screenshot and
reading the website source code again, as shown in Fig. 12.

Fig. 11. The cookie value returned

Fig. 12. The exposure of user personal sensitive information

4.3 Remediation Measures

In previous work, ICV-ISAD test method was used to evaluate the security
of 10 ICVs and 106 vulnerabilities were discovered, especially several typi-
cal vulnerabilities and threats were analyzed. To further show its efficiency,
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in this part, we present some remediation measures or recommendations corre-
sponding to the previous typical vulnerabilities/threats. All of these remediation
measures could be mapped from the CAVD database of ICV-ISAD test method,
as shown in Table 7.

Table 7. Remediation measures or recommendations

Vulnerability/Threat Remediation measures & Recommendations

XSS vulnerability 1 Set the value of httponly to true for vital cookie

2 To convert character content to html entity by using the
htmlspecialchars function

3 Filter or remove special html tags, such as < script >,
< iframe >

SQL injection 1 Precompile and bind the variables of SQL statements
with the function of PreparedStatement

2 Front-end JS should have the ability to check for illegal
characters

3 Filter the keywords reserved by the database in the SQL
statement, such as AND, OR, EXEC

Gateway filtering 1 OBD port shields each BUS and only reserves diagnostics
function

2 Add hardware Firewalls or other Encrypted Routes to
enhance BUS filtering capabilities

Radio vulnerability 1 Protect key fob from replayattack by using rollingcode

2 Improve the strength of the wireless key fob’s signal
encryption algorithm

3 Use 4G, Wi-Fi and GPS joint positioning

5 Conclusion

In this paper, we proposed a novel approach to address the security evaluation
problem for ICV based on the attack and defense technology. The proposed ICV-
ISAD test method not only helps OEMs secure the car through vulnerability
discovery, but also provides the specific remediation measures or recommenda-
tions that can be implemented in the vehicle with security risks. Specifically, we
explored the ICV’s classic system architecture which presents the main automo-
tive units, system buses, and mutual communication relationship, as well as we
discussed seven attack surfaces that ICV faces by and large. Based on the classic
system architecture and the seven attack surfaces, ICV-ISAD test method has
been elaborated from the three stages of threat and risk analysis, test execution,
and remediation measures. Also, a special focus has been put to the stage of
test execution, which includes the main components and core technologies of
ICV-ISAD test method. Experimental results of 10 vehicles security tests show
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that ICV-ISAD test method can effectively discover security vulnerabilities and
threats to evaluate vehicle’s security. In addition, some remediation measures or
recommendations could be mapped from the CAVD of ICV-ISAD test method
to mitigate the corresponding vulnerabilities.
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4. Bécsi, T.: Security issues and vulnerabilities in connected car systems. In: 2015
International Conference on Models and Technologies for Intelligent Transporta-
tion Systems (MT-ITS), Denver, pp. 3–5. IEEE (2015)

5. Parkinson, S.: Cyber threats facing autonomous and connected vehicles: future
challenges. IEEE Trans. Intell. Transp. Syst. 18(11), 2898–2915 (2017)

6. Sadek, A.: Special issue on cyber transportation systems and connected vehicle
research. J. Intell. Transp. Syst. 20(1), 1–3 (2016)

7. Luo, Q.: Wireless telematics systems in emerging intelligent and connected vehicles:
threats and solutions. IEEE Wirel. Commun. 25(6), 113–119 (2018)

8. Mccluskey, B.: Connected cars - the security challenge [Connected Cars Cyber
Security]. Eng. Technol. 12(2), 54–57 (2017)

9. Tesla Model S hacked from 12 miles away. https://www.welivesecurity.com/2016/
09/21/tesla-model-s-hack/. Accessed 17 Jan 2019

10. New Car Hacking Research: 2017, Remote Attack Tesla Motors Again. https://
keenlab.tencent.com/en/2017/07/27/New-Car-Hacking-Research-2017-Remote-
Attack-Tesla-Motors-Again/. Accessed 16 Jan 2019

11. Researchers hack BMW cars, discover 14 vulnerabilities. https://www.
helpnetsecurity.com/2018/05/23/hack-bmw-cars/. Accessed 17 Jan 2019

12. Arbabzadeh, N.: A data-driven approach for driving safety risk prediction using
driver behavior and roadway information data. IEEE Trans. Intell. Transp. Syst.
19(2), 446–460 (2018)

13. Jesper, C., Christophe, B.: Nonlinear Optimization of Vehicle Safety Structures:
Modeling of Structures Subjected to Large Deformations, 1st edn. Butterworth-
Heinemann, Waltham (2015)

14. Siegel, J.E.: A survey of the connected vehicle landscape-architectures, enabling
technologies, applications, and development areas. IEEE Trans. Intell. Transp.
Syst. 19(8), 2391–2406 (2018)

https://technode.com/2019/01/11/chinese-grant-temporary-5g-licence/
https://technode.com/2019/01/11/chinese-grant-temporary-5g-licence/
https://www.welivesecurity.com/2016/09/21/tesla-model-s-hack/
https://www.welivesecurity.com/2016/09/21/tesla-model-s-hack/
https://keenlab.tencent.com/en/2017/07/27/New-Car-Hacking-Research-2017-Remote-Attack-Tesla-Motors-Again/
https://keenlab.tencent.com/en/2017/07/27/New-Car-Hacking-Research-2017-Remote-Attack-Tesla-Motors-Again/
https://keenlab.tencent.com/en/2017/07/27/New-Car-Hacking-Research-2017-Remote-Attack-Tesla-Motors-Again/
https://www.helpnetsecurity.com/2018/05/23/hack-bmw-cars/
https://www.helpnetsecurity.com/2018/05/23/hack-bmw-cars/


Research on Information Security Test Evaluation Method 197

15. Sandor, P.: Security and safety risk analysis of vision guided autonomous vehi-
cles. In: 1st IEEE International Conference on Industrial Cyber-Physical Systems
(ICPS-2018), Saint-Petersburg, pp. 193–198. IEEE (2018)

16. Li, X.: Connected vehicles’ security from the perspective of the in-vehicle network.
IEEE Network 32(3), 58–63 (2018)

17. Hijacking FM Radio with a Raspberry Pi & Wire. https://null-byte.wonderhowto.
com/how-to/hack-radio-frequencies-hijacking-fm-radio-with-raspberry-pi-wire-
0177007/. Accessed 18 Jan 2019

18. China Automotive Vulnerability Database (CAVD). https://cavd.org.cn/.
Accessed 21 Jan 2019

19. CAN Bus Standard Vulnerability. https://ics-cert.us-cert.gov/alerts/ICS-ALERT-
17-209-01. Accessed 18 Jan 2019

https://null-byte.wonderhowto.com/how-to/hack-radio-frequencies-hijacking-fm-radio-with-raspberry-pi-wire-0177007/
https://null-byte.wonderhowto.com/how-to/hack-radio-frequencies-hijacking-fm-radio-with-raspberry-pi-wire-0177007/
https://null-byte.wonderhowto.com/how-to/hack-radio-frequencies-hijacking-fm-radio-with-raspberry-pi-wire-0177007/
https://cavd.org.cn/
https://ics-cert.us-cert.gov/alerts/ICS-ALERT-17-209-01
https://ics-cert.us-cert.gov/alerts/ICS-ALERT-17-209-01


Study on Incident Response System
of Automotive Cybersecurity

Yanan Zhang, Peiji Shi(&), Yangyang Liu, Shengqiang Han,
Baoying Mu, and Jia Zheng

China Automotive Technology and Research Center Co. Ltd.,
Tianjin 300393, China
spj_2004@126.com

Abstract. With the development of Intelligent Connected Vehicles, a large
number of automobile cybersecurity incidents also occur. Scientific and rea-
sonable incident response system is the key technology to ensure the successful
handling of cybersecurity incidents. From the point of view of management,
referring to the construction of incident response system in IT industry and
combining with the characteristics of automobile cybersecurity, this paper puts
forward the framework of incident response system for automobile cybersecu-
rity. The framework includes five aspects: plan and prepare, detection and
reporting, assessment and decision, responses and lessons learnt. Emphasis is
laid on the formulation and updating of management policy, the establishment
of incident response team, incident coordination mechanism and so on. Then,
based on the method of questionnaire survey, the evaluation method of incident
response capability is put forward. The research method makes up for the blank
of automobile industry in cybersecurity incident response, and has an important
positive role in reducing the adverse impact of security incidents.

Keywords: Automotive cybersecurity � Incident response �
Evaluation system � Questionnaire

1 System Framework

In the traditional field, establishing an incident response system is one of the effective
security services for solving network system security problems. The incident response
system in the traditional field includes the incident response system for enterprises’
production safety accidents, the incident response system for public disasters and
accidents, and the incident response system for traditional public health safety inci-
dents, etc. [1, 2]. The corresponding laws and regulations and related work technolo-
gies have been established in various fields, and certain technological innovation. The
event response methodology is the discipline that studies the event response process.
The event response method is not unique. It is widely accepted that the PDCERF
methodology is the earliest classical method, which divides the corresponding process
into six stages of preparation, detection, containment, eradication, recovery and
Follow-up [3, 4]. But in this process, there is no clear distinction between the tasks of
the victim and the responder. The NIST.SP.800-61r2-computer security incident
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handling guide in the United States divides the incident response into four steps:
Preparation, detection & Analysis, Containment Eradication & Recovery, and Post-
incident Activity four stages. ISO 27035 divides incident response into five steps: plan
and prepare, detection and reporting, assessment and decision, incident responses, and
lessons learnt [5, 6]. This paper will establish an automotive cybersecurity incident
response system according to the idea of 27035.

2 Plan and Prepare

2.1 Development and Update of Management Policy

The organization’s cybersecurity incident management policy should provide the
principles and intent of formal records to guide decisions and ensure consistent and
appropriate implementation of processes, procedures, etc. related to this policy. Any
cybersecurity event management policy should be part of the organization’s cyberse-
curity policy. It should also support the existing mission of its parent organization and
be in line with existing policies and procedures. Before making a cybersecurity policy,
the organization should consider the purpose, internal and external related groups, the
types of events and vulnerabilities that require special attention, and the need for
specific personnel, the benefits to the entire organization or department, etc. The
management policy should be high-level and applicable to all employees and con-
tractors. Details and steps should be included in a series of documents.

2.2 Develop a Management Plan

The management plan document should include multiple documents, including forms,
procedures, event classification, organizational elements, and support tools for testing
and reporting, evaluating and making decisions, responding to and learning from
cybersecurity incidents. The management plan includes a basic low-level and high-
level summary of incident management activities to provide the structure and pointers
to the detailed components of the plan. These components provide step-by-step
instructions for event handlers to work with specific tools, follow specific workflows,
or handle specific event types as appropriate.

2.3 Establish Incident Response Team (IRT)

The purpose of establishing a cybersecurity incident response mechanism is to provide
organizations with the appropriate capabilities to evaluate, respond to, and learn about
cybersecurity incidents and provide the necessary coordination, management, feed-
back, and communication. IRT helps reduce physical and monetary losses and reduces
the damage to the organization’s reputation that is sometimes associated with cyber-
security incidents.

IRTs can be structured differently based on the size of the organizational, employee
and industry type.

Effective event response depends on the capabilities and reliability of the IRT staff.
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The IRT should be responsible for ensuring that the incident is resolved. In this
case, the IRT manager and team members should have the authority to take the nec-
essary actions and consider it appropriate to respond to cybersecurity incidents.
However, actions that may adversely affect the entire organization, whether financially
or reputational, should be approved by top management. Therefore, cybersecurity
incident management policies and plans must detail the appropriate authority for the
IRT manager to report serious cybersecurity incidents to them. The authority shall
undertake to provide services to IRT members and provide timely guidance.

2.4 Communication with Other Organizations

Incident management is not a self-contained process. Relationships, communication
channels, data sharing agreements, and policies and processes should be established
throughout the organization. These internal collaborations may include coordination
with business managers, IT representatives, human resources representatives, public
relations representatives, any existing security groups, any law enforcement liaisons, or
investigators. The organization should also establish a relationship between the IRT
and the appropriate external stakeholders.

2.5 Technical Support

To ensure a prompt and effective response to cybersecurity incidents, the organization
shall acquire, prepare and test all necessary technical and other support means. All
internal and external parties to support and reporting should have a clear definition and
agree on communication channels and workflow.

2.6 Cultivate Safety Awareness and Strengthen Drills

Cybersecurity incident management is a process involving both technical means and
people. Therefore, it should be supported by individuals with appropriate cybersecurity
awareness and trained individuals within the organization.

2.7 Incident Management Plan Test

The organizations should regularly review and test cybersecurity incident management
processes and procedures to highlight potential defects and problems that may arise
when managing cybersecurity incidents and vulnerabilities. Regular tests should be
organized to check the process/procedure and verify the IRT response.

2.8 Summary and Improvement

Once the cybersecurity incident is over, it is important that the organization quickly
identify and learn lessons from the cybersecurity incidents and ensure that the con-
clusions are implemented. In addition, lessons can be learned from assessing and
resolving reported cybersecurity vulnerabilities.
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3 Detection and Reporting

The detection and reporting stage mainly involve the collection, recording, and reporting
information related to security events [7]. Its key activities include monitoring the
recording system and network activities, detecting and reporting discovered security
events or security vulnerabilities, collecting security events or security vulnerability
information and events development trends. At this stage, it has not been determined
whether a cybersecurity event has occurred. It should ensure that all activities, results
and decisions are fully and completely documented for future analysis and improve-
ment, while ensuring the secure collection and storage of relevant electronic evidence.

In the detection and reporting stage, the change control mechanism should be
followed to continuously track cybersecurity events and vulnerabilities. All information
should be stored in the cybersecurity database in a timely and complete manner and
kept up-to-date, and system upgrades should be performed as needed for further
evaluation, decision, review or take action.

4 Evaluation and Decision

Based on the security problems or security vulnerabilities detected in the previous
stage, the relevant information is collected, tested and processed, and the special
evaluation agency evaluates whether it is a cybersecurity incident [8]. If the false alarm
is suspected, the IRT can conduct quality review to ensure that the incident processing
procedure is correct.

Once identified as a cybersecurity incident, the responsibility of the responders
should be defined immediately according to the corresponding distribution system.

Issue formal guidance documents and decision documents, including review and
modification of reports, evaluation results, internal notices, etc., and comprehensively
recording security incident information and follow-up activities according to the
guidelines.

This stage should ensure that all relevant parties involved in the IRT focus on all
activities, results and decisions are correctly and completely documented for future
analysis. At the same time, ensure that the change control mechanism is maintained to
cover cybersecurity event tracking and event reporting updates, and to keep the
cybersecurity database up to date [9].

5 Incident Response

According to the evaluation and decision results, the responders can make incident
response quickly. The response steps are as follows:

Conduct security event classification. The classification of cybersecurity events
mainly considers the importance of information systems, system losses and social
impacts [10, 11]. It can be divided into extraordinary major events, major events, larger
events and general events, as shown in Table 1 [12].
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The IRT review determines whether the cybersecurity event is under control. If the
event is controllable, the required response will be executed. If the event is uncon-
trollable or will have a serious impact on the organization’s operations, the incident
response is implemented by upgrading to the incident management function [13].

Allocate internal resources and identify external resources in response to events.
After recovering from an accident, the post-incident actions should be initiated

based on the nature and severity of the incident, including investigating information
related to the incident, investigating relevant personnel and other relevant sources, and
the summary of the investigation result report [14].

After the security incident is resolved, it should be closed according to the
requirements of the IRT or the parent organization and notify all stakeholders.

Based on IRT communication planning and information disclosure policy, to the
asset owner and can help manage and solve the problem of internal and external
organizations (such as other incident response teams, law enforcement agencies,
Internet service providers, and information sharing organizations) to share information,
provide the existence of security incidents, threats, attacks and vulnerabilities and other
information.

In addition, actions such as record and report updates, cybersecurity database
updates, and forensic data collection and storage should be carried out throughout this
stage [15, 16].

6 Lessons Learnt

After the security incident is resolved, it should be reviewed and summarized to draw
lessons. Key activities in the stage include:

Summarize the control implementation management policy, cybersecurity risk
assessment and management review system related to improving automotive
cybersecurity;

Table 1. Cybersecurity event classification.

Level Loss of information systems Social
influenceParticularly important

information system
Important
information
system

General
information
system

Extraordinary
major events
(Class I)

Especially serious —— —— Extraordinary
major

Major events
(Class II)

Serious Extraordinary
serious

—— Major

Larger events
(Class III)

Larger Serious Extraordinary
serious

Larger

General events
(Class IV)

Smaller Larger Serious or
below

General
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Evaluate and optimize the response process, report format, organizational structure, etc.;
Review the effectiveness of incident response, improve cybersecurity incident plans

and management plans, and evaluate regularly.
Sharing the results of the review with the public and share and communicating with

other incident response teams to improve their incident response capabilities for similar
problems [17].

7 System Evaluation

The fundamental purpose of automotive cybersecurity incident response is to detect the
type of attack in time and minimize the scope of the loss. However, the cybersecurity
threats faced by different automobile companies and different models at different stages
of development vary greatly. Therefore, how to establish a universal automobile
cybersecurity incident response system, and provide reference for the formulation of
incident response contingency plan and management formulation is the key problem to
be solved in this paper.

7.1 Review Metrics

Based on the whole life cycle of the vehicle, considering the main objectives of each
stage of the incident response, the six factors of management system, organization,
personnel level, emergency materials and facilities, technology and treatment methods,
records and reports are selected as key elements in the evaluation of automobile
cybersecurity.

7.2 Review Questionnaires

Based on the framework of the automotive cybersecurity incident response system, the
design review questions for the review of key elements are presented around Sect. 4.
Considering the universality of the questionnaire, consider the issue of setting multiple
levels for each element, and each part can be answered separately. The problem is
mainly in the form of multiple-choice questions. For the question with the answer
“yes”, there are some extension problems in the form of blank-filling question [18].

In order to simplify the answer form of the review questionnaire and reduce the
error caused by the subjective factors of the respondents, the answer to the multiple-
choice questions is designed to include three options, namely “yes”, “no” and “partial”.
The answer to the blank-filling question is open, and the user answers it according to
his or her own situation.

The contents of the questionnaires at each stage are as follows:

Plan and prepare stage (1) In terms of management system, the review management
policy is formulated and updated. Does the management plan include formalities,
procedures, event classification, organizational elements, support tools, testing and
other elements, and IRT managers’ report serious cybersecurity to top management?
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(2) In terms of organization, the authority will assess whether an IRT has been
established, its structural form, through a collaborative mechanism with business
managers, its representatives, human resources representatives, public relations repre-
sentatives, any existing security groups, any law enforcement liaison officers or
investigators, whether the bureau provides services and guidance to IRT members.
(3) In terms of technology and processing capabilities, whether to acquire, prepare and
test the necessary technologies and other supporting means. (4) In terms of personnel
level, the frequency and form of training exercises, and whether the organization has
the appropriate cybersecurity awareness and the support of trained individuals. (5) In
terms of records and reports, whether detailed information and procedures for the
development and updating of the management system are recorded, and whether there
are records of summary and improvement after the completion of the security incident.

Detection and reporting stage (1) In terms of management system, the main focus is
on the monitoring system, that is, whether the automobile and related services, back-
end systems, vehicle systems and public information database are actively monitored.
If monitoring measures have been taken, the monitoring tools and technical means will
be further investigated. (2) In terms of personnel level, it involves the review of the
level of incident response team members and non-incident response team personnel,
respectively, to assess their awareness of the importance of incident response, whether
they can clearly define security events, and whether they know the contact person and
contact information of security events. In addition, attention should also be paid to the
training and application of the professional ability of the incident response team
members to receive training drills and timely safety event marking. Also focus on
whether stakeholders are aware of security event contacts and contact information.
(3) In terms of technology and processing mode, attention is paid to the difference
between security issues and security incidents for service requests and service inter-
ruptions. (4) In terms of organizational structure, it is concerned with whether or not to
set up a special institution to register security incidents. Whether the institution is
responsible for formulating, preserving, updating and monitoring the test reports,
whether the system automatically assigns the person in charge of management. (5) In
terms of records and reports, check whether the checklist contains the security issues of
detection, information of the reporter, notes and annotation time, initial notes and
annotation time of the reporter, credibility and confidentiality of the report, etc.

Assessment and decision stage (1) The level of personnel, including the testing
qualifications of technicians and the qualifications for obtaining evidence, and whether
the personnel performing emergency operations are on call around the clock. (2) In
terms of records and reports, attention should be paid to the priority, completeness and
confidentiality of the records, whether the records are guaranteed to have not been
tampered with, and whether the forensic data is verifiable. (3) In terms of technology
and processing methods, whether it has the same security event processing techniques
and methods, whether it has provisions for handling security events that are occurring,
whether technicians have compromised systems and all access to data, and whether
they have access to external experts. (4) In terms of management system, whether there
is a mature safety event classification system, a management system in which the
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response team and the evaluation team are connected, whether a safety and business
risk assessment management process, a technical risk assessment process are estab-
lished, and whether the employee and expert contact regulations and protection are
established Suspicious data guide. (5) In terms of organization, we pay attention to the
communication between different departments, including whether the technicians know
how to contact the evaluation agency, external experts, detailed information providers,
and other security response teams. In addition, in terms of notification release, the
timeliness of internal notifications should be reviewed and whether relevant personnel
have been notified to reduce activities.

Incident response stage (1) In terms of organization, whether the organization or
personnel providing information to the third party should be established. (2) In terms of
technology and processing methods, whether to ensure that unrelated personnel do not
have access to information related to security incidents, whether technicians have
control over the formulation, modification and execution of measures in the whole
process of response, the control over the whole life cycle, whether the technician is
responsible for the shutdown event after success, and whether the technician has the
specific test on the adequacy, stability and functionality of safety events before incident
response. (3) In terms of technical facilities, whether there are sufficient technical
facilities to meet the requirements of evidence collection. (4) In terms of management
system, the notification release system should review the timeliness of internal noti-
fications and examine whether relevant personnel have been notified to reduce activ-
ities. In terms of process formulation, whether there are specific safety incident
response regulations and regulations for monitoring the effectiveness of response. (5) In
terms of records and reports, it should include targeted countermeasures and standard
response lists, and whether confidentiality of forensic storage can be ensured.

Experience summary stage (1) In terms of management system, summarize methods
and tools, and regularly assess their applicability and effectiveness, whether to set up a
special incident response process applicability and effectiveness evaluation process,
special incident response improvement process, special education difference review and
training drills Process, specialized vulnerability management system, long-term secu-
rity measures, whether to carry out safety event evaluation and latest information
inspection, etc. (2) In terms of personnel level, the development department can or
can’t ensure that security vulnerabilities are adequately addressed. (3) In terms of
technology and treatment methods, whether to ensure that similar or mutated security
issues can be effectively addressed. (4) In terms of records and reports, whether the
event cause report is fed back to the development department. Whether vulnerabilities,
threats, and security incidents are updated in a timely manner in the public database.
(5) Whether to form a complete safety incident handling report, summary report, and
record of optimization improvement measures.

7.3 Review Method

According to the key elements of the review, the automotive cybersecurity incident
response system can be simply determined by three ways of conformity, basic
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Plan&prepare

Technology& Processing
Necessary technology

Necessary support methods

Level of Personnel
Form and frequency of the training
Support of experienced personnel

Organization

Establishment of IRT
Structural form of IRT

Collaboration mechanism of IRT and other units

Record & Report
Record on management rules of information and steps

Record of review and improvement

Service and guide provided by manager

Management Rules
Development and updating of management policies

Integrity of management plan 
IRT manager's reporting permissions

Detection&reporting

Technology& Processing

Monitoring of products and service
Monitoring of backend systems
Monitoring of vehicle systems

Level of Personnel

Aware of the necessity of looking for security incidents
Definition of a security incident

Organization
Centralized structure to accept and register security incidents

Management of security incident reports
Responsibilities assigned and managed by a ticket system

Monitoring of public information pools
Different escalate of service request and service disruptions

Known of the contact details and avenues
Training of security cyber security

Tag or flag of incidents

Record & Report

Checklist contain questions on detecting security incidents
Information on the reporter

Observation and time(time of observation, time of registration)
Trustworthiness of the reporter

Confident of the report

Assessment&decision

Technology& Processing

Possessed technical and means to search for reports of similar incident
Access to compromised systems

Access to all the related information

Level Of Personnel

Qualified personnel to check each report

Specialized forensics expertise 

Organization

Contact details and avenues to technical staff who can provide details
Contact details and avenues to contact experts

Contact details and avenues to contact risk assessment units
Contact details and avenues to any incident response teams

Be able and be permitted to consult external experts

Personnel for urgent actions available 24/7

Record & Report

Prioritize incident records by the urgency of follow-up actions
Record on all the related information 

Record kept confidential
Record being tamperproof 

Forensic data being verifiable

Management Rules

Classification scheme
Rules on interacting with external experts

Rules on interacting with other incident response teams
Rules on security and business risk assessment and management

Rules on technical security risk assessment and management
Guide on how to secure the suspect data 

Rules on handling ongoing major incidents
Internal inform

Fig. 1. Questionnaire framework for incident response system of automotive cybersecurity.
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conformity and non-conformity. For the basic conformity and non-conformity of the
project, should put forward guiding opinions or suggestions.

According to the questionnaire, the incident response system is reviewed from the
aspects of conformity, applicability, pertinence, completeness, scientific, formativeness
and cohesiveness. For detailed review, the review elements can be reviewed separately
by means of a list. When reviewing the emergency plan, the elements of the emergency
plan are analyzed correspondingly with the review contents and requirements in the
table to determine whether the requirements in the table are met, and problems and
deficiencies are found (Fig. 1).

8 Summary

In this paper, the construction method of automobile cybersecurity incident response
system is given, and a questionnaire is designed to evaluate the incident response
system. The system is suitable for OEMs, parts supplier, third party organization, etc.
In addition, the complexity and cross-regional nature of the Internet determine that the
incident response of cybersecurity incidents should be a collaborative process of
multiple departments and units, which requires the competent departments and emer-
gency agencies to constantly integrate their respective advantages, and ultimately form
a joint effort to cope with the problem of automobile cybersecurity.

Responses

Technology& Processing

Access to related information of unauthorized person 
Control over the entire incident of incident response team
Control over status of measure development and execution

Organization Definition the person to provide information to 3rd parties

Management Rules
Dedicated process for deciding upon countermeasures

Dedicated process for monitoring countermeasures

Responsibility for closing incidents

Record & Report
List of customizable measures and standard response

Forensic evidence stored confidentially

Internal inform

Technical countermeasures test

Technical Infrustrastion Technical infrastructure for preserving forensic evidence

Lessons Learnt

Technology& Processing Guarantee to address similar vulnerabilities 

Management Rules

Overview and evaluation of methods and tools
Dedicated process to review the incident response process

Record & Report

Report the cause back to development units
Renew to public information pools

Dedicated process to identify the process improvement 

Level of Personnel Guarantee of development units to address vulnerabilities

Dedicated process to identify education gap and training requirement
Dedicated vulnerability management process

Long-term measures
Examination of the most recent incident information

Complete report
Record of overview and renew

Fig. 1. (continued)
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At present, automobile cybersecurity presents the characteristics of attack organi-
zation, profit-making, innovation of attack methods, instrumentalization and platform
of attack technology. At the same time, it also faces many problems and challenges:
complex and changeable environment at home and abroad, lack of core technology and
equipment, and relatively backward cybersecurity guarantee work. In this regard, the
following suggestions are given:

(1) Adhere to the incident policy of quick control in emergencies and service focus in
normal times;

(2) Carry out systematic confrontation in incident treatment;
(3) Clarify the responsibilities and obligations of cybersecurity hazards;
(4) Complete the cybersecurity organization system and strengthen the emergency

rescue system;
(5) Implement the administrative execution ability and enforcement power of the

incident response subject in the mechanism;
(6) Change the incident response after the event to the incident response before and

during the event;
(7) Conduct regular national-level cyber security emergency drills.

References

1. Creasey, J.: Cyber Security Incident Response Guide. CREST, Bengaluru (2013)
2. Choucri, N., Madnick, S., Koepke, P.: Institutions for cyber security: international responses

and data sharing initiatives. In: Working Paper CISL (2016)
3. Shen, X.: Research on Network Security Emergency Response Linkage System. Hubei

University of Technology, Wuhan (2009)
4. De Muynck, J., Portesi, S.: Strategies for Incident Response and Cyber Crisis Cooperation.

ENISA, Heraklion (2016)
5. ISO/IEC 27035-1: Information Technology-Security Techniques - Information Security

incident management-Part 1: Principles of Incident Management (2016)
6. ISO/IEC 27035-2: Information Technology-Security Techniques - Information Security

Incident Management-Part 2: Guidelines to Plan and Prepare for Incident Response (2016)
7. Liu, X., Li, B., Chang, A., Hui, L., Tian, Z.: The current network security situation and

emergency network response. Strateg. Study Chin. Acad. Eng. 18(6), 83–88 (2016)
8. GB/T 28448-2012: Information Security Technology-Testing and Evaluation Requirement

for Classified Protection of Information System (2012)
9. Loukas, G., Gan, D., Vuong, T.: A review of cyber threats and defense approaches in

emergency management. Future Internet 5, 205–236 (2013)
10. Ma, H.: The Research of Network Security Emergency Response System Based on CBR.

Shanghai Jiaotong University, Shanghai (2010)
11. Rico, S., et al.: Incident Management and Response. ISACA, Rolling Meadows (2012)
12. GB/Z 20986-2007: Information Security Technology-Guidelines for the Category and

Classification of Cybersecurity Incidents (2007)
13. Chunfei, W.: Database Design of the Cybersecurity Vulnerability Database and Implemen-

tation of the Management Platform. Beijing University of Posts and Telecommunications,
Beijing (2011)

208 Y. Zhang et al.



14. Zhang, Y., Lu, S., Qiu, L.: Research and practice of information security emergency
handling mechanism based on event. Information Security and technology (2015)

15. Practice Guide for Information Security Incident handling. Hong Kong: Office of the
Government Chief Information Officer (2017)

16. Loukas, G., Gan, D., Vuong, T.: A review of cyber threats and defense approaches in
emergency management. Future Internet 5(2), 205–236 (2013)

17. Kämppi, P., Rathod, P., Hämäläinen, T.: Cybersecurity safeguards for the automotive
incident response vehicles. In: Proceedings of the 9th International Joint Conference on
Knowledge Discovery, Knowledge Engineering and Knowledge Management, pp. 291–298.
SCITEPRESS-Science and Technology Publications, Funchal, Madeira (2017)

18. Hao, Y.: Research on Risk Quantification Method of Cybersecurity. Dalian University of
Technology, Dalian (2016)

Study on Incident Response System of Automotive Cybersecurity 209



Secure Multi-keyword Fuzzy Search
Supporting Logic Query over Encrypted

Cloud Data

Qi Zhang1, Shaojing Fu1,2(B), Nan Jia1, Jianchao Tang1, and Ming Xu1

1 College of Computer, National University of Defense Technology, Changsha, China
shaojing1984@163.com

2 State Key Laboratory of Cryptology, Beijing, China

Abstract. Compared with exact search, fuzzy search will meet more
practical requirements in searchable encryption since it can handle
spelling errors or search the keywords with similar spelling. However,
most of the existing fuzzy search schemes adopt bloom filter and locality
sensitive hashing which cannot resist Sparse Non-negative Matrix Fac-
torization based attack (SNMF attack). In this paper, we propose a new
secure multi-keyword fuzzy search scheme for encrypted cloud data, our
scheme leverages random redundancy method to handle the deterministic
of bloom filter to resist SNMF attack. The scheme allows users to con-
duct complicated fuzzy search with logic operations (“AND”, “OR” and
“NOT”), which can meet more flexible and fine-grained query demands.
The theoretical analysis and experiments on real-world data show the
security and high performance of our scheme.

Keywords: Searchable encryption · Fuzzy search · Logic query ·
Bloom filter

1 Introduction

Recently, Cloud storage services have become more and more prevalent and many
individuals and businesses choose to outsource their local data to remote cloud
service providers to reduce local storage and computing overhead. In order to
protect the privacy of the outsourced data, data encryption is usually used, mak-
ing it impossible for an attacker to recover the original data from the encrypted
data. However, data encryption will cause a decrease in data availability, mak-
ing it difficult to perform operations such as information retrieval on ciphertext.
How to implement secure search over encrypted cloud data becomes a topic
worth studying.

Searchable encryption technology can realized the function of information
retrieval on encrypted cloud data while protecting privacy. Most of the search-
able encryption schemes can only support exact keyword search which does not
have fault tolerance. Fuzzy search is mainly designed for misspelling, similar
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query and other scenarios. According to some similarity metrics, such as edit
distance, Jaccard distance, Euclidean distance etc., the similarity between the
index and the trapdoor can be calculated, and the scheme can return the results
with higher similarity to the query. Existing fuzzy searches mainly fall into two
directions. One is to construct a pre-defined wildcard-based fuzzy keyword set
for each keyword which will result in high storage and can only support single
keyword search. The other is using bloom filter and locality sensitive hashing
[8] to construct index which can map similar keywords to the same position to
realize multi-keyword fuzzy search. However, the structure of bloom filter cannot
resist ciphertext-only attack which will leak the search pattern [12].

Aiming at the security flaws of existing fuzzy search schemes, our paper pro-
poses a multi-keyword fuzzy search scheme with high security and can support
logical query. Our paper add random number redundancy to confuse the original
keyword features, so that the search pattern will be protected and the scheme
can resist ciphertext-only attack. In addition, our paper extends to implement
logic query function, i.e. “AND”, “OR” and “NOT” which is practical in appli-
cations. Users can customize the files that must contain certain keywords, or the
files that does not contain certain keywords, thereby obtaining the search results
that are more in line with the user’s needs. Finally, this paper theoretically ana-
lyzes the security of the scheme and analyzes its performance on the real-world
text dataset. Our contributions can be summarized as follows:

(1) To resist the ciphertext-only attack basing on sparse non-negative matrix
factorization, we randomized the index by adding random redundancy to
mask the deterministic of bloom filter and improve the security of scheme
proposed by Wang et al. [15] as a result.

(2) To realize flexible query for users, we extend the scheme to support logic
query, the mixed “AND”, “OR” and “NOT” operations, to exclude the
results users don’t need, and pick out the results they want, and last rank
the relevance scores according to the possibly existing keywords.

(3) The scheme is proved secure against two threat model by theoretical analysis,
and has high performance by evaluating on the real-world dataset.

The remaining sections of this paper are organized as follows. In Sect. 2, we
outline the system model, threat model, design goals and the notations used
in this scheme. And Sect. 3 introduces the basic theoretical knowledge of the
scheme. Section 4 describes the technical details of the scheme. Section 5 gives
the theoretical analysis of the security of the scheme. The experiment results
of the scheme are given in Sect. 6. Section 6.1 gives a brief introduction of the
related work. Finally Sect. 7 concludes the paper.

2 Problem Formulation

2.1 System Model and Threat Model

As shown in Fig. 1, the system consists of three entities: data owner, cloud server
and data user. Before outsourcing data to the server, the owner needs to encrypt
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Fig. 1. System model

the data, construct secure indexes, and upload them to the cloud. The keys used
in symmetric encryption algorithm for documents and secure kNN algorithm for
indexes are transmitted to the data user via a secure channel. When search-
ing a certain file, data user generates the trapdoor according to the input of
“AND”, “OR”, “NOT” operations, and encrypts it using the same key for index
encryption, and then sends it to cloud server. After receiving the query trap-
door, cloud server calculates the relevance scores one by one for the encrypted
indexes, and returns the most satisfactory results to data user. When the query
results returned, data user decrypts them locally using the key for document
encryption.

We assumes that the cloud server is honest but curious. In other words, the
cloud server will honestly follow the steps of algorithms, but will be curious about
the content of files, keywords, and other additional information. In this model,
in addition to the encrypted information introduced above, cloud server will
obtain additional background information, such as trapdoor correlation. This
information will be used for statistical attacks to infer the keywords contained
in search requests.

2.2 Preliminaries

Bloom Filter. Bloom Filter [1] is a data structure with high space efficiency
which can determine whether the collection contain the element.
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The structure of bloom filter is shown in Fig. 2. Bloom filter uses a fixed-
length vector with m bits to represent a set of elements. For a given collection
with n elements S = {s1, s2, . . . , sn}, use l hash functions from a hash family
H = {hi|hi : S → [1,m], 1 ≤ i ≤ l} to map the elements to l positions of the
vector and set the value to be 1, others set to be 0. The l position represents the
element. To check whether the input element x is in the collection, first calculate
the element x with the same l hash function to get l positions. If the value in all
positions are 0, then x /∈ S; otherwise, we predicate x ∈ S.

Bloom filter have significant advantages. First of all, the size of the bloom
filter is fixed and is not limited by the number of elements in the set. At the same
time, it does not need to store the information of the element itself, which will
not leak any information of the collection and elements. But on the other hand,
it has false positive result, that is, the non-existent element will be predicated
to existent. The false positive rate is approximately (1 − e− ln

m )l.

0 1 1 0 1 0 1 0 1 0 0 1

x
h1

h3h2

y

w

Fig. 2. Structure of bloom filter

Locality Sensitive Hashing. Locality sensitive hashing function is an algo-
rithm used to solve near-neighbor search. It can map similar elements to the same
bucket with high probability, thus deciding the similarity between elements. The
hash function family is defined as [8]:

Definition 1. For any two points x and y are satisfied:
If d(x, y) ≤ r1, Pr[h(x) = h(y)] ≥ p1;
If d(x, y) ≥ r2, Pr[h(x) = h(y)] ≤ p2.
Where d(x, y) is the distance between x and y, r1 < r2, p1 > p2, and h(x)

is the hash value for x. Then the hash function family H can be defined as
(r1, r2, p1, p2)-sensitive.

This definition shows that two adjacent points in the original space will be
mapped into two points still adjacent, and the non-adjacent points are still not
adjacent after mapping. Based on this property, LSH can be used in bloom filter
to replace the original hash function to achieve fuzzy search.
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3 The Proposed Scheme

3.1 Previous Scheme and Security Defect

The first multi-keyword fuzzy search scheme using bloom filter and locality sen-
sitive hashing is proposed by Wang et al. [15]. There are 4 main processes in the
scheme:

1. Keyword transformation. Since LSH function uses a vector as input, this
process converts the keyword string into a vector. The scheme uses bi-gram
set that contains all of the two consecutive letters to represent the keyword.
For example, the bi-gram set of the keyword “network” is {ne, et, tw, wo,
or, rk}. Later, the scheme transforms the bi-gram set to 262-bit vector, and
we eet the position to 1 if the element exist in the bi-gram set. Through this
expression, a keyword can have many different forms of spelling errors, but it
can still be represented by a vector with very close distance with the correct
one.

2. Index construction. This process use bloom filter with LSH to build an index
for each file, which will hash similar inputs to the same output with high
probability.

3. Trapdoor generation. Generate trapdoor using the same process as index
construction.

4. Search. This process calculates the relevance score to reflect the relevance
of multiple keywords and documents, and rank it according to the result of
inner product.

Ciphertext-Only Attack. The main process in Wang’s scheme can be simply
expressed as the following function:

Ii = f(LSH(Pi), ki)
Tj = f(LSH(Qj), ki)

R = IT
enc,iTenc,j = IT

i Tj

(1)

Where ki is the key for pseudo-random function f , f can be equivalent to
position permutation, Pi and Qj are plaintext keyword vectors, Ii and Tj are
m-bit bloom filter obtained by Pi and Qj through LSH and pseudo-random
function, Ienc,i and Tenc,j are encrypted from Ii and Tj , R is the relevance score.

Analyzing above equations, Ii and Tj cannot be inferred from Pi and Qj

without knowing the key K. However, the generation of the bloom filter is deter-
ministic which means same query vector will generate the same bloom filter and
leak the search pattern as a result. According to the analysis by Lin et al. [12],
an adversary can conjecture Ii and Tj by deploying sparse non-negative matrix
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factorization (sparse-NMF) algorithm [9] on the encrypted index Ienc,i and trap-
door Tenc. In other words, The basic scheme is vulnerable to the ciphertext-only
attack (COA). Although Ii and Tj do not directly leak the plaintext Pi and Qj ,
similar Ii and Tj will reflects the relationship of plaintext due to the determin-
istic of LSH and f and make statistical analysis attack feasible which will reveal
the frequency and other information of keywords.

3.2 Secure Scheme Supporting Logic Query

To resist above-mentioned ciphertext-only attack (COA) against the previous
scheme, we extend m-bit vector of the original scheme to (m+U +1)-bit, which
is a combination of bloom filter and random numbers. With the confusion of
random numbers, the location of the keywords and random numbers is indistin-
guishable. Even if two identical trapdoor, it is impossible to determine whether
the same position corresponds to the keyword or the random number, and thus
it is impossible to determine whether the query is the same. It is also unable to
perform statistical analysis to obtain keyword information such as frequency.

Then to increase flexibility of query, we also design a scheme to support logic
query. Users can input keywords with customization that must exist, must not
exist and possibly exist. So that user can exclude undesirable documents, and
select requisite documents.

First, the TF-IDF algorithm used in this scheme is defined as:

S =
∑

wi∈Q

TFfi,wi
× IDFwi

=
∑

wi∈Q

ln(1 + Nf,wi
)√∑

wi∈W (ln(1 + Nf,wi
))2

× ln(1 + N/Nwi
)√∑

wi∈W (ln(1 + N/Nwi
))2

(2)

Then the details of enhanced scheme is shown in the following aspects:

– {SK, sk} ← KeyGen(1ρ). This algorithm is executed on data owner side.
Given a parameter, the algorithm will generate the key SK = {S,M1,M2}
for the index and trapdoor encryption. Our scheme extends the vector from
m bits to (m+U +1) bits, where m-bit vector represents the bloom filter and
U -bit is for random numbers. Thus S is a (m + U + 1)-bit vector S ∈
{0, 1}m+U+1, {M1,M2} are two (m + U + 1) × (m + U + 1)-bit invertible
matrices. At the same time, the key sk of the symmetric encryption algo-
rithm for file encryption and decryption will be generated.

– C ← Enc(F, sk): Data owner encrypts the plaintext document collection
F using a symmetric encryption algorithm, like AES. And the encrypted
documents will be finally uploaded to the cloud server for storage.

– BF ← BuildBF (W ): This algorithm maps the input keyword set to the
bloom filter to generate an index. First initialize a m-bit bloom filter BF , each
of which is set to 0. Then, transform each keyword to a 262-bit vector, W =
{w1, w2, · · · , wn}, wi ∈ {0, 1}262 . Then select l independent hash function
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hj from p-stable LSH function family H = {h : {0, 1}262 → {0, 1}m} and
combine l hash function with the pseudo-random function fki

together to
generate a new hash function {gi|gi = fki

◦ hi, hi ∈ H, 1 ≤ i ≤ l}. Those
pseudo-random functions is equivalent to randomly permutate the positions
of bloom filter, and ki is the key of the random function, which eliminates the
connection between the keyword and bloom filter to resist known background
attack [15]. Then, for each keyword vector wi, use l hash functions gi to get l
positions, set the corresponding position of the bloom filter to its weight. In
this case, the bloom filter is constructed.

– Ienc ← Index(F, SK): This algorithm is used to construct the secure
index vector. Data owner extracts the keywords of each document fi in
the document collection F , and obtains the keyword set Wfi

. Then call the
BuildBF (Wfi

) algorithm to generate a m-bit bloom-filter-based index vector
Ii for each file whose value is set to TFwi

. If the collision occurs, the maxi-
mum value is retained. Then, each vector is expanded to a (m + U + 1) bit
vector. The (m + j)th (j ∈ [1, U ]) bit is set to a random number ε(j). The
(m + U + 1)th bit is set to −1. The maximum value D of the vector will
be sent to the user after expanding. Next use the secure kNN algorithm [17]
to encrypt the index vector. First split the index vector Ii into two random
vectors according to the vector S, namely {Ii

′
, Ii

′′}, S is the secret vector
used for splitting. When S[j] = 0, set Ii

′
[j] = Ii

′′
[j] = Ii[j]; when S[j] = 1,

set Ii

′
[j] and Ii

′′
[j] as random numbers, and Ii

′
[j] + Ii

′′
[j] = Ii[j]. Finally,

each index vector is encrypted as Ienc,i = {MT
1 Ii

′
,MT

2 Ii

′′}.
– Tenc ← Trapdoor(Q,SK): We select v random positions j(j ∈ [m,m+U ]) to

be the random number σ(j) which can be equivalent to the keyword of “OR”
operation. Then to realize logic query, the query keywords Q consisting of t
keywords are arranged in the order of “OR”, “AND” and “NOT” operation,
defined as (a1, a2, · · · , al1 , al1+1, · · · , al1+v), (al1+v+1, al1+v+2, · · · , al1+v+l2),
(al1+v+l2+1, al1+v+l2+2, · · · , aN ), which contains l1 “OR” operation keywords,
v random numbers, l2 “AND” operation keywords, and N − l1− l2−v “NOT”
operation keywords, ai is the value of the keyword wi. For l1 keywords of
“OR” operation, the value is set as its own IDF value. For other keywords,
assign a random value satisfying

∑j−1
i=1 l ·ai ·D < aj(j = l1 +1, l1 +2, · · · , N).

Then call BuildBF (Q) for the query keyword to generate a m-bit bloom-
filter-based query vector T . For collision, the maximum value will be selected
as the weight. Append the v positions to expand T to (m + U + 1)-bit vector
and set the (m+U +1)th bit to t = al1+v+l2+1. Next, split T by secret vector
S into two random vectors {T

′
, T

′′}, if S[j] = 1, set T
′
[j] = T

′′
[j] = T [j]; if

S[j] = 0, T
′
[j] and T

′′
[j] are set to random numbers, and T

′
[j]+T

′′
[j] = T [j].

Finally, the trapdoor is encrypted as Tenc = {M−1
1 T

′
,M−1

2 T
′′}.

– R ← Search(Ienc,i, Tenc): After receiving the trapdoor Tenc uploaded by
the data user, cloud server calculates the relevance score between Tenc and
the index vector stored on the cloud server to get the most relevant results.
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The relevance score is calculated as:

S = Ienc,i · Tenc

= (MT
1 Ii

′
) · (M−1

1 T
′
) + (MT

2 Ii

′′
) · (M−1

2 T
′′
)

= Ii · T

= r · (P · Q − t)

= r · (
N∑

i=1

γi · score(wi, Fj) · ai − t)

= r · (
l1+v∑

i=1

γi · score(wi, Fj) · ai +
l1+v+l2∑

i=l1+v+1

γi · score(wi, Fj) · ai

+
N∑

i=l1+v+l2+1

γi · score(wi, Fj) · ai − t) (3)

(1) “NOT” operation. Since t = al1+v+l2+1 >
∑l1+v+l2

i=1 γi · score(wi, Fj) · D,
where γi(0 ≤ γi ≤ l) is the amount of the keyword exist in bloom filter
after collision. Once there exist “NOT” operation keywords, Rj = r ·
(
∑l1+v+l2

i=1 γi · score(wi, Fj) · ai +
∑N

i=l1+v+l2+1 γi · score(wi, Fj) · ai −
al1+v+l2+1) > 0, otherwise Rj < 0. This process can eliminate results
that do not meet the requirements, and only go to the next process when
Rj < 0.

(2) “AND” operation. Mod Rj by (−r ·al1+v+l2+1, r ·γl1+v+l2 ·al1+v+l2 , · · · , r ·
γl1+v+1 · al1+v+1) iteratively and judge whether the keyword is exist.
First, mod Rj with −r · al1+v+l2+1 to eliminate the effect of s and obtain
the remainder result.

Rj = (r · (
l1+v∑

i=1

γi · score(wi, Fj) · ai +
l1+v+l2∑

i=l1+v+1

γi · score(wi, Fj) · ai

+
N∑

i=l1+v+l2+1

γi · score(wi, Fj) · ai) − t)mod(−r · al1+v+l2+1)

= r · (
l1+v∑

i=1

γi · score(wi, Fj) · ai +
l1+v+l2∑

i=l1+v+1

γi · score(wi, Fj) · ai

− al1+v+l2+1)mod(−r · al1+v+l2+1)

= r · (
l1+v∑

i=1

γi · score(wi, Fj) · ai +
l1+v+l2∑

i=l1+v+1

γi · score(wi, Fj) · ai) (4)

The quotient of equation is 1, and the remainder is the sum of the previous
l1 + v + l2 items.
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Then we mod Rj with the remaining reverse ordering keywords (r ·
γl1+v+l2 · al1+v+l2 , r · γl1+v+l2−1 · al1+v+l2−1, · · · , r · γl1+v+1 · al1+v+1) in
turn. If the quotient of Rjmod(r · γl1+v+l2 · al1+v+l2) is greater than 1,
it can be determined that the keyword wl1+l2 exists in the index vec-
tor, then assign the remainder to Rj = r · (

∑l1+v
i=1 γi · score(wi, Fj) · ai +∑l1+v+l2−1

i=l1+v+1 γi · score(wi, Fj) · ai). Otherwise we break the iteration and
check next index.

(3) “OR” operation. When all the keywords in “AND” operation are success-
fully checked, the obtained Rj = r · (

∑l1+v
i=1 γi · score(wi, Fj) · ai) is the

final relevance score for rank search.
– PR ← Dec(R, sk). The data user decrypts the returned result R using the

key sk transmitted from the data owner via the secure channel, resulting in
the plaintext results PR.

4 Security Analysis

4.1 Known Ciphertext Model

The cloud server can only obtain encrypted documents, encrypted indexes and
trapdoors under this model. The difference between the indexes and documents
depends mainly on the index generation algorithm I ← Index(F, SK) and file
encryption algorithm C ← Enc(F, sk). The index vector has (m + U + 1) bits.
The first m bits represent the weight of the keyword. The U bits are randomly
selected. And the last 1 bit is set to −1.

For the index generation, the index vector is first split into two vectors. The
value of the vector is randomly set if the value in S is 1. Assuming that the total
number of “1” in the first m bit and the last one bit is μ1, and each dimension
of index is ηf bits, then there will be (2ηf )μ1 · (2ηf )U possible values. Then the
two vectors are encrypted by two random (m + U + 1) × (m + U + 1)-bit secret
matrices. Assuming each element in the matrix has ηM bits, then there will be
(2ηM )(m+U+1)2×2 possible values. Therefore, the probability of same indexes for
two documents can be calculated as:

Pd =
1

(2ηf )μ1 · (2ηf )U · (2ηM )(n+U+1)2×2

=
1

2μ1ηf+Uηf+2ηM (n+U+1)2

(5)

In addition, under known ciphertext attack, it is also necessary to consider the
case where multiple ciphertext pairs are known to be (I

′
i , T

′
) and the relevance

score for each result after querying Security. According to the attack method
described in the third section of this chapter, the adversary can decompose the
(Ii, T ) pair before encryption based on the ciphertext pair and the relevance
score. First of all, due to the role of the pseudo-random function, the plaintext
index and the query vector pair (Pi, Q) cannot be pushed out without knowing
the key of the pseudo-random function. At the same time, even if the same two
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query vectors Q are used, the trapdoors will be different because of the addition
of random numbers. At the same time, after random replacement, the positions
of the keywords and the trapdoors will be indistinguishable, even if the decom-
position gets the same trapdoor. It is also impossible to distinguish whether it
is a keyword, and thus subsequent operations such as frequency statistics have
no meaning.

4.2 Known Background Model

In this model, the adversary can obtain additional statistical information to infer
keywords or other information. The trapdoor is represented by a (m+U +1)-bit
vector, where the first m bits indicates whether the keyword exists in the query,
and U bits will contain v random number while the other bits are 0, the last 1
bit is set to s.

First, the vector is expanded by ηr-bit random number r, which has 2ηr

possible values. Then use the (m + U + 1)-bit vector S to split into two vectors.
Assuming that the value of each dimension is ηq-bit and the number of 0 is
μ0, then there are (2ηq )μ0 possible values. Finally, the two query vectors are
encrypted with two random matrices. Therefore, the probability to distinguish
two trapdoor is calculated as follows:

Pq =
1

2ηr · (2ηq )μ0 · (2ηM )(n+U+1)2×2 (6)

It can be indistinguishable by setting a larger ηr, ηq μ0 and ηM . For example,
if ηr = 1024, Pq < 1/21024 and can be negligible.

4.3 Privacy

1. Data privacy. Each document will be encrypted by a symmetric encryption
algorithm like AES before outsourcing. Since AES is known as semantic secu-
rity [5], the adversary can not infer any information or content of the doc-
ument without getting the key sk. So the confidentiality of the encrypted
document can be well protected.

2. Index and trapdoor privacy. In this scheme, secure kNN algorithm is used
to encrypt the index and trapdoor vector. When encrypting, both S and
{M1,M2} are randomly generated, so as long as the key SK = {S,M1,M2}
is kept secret, the cloud server cannot analyze the index or trapdoor from
encrypted index and trapdoor, which has been proved secure under known
ciphertext model in previous subsection.

3. Trapdoor unlinkability. In the (m + U + 1)-bit trapdoor vector, only the key-
word in “OR” operation is set to IDF value, others are random values. In
addition, the trapdoor vector is scaled by random number r. Those random
numbers protects the search patter, so that the trapdoor can not be distin-
guished even for the same query. It has been proved secure under known
background model in previous subsection.
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4. Keyword privacy. The (m + U + 1)-bit trapdoor vector consists of m-bit
bloom filter, U -bit random number, and 1 bit fixed number. The bloom filter
itself uses multiple locations to indicate a certain keyword, so the relationship
between keywords and locations is reduced. At the same time, the random
numbers εi randomize the information in the vector, so that the keyword is
indistinguishable from the random number. Therefore, the statistical analysis
will no longer effect.

5 Performance Analysis

To evaluate performance, we implement our scheme on real-world dataset using
C# language on the Inter(R) Core(TM) i5-4590 CPU 3.30 GHz Windows 7
server.

5.1 Precision

The precision is defined as: Precision = k
′
/k, where k

′
is the number of doc-

uments that actually satisfy the query, and k is the number of the documents
returned. In this scenario, in addition to the relevance of the document, the
false positive rate of bloom filter will also influence the precision of the results.
Figure 3 gives the influence of the number of query keywords on precision. It
is easy to observe that the less query keyword, the lower precision of the fuzzy
query, but as the number of query keywords increases, the precision will increases
since the impact of false positive rate on the results will decrease.

Fig. 3. Search precision

5.2 Efficiency

Index Construction. The construction of the index consists of two processes:
one is to construct bloom filter for each document, and the other is to encrypt
each bloom filter to generate an encrypted index. The results are shown in Fig. 4.
When constructing bloom filter, the time complexity of the bloom filter construc-
tion is linearly related to the file keyword set size, the number of hash functions,
and the number of documents. And in index encryption, since the encryption
process uses a decomposition vector s and two secret matrices {M1,M2}, the
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complexity of the encryption depends on the size of bloom filter O(m2), and
since the index is generated for each document, it is also linearly related to the
size of collection O(N). Since the process is one-time on data owner side, the
time overhead is acceptable.

Fig. 4. The time cost of index construction. (a) The relationship between the time
of bloom filter construction with the number of keywords in dictionary. (b) The rela-
tionship between the time of bloom filter construction with the number of LSH hash
functions. (c) The relationship between the time of bloom filter construction and index
encryption with the number of documents in collection. (d) The relationship between
the time of index encryption with the size of bloom filter.

Trapdoor Generation. The complexity of the trapdoor generation depends
on the secret vector S for splitting and secret matrices {M1,M2}. Therefore, its
complexity is related to the bloom filter size O(m2), as shown in Fig. 5(a), while
(b) shows that the number of query keywords and hash functions has little effect
on trapdoor generation. This process is generated once at the data user side and
the time overhead is acceptable.

Search. The search process can be summarized as the inner product of each
index vector and trapdoor vector. Therefore, the complexity depends mainly on
the size of document collection and the size of the bloom filter. Figure 6(a) and
(b) give the influence of the size of document collection and bloom filter, while
(c) proves the number of query keywords has little influence on search.
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Fig. 5. The time cost of trapdoor generation. (a) For the different size of bloom filter.
(b) For the different number of query keywords and LSH functions.

Fig. 6. The time cost of search. (a) For the different number of documents in collection.
(b) For the different size of bloom filter. (c) For the different number of query keywords
in “AND” and “OR” operations.

6 Related Work

6.1 Exact Search

Song et al. [13] first proposed a solution for searching single keyword on encrypted
data with sequential scan which was provably secure but in high cost. Goh [7]
defined a secure index using bloom filter and pseudo-random functions, but the
scheme only support single keyword search. To provide multi-keyword function,
conjunctive multi-keyword search first proposed. Boneh et al. [2] proposed a
public-key scheme supporting conjunctive search and subset, range query. Wang
et al. [14] designed an public-key searchable encryption scheme based on inverted
index and private set intersection. Later ranked multi-keyword scheme was
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proposed to improve the boolean search. Cao et al. [3] first proposed a basic
multi-keyword ranked search scheme (MRSE) using secure kNN computation
which had low overhead on computation and communication. Chen et al. [4]
used k-means algorithm to construct a hierarchical cluster index tree to develop
the search efficiency.

6.2 Fuzzy Search

Fuzzy search scheme using a wildcard-based fuzzy keyword set was first pro-
posed by Li et al. [11]. They used the edit distance to judge the keyword rel-
evance. The scheme first constructs a wildcard-based fuzzy keyword set Swi,d

which contains the keyword variant with an edit distance less than d, such as
SCASTLE,1 = {CASTLE, ∗CASTLE, ∗ASTLE,C ∗ ASTLE,C ∗ STLE, · · · ,
CASTL∗E,CASTL∗, CASTLE∗} defines the variants of “CASTLE” with 1 edit
distance. And then each element in the fuzzy set is encrypted. When searching, the
user first generates the same encrypted fuzzy keyword set, and then the cloud server
finds the corresponding fuzzy keyword and returns the corresponding file. Later,
Zheng et al. [18] gave an effective attack against [11], and proved that Li et al.’s
scheme [11] had low security. Wang et al. [16] made further improvements based on
the work of [11] and proposed an efficient fuzzy search mechanism. The efficiency
of search is improved by constructing an index tree structure based on the key-
words. However, above methods must pre-configure a predefined dictionary which
will cause overhead in time and storage space, and usually only support single key-
word queries.

Later, locality sensitive hashing [8] was proposed to construct index which
can map similar keywords to the same position to implement multi-keyword
fuzzy search. At present, the research direction of fuzzy query is mainly on the
innovation of the construction and functionality of fuzzy keyword index. Kuzu et
al. [10] first designed the fuzzy search scheme based on Jaccard similarity, which
used the bloom filter and locality sensitive hashing function minhash to map the
keyword to multiple random positions to form an inverted index. The sum of the
values in the same address is used to obtain the similarity between the index and
the trapdoor. At the same time, the scheme also gives a multi-server public key
encryption scheme, which uses the homomorphic Paillier encryption algorithm.
However, due to the inverted index, the scheme only support single keyword
search. Wang et al. [15] proposed the first basic scheme of multi-keyword fuzzy
search based on bloom filter and locality sensitive hashing. Firstly, they trans-
formed the keyword string into bi-gram set and used the 262 bits binary vector
to represent the set. Later they mapped the vector into a fixed-length bloom
filter by LSH function, and the relevance score is obtained by calculating the
inner product of the index and the trapdoor. Fu et al. [6] improved the scheme
in [15] through two main optimization. Firstly, they used stemming algorithm
to extract keyword stems. Thus the keywords with same stem will be simpli-
fied to one common word which can represent more variant and provide more
query request. Secondly, they selected uni-gram vector to represent the keyword.
Each keyword first transformed into the uni-gram set consisting of one letter and
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one number to indicate the position of the letter. Later, they mapped the set into
a 160-bit vector to represent the keyword. These optimizations can provide more
variants of the query keyword, such as the repeated letters, and the Euclidean
distance of the two keywords will be smaller which will lead to more accurate
search results.

7 Conclusion

This paper proposes a multi-keyword fuzzy search scheme that supports logic
queries and can resist ciphertext-only attack. We focus on the security defect of
existing fuzzy search scheme, and improve the basic scheme by randomizing the
bloom filter to protect the search pattern. To meet more search demands, we
extend the scheme to support logic query on fuzzy search. We give a theoretical
analysis of the security against two threat model and apply our scheme on real
dataset to analyze the performance.

For the further work, we can extend to support semantic query and synonym
query, which can scale the concept of fuzzy query, not only can consider keyword
spelling errors, but also semantically similar queries. And also consider designing
a scheme to support double judgments which can combine both exact and fuzzy
search.
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Abstract. In recent years, many revocable group signatures schemes
were proposed; however, the backward security, which can disable a
revoked signer to generate group signatures pertaining to future time
periods, was not fully realized through those schemes. In this paper, we
present a security model with the definition of backward security and
propose a revocable group signatures scheme that is more efficient than
previous ones, especially in Sign and Verify algorithms, which are per-
formed much more frequently than others. In addition, considering the
heavy workload of group manager in original group signatures, we sepa-
rate a group into groups by employing a decentralized model to make our
scheme more scalable, and thus more practical in real-life applications.

Keywords: Group signature · Revocation · Backward security ·
Efficiency

1 Introduction

As a widely recognized extension to digital signatures, Chaum and Heyst pro-
posed group signatures for the first time in 1991 [15]. With group signatures,
members of a group are able to sign messages on behalf of the group while main-
taining anonymity [4]. The verifier can only verify if the signature was generated
by a member but cannot specify the identity of the signer. When necessary, the
group manager is able to look into the signature to track the identity of the signer
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(traceability [4]). At the same time, group signatures have non-frameability [5],
that is, even the group manager cannot forge signatures of group members. These
important features of group signatures have attracted many real-life applica-
tions like network identity escrow [26], online anonymous electronic voting elec-
tion [35], anonymous certificate systems [14], trusted computing [12], in addition
to wireless MESH networks [22] and VANET networks [44].

After group signatures were proposed [6–8,10,23], providing revocation is
regarded as a major research topic, that is, an authority can revoke the member-
ship of a user. This is called revocable group signatures and it is a very important
feature for real-life applications as in many cases, a system must clearly identify
the validity of a member in a timely manner to avoid any potential threat.

With revocable group signatures, there are several obvious ways of revoking a
member’s signature. For example, when revoking a member, the group manager
can publish a new public key and provide a new signing key to each valid member,
except those who have been revoked. This approach is not suitable in practice
because it requires the generation of a new key and updating all members and
verifiers for every such revocation. An alternative way is to revoke the member
and distribute a message to existing signers. As a consequence, the signer must
then prove its validity when signing. Unfortunately, this is still not considered a
suitable method for revocation in real-life applications, as existing members must
track the revocation message. In a word, the difficulty of providing revocation to
group signatures is for the verifier to publicly confirm the status of revocation
for an anonymous signer. Furthermore, the cost of such revocation is relative to
the number of revoked signers so that both its communication and computation
overhead can be a burden for the group manager and a performance bottleneck
of the system.

To overcome such difficulties, there are some more in-depth attempts and
they can be classified as follows.

– Signers are explicitly checked by the verifier for their revocation status [9,11,
13,14,16,19,24,28,32,36,40,41,45].

– Revoked signers are not allowed to generate a signature to pass the verifica-
tion; in this case, an explicit revocation check is not necessary [1,2,20,25,29–
31,34,37–39,42].

And in the following subsection, we go through these two types of attempts in
more details.

1.1 Related Works

In earlier group signature schemes with revocation, both the signing cost and
the verification cost depend on the number of revoked members. In 2002,
Camenisch et al. [14] proposed a method based on dynamic accumulator. It
maps a set of values to a fixed-length string and allows for a valid membership
certificate. However, this approach requires existing members to track revoked
users, therefore increasing existing member’s workload.
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Brickell et al. propose a simple revocation mechanism in 2003 [11]. It is called
Verifier-Local Revocation (VLR). Its formal definitions are given by Boneh and
Shacham [9] and some extensions to it were proposed in [32,36,45]. In these
schemes, the group member maintains a revocation list. The information of the
revoked members is only sent to the verifier for verification, the signing cost
is not relevant to the number of revoked group members, but the revocation
list is updated every time when the group member is revoked. Therefore, the
verification overhead increases as the number of revoked members increases.
Recently, some VLR-type schemes have achieved sub-linear/constant verification
costs [28,40,41]. However, they haven’t considered backward unlinkability, that
is, there are linkable parts in signatures to efficiently carry out verifications.

In 2012, a scalable scheme of the second type was presented by Libert, Peters
and Yung (LPY) [31]. In this scheme, a ciphertext of broadcast encryption is
periodically published while non-revoked members can decrypt this ciphertext
and prove that they haven’t been revoked through such decryption. As revoked
signers cannot decrypt the ciphertext, they cannot generate the signature that
passes the verification at early stage. For such schemes, in addition to prove its
membership of the group, the signer also needs to prove that it has not been
revoked. As follow-up works of the LPY scheme [1,2,29,30,37,42], revocable
group signatures with compact revocation list have also been proposed.

In recent years, Ohara et al. [39] proposed an efficient revocable group signa-
tures scheme to retain a constant revocation check complexity by employing the
Complete Subtree (CS) method in LPY construction [31]. In this scheme, each
group member is assigned to the leaf node of a tree. Instead of the identity-based
encryption used in LPY, Ohara et al. uses the BBS signature scheme [21] in CS
method, that is, signatures of nodes are written to a revocation list (RLt), where
signatures of revoked members are not in the list at a revocation epoch t. Thus,
a non-revoked member can prove that its signature is in the list. In 2017, based
on the method presented by Ohara et al. [39], Emura et al. [20] proposed a new
revocable group signatures scheme with time-bound keys, where the notion of
time-bound keys (TBK) is introduced by Chu et al. [16], that is, each signing key
is given an expiry time. In 2018, Emura et al. [25] proposed and implemented a
revocable group signatures scheme with scalability based on simple assumptions.

However, for security models of schemes that do not allow revoked signers
to generate signatures to pass the verification, backward security is not suffi-
ciently considered. We believe it is a security feature which is required to be
explicitly defined, especially for revokable group signatures schemes relied on
revocation periods. In our definition of backward security, capabilities and win-
ning conditions of adversaries are different from other security features. When an
adversary obtained private keys and credentials of all group members at a time t,
he/she is able to generate a valid group signature for a revoked member who was
revoked within t∗ ≤ t − 1. This security feature thus ensures the rationality of a
fact that when verifiers verify group signatures, it is not necessary for them to
download RLt.
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In terms of performance, considering the fact that both Sign and Verify are
the most frequently used algorithms for group signatures, although the above
schemes [16,19,40] perform well under the random oracle model, to further
improve their performance is still a good motivation for the practical application
of group signatures. So this is also one of the targets of our proposal.

In addition, for previous revokable group signatures schemes [15], the group
manager is responsible for issuing certificates to group members and periodically
updating the revocation list for signers to download. This is inevitably a bot-
tleneck for the deployment of group signatures at scale. Therefore, it is another
concern of this work as to improve the system model of previous revokable group
signatures schemes.

1.2 Our Contributions

Targeting at defects of existing work, we present a new revocable group signa-
tures scheme in this paper. Contributions of our work are summarized as follows.

– Our scheme realizes the backward security, which disables a revoked signer
to generate group signatures pertaining to future time periods. This helps
complete the security model for group signatures.

– Our proposal allows deployments in a much larger scale as with its decen-
tralized design, the group manager are freed from maintaining the revocation
list while the trusted third party can be freed from the generation of group
member certificates.

– Both Sign and Verify operations are highly optimized with our proposal.
As both operations are dominating, we have therefore cut the computation
overhead significantly.

– Security features, such as backward security, non-frameability, traceability
and anonymity are fully guaranteed as our scheme is constructed with the
XDH, DL and q-SDH assumptions.

Other sections are organized as below. In Sect. 2, we introduce basic knowl-
edge of cryptography for our work. In Sect. 3, we give definitions of our scheme,
its security model and our purposes. We then propose a new group signatures
scheme in Sect. 4. Section 5 conducts security analyses and certifications. Com-
parisons between the proposed scheme and other existing schemes are made
in Sect. 6. Finally, Sect. 7 concludes our work.

2 Preliminaries

In this section, we review bilinear groups, the complexity assumptions which our
scheme relies on, complete sub-tree methods, and BBS+ signatures.
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2.1 Bilinear Groups and Complexity Assumptions

Let G1 and G2 be cyclic groups of prime order p, and g1, g2 be generators of G1

and G2, respectively. Let GT be a multiplicative cyclic group with the same order,
and define parBilinear = (p,G1, G2, GT , e, g1, g2) as the set of pairing group
parameters. Bilinear pair e(G1, G2) → GT is a map and it satisfies properties
below:

– Bilinearity: e(ga
1 , gb

2) = e(g1, g2)ab for all a, b ∈ Zp, any g1 ∈ G1 and g2 ∈ G2.
– Non-degeneracy: e(g1, g2) �= 1.
– Computability: The function e is efficiently computable.

Definition 1 (The Discrete Logarithm assumption (DL)). The DL assumption
holds in G1 if the probability below is negligible in security parameter κ for all
adversaries A and all parameters parBilinear:

AdvDL
A (κ) = Pr[x ← Zp;u = vx, v ← G1 : A(u, v, parBilinear) → x]

Definition 2 (The Decisional Diffie-Hellman assumption). The DDH assump-
tion holds if the probability below is negligible in security parameter κ for all
adversaries A:

AdvDDH
A (κ) = Pr[A(u, uα, uβ , z) = 1|z = uα·β ] − Pr[A(u, uα, uβ , z) = 1|z = uγ ]

Definition 3 (The eXternal Diffie-Hellman assumption). Let e : G1×G2 → GT

be an asymmetric bilinear map, if the DDH assumption is hard in group G1,
then the XDH assumption will hold.

Definition 4 (The q-Strong Diffie-Hellman assumption). The q-SDH assump-
tion holds if the probability below is negligible in security parameter κ, for all
adversaries A and all parameter sets parBilinear:

Advq−SDH
A (κ) = Pr[x ← Zp; g

x
1 , gx

2

1 , ..., gx
q

1 ← G1; g
x
2

← G2 : (gx1 , gx
2

1 , ..., gx
q

1 , gx2 , parBilinear) → (g
1/(x+c)
1 , c ∈ Zp)]

2.2 BBS+ Signature

The BBS+ signature scheme [21] is introduced as follows:
Given parBilinear = (p,G1, G2, GT , e), let g0, g1, ..., gL, gL+1 be the genera-

tors of G1 and h be a generator of G2.

Key Generation: Select γ ← Zp randomly and let w = hγ . The secret key
is sk = γ and the verification key is vk = w.
Signing: For message (m1, ...,mL), choose η, ζ ← Zp randomly and compute
s = (g0g

ζ
1g

m1
2 ...gmL

L+1)
λ where λ = (η+γ)−1. Let the signature be σ = (s, η, ζ).

Verifying: For signature σ = (s, η, ζ) and message (m1, ...,mL), if
e(s, hηvk) = e(g0g

ζ
1g

m1
2 ...gmL

L+1, h), then the output is 1, otherwise it is 0.

This BBS+ signature scheme has unforgeability against chosen message
attack (CMA) under the q-SDH assumption [8].
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2.3 Complete Sub-tree Methods

In this section, we briefly introduce the Complete Subtree method [18]. Let N
be the set of all signers and R ⊂ N be the set of revoked signers. With the CS
method, N \ R is divided into m disjoint sets, that is, N \ R = S1 ∪ ... ∪ Sm,
where m = O(R · log(N \ R)).

Definition 5 (Complete Subtree Algorithm). When a signer with index i is
revoked at time t, the Complete Subtree algorithm takes the binary tree BT and
a set of revoked signers Rt as inputs, where i ∈ Rt, and outputs a set of nodes.
The description of CS is stated below.

CS(BT, Rt)
X,Y ← ∅
Add Path(i) to X
∀x ∈ X
If xleft /∈ X, then add xleft to Y;
If xright /∈ X, then add xright to Y;
If | RLt | = 0, then add root to Y;
Return Y;

In our scheme, a private key is assigned to each node of the binary tree and
each user is assigned to a leaf node of the binary tree. Let {n0, n1, . . . , nl} be the
path from the root node to the leaf node where l is the height of the complete
binary tree. The user then gets a key associated with each ni ∈ {n0, n1, . . . , nl}
and a ciphertext is computed by keys of nodes. Let Θ = {n′

0, n
′, . . . , n′

m} be a
set of nodes and their corresponding keys are used for encryption. If the path
of a user is {n0, n1, . . . , nl}, which is indicated as the authorized receiver, then
there is a node ε such that ε ∈ {n0, n1, . . . , nl}∩{n′

0, n
′, . . . , n′

m}. Therefore, the
user can decrypt the ciphertext using this private key corresponding to node ε.

In the proposed scheme, the Revoke and Update algorithms are constructed
with the complete subtree method to ensure that non-revoked group members
can generate valid signatures.

3 Definition of the Group Signatures Scheme and the
Security Model

The model of our scheme is presented in Fig. 1. It consists of four entities, i.e., a
trusted authority (TA), the group manager (GM), group members and verifiers.
Their properties are as follows:

Trusted Authority: In our scheme, The TA is responsible for maintaining sys-
tem global security parameters and is trusted. If a dispute needs to be resolved,
the TA has the ability to trace real identities of group members. After revealing
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the actual identity, the TA can revoke malicious users and renew the revocation
list (RL) which contains a set of revoked identities and a set of non-revoked
tokens. We assume the revocable group signatures scheme that has its lifetime
divided into epochs for revocation while at the beginning of which the trusted
authority updates its revocation list.

Group Members

Trusted Authority

Verifier

Group Manager

Group Members

Group Manager

GROUP 1 GROUP N

Fig. 1. The model of our scheme.

Group Manager: In our scheme, when a user wants to join a group, the
GM is given the ability to generate and issue a group certificate to the user.
For each group member, the GM is responsible for helping them to update
the newest non-revoked tokens at a new epoch.
Group Member: Before being a group member, the user should register with
TA to obtain a tag which helps him to get the non-revoked token. After joining
a group, the group member is able to anonymously sign messages on behalf
of the group with his secret signing key, group certificate and non-revoked
token, where the non-revoked token can be updated periodically from GM.
Verifier: The verifier can verify signatures using the global public parameters
and the group public key from TA or GM. When necessary, it can also forward
the group signature to TA to trace a group member.

Next, we give definitions of our scheme which has seven probabilistic
polynomial-time algorithms as shown in Fig. 1. Then we show security prop-
erties of our scheme.
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3.1 Definitions of Our Scheme

In our proposal, the revocable group signatures scheme is made up of the fol-
lowing eight algorithms/protocols.

(1) KeyGen algorithm
KeyGen(λ): Every entity in our scheme performs this algorithm.

– TAKg(λ): TA executes this algorithm at the setup stage with a security
parameter λ ∈ N as the input to produce the global public key gpk, the
secret tracing key tkTA and the non-revoked token secret key rkTA. After
such key generations, TA then publishes gpk.

– GMKg(gpk): Taking gpk as the input, it generates the secret key skGM and
the group public key pkGM of the group manager.

– UKg(gpk): Every new user before interacting with TA and GM executes this
algorithm. Taking gpk as the input, it generates the secret signing key skM

and the personal public key pkM for a user.

(2) Register protocol
Register(User:(skM , pkM ),TA:(BinaryTree)): Before joining a group, each
user needs to interact with TA to prove the knowledge of private key skM with
some zero-knowledge proof protocol. TA will then assign a tagi to user i.

(3) Join protocol
Join(User:(gpk, skM , pkM ),GM:(gpk, pkGM , skGM ,RLt)): It is interactive
between the group manager and a user when the latter turns into a member.
For the first time when a user joins a group, this protocol terminates with the
user i obtaining a group membership certificate gCerti. It is to be noted that
any revoked member in the revoked user set Rt is not allowed to join a group.

(4) Update algorithm
For each revocation epoch, group members need to update their non-revoked
tokens by communicating with the GM giving an assumption that the GM can
obtain the current revocation list RLt.
Update(Member:(tag),GM:(RLt)): At a revocation epoch t, a member i sends
a request to the GM to obtain a new non-revoked token. When receiving such
request, the GM checks if member i is in Rt. If not, the GM forms a token
tokeni,t from the set Φ in RLt according to the member’s tagi, and then returns
it to the member.

(5) Sign algorithm
Sign(gpk, t, tokeni,t, gCerti, skM ,msg): When being given an epoch t with an
updated tokeni,t, a group membership certificate gCerti, a secret signing key
skM , and a message msg, this algorithm will generate a group signature σ.

(6) Verify algorithm
Verify(σ,msg, t, gpk, pkGM ): When being given a signature σ, a revocation
epoch t, a message msg, the global public key gpk, and the group public key
pkGM , this deterministic algorithm will output either 0 (if invalid) or 1 (if valid).
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(7) Trace algorithm
Trace(gpk, tkTA,RLt,msg, σ): This deterministic verifiable algorithm traces a
signer by taking gpk, the tracing key tkTA, RLt, and the message-signature pair
(msg, σ) as inputs while returning the identity of this signer i.

(8) Revoke algorithm
Revoke(gpk, rkTA, t,Rt): This algorithm allows TA to generate an updated
revocation list RLt = {t,Rt, Φ = {tokeni,t}m

i=0} for a new revocation epoch
t, where the token set Φ has all tokens of non-revoked users. It accepts the set
Rt of identities of revoked members for gpk, rkTA and revocation epoch t as
inputs while it outputs the revocation list RLt for epoch t.

3.2 The Security Model

Here, we introduce security properties of our scheme. First, notations and the
oracles used in the definitions are given as follows:

Oa−join: The adversary A executes Join algorithm with honest group manager,
and the member that collude with the adversary is added to the group. Then the
number of members is incremented and adds the information of new member to
a registration table Reg.

Ob−join: The adversary A executes Join algorithm while colluding the group
manager (this member does not collude with the adversary). Then the num-
ber of members is incremented and adds the information of new member to a
registration table Reg.

OAddM: By calling this oracle with an argument, an identity i, the adversary can
add i to the group as an honest user where HM is the set of honest members. It
also picks a pair of personal public and private keys (skM,i, pkM,i) for i. It then
executes the Join protocol (on behalf of i). When finished, it adds the information
of i to the registration table Reg. The calling adversary then receives pkM,i.

OSign: It receives a query that is a message msg and identity i and returns ⊥ if
i /∈ HM, and otherwise returns σ for the member i and epoch t.

OTrace: The adversary A can call this oracle with arguments, a message msg and
signature σ, to obtain the output of the Trace algorithm on msg, σ, computed
under the tracing key tkTA given that σ was not previously returned as a response
for any query to OCh.

OCh: On input i0, i1 ∈ HM, and a message msg, the challenge oracle computes
signature σ by performing the Sign algorithm with the private signing key of
ib, where b ∈R {0, 1}, and returns σ. The oracle keeps as record the message-
signature pair to make sure that the adversary does not call the tracing oracle
on it later.

OMSK: On input i, the member secret key oracle reveals (skM,i, pkM,i) and adds
i to the set CM of corrupted members.
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OWReg: On input i, the oracle allows the adversary to modify member i in the
registration table Reg.

ORReg: On input i, the oracle allows the adversary to read member i in the
registration table Reg.

ORRL: On input i and t∗, the oracle allows the adversary to read member i of
the revocation List RLt∗ at an epoch t∗.

OUpdate: At an epoch t, the adversary can call this oracle with an argument, an
identity i, to obtain the corresponding non-revoked token tokeni,t.

ORevoke: It revokes a member from the group. It receives a query of member
identity i ∈ HM and increments t, adds i to RLt and updates RLt.

Next, we define the anonymity with backward unlinkability (BU-anonymity),
which guarantees that no adversary (who does not have tkTA) can distinguish
if signers (even if the signer has been revoked) of two group signatures are the
same.

Definition 1: BU-Anonymity is defined by the following game.
Attack-Game Gamebu−anon

A (λ):

b ∈R {0, 1}
(gpk, pkGM , skGM , rkTA, tkTA) ← KeyGen(λ)
CM ← ∅,HM ← ∅,RLt ← ∅
d ← A(gpk, pkGM , skGM : OCh,Ob−join,OWReg,OMSK,OTrace,ORevoke,
OUpdate,OSign)
If d = b return 1 else 0.

The advantage of the adversary A against this game is Advbu−anon
A (λ) =

| Pr[Gamebu−anon
A (λ)] − 1/2 | . We say that our scheme satisfies BU-anonymity

if Advbu−anon
A (λ) is negligible in λ for any probabilistic polynomial-time

algorithm A.
Next, we define non-frameability which guarantees that no adversary (who

can corrupt the GM and the TA) is able to produce group signatures with its
tracing result being an honest user.

Definition 2: Non-frameability is defined by the following game.
Attack-Game Gameframe

A (λ):

(gpk, pkGM , skGM , rkTA, tkTA) ← KeyGen(λ)
CM ← ∅,HM ← ∅,RLt ← ∅
(msg, σ, t,RLt) ← A(gpk, pkGM , skGM , tkTA : Ob−join,OWReg,OSign,
ORevoke,OUpdate)
If Verify(gpk, pkGM ,msg, σ, t) = 0, return 0.
i ← Trace(gpk, rkTA, t,RLt,msg, σ)
If i ∈ HM, return 1.
Reurn 0.



236 X. Yue et al.

The advantage of the adversary A against this game is Advframe
A (λ) =

Pr[Gameframe
A (λ) = 1]. We say that our scheme satisfies non-frameability if

Advframe
A (λ) is negligible in λ for any probabilistic polynomial-time algorithm A.

Next, we define traceability which guarantees that no adversary (who does
not have skGM ) can generate a valid group signature with its tracing result being
outside of the set of non-revoked adversarially-controlled users.

Definition 3: Traceability is defined by the following game.
Attack-Game Gametrace

A (λ):

(gpk, pkGM , skGM , rkTA, tkTA) ← KeyGen(λ)
CM ← ∅,HM ← ∅,RLt ← ∅
(msg, σ, t) ← A(gpk, pkGM , tkTA : Oa−join,OAddM,OMSK,ORReg,OSign,
ORevoke,OUpdate)
If Verify(gpk, pkGM , t,msg, σ) = 0, return 0.
i ← Trace(pkGM , tkTA, reg,msg, σ,RLt)
If i /∈ HM∪CM\Rt, return 1.
Reurn 0.

The advantage of the adversary A against this game is Advtrace
A (λ) =

Pr[Gametrace
A (λ) = 1]. We say that our scheme satisfies traceability if

Advframe
A (λ) is negligible in λ for any probabilistic polynomial-time algorithm A.

Next, we define backward security which guarantees that no adversary (who
does not have rkTA) can forge a valid group signature with its tracing result
being in the set of revoked users.

Definition 4: Backward Security is defined by the following game.
Attack-Game Gamebackward

A (λ):

(gpk, pkGM , skGM , rkTA, tkTA) ← KeyGen(λ)
CM ← ∅,HM ← ∅,RLt ← ∅
(msg, σ, t) ← A(gpk, pkGM , skGM , tkTA : Oa−join,OAddM,OMSK,OSign,
ORRL,ORevoke,OUpdate)
If Verify(gpk, pkGM , t,msg, σ) = 0, return 0.
i ← Trace(pkGM , tkTA, reg,msg, σ,RLt)
If i ∈Rt, return 1.
Reurn 0.

The advantage of the adversary A against this game is Advbackward
A (λ) =

Pr[Gamebackward
A (λ) = 1]. We say that our scheme satisfies backward secu-

rity if Advbackward
A (λ) is negligible in λ for any probabilistic polynomial-time

algorithm A.

4 The Proposed Group Signatures Scheme

In this section, we present details of our group signatures scheme. This scheme
is based on an assumption that interactions between new users and the TA/GM
happen through a secure channel.
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KeyGen(λ): In this algorithm, TA generates a private key for itself and param-
eters for the system. In addition, GM and all the users also generate private key
pairs for themselves. Details are stated below:

– TAKg(λ): TA carries out steps below with the security parameter λ:
• Choose an asymmetric bilinear group pair (G1 = 〈g1〉, G2 = 〈g2〉) of prime

order p ∈ {0, 1}λ and a pairing function e : G1 × G2 → GT .
• Select ġ1, g̈1 ← G1 randomly and a secure cryptographic hash function H

where H(·) : {0, 1}∗ → Zp.
• Select a secret key γ ← Zp randomly, and issue (rkTA, pkTA) = (γ, gγ

2 ).
• Select x′

1, x
′
2, y

′
1, y

′
2 ← Zp randomly, and compute ϕ1 = ġ

x′
1

1 g̈
x′
2

1 , ϕ2 =
ġ

y′
1

1 g̈
y′
2

1 .
• Select a secret key ν ← Zp randomly, and compute u = ġν

1 . Let tkTA = ν
be the tracing key of the TA.

• Keep rkTA and tkTA secret.
• Publish global public system parameters gpk = (p,G1, G2, GT , e, g1, g2,

ġ1, g̈1, ϕ1, ϕ2, u,H, pkTA).
– GMKg(gpk): Each GM takes steps below:

• Select a secret key ω ← Zp randomly, and compute (skGM , pkGM ) =
(ω, gω

2 ). pkGM is the group public key and skGM is the private key of
GM.

• Keep skGM secret.
– UKg(gpk): Users take steps below:

• Select a secret key χ ← Zp randomly, and compute (skM , pkM ) = (χ, g̈χ
1 ),

χ is the private key of a user.
• Keep skM secret.

Register(User:(skM , pkM ),TA:(BinaryTree)): This protocol is based on an
assumption that interactions between new users and the TA is carried out in
a secure channel.

– Users interact with the TA with some zero-knowledge proof protocol to obtain
the tag used for getting the non-revoked token later.

• In order to prove the knowledge of the secret signing key skM,i = χi, the
user i randomly chooses γχ ← Zp, and computes Rχ = g̈

γχ

1 , c = H(gpk ‖
pkM,i ‖ Rχ) and sχ = γχ + c · χi.

• Through the above operations, the user sends the proof (pkM,i, c, sχ) to
TA.

• TA computes Řχ = g̈
sχ

1 pkc
M , and checks whether that c = H(gpk ‖

pkM,i ‖ Řχ). The proof is valid if positive and this means that user i
knows the knowledge of the secret key χi.

– According to the CS method in Sect. 2.3, the TA will give user i an available
leaf node νi of the binary tree and a path ρi := 〈n0 = ε, n1, . . . , nl = νi〉
connecting the leaf νi to the root ε. The TA will then send a path ρi to user
i. Here we name ρi as tag tagi of i, which is used to request the non-revoked
token from the GM.
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– Next, the TA will carry out the Revoke algorithm to update the set of non-
revoked tokens and store {i, pkM,i, tagi, ∗} in the registration table Reg, where
the symbol ∗ denotes the group membership certificates of user i and it will
be generated by the Join protocol.

Join(User:(gpk, skM , pkM ),GM:(gpk, pkGM , skGM ,RLt)): This protocol is inter-
active between the GM and users.

– To obtain a group membership certificate from the GM, at first, the user need
to perform a zero-knowledge proof protocol as described in Register to prove
the knowledge of its secret signing key.

– Next, the user sends a node ε ∈ tag to the GM (The node ε was determined
in Update).

– After receiving the node ε, the GM takes steps below.
• Checks whether user i exists in the Rt. If positive, move on; otherwise,

abort this step.
• Compute the group membership certificate gCerti = (g1ġε

1 ·
pkM,i)1/(skGM+η), where η ∈R Zp.

• Send (gCerti, η) to the user.
• Send a copy of the user’s (i, pkM,i, gCerti) to the TA who will update the

registration information of user i with the copy.
• After receiving the response (gCerti, η) from the GM, user i checks if

e(gCerti, pkGM · gη
2 ) = e(pkM,i, g2) · e(g1ġε

1, g2). If yes, the user accepts its
group certificate gCerti = (g1ġε

1g̈
χ
1 )1/(ω+η).

Sign(gpk, t, tokeni,t, gCerti, skM ,msg): Upon entering msg ∈ {0, 1}∗, the GM
signs it with SIGN and sends the signature with msg. Details are stated below:

– Select ζ ← Zp randomly, and output: ψ1 = gCert · uζ , ψ2 = tokenε,t · gζ
1 ,

ψ3 = ġζ
1 , ψ4 = g̈ζ

1 , ψ5 = (ϕ1ϕ
h
2 )ζ , where h = H(ψ1 ‖ ψ2 ‖ ψ3 ‖ ψ4). Let

α = ζ · η and β = ζ · η′.
– Compute the signature of knowledge (SPK) as below. V = SPK{(ζ, α, β,

ε, χ, η, η′):
e(ψ1, g2)−ηe(g̈1, g2)χe(u, g2)αe(u, pkGM )ζe(ġ1, g2)ε = e(ψ1, pkGM )/e(g1, g2),
e(ψ2, g2)−η′

e(g̈1, g2)te(g1, g2)βe(g1, pkTA)ζe(ġ1, g2)ε = e(ψ2, pkTA)/e(g1, g2),
ψ3 = ġζ

1 ,ψ4 = g̈ζ
1 ,ψ5 = (ϕ1ϕ

h
2 )ζ}(msg)

The SPK is computed using the following steps.
• Pick blind factors rα, rβ , rζ , rε, rχ, rη, rη′ ← Zp and compute:

R1 ← ġ
rζ

1

R2 ← g̈
rζ

1

R3 ← (ϕ1ϕ
h
2 )rζ

RgCert ← e(ġ1, g2)rεe(ψ1, g2)−rηe(g̈1, g2)rχ · e(u, g2)rαe(u, pkGM )rζ

Rtoken ← e(ġ1, g2)rεe(ψ2, g2)−rη′ e(g̈1, g2)t · e(g1, g2)rβ e(g1, pkTA)rζ

• Compute c = H(msg ‖ ψ1 ‖ ψ2 ‖ ψ3 ‖ ψ4 ‖ ψ5 ‖ R1 ‖ R2 ‖ R3 ‖ RgCert ‖
Rtoken).



A Practical Group Signatures 239

• With results above, values below are computed.
sα ← rα + c · α
sβ ← rβ + c · β
sζ ← rζ + c · ζ
sη ← rη + c · η
sη′ ← rη′ + c · η′

sχ ← rχ + c · χ
sε ← rε + c · ε

The group signature is σ = (c, sα, sβ , sη, sζ , sη′ , sχ, sε, ψ1, ψ2, ψ3, ψ4, ψ5).

Verify(σ,msg, t, gpk, pkGM ): The verifier executes Verify to validate the
received message (msg, σ). Details are stated below:

– Compute values below.
ŘgCert ← e(ġ1, g2)sεe(ψ1, g2)−sηe(g̈1, g2)sχe(u, g2)sαe(u, pkGM )sζ (e(g1, g2)/
e(ψ1, pkGM ))c

Řtoken ← e(ġ1, g2)sεe(ψ2, g2)−sη′ e(g1, g2)sβ e(g1, pkTA)sζ (e(g̈t
1g1, g2)/e(ψ2,

pkTA))c

Ř1 ← ġ
sζ

1 ψ−c
3

Ř2 ← g̈
sζ

1 ψ−c
4

Ř3 ← (ϕ1, ϕ
h
2 )sζ ψ−c

5 , whereh = H(ψ1 ‖ ψ2 ‖ ψ3 ‖ ψ4).
– Check whether c = H(msg ‖ ψ1 ‖ ψ2 ‖ ψ3 ‖ ψ4 ‖ ψ5 ‖ Ř1 ‖ Ř2 ‖ Ř3 ‖

ŘgCert ‖ Řtoken). The verifier will accept the message if the equation holds;
otherwise the message will be rejected.

Trace(gpk, tkTA,RLt,msg, σ): It is possible to identify the actual signer with
the valid group signature σ on message msg. The steps are as follows.

– Compute the group certificate gCert = ψ1/ψtkT A
3 .

– Look up gCert in the registration table and retrieve its registration infor-
mation {i, pkM,i, tagi, gCert}. If matched, return i. Otherwise, output 0 and
abort with a failure.

Revoke(gpk, rkTA, t,Rt): In general, the TA periodically updates RLt; or it
updates when a member is revoked. Meanwhile, the TA will also update the
non-revoked token set Φ, and the revoked user set Rt with an epoch t. Details
are presented below.

– Determine the non-revoked node set Θ = {n0, n1, . . . , nm}, where m is the
number of non-revoked users, with the CS covering algorithm.

– For i = 1 to m, select η′
i ← Zp randomly, and output the non-revoked token

(tokeni,t = (g1ġni
1 g̈t

1)
1/(rkT A+η′

i), η′
i).

– Send the updated RLt = {t,Rt, {tokeni,t}m
i=0, Θ} to each GM via an authen-

ticated and secure channel.
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Update(Member:(tag),GM:(RLt)): Group members periodically update their
non-revoked tokens from the GM. Interactions between group members and the
GM are presented below.

– The member forwards pkM and tag to GM.
– Upon receiving pkM and tag, the GM performs steps as follows:

• Find out if member i exists in Rt. If no, move on; otherwise, abort.
• Select a node ε from the intersection of the tag and the node set Θ, as in

Sect. 2.3.
• Search in the non-revoked token set Φ = {tokeni}m

i=1 in RLt for tokenε,t

corresponding to node ε.
• Encrypt the selected tokenε,t and ε for the member.

– After the response is received, the member checks if e((g1ġε
1g̈

t
1)

1/(rkT A+η′
i),

pkTA · gη′
2 ) = e(g̈t

1, g2) · e(g1ġε
1, g2). If yes, the member accepts it.

5 Security Analyses

Here, we discuss the security of our scheme. That is, we explain that our scheme
satisfies backward security, BU-anonymity, non-frameability, traceability defined
in Sect. 3.1. For backward security, the attack on backward security is to fake a
BBS+ signature as a non-revoked token. Therefore, the security against back-
ward security attacks can be simplified as the unforgeability of the BBS+ signa-
ture scheme, which was proved in [21]. For traceability, the adversary is essen-
tially concerned with faking a valid group membership certificate. This also can
be reduced to the unforgeability of the BBS+ scheme. For security against fram-
ing attacks, in the join protocol of our proposal, a user chooses its secret signing
key skM while the GM does not know it. Therefore, from a forged signature
output by the adversary of framing attacks, an algorithm can be constructed so
that it extracts this secret key and solves the DL problem with it. Furthermore,
because of the CCA security of the Cramer-Shoup encryption scheme [17], our
scheme is anonymous. Due to space constraints, we will present security proofs
of the following theorems in an extended version of this paper.

Theorem 1. The proposed group signatures scheme has BU-anonymity in the
random oracle model if the XDH assumption holds in (G1, G2, GT ).

Theorem 2. The proposed group signatures scheme has non-frameability in the
random oracle model under the DL assumption.

Theorem 3. The proposed group signatures scheme has traceability in the ran-
dom oracle model under the q-SDH assumption.

Theorem 4. The proposed group signatures scheme has backward security in
the random oracle model under the q-SDH assumption.
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6 Performance Evaluations

We evaluate the computation and communication overhead of our scheme in
this section and compare its performance to two existing schemes [20,39]. Our
scheme is implemented with the Barreto-Naehrig (BN) curves [3] over a 382-bit
prime field to ensure 128-bit security [27,43]. Our implementation was simulated
on a workstation with specifications as follows:

– CPU: Intel Xeon E5-2680v2 (3.6 GHz)
– OS: Windows Server 2012
– Compilation environment: Microsoft Visual Studio C++ 2017
– Crypto-library: the PBC library [33]

For above-mentioned experimental settings, Table 1 summarizes the benchmarks
used in our work.

Table 1. Benchmarks of group operations on a 382-bit BN curve.

Operations Time (µsec)

Mul(G1) 344.5

Mul(G2) 471.3

Exp(GT) 981.6

P 1847.3

Here, Mul(G1), Mul(G2), Exp(GT) are scalar multiplication on G1, G2, and
exponentiation on GT , respectively. P is the time to perform a pairing operation.
We only consider the influence of these four operations as the speed of signature
generation/verification actually depends on them. We firstly consider the load of
computation for our algorithms according to benchmarks of the PBC library. We
reduce the computation overhead of the Sign/Verify algorithms by decreasing
the number of exponentiations on GT .

For the Sign algorithm, we transform RgCert and Rtoken as RgCert ←
e(ġrε

1 g̈
rχ

1 urαψ
−rη

1 , g2)e(urζ , pkGM ), Rtoken ← e(ġrε
1 g̈t

1g
rβ

1 ψ
−rη′
2 , g2)e(g

rζ

1 , pkTA).
By precomputing pairing values, such as e(ġ1, g2), original computations require
2Mul(G1)+7Exp(GT)+2P. But 9Mul(G1)+4P are required in our modifications.

For the Verify algorithm, we also transform ŘgCert and Řtoken as ŘgCert

← e(ġsε
1 ψ

−sη

1 g̈
sχ

1 usαgc
1, g2)e(u

sζ ψ−c
1 , pkGM ), Řtoken ← e(ġsε

1 ψ
−sη′
2 g̈tc

1 g
c+sβ

1 , g2)
e(ψ−c

2 g
sζ

1 , pkTA) which originally requires 5Mul(G1)+7Exp(GT)+5P with pre-
computed pairing values, but our modifications require 12Mul(G1)+4P.
In Table 2, we present comparisons of the computation overhead between our
proposal and schemes in [39] and [20]. Our attention was laid on two specific algo-
rithms: Sign (signature generation algorithm) and Verify (signature correctness
verifying algorithm). We focus on them as they need to be frequently performed
by the GM and the verifier.
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Table 2. Comparisons of the computation overhead.

Schemes Sign (opt.) Verify (opt.)

Ohara et al. [39] 20Mul(G1)+1Exp(G2)+4P 21Mul(G1)+6P

Emura et al. [20] 28Mul(G1)+2Exp(GT)+4P 20Mul(G1)+12Exp(G2)+2Mul(GT)+8P

Proposed 17Mul(G1)+4P 18Mul(G1)+4P

In Table 2, It can be seen that our proposal takes low computational cost
among the existing schemes to perform signature generation and signature verifi-
cation processes. For Sign algorithm, the proposed scheme can generate a group
signature with 13.25 ms whereas the other two schemes [39] and [20] take 14.75 ms
and 19 ms respectively. When verifying a signature, our proposal takes 13.6 ms
but the schemes [39] and [20] take 18.3 ms and 32.73 ms.

Table 3. Comparisons of the communication overhead.

Schemes Element Size Signature Length

Ohara et al. [39] 20G1+11Zp 871 bytes

Emura et al. [20] 12G1+4Zp 780 bytes

Proposed 5G1+8Zp 629 bytes

The communication overhead is presented in TABLE 3. With our proposal, a
group signature has 13 group elements (5 elements in G1 and 8 elements in Zp).
On the other hand, in the schemes [39] and [20], each signature has 18 group
elements (7 elements in G1 and 11 elements in Zp) or 16 group elements (12
elements in G1 and 4 elements in Zp). When BN&382-bit is employed, the size
of a value in Zp, an element in G1, an element in G2 and an element in GT are
48 bytes, 49 bytes, 97 bytes and 384 bytes, respectively. Therefore, the signature
length in our proposal is 629 bytes and it is smaller than the other two schemes.

7 Conclusions

In this paper, we have further improved revocable group signatures with respect
to signature generations/verifications and the signature size. In our security
model, we present a new security feature, backward security; we believe this
feature is necessary for revocable group signature schemes as it ensures unforge-
ability of group signatures when group members were revoked and rationality
for verifications without the RL, especially for LPY-type schemes. For real-life
applications, our scheme applies a decentralized group model to relax the orig-
inal group manager from the heavy workload of revocation list maintenance
which makes the deployment of group signatures more practical in providing
privacy-preserving authentications.
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Abstract. Biometric credentials have become a popular means of
authentication. However, since biometrics are unique and stable, one
data breach might cause the user lose some of his biometrics perma-
nently. And the stolen biometrics may be used for identity fraud, posing
a permanent risk to the user. There have been many studies addressing
this problem, in which the protection of biometric templates is a basic
consideration. However, most existing solutions have inefficient security
or efficiency. In this paper, we use the ElGamal scheme which shows good
performance in applications to construct an efficient, privacy-preserving
palmprint authentication scheme. We first construct a palmprint recog-
nition scheme based on palm lines and feature points with good perfor-
mance. Then, we use the RP (random projection) method to effectively
reduce the extracted palmprint features, which greatly reduces the vol-
ume of data to be stored. Finally, we design a confidential comparison
process based on the ElGamal scheme to perform efficient comparisons
of palmprint features while ensuring provable security. Subsequent theo-
retical analysis/proof and a series of experiments prove the significance
and validity of our work.
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1 Introduction

1.1 Biometric Authentication and Some Security Concerns

Traditionally, identification methods can be classified into two categories: token-
based (e.g., using a physical key, an ID card, and a passport), and knowledge-
based (e.g., using a password). However, these approaches both have some lim-
itations. In token-based approaches, the token can be easily stolen or lost. In
knowledge-based approaches, the knowledge can be guessed or forgotten. Com-
pared with traditional approaches, biometrics (fingerprint, palmprint, face, iris,
voice, etc.) are more accurate, portable and user friendly. As a result, biometrics
have emerged as a powerful means for authentication [1] in recent years.

Biometrics are also known as biometric authentication, referring to the pro-
cess of extracting the characteristics of an individual’s physiological character-
istics or personal behavior by using automatic technology, and comparing these
characteristics with the existing templates stored in the database, so as to verify
an individual’s identity [2].

Nevertheless, biometrics has also accumulated many security and privacy
concerns, for they are susceptible to many threats. On the one hand, human
biometrics are unique and stable, which means that in case of information theft,
it is impossible to withdraw the stolen biometrics and re-register them. However,
it is very difficult to protect some biometrics from being maliciously collected,
such as face, gait, sound, and the picture might be enough for an identity fraud
or individual profiling and tracking. On the other hand, if biometrics are trans-
mitted and stored in plain text, it is easy to cause large-scale data leakage when
subjected to external and internal attacks. For example, Aadhaar, the world’s
largest biological (iris) identification database project launched in India in 2009,
has produced a large amount of evidence of personal information abuse [3].

Thus, how to build a privacy-preserving biometric authentication system
(BAS) which can effectively mitigate the aforementioned privacy and security
risks has become an important issue.

A typical biometric authentication system (Fig. 1) is an access control sys-
tem equipped with biometric acquisition devices. It can be classified into two
categories according to the purpose of the tasks [4]: verification and identifica-
tion. The task of a verification system is to determine whether the individual to
be authenticated is a legitimate user. Such systems are often used as an access
mechanism for certain systems, such as unlocking mobile phones with finger-
prints. They usually require a one-to-one comparison of the user’s biometric
feature with a particular record (a stored feature template) in the database. The
task of identification is to use biometrics to find an individual’s identity without
knowing any of his personal information. Usually, the user data is compared
with a plurality of records in the database, and the workload is larger than veri-
fication. Most identification systems are used in passive ways, such as screening
a mass of people to locate certain suspects in public environments. The above
two tasks both include two stages: registration and authentication. During the
registration phase, the user (active or passive) enters a certain biometric feature
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along with his identity using an acquisition sensor, then the biometric feature
is transformed (or encrypted) into a template and stored to the database. In
the authentication phase, a verification system calls the acquisition device to
re-acquire a fresh biometric feature of the client, then finds the record by the
proposed identity in the database (if it exists), and compare the fresh template
and the stored template to decide whether they belong to a same person. In
contrast, an identification system compares the fresh template and nonspecific
multiple templates to check if a template belonging to the client is stored in the
database, so as to find his identity.

Fig. 1. The authentication phase in a BAS with a distributed architecture.

Generally, it is believed that unauthorized access to biometric templates is
the greatest threat to biometrics security [5]. As a result, many template pro-
tection schemes were proposed, which can be classified into two categories [7]:
transformation based schemes and crypto-based schemes. Transformation based
methods use invertible or non-invertible functions to transform biometrics into
unreadable templates, so that no information about the original biometric fea-
ture should be leaked in case of a theft. Meanwhile, crypto-based schemes turn
to cryptography techniques to protect biometrics from leaking.

In the family of biometrics, palmprint is a promising member, for human
palms have Larger region and provide more information than other biometrics,
such as fingers, iris and retina. As a result, palm features can be extracted even
from a low resolution image, and easier to achieve a high accuracy in authenti-
cation [6].

1.2 Related Work

A biometric template method should have the following properties [8]:
Diversity: The templates for the same biometric trait stored in multiple

databases should be diverse enough, so that none data can be comprised under
cross matching attacks.
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Revocability: A stolen biometric should be revoked and replaced.
Security: A leaked template should not reveal inform about the original bio-

metrics.
Performance. The performance of an authentication system should be

degraded heavily due to any template protection methods.
It is not easy to build a template protection scheme which satisfies the above

conditions, and the standard encryption schemes like RSA, AES, etc. cannot be
used to encrypt the templates [7].

The following schemes are representative of transformation-based template
protection schemes

Biohashing or biometric salting was proposed by Teoh et al. [9] and Ngo et
al. [10] as an invertible transformation technique, and were applied to several
biometrics like fingerprints [11,12], iris [13,14], and palmprints [15].

In 2005, Sutcu et al. [16] proposed a non-invertible method based on crypto-
graphic hash functions. In 2006 and 2007, Ratha et al. [17,18] used three non-
invertible transformations to generate secure fingerprint templates. And in 2008,
Zuo et al. [19] proposed several ways to construct cancellable iris biometrics.

In crypto-based template protection methods, the following schemes are
representative.

In 1999, Juels and Wattenberg [20] introduced the concept of fuzzy commit-
ment. In 2007, Teoh and Kim [21] proposed a finger template protection based
on fuzzy commitment. And in 2006, Hao et al. [22] proposed the first fuzzy com-
mitment scheme for iris. In 2006, Van Der Veen et al. [23] applied the fuzzy
commitment technique to face authentication.

In 2002, Juels and Sudan [24] introduced the concept of fuzzy vault, and in
2003, Clancy et al. [25] proposed and implemented the first fingerprint vault. In
2004, Uludag and jain [26] proposed the first finger-print based fuzzy vault. Lee
et al. [27] and Wu et al. [28] proposed two fuzzy vault method for iris in 2007
and 2008.

In recent years, homomorphic encryption (HE) has shown great potential in
constructing privacy-preserving biometric authentication systems. Homomorphic
encryption (HE) allows us to compute arbitrary functions confidentially, which
is in line with the need of privacy protection in cloud computing.

In 2014, Luo [29] uses the RSA algorithm to construct a blind authentication
scheme, and built a palmprint authentication system on that basis. The system
uses a three-layer architecture, which includes a client, a remote server and a
trustworthy third party, which turned to be the critical defect of the architecture.

In 2015, Qu [30] summarized the application of homomorphic encryption in
biometric authentication, and designed a palmprint authentication scheme based
on HE. This scheme includes four stages: registration, authentication, update and
cancellation. Yet this paper didn’t give any specific experimental data, and no
dimension reduction technique is used, leading to comparatively low efficiency.

In 2016 Erkin [31] used the mobile phone to acquire the palmprint images and
build an authentication system. The resulting error recognition rate is 15.2%.
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In 2017, Wang [32] proposed an effective privacy-preserving palmprint
authentication scheme, which reduced the palmprint feature vector size from
128 ∗ 128 to 100 ∗ 1, and reached a correct recognition rate of 95%. But their
scheme is susceptible to selective ciphertext attacks.

1.3 Our Contribution

Our contribution mainly includes the following aspects:

(1) We propose a palmprint verification scheme based on the extraction of palm
ridge lines and achieves good performance.

(2) We use the RP method [34] to reduce the dimension of the feature vectors,
and find the optimal balance between dimension reduction and performance.

(3) We propose a projection that maps binary vectors to prime vectors, which
strengths the robustness of the encryption algorithm against chosen cipher-
text attacks.

2 Image Processing and Feature Acquisition

2.1 Extracting ROI from Palmprint

The procedure consists of seven steps: (1) Select the palmprint image. (2) Smooth
the original image.(3) Use a threshold to convert the smoothed image to a binary
image. (4) Trace the boundary of the binary image. (5) Find the key points. (6)
Build a palmprint coordinate system. (7) Crop a subimage with fixed size from
the center of the image as ROI. The flow chart of the algorithm is shown in
Fig. 2.

The details of each step are described in the following:

(1) Select the palmprint image I. The palmprint image can be captured by
a CCD camera, a mobile phone or a Webcam. The most ideal palmprint
image we select looks like Fig. 2(a), which satisfies that ∠1 < ∠2, ∠1 < ∠4,
∠3 < ∠2, ∠3 < ∠4. Namely, the angle between the index finger and the
middle finger, the angle between the ring finger and the little finger are
both smaller. Other angles between fingers are greater. This is because we
will detect the valley points between the index–middle fingers and the ring–
little fingers as key-points. We will explain the specific reasons at step (5).
In this paper we take the palmprint image from PolyU databases (provided
by Hong Kong Polytech University).

(2) Smooth the original image. We use a Low-pass filter to smooth the original
image. The purpose is to make the image more smooth and convenient for
binarization.

ISmoothMap = I ∗ A

(where A is the low-pass filter).
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(3) Binarize the image. Use a threshold α to convert the original gray image
into a binary map.

Ibinarymap =

{
1, ISmoothMap > α

0, ISmoothMap ≤ α
.

(4) Trace the boundary of the palmprint. Use the boundary tracking operator
to obtain the boundary of palmprint

Ibounbary = Ibinarymap ∗ B

where B is the boundary tracking operator.
(5) Detect the key points of the palmprint.

The area-method. We find that the image has the following characteristics:
As shown in the Fig. 2(b), let the area of the circle be S, and when the
center of the circle is at the A,B, F , the area of the intersection of the circle
and the palm is approximately 1/2S. When the center is at C,D,E, the
intersection of the circle and the palm is approximately 3/4S. If the input
of the palmprint is an ideal image, and the appropriate radius is chosen so
that the center of the circle moves along the edge of the palm to compute
the area where the circle intersects with the palm. When the area reaches
its maximum, the center of the circle is the first key point and then the
neighborhood of the key point is removed and the second key point will be
detected using the same way.
The arc-method. As shown in the Fig. 2(b), let the circumference of the cir-
cle be L, and when the center of the circle is at the A,B, F , the arc of the
intersection of the circle and the palm is approximately 1/2L. When the cen-
ter is at C,D,E, the intersection of the circle and the palm is approximately
3/4L. If the palmprint is ideal, when the appropriate radius is chosen so that
the center of the circle moves along the edge of the palm to compute the area
where the circle intersects with the palm, and the area reaches maximum,
the center of the circle is the first key point and then the neighborhood of
the key point is removed and the second key point will be detected using
the same way.

(6) Create the Cartesian coordinate system. By the above steps, the key points
C and E(the valley point between the index finger and the middle finger
and the valley point between the ring finger and little finger) have been
found. Then connect CE, and make a line parallel to line CE on the right
side which intersect with each other at two points C1E1 with the boundary
of palms, the midpoint of E1C1 is the origin of the coordinates, the direc-
tion of E1C1 is the y-axis, and the direction perpendicular to E1C1 is the
x-axis (Fig. 2(c)). Those operations are based on the following reasons: Due
to individual differences, sometimes CE might be too long or too short and
may lead to an inappropriate ROI and E1C1. The length of E1C1 is approx-
imate to the length of the palm. The shape of the same palm is not always
same at different time, the distance of the two key points is not equal at
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Fig. 2. Our ideal palmprint image.

different time. We select the width of palmprint as reference, since the width
of the palm will not change.

(7) Extract ROI. With reference to the length of E1C1, a square area(
[0,+d

2 ] × [−d
4 ,+d

4

])
whose length is equal to half of E1C1 is extracted as

the ROI (Fig. 2(c)).

2.2 Extracting Features from ROI

The features of the palmprint are based on image features, digital features,
texture features and main features. We use the image features and the texture
features as the palmprint features.

(1) Extract the image feature of the palmprint. Firstly, we calculate the average
gray value of the image and choose a threshold, then binarize the image. if
the value of the image is greater than the threshold, set it to 1, otherwise
set it to 0.

(2) Extract image texture feature. First, we calculate the sum of the horizontal
and vertical gradients of each point, and obtain an image of a gradient
value. Then we calculate the average gray value of the image and take it
as a threshold. Finally we binarize the image. If the value of the image is
greater than the threshold, let it be 1, otherwise 0.

(3) Extract the image feature based on LBP. The Local Binary Patterns method
(LBP) is proposed by Ojala [33] and used for the description of texture
features. The original operator of LBP is defined as follows: firstly, a win-
dow unit is set for each pixel in the image, and then the pixel is taken
as the threshold of the pixel, and the remaining 8 pixels in the window
are binarized. Then the weighted sum is used to get the LBP value of
the point. The calculation of the LBP value for each pixel is shown as:
LBP =

∑7
i=0 B(gi − gc)2i, where gc is the gray value of the center pixel

and gi is the gray value of a neighboring pixel, the two valued function is
defined as follows:

B(x) =

{
1, x > 0
0, x ≤ 0

.
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2.3 Dimension Reduction

We use the random projection (Rp) [34] method to reduce the dimension of
the feature vector. Firstly we construct a matrix of U = ml2, where m is the
dimension to be descended, and l2 is the dimension of the characteristic matrix.
The concrete steps are as follows:

(1) Generate a random projection matrix: A random projection matrix Uof ml2

dimension is generated as follows:

Ui,j =

⎧⎪⎨
⎪⎩

1, p = 1/6
0, p = 1/6

−1, p = 1/6
.

(2) Reduction. The original feature matrix A is reduced by multiplying U to
get the m dimension vector α.

α = UA

(3) Binaryzation. The vector α is binarized and resulting vector β is obtained.

β(i,1) =

{
1, α(i,1) > 0
0, α(i,1) ≤ 0

.

(4) The vector β is the target feature vector.

3 Confidential Comparison

3.1 The ElGamal Encryption Scheme

The security of the ElGamal encryption scheme [35] is based on hardness of
solving the discrete logarithm problem on a cyclic group. It goes as follows.

Select a large prime number p, where g(g < p) is the generator of cyclic group
Z∗
p . Select a random number x ∈ Z∗

p , and calculate y = gx mod p. Take array
(y, g, p) as a public key and x as a private key.

Encryption: select a random number r, where r and p − 1 are mutual prime,
then compute ciphertext as:

E(m) = (a, b) = (gr mod p,myr mod p)

Decryption: compute:

m = b(ax)−1 mod p = myr((gr)x)−1 mod p = m(gx)r(grx)−1 mod p

Since a random number is introduced to the encryption process, the encryp-
tion result of ElGamal is randomised, which enables the algorithm to resist
selective ciphertext attacks (CPA). Besides, ElGamal is multiplicatively homo-
morphic.
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3.2 Hamming Distance

Hamming distance [36] are often used to evaluate the similarity between two
n-bit binary strings. Set X,Y ∈ {0, 1}n, the Hamming distance H(X,Y ) between
X,Y is defined as:

H(X,Y ) =
n∑

i=1

(xi ⊕ yi)

In order to use Hamming distance to calculate the similarity between two eigen-
vectors, Wong et al. [37] proposed the definition of fraction Hamming distance,
which was defined as:

HF (X,Y ) =
1
n

n∑
i=1

(xi ⊕ yi)

3.3 Our Scheme

We now describe the process of the matching phase. Note that the registration
phase includes the former two steps of the matching phase.

The first step is to project the binary feature vectors to prime vectors. We
assume the original binary feature vector is x = (x1, x2, . . . , xn). Since the ElGa-
mal encryption scheme can not encrypt 0 and 1, we propose the following pro-
jection to transform the binary feature vector into a prime vector:

xi
′ =

{
ai, xi = 0

pbi, xi = 1
.

where x′ = (x′
1, x

′
2, . . . , x

′
n) and p is a prime number, ai and bi are non-zero

random integers but not any multiple of p.
Obviously, this projection enables the proposed scheme to resist CPA attacks,

for the mapping result varies in each trial.
The second step is to encrypt the prime vector by the ElGamal scheme. We

calculate:
E(x′) = (E(x′

1), E(x′
2), . . . , E(x′

n))

and
E(y′) = (E(y′

1), E(y′
2), . . . , E(y′

n))

where y = (y1, y2, . . . , yn) is a newly extracted feature vector for authentication.
In registration, E(x′) will be stored to the database as the template.

The third step is the confidential comparison: For a newly extracted fea-
ture (fresh) vector y = (y1, y2, . . . , yn) and its projection y′ = (y′

1, y
′
2, . . . , y

′
n),

calculate the bitwise product of the two vectors:

c = (c1, c2, . . . , cn) = (E(x′
1)E(y′

1), E(x′
2)E(y′

2), . . . , E(x′
n)E(y′

n))

The fourth step is to calculate the Hamming distance: Decrypt ciphertext
c = (c1, c2, . . . , cn) with the private key sk and get c′ = (c′

1, c
′
2, . . . , c

′
n).

di =

{
1, c′

i mod p ≡ 0
0, c′

i mod p �≡ 0
.
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di
′ =

{
1, c′

i mod p2 ≡ 0

0, c′
i mod p2 �≡ 0

.

Then the fractional Hamming distance of x and y is

HF (X,Y ) =
1
n

n∑
i=1

(di ⊕ d′
i)

The fourth step is to compare the fractional hamming distance with the pre-
set threshold τ . If HF > τ , x and y are from a same individual; Otherwise,
authentication fails.

4 Experiments

The proposed scheme is implemented with MATLAB 2013b on a desktop PC
powered by a Intel(R) Xeon(R) CPU E5-2670 (2.60 GHz), and 8 GB random
access memory.

4.1 Extrating ROI

We use the PolyU Palmprint Database provided by Hong Kong Polytech Uni-
versity, which contains 600 palmprint images of 100 person (each person has 6
palmprint images). The resolution of each image is 75dpi, and the size of each
image is 384 × 284 pixcels. Their palmprint capture device includes ring source,
CCD camera, lens, frame grabber, and A/D (analogue-to-digital) converter [1].
The images were collected by special equipments: the thumbs have been removed,
the brightness is uniform and the valley points them are very obvious.

The specific steps are as follows:

(1) Read the original image orignal I (Fig. 3(a)).
(2) Smooth the image with the sequential statistics filter (Fig. 3(b)).

ord I = ordfilt2(orignal I, 300, ones(20, 40)).

(3) Set the threshold and binarize the smoothed images (Fig. 3(c)).

Ibinarymap =

{
1, Iord > 8
0, Iord ≤ 8

.

(4) Extract the edge of the image. We use four edge detection operators
([011], [110], [011]′, [110]′) to detect the boundary of Ibinarymap, and get Iedge
(Fig. 3(d)).

(5) Detect the key points. A circle C with a radius r along the edge image Iedge
scans the binary image Ibinarymap, when the area which the circle C intersect
with the binary image Ibinarymap is maximal, the center of the circle is the
first key K1 (Fig. 3(e)), remove this point and its neighborhood (Fig. 3(f)),
the second key point K2 is got with the same method (Fig. 3(g)).
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Fig. 3. The program runs on the polyU database.

(6) Build the coordinate system and extract ROI from palmprint. Connect
K1K2, calculate the length of K1K2 l and the slope of K1K2 k; Rotate
the original image orignal I tan−1k to get orignal I’ (Fig. 3(h)), corre-
spondingly. Rotate K1K2 to K ′

1K
′
2, moves the line K ′

1K
′
2 by 1/4l unit to

the right, which will intersect with the edge of the image at A and B. Then
set the length of the line segment AB to d, then the midpoint of AB is
the coordinate origin, the direction of BA is the y-axis, and the x-axis is
perpendicular to the BA direction. Then we extract [0,+d

2 ] × [−d
4 ,+d

4

]
in

the rotated image as the ROI (Fig. 3(i)).

The result of this experiment is shown in Tables 1 and 2. Table 3 gives the
comparison results of our algorithm with several previous algorithms. Figure 4
shows the relationship between the correct extraction number and the radius.
Figure 5 shows the relationship between the total extraction time and the radius.

Analysis of the results: we find that with the increase of the radius, the correct
rate is also increased, and correspondingly the extraction time also becomes
longer. When the radius is equal, the arc method has a shorter time and a
higher recognition rate compared with the area method.

4.2 Plain-Text Matching

In this section, we use three different methods to extract palmprint features, and
compare their performance. Since each person has 6 images, we use 2 images as
template images, and the other 4 are used as fresh images.
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Table 1. Experimental results of different radius (area-method)

Radii Test images Correct Recognition rate (%) Total time (s) Averaging time (ms)

13 600 580 99.67 203.918 339

14 600 582 97.00 230.266 383

15 600 587 97.83 252.548 420

16 600 590 98.33 268.046 446

17 600 593 98.33 288.956 481

18 600 594 99.00 317.131 528

19 600 595 99.17 344.761 574

20 600 597 99.50 371.090 618

21 600 598 99.67 396.137 660

22 600 598 99.67 396.137 702

23 600 599 99.83 421.718 762

24 600 600 100 457.404 804

25 600 600 100 482.819 849

26 600 600 100 537.327 895

27 600 600 100 562.910 938

Table 2. Experimental results of different radius (arc-method)

Radii Test images Correct Recognition rate (%) Total time (s) Averaging time (ms)

13 600 591 98.50 202.058 336

14 600 596 99.33 220.301 337

15 600 596 99.33 239.395 398

16 600 598 99.67 259.870 433

17 600 598 99.67 275.202 458

18 600 599 99.83 299.360 498

19 600 599 99.83 325.165 541

20 600 600 100 345.969 576

21 600 600 100 372.364 620

22 600 600 100 402.543 670

23 600 600 100 426.053 710

24 600 600 100 455.431 759

25 600 600 100 476.773 794

26 600 600 100 519.209 865

27 600 600 100 548.246 913

Table 3. Comparison results of different algorithms

Algorithms Published year Correction rate of location (%)

Proposed by [38] 2004 97.8

Proposed by [39] 2012 98.83

Proposed by this paper 2017 100
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Fig. 4. The relationship between the correct extraction number and the radius.
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Fig. 5. The relationship between the total extraction time and the radius.

The Image Feature Method. In this method, the palmprint ROI comes
directly from the binarization of the image, and the binarized image matrix is
used as the feature matrix.

The Texture Feature Method. The procedure is divided into two steps. The
first step is to obtain the gradient image of the ROI, and the second step is:
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use the average gray value method to binarize the gradient image, and take the
obtained binarized matrix as the feature matrix.

The LBP Method. First, we use the LBP method to get the LBP encoding
of palmprint, then we use Gauss filter to smooth it. Finally, we use the average
gray value method to binarize the image.

Analysis of the Experimental Results. The experimental results show that
the LBP method is obviously better than the other two methods. When the
recognition rate is 99%, the error recognition rate of the image method, the
texture method and the LBP method are 4%, 5% and 0.1% respectively; When
the recognition rate is 95%, the error recognition rate of the image method, the
texture method and the LBP method are 0.5%, 0.1% and 0.003% respectively;
When the recognition rate is 90%, the error recognition rate of the image method,
the texture method and the LBP method is 0.2%, 0.03% and 0% respectively. It
is obvious that the feature area extracted by the LBP method is very large. The
hamming distances between different people are basically within [0.39, 0.41], and

Table 4. Experimental results based on image feature method

Threshold Correct recognition rate (%) Error recognition rate (%)

0.34 100 34.492

0.33 100 27.03

0.32 100 20.773

0.31 99.75 15.558

0.3 99.5 11.154

0.29 99.5 7.828

0.28 99 5.455

0.27 99 3.664

0.26 98.75 2.439

0.25 98.75 1.654

0.24 98.25 1.121

0.23 97.5 0.717

0.22 94.5 0.437

0.21 93 0.263

0.2 88.25 0.124

0.19 83.25 0.063

0.18 79 0.033

0.17 76.5 0.015

0.16 68.75 0.003
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Table 5. Experimental results based on texture feature method

Threshold Correct recognition rate (%) Error recognition rate (%)

0.4 100 76.144

0.395 100 53.141

0.39 99.75 33.003

0.385 99.75 18.467

0.38 99 9.816

0.375 99 4.866

0.37 98.75 2.371

0.365 98 1.187

0.36 97.5 0.629

0.355 96.75 0.311

0.35 95.75 0.177

0.345 94.75 0.098

0.34 94 0.048

0.335 92.5 0.038

0.33 90.75 0.03

0.325 89.5 0.023

0.32 88 0.013

0.315 85.5 0.005

0.31 82.75 0.005

0.305 79.5 0.005

0.3 75 0.003

the distances for the same person is around 0.36. This implies that the optimal
threshold value can be set to 0.375 (Table 4).

Comparisons. The equal error rate is the recognition rate when the false accep-
tance rate is equal to the true rejection rate. The equal error rate is an important
index to measure the quality of a biometric system. When the equal error rate
becomes lower, the system becomes better.

4.3 Dimension Reduction

The feature matrix we derived is in size of 128 × 128. In order to reduce the
storage cost and improve the efficiency of the subsequent encryption steps, we
use the RP method to reduce the dimension of the original feature matrix. We
also carry out matching experiments on the results after dimension reduction.
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Table 6. Experimental results based on texture feature method

Threshold Correct recognition rate (%) Error recognition rate (%)

0.4 100 96.202

0.395 100 66.677

0.39 100 29.172

0.385 100 10.975

0.38 99.75 4.01

0.375 99.25 1.374

0.37 99.25 0.465

0.365 99.25 0.174

0.36 98.75 0.063

0.355 98.5 0.038

0.35 98.25 0.028

0.345 97.75 0.023

0.34 97.25 0.02

0.335 96.25 0.018

0.33 96 0.01

0.325 96 0.005

0.32 95.25 0.003

0.315 93.75 0

Table 7. Comparison of equal error rates of different palmprint recognition systems

Palmprint system Proposed year Error recognition rate

Proposed by [6] 2014 2.36%

Proposed by [32] 2017 1.22%

Proposed by this paper 2018 0.12%

Dimension Reduction with Features from the Image Method. In order
to verify the feasibility of the dimension reduction, it is necessary to compare the
matching results. We first match the extracted features based on image method.
We test the performance of matching with features reducted to 100 bits, 200
bits, 300 bits, 400 bits, and 1000 bits respectively. The results are as follows
(Table 5).

Analysis of the Result. Since the dimension reduction process may cause
information loss, the matching results are not as good as from the original data.
And since the reduction process carries out two calculations, it causes greater
loss of information. For two 1000-bit vectors, when the recognition rate is 97%,
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Table 8. Matching experimental results to 100 dimension

Threshold Correct recognition rate (%) Error recognition rate (%)

0.27 100 84.497

0.26 99.75 77.197

0.25 99.25 68.091

0.24 99.25 68.091

0.23 98.75 46.326

0.22 98.75 46.326

0.21 97 35.417

0.2 88.75 16.97

0.19 88.75 16.97

0.18 83.75 10.487

0.17 64.5 3.376

0.16 64.5 3.376

0.15 52.75 1.662

0.14 28.75 0.311

0.13 19 0.101

0.12 9.5 0.033

0.11 9.5 0.033

Table 9. Matching experimental results to 300 dimension

Threshold Correct recognition rate (%) Error recognition rate (%)

0.29 100 87.301

0.28 99.75 74.174

0.27 99.5 60.598

0.26 99.25 45.386

0.25 98.25 30.914

0.24 97 22.556

0.23 94 10.601

0.22 92.5 6.636

0.21 83.75 3.023

0.2 67 0.924

0.19 57.75 0.482

0.18 44.75 0.167

0.17 29.25 0.028

0.16 21.25 0

0.15 13 0
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Table 10. Matching experimental results to 1000 dimension

Threshold Correct recognition rate (%) Error recognition rate (%)

0.27 100 46.737

0.26 99.75 30.316

0.25 99 17.394

0.24 99 9.417

0.23 97.5 3.838

0.22 95.25 1.715

0.21 88.5 0.616

0.2 79.25 0.177

0.19 66.75 0.081

0.18 51.5 0.015

0.17 35 0.003

0.16 22.75 0

the error recognition rate is 3%, which shows that the dimension reduction is
also practical.

Comparison of Experimental Results. Jong-Hyuk et al. [40] also applied
the RP method to palmprint recognition, but the result is not particularly sat-
isfactory. The following results show the comparison of equal error rates with
Jong-Hyuk’s work.

Table 11. Comparison of equal error rates with Jong-Hyuk dimension reduction

Dimensionality reduction method Proposed year Equal error rate (%)

Proposed by [40] 2016 15

Reduced to 100 dimensions by this paper 2018 13

Reduced to 200 dimensions by this paper 2018 8

Reduced to 300 dimensions by this paper 2018 7

Reduced to 400 dimensions by this paper 2018 6

Reduced to 1000 dimensions by this paper 2018 3

4.4 Confidential Matchings

We take 13 as the sk and (78443, 97, 99991) as the pk. Map 1 to a multiplier
of 17 and map 0 to a random number less then 17. Assume m1 and m2 are
two binary vectors, x1 and x2 are two prime vectors derived with our method.



264 Y. Ding et al.

Table 12. Security comparison experiment

m1 m2 x1 x2 c1 c2 c d d1 d2 D M

1 0 85 16 (20808, 46841) (59922, 6092) (69197, 81049) 1360 1 0 1 1

1 1 119 34 (139, 27588) (21674, 48111) (12956, 5734) 4046 1 1 0 0

0 0 14 9 (55692, 25926) (2833, 67173) (89629, 83942) 126 0 0 0 0

1 1 170 153 (82541, 95541) (78443, 30557) (46440, 9110) 26010 1 1 0 0

1 1 272 34 (86608, 84838) (353, 70687) (75369, 83472) 9248 1 1 0 0

1 0 68 15 (23963, 9973) (2833, 11964) (93281, 27709) 1020 1 0 1 1

1 0 238 15 (49067, 16968) (88153, 44192) (92564, 17347) 3570 1 0 1 1

0 0 11 8 (17256, 79985) (89373, 76198) (59295, 45598) 88 0 0 0 0

1 0 68 13 (51504, 23205) (59295, 49914) (4558, 58617) 884 1 0 1 1

0 0 8 3 (18556, 6285) (52128, 28379) (74225, 78062) 24 0 0 0 0

1 0 119 10 (96329, 83887) (49067, 65413) (473, 94224) 1190 1 0 1 1

1 1 170 85 (88153, 34218) (92863, 14330) (88851, 88067) 14450 1 1 0 0

1 1 221 136 (12956, 64173) (22666, 25232) (87120, 58873) 30056 1 1 0 0

0 1 2 238 (18556, 26569) (33016, 1495) (39, 24228) 476 1 0 1 1

1 0 238 4 (88153, 27907) (8183, 60947) (20925, 1019) 952 1 0 1 1

0 1 14 85 (86368, 61809) (78443, 5866) (74819, 4228) 1190 1 0 1 1

0 0 6 8 (13186, 43787) (90928, 64994) (84518, 48427) 48 0 0 0 0

1 1 119 102 (2840, 91412) (42743, 53932) (1046, 75720) 12138 1 1 0 0

1 1 170 221 (13483, 14669) (78234, 43950) (23963, 60573) 37570 1 1 0 0

0 0 12 16 (59695, 8260) (26609, 3568) (67220, 74326) 192 0 0 0 0

1 1 204 51 (98163, 66133) (34241, 49136) (1818, 3570) 10404 1 1 0 0

1 1 221 68 (51606, 5421) (23963, 9973) (45881, 68493) 15028 1 1 0 0

Take c1 and c2 as the result of encryption for x1 and x2, and c as the result of
c1 × c2, d as the result of decryption of c. d1, d2,D,M is given by the following
formula (Tables 6, 7, 8, 9, 10, 11 and 12).

If d mod 17 ≡ 0, then d1 = 1, otherwise d1 = 0; if d mod 289 ≡ 0, then
d2 = 1, otherwise d2 = 0; D = d1 ⊕ d2, M = m1 ⊕ m2.

5 Conclusion

We have proposed an privacy-preserving palmprint authentication scheme. First
we employ three algorithms to extract feature vectors from plamprint images
and compared their performance. Then we use the RP method to reduce the
dimension of the feature vector. Finally, we use ElGamal to implement con-
fidential comparisons. Experiments show that the scheme can meet practical
requirements in small or media application scenarios.

Acknowledgements. This work was partially supported by the National Natural
Science Foundation of China (Grant Nos. 61772150, 61862012), the National Cryp-
tography Development Fund of China under project MMJJ20170217, the Guangxi



Privacy-Preserving Palmprint Authentication 265

Key R&D Fund under project AB17195025, the Guangxi Natural Science Foundation
under grant 2018GXNSFAA281232, and the open project of Guangxi Key Laboratory
of Cryptography and Information Security (Grant Nos. GCIS201622, GCIS201702).

References

1. Zhang, D., Kong, W.K., You, J., et al.: Online palmprint identification. IEEE
Trans. Pattern Anal. Mach. Intell. 25(9), 1041–1050 (2003)

2. Jain, A.K., Flynn, P., Ross, A.A.: Handbook of Biometrics. Springer, New York
(2008). https://doi.org/10.1007/978-0-387-71041-9

3. Aadhaar: India top court upholds world’s largest biometric scheme. BBC News, 26
September 2018. https://www.bbc.com/news/world-asia-india-44777787

4. Pagnin, E., Mitrokotsa, A.: Privacy-preserving biometric authentication: challenges
and directions. Secur. Commun. Netw. 2017, 1–9 (2017)
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Abstract. With the development of science and technology, the world has
become increasingly closely linked. While enjoying the convenience brought by
the Internet, we are also facing the danger of risk dissemination. This problem
has become more challenging in real-world networks. In this paper, in view of
the outbreak of network threats, such as malware, computer viruses, rumors, etc.
It is particularly important to identify the source of network threats. In this
paper, we have done the following work. Firstly, we draw on the propagation
models from epidemiology and design an algorithm partitioned Jordan Center
(PJC) to locate the multiple propagation sources. Then, by establishing an
extended model originated from propagation sources, we derive the number of
sources of estimation. In order to evaluate the performance of the proposed
method, a series of experiments were carried out in real-world network
topologies. Experimental results show that the method is more accurate than the
existing methods.

Keywords: Information dissemination � PJC � Identification of multi-source

1 Introduction

In today’s increasingly interconnected world, while we enjoy the convenience of the
world, we are also affected by new diffusion risks. For example, the rapid development
of the Internet of Things has made more user contacts more secure. However, we need
to guard against loopholes in information transmission technology. “Intelligent”
Internet of Things devices may be an entry point for them to attack the network.
Similarly, the rapid popularity of social media and mobile Internet devices has enabled
people to easily and quickly access news and other information from social networks
[1–3]. Rumor spread has entered the new media era, which makes the efficiency
and harmfulness of rumor spread reach an unprecedented level. For biological viruses,
the capture of highly pathogenic H5N1 influenza virus always threatens people’s
health. It is essential to identify the location of the source and find the number of the
sources.

Assuming that a threatening message may begin to spread over different sources
and times, after a certain period of time, we observe that nodes on the network are
infected. Due to most real-world networks are complex, most of the previous work on
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source identification was based on single source detection [4, 5] or simple network
topology. However, the multi-source heuristic algorithm proposed in recent years can’t
detect the real source of infection, and the average error is relatively large. For
example, [6] proposes a multi-rumor recognition method to identify multiple sources in
tree networks, which is difficult to implement in large networks.

In this paper, we propose a novel source identification method to overcome the
challenges. First, In the process of information dissemination, we focus on considering
that there is a certain gap between the sources when multiple source nodes propagate.
When the distances between sources are close, too many overlapping nodes make
the same nodes get the same infection, which makes the propagation range smaller.
Second, In the real network, the diffusion in the network is complex in time and space.
For a clearer understanding, we use effective distance [7]. The concept of effective
distance reflects that the small propagation probability between nodes effectively
corresponds to the large distance between nodes. The relative arrival time from the
source to the node does not depend on any parameters, but is linear to the effective
distance between the source and the infected node. In order to determine multiple
sources, we firstly need to partition the infection map to minimize the effective distance
between the source and the infected node. The node that minimizes the maximum
distance to the infected area is considered the source of the propagation.

This paper mainly makes the following contributions: Firstly, we propose a novel
method of partitioned Jordan Center to identify multiple sources. We prove that our
method is convergent. The experimental results show that this method is superior to
other methods. Secondly, by locating the source, we use an effective algorithm to
estimate the source diffusion time. Finally, according to the estimated diffusion time,
we can accurately estimate the number of diffusion sources.

The rest of this paper is organized as follows. Sect. 2 introduces the preliminary
knowledge of the relevant background. Section 3 is the problem formulation of multi-
source identification. Section 4 presents a method of Partitioned Jordanian centers for
identifying multi-source problems. Section 5 evaluates the proposed method in the
actual network topology. Section 6 is related work, and Sect. 7 is a summary of this
paper.

2 Preliminary

In this section, we introduce relevant background knowledge, Propagation models and
distances. Usually in these Propagation models, we divide the research objects into
three categories, each of which has its own state. It mainly includes: the first is the
susceptible state (S). Nodes in this state refer to healthy nodes, which are easy to be
infected, but not yet infected; the second is Infected state (I). Nodes in this state are
infected nodes, which are infectious; the third is Recovered state (R). Nodes in this
state are immunized, not infected, or dead. Specific description in the following section.
A specific meaning of symbols is given in Table 1 below.
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2.1 Propagation Model

Researchers mainly use three propagation models: SIR model, SIS model and SI
model. SIR model considers the recovery process. Nodes are initially sensitive. They
can be infected with the spread of risk and spread the threat to the next node. But the
node can recover and become insensitive. The model deals with infection and curing
processes S ! I ! R. The transmission schematic of SIR is shown in Fig. 1(A). The
susceptible person S appears to be in a healthy state. It changes into the infected person
I through direct contact with the infected person with a certain probability P. Infected
person I regains health status and acquires immunity with the probability of u, thus
becoming restorer R.

In the SIS model, infected nodes may become susceptible again after being cured.
The model represents the process of infection and recover S ! I ! S. The susceptible
node S will be transformed into an infected node with a certain probability p after
contact with the infected node I, and some infected nodes will be restored to a sus-
ceptible node with a certain probability u. The propagation diagram of SIS is shown in
Fig. 1(B).

Table 1. Used notations

Notation Meaning

Psði; tÞ The probability that node i is a susceptible node at time t
PIði; tÞ The probability that node i is the infected node at time t
vði; tÞ Probability of node i being infected by neighboring nodes
lj;i Probability of node j propagating to node i

mði; jÞ Effective distance from node i to node j
a; rðaÞ Path, The sum of the effective lengths along the edge of the path

S
!
; S� Estimated source, Propagation source

Bn;D Infection map, Infected partition

Fig. 1. The propagation diagrams of the three propagation models are (A) SIR (B) SIS (C) SI
from top to bottom.
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In this paper, we adopt SI model. SI model is more convenient and applicable. We
assume that infection spreads at discrete time steps. Each node is initially sensitive, and it
can be infected as the risk spreads. Once a node is infected, it will always be infected. At
time t, the probability that a vulnerable node i is infected by any infected neighbor is v(i,t).
Therefore, we can calculate the probability that node i is a susceptible node at time t is

Psði; tÞ ¼ ½1� vði; tÞ� � Psði; t � 1Þ ð1Þ

Then, we can get that the probability of node i being infected at time t is

PIði; tÞ ¼ vði; tÞ � Psði; t � 1ÞþPIði; t � 1Þ ð2Þ

We use lji to represent the propagation probability of node j to neighbor node i, and
then we can calculate the probability that node i is infected by neighbor node is

vði; tÞ ¼ 1�
Y

j2Ni

½1� lj;i � PIði; t � 1Þ�: ð3Þ

Here, Ni represents the set of neighbors of node i. This model reflects the proba-
bility that any node is in different states at different times. Each time hop can mean one
minute, one hour or one day.

2.2 Definition of Distance

Brockmann and Helbing [7] proposed a new concept to solve geometric problems in
complex propagation processes by the relationship between propagation probability
and effective distance between nodes. The effective distance from a node i to the
neighbor node j is expressed as:

mði; jÞ ¼ 1� log lij ð4Þ

Where lij is represented as the propagation probability from node i to node j. This
formula reflects the small propagation probability from node i to node j is equivalent to
the large distance between nodes. The length of path a ¼ u1; � � � ulf g is defined as the
sum of effective length rðaÞ along the edge of path. The effective distance from any
node i to node j is defined as the length of the shortest path, which is expressed
as:dði; jÞ ¼ mina rðaÞ. We refer to the effective distance from node i to node j as the
distance, denoted by dði; jÞ. Given any set A � V , the maximum distance between node
v and any node j is expressed as:

dðv;AÞ ¼ max
u2A

dðv; uÞ ð5Þ

We call dðv;VeÞ the maximum distance between node v and the infected range of
any v. Nodes with the smallest infection range are called Jordan Center [8].

From the above formula, the Jordanian centrality of a node is considered to be the
maximum distance from that node to any other infected node [9]. The Jordanian Center
represents the node with the smallest Jordanian centrality.
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3 Problem Formulation

Suppose that at time T = 0, there are k sources, and the S� ¼ s1; s2; � � � skf g diffusion
propagation begins at the same time. After a few ticks, n nodes were infected. These
nodes form a connected infected graph Bn, and each infected area is Dið� BnÞ. Let
D ¼ Sk

i¼1 Di be the partition of the infected area, satisfying Di \Dj ¼ ; and i 6¼ j
between partitions. Each partition is a subgraph of the connection of Bn, and the source
node si can be found in each partition. We try to keep the source node si and sj as far
apart as possible. Figure 2 shows a certain distance between source nodes s1 and s2, so
that many overlapping nodes can be avoided between each region. This can increase
the probability of spreading. Assuming the infected node vj 2 Di, the node vj is infected
in a short time. It means that it has a shorter distance to the corresponding source than
to other sources. We consider the minimum of the maximum distance from the infected
node to any other infected node as the source of propagation.

Our aim is to identify the corresponding partition D of a set of propagation sources
S� and infection graph Bn, so as to minimize the objective function value f .

min fD ¼
Xk

i¼1

max
ux2Di=si

dðux; siÞ ð6Þ

4 A Partitioned Jordan Center Method for Identifying
Multi-source Problems

In this section, we propose a partitioned Jordan Center method (PJC) to identify
multiple sources of diffusion and corresponding infected areas. We firstly introduce a
method of network partitioning to export the PJC method. Then, it is used to identify
multiple sources and estimate the number of sources.

Fig. 2. Topological schematic diagram of separated propagation source nodes.
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4.1 Multi-source Network Partition

Given the infected graph Bn and a series of source nodes S� ¼ s1; s2; � � � snf g. The
distance between any two source nodes si and sj satisfies dðsi; sjÞ[ d. If dðsi; sjÞ� d,
the source node is re-selected until the condition is met. In this section, we firstly divide
the infected graph Bn into K infected subgraphs, with the corresponding si as the center
of the partition Di. We know that any node vj 2 Bn should be assigned to the partition
Di where the source si is located. vj must satisfy the following conditions:

dðvj; siÞ ¼ min
st2S

dðvj; stÞ ð7Þ

For any node vj 2 Bn, it needs to correspond vj to the nearest source si. This is
similar to the Capacity Constrained Network-Voronoi Diagram (CCNVD) problem
[10]. In the K-center [8] method, there is also a similar partitioning method. In future
work, a common structure may be used for network partitioning.

4.2 Identifying Multiple Propagation Sources and the Infected Partition

In this section, we propose a partitioned Jordan Center method to identify multiple
diffusion sources. We firstly need to find the partition D that changes the infection
graph Bn, which can minimize the minimum distance from the infected node to the
corresponding partition center. If we randomly select a suitable set of source nodes,
Voronoi partition can divide the network into subnets, so that each node is associated
with its nearest source node. Therefore, Voronoi partition can find a locally optimal Bn

partition. However, to optimize partition D, we need to adjust the center of each
partition to minimize the objective function value f in Eq. (6). We adjust the center of
each partition by choosing a new partition center to minimize the maximum distance
from the partition center to any node in the partition. Detailed partitioning Jordan
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central method such as algorithm 1. The following theorem shows the convergence of
the proposed method.

Theorem 1: The objective function of Eq. (6) is to decrease iteratively mono-
tonously. Therefore, the partitioned Jordan Center is convergent.

Proof: Suppose that Sl ¼ si1; � � � sln
� �

is the sources of estimation in the l times
iteration. We use partitioning method to divide the infected graph Bn into
Dl ¼ Sk

i¼1 D
l
i. In this way, the objective function becomes

f l ¼
Xk

i¼1

max dðSli; uxÞ
ux2Dl

i=S
l
i

ð8Þ

after l iterations.
At the next iteration lþ 1, according to the PJC method, we calculate the center

Dl ¼ Sk
i¼1 D

l
i of each partition again and get Slþ 1 ¼ slþ 1

1 ; � � � ; slþ 1
k

� �
, which satisfies

max dðSlþ 1
i ; uxÞ

ux2Dl
i=S

lþ 1
i

� max dðSli; uxÞ
ux2Dl

i=S
l
i

ð9Þ

Then the target function becomes

f
l ¼

Xk

i¼1

max dðSlþ 1
i ; uxÞ

ux2Dl
i=S

lþ 1
i

ð10Þ

From Eqs. (8) and (9), we noticed that

f
l � f l ð11Þ

We redistribute the infected graph Bn so that the center of each infected partition is
Slþ 1 ¼ slþ 1

1 ; � � � slþ 1
k

� �
. Let each infected node vj 2 Bn be associated with the nearest

central node slþ 1
i , and we get a new partition Dlþ 1 ¼ Sk

i¼1 D
lþ 1
i for Bn. Thus, the

objective function becomes

f lþ 1 ¼
Xk

i¼1

max dðSlþ 1
i ; uxÞ

ux2Dlþ 1
i =Slþ 1

i

ð12Þ

in the iteration lþ 1 times.
Since each node is associated with its nearest central node slþ 1

i , we can know

f lþ 1 � f
l ð13Þ
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From Eqs. (11) and (13), we have

f lþ 1 � f
l � f l ð14Þ

Therefore, the objective function of Eq. (6) is consistently reduced, and our pro-
posed partitioned Jordan Center method is convergent.

4.3 Identifying the Number of Propagation Sources

The heuristic algorithm is used to estimate the number of sources. By using the pro-
posed method of source identification, we can obtain the partition D of Bn which is
consistent with S�. If the number of sources is known, the propagation time T ðkÞ can be
estimated by Eq. (16). In order to estimate the number of sources, we start from 1 and
increase the number of source k in turn, and calculate the corresponding propagation
time T ðkÞ until we find T ðkÞ ¼ T ðk�1Þ. We choose k (or k–1) as the number of diffusion
sources. This is similar to the method [8] in estimating the number of sources.

The propagation time can be determined by the total number of time ticks of
diffusion. Given an arbitrary source, the propagation time can be estimated based on the
number of time hops between the source and the infected node in each region. In
regional Di, according to any source si, any node vj 2 Di can be found. gðsi; vjÞ rep-
resents the sum of the minimum time hops between si and vj, the propagation time of
each region can be estimated as

ti ¼ max gðsi; vjÞ vj 2 Di; i ¼ 1; 2 � � � k��� � ð15Þ

Then the propagation time of the whole infected area is

T ¼ max ti i ¼ 1; 2 � � � kjf g ð16Þ

This process of propagation is actually simplified. In the real world, the propagation
time of different paths with the same hop number is different. Based on SI model, we
have solved this time problem in another article [11]. In this field, many current models
are based on time hops [12].

5 Experiment Analysis

In this section, we make an experimental analysis of the proposed method of Parti-
tioned Jordan Center. We tested our approach on the following network topologies:
Yeast protein-protein interaction network [13], the large-scale web Facebook [14], and
the North American Power Grid [15]. The basic attributes of the networks are listed in
Table 2. We set the propagation probability lij of each edge to follow the uniform
distribution on (0,1). Previous work [16, 17] has proved that the distribution of
propagation probability will not affect the accuracy of SI model. We randomly select
different threat sources that satisfy the conditions to generate the dissemination data as
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the basic fact. Under each parameter setting, our method is used to simulate 100
propagation processes and identify the source of each propagation.

5.1 Evaluation Source Detection Algorithm

In this section, we test source identification methods. In order to compare the perfor-

mance with other methods, we match the estimated source S
!¼ s1

!; � � � sk!
� �

with the
real source S� ¼ s1; s2; � � � skf g. So that the total error distance between them is the
smallest. The average error distance formula is

D ¼ 1
S�j j

XS�j j

i¼1

gðsi; si!Þ ð17Þ

The average error distances of the three real source network topologies are shown
in Table 3. Table 3 shows that the average error distance is very small compared with
other methods. This shows that our method is superior to other methods. In order to
make a clearer comparison, we show a histogram of the average error distance ðDÞ as
shown in Figs. 3 and 4. Frequency is used to express the percentage of test times when
the average error distance is fixed.

We applied the algorithm to the Yeast protein-protein interaction network, the
large-scale web Facebook and the North American Power Grid. As shown in Figs. 3
and 4.

We have made histograms for different cases where the true source S is 2 and 3
respectively. When the source is 2, on the Power Grid, the error range is often active in
the range of 1 to 2 hops, indicating that our method performs well. And with the
Dynamic Age method [4], the average error distance shows 3–5 hops, the maximum
number of errors is 3 hops. Multi-rumor-center (MRC) [18] method shows an average
error range of 3 to 4 hops. The most common error is 4 hops. The K-center [8] method
shows an error range of 1 to 3 hops. On the Yeast network, our method show that the
average error is 2 hops. And with the Dynamic Age method, the average error distance
is 3–4 hops. The average error distance between the Multi-rumor-center method and
the K-Center method is 2–4 hops, and the most experimental results are 3 hops. On the
Facebook network, the most performance of our method is 1–3 hops. And with the
Dynamic Age method, the average error distance shows 3–5 hops. The average error
distance of the Multi-rumor-center method shows 3–4 hops. K-Center method is active
around 2–3 hops, but the most performance is 3 hops.

Table 2. Basic attributes of real networks

Dataset Power Grid Yeast Facebook

Number of nodes 4,941 2,361 45,813
Number of edges 13,188 13,554 370,532
Average degree 2.67 5.74 8.09
Maximum degree 19 64 223
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Similarly, when the source is 3, In any network, the average error of our method is
more 1–3 hops. Therefore, compared with other methods, our method estimates that the
diffusion source is very close to the real source.

5.2 Evaluation of the Number of Sources

In this section, we evaluate the proposed method for estimating the number of sources
and predict the diffusion time. When the number of sources is determined, the prop-
agation time of the source can be estimated. Table 4 shows the average and standard
variance of estimated time. The results show that the mean of estimated time is close to
the true propagation time, and the results of standard deviation are mostly less than 1.
This shows that our method can estimate the real diffusion time of the source.

Fig. 3. When the number of sources is 2, the average error distance of different methods on the
following three networks. (A) Power Grid; (B) Yeast; (C) Facebook

Fig. 4. When the number of sources is 3, the average error distance of different methods on the
following three networks. (A) Power Grid; (B) Yeast; (C) Facebook.

Table 3. Accuracy of multi-source identification

Experiment
settings

Average error distance

Network S�j j PJC Dynamic age MRC K-center

Power grid 2
3

1.600
2.460

3.510
4.626

3.135
4.246

1.750
2.670

Yeast 2
3

2.521
2.632

3.175
3.146

2.710
3.520

2.680
2.733

Facebook 2
3

3.237
3.681

3.950
4.763

3.433
4.667

3.215
4.073

PJC: A Multi-source Method for Identifying Information Dissemination in Networks 277



We simulated experiments on North American Power Grid, Facebook and Yeast
networks to estimate the number of diffusion sources. As shown in Fig. 5. We let
the number of diffusion sources range from 1 to 3. The horizontal axis represents the
estimated number of sources and the vertical axis represents the percentage of
the estimated number of sources in the experimental operation. On the Power Grid
network, when the number of propagation sources is 1, about 78% of the experimental
results can accurately estimate the number of sources. When the number of sources is 2,
more than 80% of the experimental results can accurately estimate the number of
sources. When the number of sources is 3, more than 60% of the experimental results
can accurately estimate the number of sources. Similarly, it is obvious that at least half of
the experiments can accurately identify the number of sources in the other two networks.

Table 4. Accuracy of spreading time estimation

Experiment
settings

Estimated spreading time

Network S�j j T = 4 T = 5 T = 6

Power grid 2

3

4:012� 0:710

4:032� 0:580

5:122� 1:790

5:021� 0:860

5:987� 1:365

6:025� 1:225

Yeast 2

3

4:521� 0:652

4:340� 0:370

5:180� 0:420

5:065� 1:210

5:851� 0:401

5:921� 1:225

Facebook 2

3

4:242� 0:840

4:432� 0:450

5:273� 0:521

5:120� 0:721

5:820� 0:725

5:790� 0:414

Fig. 5. Estimated number of sources in the following different networks. (A) Power Grid;
(B) Yeast; (C) Facebook

5.3 Correlation Between the Real Sources and the Estimated Sources

By the Eq. (6), we detect the correlation between the objective function values on the
Power Grid, Year and Facebook networks. As shown in Figs. 6 and 7 below. When the
number of sources is 2, the distribution of points on the Power Grid shows an obvious
linear relationship. This shows that the objective function values are highly correlated.
On Yeast and Facebook, though there are fewer dots scattered, many dots float smaller
around a line. This shows that the objective function values are also linearly correlated.
Similarly, when the number of sources is 3, the objective function values are linearly
correlated regardless of the network. It shows that we can use the proposed source
detection method to estimate the location of the real source.
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6 Related Work

In large-scale networks, the problem of outbreak threat propagation has become par-
ticularly serious. It becomes very meaningful to identify the source of propagation.
However, most of the work focuses on the identification of single source in tree
networks. Trees do not contain loops, but only a path between any pair of nodes. This
greatly reduces the uncertainty of diffusion and the complexity of propagation, and
further reduces the computational complexity. In real networks, threat propagation
mostly involves multi-source problems, and the network is more complex. Diffusion
processes of different sources are usually interactive and have uncertainties in the
propagation process.

We mainly compare with the following multi-source identification methods. Fioriti
et al. [4] proposes a dynamic aging method, which takes advantage of the correlation
between eigenvalues and the “age” of nodes. The oldest nodes associated with the
largest eigenvalues are considered diffusion sources. It essentially calculates the
reduction of the maximum eigenvalue of the adjacent matrix after removing nodes.
This method is based on the prior knowledge of the number of diffusion sources, and
this method is not suitable for large-scale network source identification. Luo et al. [18]
identifies multiple sources by expanding a single rumor center. For multiple sources,
they propose a two-step method. They divide all infected nodes into different partitions
by using Voronoi segmentation algorithm [19]. We need to calculate the number of
different propagation paths from the sets. This method is difficult to use in large
networks. The K-center [8] method is also a concept of introducing effective distances,
using a Voronoi-like partitioning method to partition the network.

Fig. 6. When the number of sources is 2, the correlation between the objective function values is
in the following network. (A) Power Grid; (B) Yeast; (C) Facebook

Fig. 7. When the number of sources is 3, the correlation between the objective function values is
in the following network. (A) Power Grid; (B) Yeast; (C) Facebook
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7 Conclusion

Most of the current technologies are based on tree networks, and few studies are
focused on multi-source problems. In this paper, a novel PJC method is proposed to
identify multi-source problems and estimate the number of sources. Considering that
there are many overlapping nodes when the source nodes are very close, the same
nodes are similarly infected. This makes the dissemination scope is smaller, and it is
not suitable to study this propagation mode in large-scale networks. Therefore, this
paper considers that there is a certain distance between the source nodes, which can
avoid too many overlapping nodes. This can increase the probability of propagation.
The experimental results show that our method is very effective.
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Abstract. Exploiting the fact that the pitch period parameter in speech
parameter encoding is difficult to predict, a large number of steganographic
strategies choose to embed secret information in the pitch period. Several
detection methods for these steganography strategies based on the pitch period
have also been proposed so far, but it is still a challenge to detect the
steganography accurately. In this work, a new steganalysis scheme is proposed
to detect pitch period based steganography, which has lower complexity and
higher accuracy compared with the existing steganalysis schemes. Firstly, we
regard a frame as a calculation unit within which the parity of four sub-frames
can be obtained. Secondly, after filtering and merging into 14-dimensional PBP
(parity Bayesian probability) features, these features are classified by the support
vector machine (SVM). We evaluate the performance of the proposed strategy
with numerous speech samples encoded by the adaptive multi-rate audio codec
(AMR) and compare it with the state-of-the-art strategies. The experimental
results illustrate that proposed method can effectively detect the pitch-delay
based steganography. It is not only superior to the existing steganalysis methods
in detection accuracy, but also has outstanding real-time detection performance
and robustness because of its lower feature dimension and complexity.

Keywords: Steganalysis � Adaptive multi-rate codec � Pitch delay �
Bayes’s theorem � Support vector machine (SVM)

1 Introduction

Steganography is a common means of hiding secret information in the carrier without
perceptible distortion, and it has been applied to very broad areas from war to politics
since the ancient Greek era. The carrier of information (namely, the steganographic
carrier) has been changing over the ages. Current steganography chiefly relies on
networks such as the Internet protocols [1] and digital multimedia (text [2, 3], image
[4–6] voice [7, 8], video [9]). In recent years, mobile device-based voice communi-
cation protocol has been greatly technologically advanced. Therefore, a large number
of steganographic researches are attracted to the field of voice transmission [8, 10–12]
because of not only the wide range of applications but also reliability real-time and
considerable redundancy. AMR [13–15] has become a hotspot in steganography
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research because it is widely used in 3G and 4G networks. Moreover, AMR has
considerable coding redundancy, which eventually makes it practical and efficient to
apply AMR-based steganography into secure communication. However, on the one
hand, the development of steganography provides a better choice for the safe trans-
mission of data. On the other hand, it also provides a better choice for the illegal
transmission of data. If the technology is exploited illegally, it will pose a threat to
network security. Therefore, steganalysis, aimed at detecting steganography in the
communication process, has increasingly received widespread attention.

AMR adopts an optimized compressed speech coding mode [16], and it is exten-
sively employed by almost all cell phone. Specifically, AMR is a multi-rate ACELP
(Algebraic Code Excited Linear Prediction) encoder with 8 modes, from 4.75 kbit/s to
12.2 kbit/s and sampling frequency of 8000 Hz. The process of mode integration and
bit rate conversion is mainly operated by changing the quantization parameters, which
provides seamless switching of 20 ms frame boundaries [17]. Additionally, the
encoding method of AMR leads to a large amount of redundancy in the encoding,
which makes AMR an ideal voice steganographic carrier. Correspondingly, steganal-
ysis for AMR also evolves with steganography [18–21].

As described above, AMR is a typical algebraic code excited line prediction (ACELP)
coding. The structure of ACELP mainly includes Liner Prediction Coefficient
(LPC) analysis, Fixed Code Book (FCB) searching and Adaptive Code Book
(ACB) searching. The adaptive codebook is to match the pitch period, and the fixed
codebook is founded on the algebraic codebook search. Although ACELP has been
developed for quite a long time andmany prediction algorithms have been proposed for it,
these parts of predictive coding are still hard to be accurate. The unavoidable redundancy
provides favorable conditions for steganography. In the LPC analysis, Liu et al. [22]
proposed a new quantized indexmodulated LPC steganography algorithm. Not only does
it improve the efficiency, but it also reduces the distortion of speech. After that, Liu et al.
[22] also proposed a new method based on matrix embedding information, and the
method greatly improves security and the efficiency of embedding. Similarly, there are
also many steganography schemes for the fixed codebook [11, 13, 23, 24]. Geiser et al.
[13] introduced a method of hiding data at a higher rate in the FCB, in which the infor-
mation bandwidth can reach 2 kbit/s. Based on the similar principle, Miao et al. [15]
proposed a 3G speech encoding steganography scheme, which bases on the Adaptive
Suboptimal Pulsed Combination Constraints (ASOPCC) method. Compared with the
linear prediction analysis and fixed codebook searching, the adaptive codebook searching
is more flexible and the range of the pitch period of speech is wider when considering the
complexity of the speech itself. The redundancy caused by inaccurate predictions drives
the development of steganography in recent years. Based on the AMRpitch delay, Huang
et al. [25] presented a new steganography scheme. It divides the adaptive codebook into
two parts, and then introduces a random location selection to adjust the embedding rate
dynamically and improve the security of steganography. The experimental results show
that not only are the considerable capacity and real-time performance ensured, but also the
quality and the anti-detection ability of the steganographic speech remain high. Based on
Huang, Yan et al. [26] proposed a twice-layer steganography algorithm using low-rate
speech as a carrier. The first layer of steganography is implemented by limiting the search
set of the pitch period value of the speech sub-frame. The second layer of steganography is
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implemented by exploiting the randomness of the pitch period in the search set. In the
process of twice-layer embedding, the value of the pitch period is determined by the
principle of minimizing the amplitude of modification. The advancement of steganog-
raphy directly promoted the generation and the development of another opposite
technology-steganalysis.

Compared with steganography the development process of steganalysis is always
lagging. However, there are still massive valid works have been proposed [18, 21, 22,
27–30]. For the steganography on the LPC, Li et al. [28] observed that the correlation
properties of the split vector quantization (VQ) codebook of linear predictive coding
filter coefficients changed after the QIM steganography. Based on this observation, they
construct the QCCN (Quantitative Codebook Correlation Network) model and obtain
the eigenvector after quantifying the fixed-point related features of the pruned network.
These steganalysis methods have got great feedback. Tian et al. [21] employed prob-
ability distribution of pulse pairs as the long-term distribution features and employed
Markov transition probability matrix of pulse pair as the short-term invariant features.
Moreover, adaptive boosting was introduced to optimize these features, and finally, the
feature classification results obtained are superior to the existing detection methods.
Some efficient detection methods for coping with the new pitch delay steganography
was also proposed. Li et al. [31] proposed a method for detecting quantization index
modulation (QIM) steganography in a G.723.1 bit stream. They extract these eigen-
vectors based on the correlation and the imbalance of each quantized index (codebook)
distribution in the quantized index sequence. Based on the correlation and the imbal-
ance of each quantized index (codebook) distribution in the quantized index sequence,
a kind of novel eigenvector is extracted, and then the extracted features are combined
with support vector machines to construct a classifier for detecting QIM steganography
in the G.723.1 coding stream. Experiments show that this method has achieved good
results in detecting steganography. However, Ren et al. [20] proposed a new ste-
ganalysis scheme for AMR speech and achieved better results. Based on the differences
in the continuity of the adjacent pitch delays between the original and steganographic
AMR speech, they calculated the second-order Markov transition probability
(MSDPD) feature matrix and then obtained C-MSDPD by subtracting the MSDPD
after calibration. Experiments show that the effect of C-MSDPD is better than Li et al.
and is the most efficient detection method for pitch delay steganography presently.

The rest of this paper is organized as follows. To make this paper self-contained,
Sect. 2, firstly, introduces the structure of AMR codec and the principle of the state-of-
the-art steganalysis. Section 3 explores the steganalysis features based on the parity of
the pitch delay. The steganalysis scheme is revealed in Sect. 4, which is followed by
the evaluation and experimental results that are presented in Sect. 5. Finally, the
conclusions are drawn and directions for further work are suggested in Sect. 6.
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2 Background and Related Work

In this section, the principle of the pitch delay searching in AMR codec is introduced.
Firstly, the defects of the coding principle exploited by steganography will be explored.
Secondly, the state-of-the-art steganography and steganalysis schemes based on the
pitch delay are introduced in detail.

2.1 The Principle and Analysis of AMR Codec

The structure of AMR mainly consists of linear prediction, adaptive codebook
searching, fixed codebook searching, gain quantization, post-processing and error
concealment. The fundamental function of the linear prediction is to obtain the 10
coefficients of a 10-order LPC filter, and convert them into line spectra to quantify the
parameters LSF. Adaptive codebook searching, including open-loop pitch analysis and
closed-loop pitch analysis, obtains the pitch delay and the pitch gain. While fixed
codebook searching, including the quantization of the quantization, is to obtain alge-
braic codebook gain [32]. AMR coding structure is shown in Fig. 1.

AMR sets the speech rate to 8 kHz as the sampling rate. One frame has 240
sampling points and is divided into four sub-frames (T0, T1, T2, T3). In order to
illustrate the AMR search principle more clearly, we take the case of 12.2 kb/s mode.
The open-loop pitch delay TOP is calculated based on a weighted speech signal which is
the output of the original signal input to the perceptual weighting filter. The purpose of
predicting the open-loop pitch period is to reduce the computational complexity of the
closed-loop pitch period. Then the closed-loop pitch delay can be calculated by the
signal f and the cross-correlation formula COL(j) searching a maximum within a certain
range around the open-loop pitch delay. The formula is as follows.
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Fig. 1. AMR structure
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COLðjÞ ¼
P119

n¼0 f n½ �f n� j½ �
� �2

P119
n¼0 f n� j½ �f n� j½ � 18� j� 142: ð1Þ

The coefficient j of the maximum COL(j) is selected as the open-loop pitch within
the search range according to formula (1). The closed-loop pitch T0 and T2 are searched
on the basis of the open-loop pitch, then the closed-loop pitch of T1 and T3 are
calculated based on the closed-loop pitch delay of T0 and T2 which have been obtained.
The range of the pitch delay for T0, T2 is determined by formula (2).

T0 ¼
½18; 24�; TOP � 21
½TOP � 3;TOP þ 3�; 21�TOP � 140
½137; 143�; TOP [ 140

;

8<
: ð2Þ

where TOP is the open-loop pitch, and T0 is the first sub-frame of closed-loop pitch.

T1 ¼
½18; 27�; T0 � 23
½T0 � 5;T0 þ 4�; 23�T0 � 139
½134; 143�; T0 [ 139

;

8<
: ð3Þ

where T1 is the second sub-frame of the closed-loop pitch. From (3), T1 and T3 are
searched based on T0 and T2. According to the nature of speech, the correlation
between the pitch delay of adjacent sub-frames in a frame is quite stable, especially the
pair of (T0, T1) and (T2, T3). Therefore, the probability of a change in parity between T0
and T1 or T2 and T3 is less than the probability of invariance, which is also confirmed in
later experiments.

2.2 The Principle of Pitch-Based Steganography

The accurate prediction of the pitch delay in speech coding is still a challenge, even
though many algorithms have been contributed to it. Nevertheless, this uncertainty can
be exploited to design steganography algorithms. According to the characteristics of
pitch delay searching, Huang et al. [25] divided the adaptive codebook into two parts.
One of them contains only odd numbers and the other just even numbers. The closed-
loop pitch is calculated by (1) and (2), yet a restriction is added when searching for the
closed-loop pitch so that mod (Tt, 2) equals the secret information to be embedded. In
the process of extracting secret information, the procedure is exactly the opposite,
namely, adding the judgment mod (Tt, 2) to extract the secret information. Tt is the
pitch delay of the t-th sub-frame. Yan et al. [24] proved that Huang’s steganography
could undermine the quality of speech at high embedding rates through experiments.
Moreover, they discovered that if the changes were T1, T3 (T0, T2 unchanged), then
there would be less impact on the quality of speech. In order to improve the embedding
rate, they proposed a twice-layer steganography method, which calculates k under the
condition of Huang’s T0 and T2 embedding.
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k ¼ ½ðT1 mod 4Þ=2� ðT3 mod 4Þ=2�; ð4Þ

where T1 and T3 are determined by controlling the value of k (0, 1) (T1 is the second sub-
frame closed-loop pitch value and T3 is the fourth sub-frame closed-loop pitch value).

2.3 Review of the AMR-Based Steganalysis

After analyzing the variance of first-order difference and second-order difference of the
pitch delay, Ren et al. [20] found that Huang’s steganography method [25] makes
obvious changes of some features before and after steganography, especially the
second-order difference. Therefore, Ren et al. choose the second-order difference of the
pitch delay as the classification feature.

D2
TðtÞ ¼ Ttþ 2 � 2Ttþ 1 þ Tt; ð5Þ

where D2
T tð Þ is the second-order difference of the t-th sub-frame and Tt is the pitch

delay of the t-th sub-frame. According to the inherent principle of speech, the changes
of the adjacent second-order difference should be more concentrated and Markov
transfer probability is expert in illustrating this connection. Therefore, the second-order
difference construction is employed to construct Markov transition matrices as the
classification characteristics.

MD2
T
¼

PN�4
t¼0 dðD2

TðtÞ;D2
Tðtþ 1Þ ¼ iÞPN�4

t¼0 dðD2
TðtÞ ¼ iÞ ; ð6Þ

where MD2
T
is the transition probability of the current second-order difference to the

next second-order difference. According to the experimental data, (–6, 6) is selected as
the threshold. Therefore, there are 169 kinds of Markov transition probability.

What is special is that the appointment of a method called calibration [33] has greatly
improved the accuracy of the MSDPD feature detection. The specific process is to divide
the steganographic file into A and B parts. After decoding the part B, the original AMR
encoder is re-encoded to obtain B1, then the MSDPD obtained by decoding the extracted
pitch delay of A and B1. Finally, the subtraction of MSDPD of A and MSDPD of B1 is

Testing AMR 
audio

Recompression

Calibrated AMR 
audio

Extract pitch 
delay

Calculate 
MSDPD

Extract pitch 
delay

Calculate 
MSDPD

--

MSDPD-A1

MSDPD-A2
C-MSDPD

Fig. 2. C-MSDPD extraction process
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C-MSDPD. The process is shown in Fig. 2. The experimental results show that using C-
MSDPD as the classification feature by SVM can acquire the best results.

3 Background and Related Work

In this section, our Bayes’s theorem features are illustrated below, which followed by
the exact representation of our features. For the convenience of description, the AMR-
NB at 12.2 kbps is taken as the example. Afterward, the characteristics, including
advantages and disadvantages between the proposed features and C-MSDPD, are
elaborated and compared.

3.1 Bayes’s Theorem Features of Pitch Delay Parity

From the analysis of the pitch delay searching principle, the closed-loop pitches of T1
and T3 are searched based on T0 and T2. According to the analysis of the AMR coding
principle above, the steganography methods, embedding secret information through
changing the closed-loop pitch, distorts the connection between sub-frames. After
determining the current sub-frame, the range of the next sub-frame pitch delay has
narrowed and the possibility of the change of the parity has narrowed accordingly.
Nevertheless, the distribution of the pitch delay value tends to be random under normal
condition but concentrated under the condition of existing steganography, as shown in
Fig. 3a. It is inferred that the existing steganography destroys the parity-correlation of
the closed-loop and has a negative influence on the stability of the pitch delay distri-
bution. Subsequently, we apply the probability distribution of the parity distribution
within a frame to illustrate the effect of the steganography in the pitch delay. It is
assumed that an AMR speech sample contains N frames with T sub-frames per frame
(T = 4 AMR-NB codec at mode 12.2 kbps).

The parity of each sub-frame has only two states, and each sub-frame is an inde-
pendent event. Therefore, there are 24 states in all four sub-frames. Assuming the
probability of four odd sub-frames are PT0, PT1, PT2, and PT3 respectively, the distri-
bution probability Pk (k = 1, 2, 3, …, 16) of each of the 16 states is as follows.

Pk ¼ Pa0
T0 � ð1� PT0Þ1�a0 � Pa1

T1 � ð1� PT1Þ1�a1 � Pa2
T2 � ð1� PT2Þ1�a2 � Pa3

T3 � ð1� PT3Þ1�a3 ;
k ¼ 1; 2; . . .; 16: a0 ¼ 0; 1: a1 ¼ 0; 1: a2 ¼ 0; 1: a3 ¼ 0; 1:

ð7Þ

If PT0, PT1, PT2, and PT3 are unequal, the probability of Pk are various. If PT0, PT1,
PT2, and PT3 are equal to PT, some of Pk is equivalent and the formula become a
binomial distribution formula described as follow.

PkfX ¼ ag ¼ n
a

� �
Pa
Tð1� PTÞn�a; a ¼ 0; 1; 2; 3; 4; ð8Þ

where n is equal to 4. If PT is equal to 1/2, all Pk are equal to 1/16. Actually, according
to ANR-NB coding rules, PT0, PT1, PT2, and PT3 are unequal. However, typically the
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probability that the secret information appears 0 (or 1) is similar to approximately 1/2.
Therefore, Pk will definitely change before and after steganography.

In order to validate our conjecture, the following experiment was designed. The
differences between T0 and T1 and the difference between T2 and T3 in 3600 samples
were statistically analyzed to obtain Fig. 3a. The statistics of the number of consecutive
odd-numbered sub-frames in the sample are shown in Fig. 3b.

Figure 3a is a representation of the relationship between T0, T1 and T2, T3 within a
frame, from which the difference between before and after steganography can be
observed clearly. Figure 3b illustrates that the probability distribution of Pk are more
average for steganographic samples. From Fig. 3a, it can be learned that the difference
in the original sample is more concentrated and the distribution after steganography is
evener, which verifies our previous theoretical analysis. This conclusion can be drawn
in Fig. 3b that the parity distribution within one frame after steganography is evener. In
Fig. 3b, the parity distribution is not uniform within one frame without steganography.
Therefore, we choose the parity of the difference to characterize this change. However,
the statistical result is not enough to demonstrate the correlation of each sub-frame
within a frame. Therefore, we describe their correlation by the Bayes’s theorem of the
parity of the current sub-frame and the parity of the next sub-frame. Then the condi-
tional probability is regarded as the feature of classification, and finally, SVM is
applied to classify to judge whether the sample is steganographic.

3.2 Description of the Features Based on Bayes Theorem

Three features based on Bayes’ theorem are depicted in this section. From the above
description, it is known that there is an obvious difference between the pitch delay
parity Bayes probability in the original sample and the steganographic sample. In order
to describe this difference, the Bayesian formula of the pitch delay is considered as the
feature. Since the state of the pitch delay is either odd or even and these are two

-8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8
0%

5%

10%

15%

20%

25%

30%

35%

Pr
ob

ab
ili

tie
s

Difference values

 Cover
 Steganography

Fig. 3a. The distribution of pitch difference.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0

20000

40000

60000

80000

100000

120000

140000

160000

C
ou

nt
Parity

 Cover
 Steganography

Fig. 3b. The distribution of Pk

Steganalysis of Adaptive Multiple-Rate Speech 289



mutually exclusive events, only one of them needs to be recorded as a feature. For the
convenience of describing the following features, only the Bayesian probability of odd
pitch delay is calculated. Assume that the four sub-frames are odd-numbered events A0,
A1, A2, A3, and the even-numbered events are A0; �A1; �A2; �A3.

The first kind of feature is the relationship between the second sub-frame and the first
sub-frame, which include two cases: P1 and P2. P1 (P1 = P (A1 | A0)) is the conditional
probability of the first sub-frame occurred odd under the condition the second sub-frame
occurred odd. P2 (P2 = P (A1 | A0)) is the conditional probability of the first sub-frame
occurred odd under the condition the second sub-frame occurred even.

P1 ¼ PðA1jA0Þ ¼ PðA1A0Þ
PðA0Þ : ð9Þ

In the same way, the second kind of feature is the relationship between the first sub-
frame, the second sub-frame and the third sub-frame. These features include four cases,
which are P3 = P(A2| A0 A1), P4 ¼ PðA2 j �A0A1Þ, P5 ¼ PðA2 jA0�A1Þ, P6 ¼ PðA2 j
�A0�A1Þ respectively.

P3 ¼ PðA2 jA0A1Þ ¼ PðA0A1A2Þ
PðA0A1Þ : ð10Þ

The third feature is that the fourth sub-frame is an oddBayesian probability in the case
where the first sub-frame, the second sub-frame, and the third sub-frame are determined.
These features include eight cases, which areP7 = P(A3|A2A0A1),P8 ¼PðA3 jA2A0�A1Þ,
P9 ¼ PðA3 jA2�A0A1Þ, P10 ¼ PðA3 jA2�A0�A1Þ, P11 ¼ PðA3 j �A2A0A1Þ, P12 ¼ PðA3 j
�A2A0�A1Þ, P13 ¼ PðA3 j �A2�A0A1Þ, P14 ¼ PðA3 j �A2�A0�A1Þ respectively.

Sub-fame T0 Sub-fame T1 Sub-fame T2 Sub-fame T3

P2

Sub-fame T0 Sub-fame T1 Sub-fame T2 Sub-fame T3

P3
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Fig. 4. Features based on Bayes’s theorem
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P7 ¼ PðA3 jA0A1A2Þ ¼ PðA0A1A2A3Þ
PðA0A1A2Þ : ð11Þ

Figure 4 demonstrates the extraction processing of features based on the Bayes
formula for the speech sample encoded with the AMR-NB codec at 12.2 kbps mode.
Finally, all of these 14-dimensional are combined to the PBP features.

4 Steganalysis Scheme

In this section, we will introduce steganalysis steps using SVM (support vector
machines) as a classifier, which has become an increasingly popular tool for classifi-
cation. Moreover, its accuracy and detection efficiency have a huge advantage,
especially in the small sample set (Figs. 5 and 6).

The SVM training set main steps are shown as follows:

STEP 1. Collect a large number of speech samples randomly and divide it into two
parts, half of which are used to steganography and the other half encoded by the
original encoder.
STEP 2. Calculate the proposed features through formulas in Sect. 3.2.
STEP 3. Train the steganographic and original speech samples with original and
steganographic tags using the above features.
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The SVM testing set main steps are shown below:

STEP 1. Recode the voice samples of the test set with the same standard.
STEP 2. Calculate the proposed features in both the original and re-encoded
samples.
STEP 3. Enter the feature vectors into the trained classifier to determine whether
the sample is steganographic.

5 Performance Evaluation and Analysis

5.1 Experimental Settings

In this paper, SVM open source library is used as a classifier to evaluate experimental
results, in which parameters, for example, Gaussian radial basis function kernel for
SVM classification, are default setting. Our database consists of 3367 PCM voices,
which has been adopted by many papers [21, 34–36]. Each PCM voice is a mono,
8 kHz and 16-bit quantized code, with 10-s dimensions per length. According to
different languages, these voices can be divided into four categories: Chinese male
voice, Chinese female voice, English male voice, and English female voice. And the
proportion of such voices is equivalent. All speeches were encoded at 12.2 kb/s in the
AMR using 10% to 100% embedding rate from 1 s to 10 s applying the steganography
method of Huang et al. [25] and Yan et al. [26]. Half of the databases are randomly
selected as the training set and the other half as the test set, while the embedded
information is composed of (0, 1) random number produced by random seed 3367. In
the following experiments, we will analyze and evaluate the data from the Accuracy
(ACC) False-positive rate (FPR) False-negative rate (FNR) data. ACC has introduced
to determine the correct proportion, that is, whether the steganographic sample or the
cover sample can be judged correctly. The ACC expression is:

ACC ¼ NTP þNTN

NTP þNTN þNFP þNFN
; ð12Þ

where NTP is the number of positive instances which are judged to be correct, namely,
the steganographic samples are identified. NTN is the number of passive instances which
are judged to be negative, namely, the samples that are not steganographic determined
to be not steganographic. NFP is the number of negative instances which are judged to
be positive, that is, the samples with no steganography are mistakenly considered as a
steganographic sample. NFN is the number of positive instances which are judged to be
negative, that is, steganographic samples are considered non-steganographic samples.
FPR is the proportion of negative instances which are mistaken in all negative
instances.

FPR ¼ NFP

NFP þNTN
; ð13Þ
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where FNR is the proportion of positive instances which are mistaken in all positive
instances.

FNR ¼ NFN

NTP þNFN
: ð14Þ

The result obtained in our experiments is that the method of Ren et al. [19] have an
advantage when using Huang’s steganography method in a relatively short time
compared with the features mentioned in the previous section, but in other cases, the
effect is close. It should be noted that the feature dimension mentioned is much lower
than the C-MSDPD feature and therefore has better robustness. In the following data,
for convenience, only partial results are shown, which are the features of the contrast
chart of one-second to ten-second samples.

5.2 The Method Proposed Under High Embedding Ratio Is Compared
with the Existing Method

Table 1 shows the comparison of the features when the embedding rate is 100% at
different times. When Huang’s steganography is exploited as the detection object, the
classification effects of the PBP features are similar to the C-MSDPD features. How-
ever, when Yan’s steganography is exploited as the detection object, the classification
effects of the PBP features are better than C-MSDPD’s. Moreover, when Yan’s
steganography is exploited as the detection object, the classification effects of the PBP
features are better than C-MSDPD’s. Yan’s steganography method is an improvement
of Huang’s, and aim to promote the anti-detection ability. As can be seen from the
table, compared with Huang’s method, the detection accuracy of C-MSDPD in Yan’s
method is dropped markedly. However, different steganography methods have a minor
effect on PBP’s performance, which has better adaptability compared with C-MSDPD.

Table 1. The detection accuracies for three features when the embedding rate is 100%

Time (100%) Huang Yan
C-MSDPD PBP C-MSDPD PBP

1 s 74.36% 73.41% 68.27% 72.70%
2 s 82.41% 81.91% 75.07% 80.93%
3 s 86.45% 86.04% 79.62% 84.85%
4 s 90.02% 89.19% 83.63% 88.86%
5 s 90.79% 91.59% 85.18% 90.29%
6 s 92.84% 93.26% 87.23% 92.04%
7 s 94.24% 93.88% 88.27% 92.93%
8 s 94.83% 95.13% 89.22% 94.56%
9 s 94.95% 95.54% 90.26% 94.86%
10 s 96.08% 96.35% 90.85% 95.28%
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As can be seen in Figs. 7 and 8, compared with the MSDPD-C features the ACC,
FPR and FNR of the proposed features have obvious advantages. Figure 7 is a com-
parison of ACC, FPR and FNR for the proposed features and the MSDPD-C feature
when the sample length is 1 s to 10 s for an embedding rate of 100% in Huang’s
steganography while Fig. 8 in Yan’s steganography. From Figs. 7 and 8, the accuracy
increases with the increase of sample length, while the FPR and FNR decrease.
Compared with the MSDPD-C, the FPR of proposed PBP is underperforming. How-
ever, it has better performance in Accuracy and the FNR. Figure 9 is a comparison of
ROC for the proposed features and the MSDPD-C feature when the sample length is
10 s, and the embedding rate is from 30% to 90% in Huang’s method while Fig. 10 in
Yan’s method.

7.1 Statistical results of ACC 7.2 Statistical results of FPR 7.3 Statistical results of
FNR
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Fig. 7. The detection accuracies for Huang’s method in 100% embedding rate
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6 Conclusion

Because of the unpredictability for the pitch of speech parameter encoding, many
steganographic methods are presented for secret communication. Motivated by present
difficulties, a practical steganalysis scheme is developed in this paper. Distinct from
existing works, we treat a frame as a calculation unit and pay more attention to the
change in numerical parity rather than just the change in these values. Finally, SVM is
employed to classify the PBP features. We evaluate the performance of the proposed
method with plenty of speech samples coded by adaptive multi-rate audio coder
(AMR), and compare it with the state-of-the-art methods. The experimental results
illustrate that our method can effectively detect the pitch delay-based steganography
and achieve superior performance than other state-of-the-art methods on ACC, FPR,
and FNR. Particularly, the proposed method can provide excellent real-time perfor-
mance and robustness because of its lower feature dimension and complexity. There-
fore, the proposed method can support credible practicability in the steganalysis
scenario for real-time speech streams.
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Fig. 9. The ROC curves for detecting Huang’s method
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Fig. 10. The ROC curves for detecting Yan’s method
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Abstract. With the increasingly extensive applications of the network,
the security of internal network of enterprises is facing more and more
threats from the outside world, which implies the importance to master
the network risk assessment skills. In the big data era, there are various
security protection techniques and different types of group data. Mean-
while, Online Social Networks (OSNs) and Social Internet of Things
(SIoT) are becoming popular patterns of meeting people and keeping
in touch with friends [2,5]. However, risk assessment, as a bridge between
security experts and network administrators, to some extent, whose accu-
racy can influence the judgment of administrators to the entire network
state. In order to solve this problem, this essay proposes the improved
MulVAL framework to optimize the risk assessment process by estab-
lishing the HMM model and the Bayesian model, which can improve
the accuracy of the evaluation value. Firstly, behavior of the attacker
is described in-depth by the attack graph generated through MulVAL.
Then, with the quantitative evaluation conducted by the Common Vul-
nerability Scoring System, the nodes on the attack path can will be eval-
uated and the value will be further evaluated by the Bayesian model.
Finally, by establishing the hidden Markov model, the corresponding
parameters can be defined and the most likely probabilistic state transi-
tion sequence can be calculated by using the Viterbi algorithm to deduce
the attack intent with the highest possibility.

Keywords: Network security assessment · HMM · MulVAL ·
Attack graph

1 Introduction

Increasing cyber attacks have attracted high attention in contemporary data
security and network security studies. In wireless sensor network, target tracking
[3] and data gathering and aggregating [7] has became more and more concerned.
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The main factor which causes this problem is that the large-scale computer net-
work and enterprise network have relatively more or less vulnerabilities. External
attackers can easily take advantage of these vulnerabilities; therefore, security
policies are particularly important. A detailed vulnerability analysis of the com-
plex network can cost a lot of time, funds, and resources, so the most effective
strategy can be the network risk assessment. Based on above situations, two
approaches have been considered: (1) assess the potential risk one by one; (2)
detecting existing vulnerabilities which can be used by attackers through the
overall deduction of a series of vulnerabilities.

Cyber attack is the process conducted by an attacker based on the attack con-
ditions and goals and through implementing the information access and enhanc-
ing the information permission. The attack depends on the ability of attackers,
experiments and the control environment. Prerequisites regarding cyber attacks
are shortcoming in the contemporary network (or system). In addition, due to
the inter-relations among these vulnerabilities, the host devices have established
mutual trust, which can be used by cyber attackers to continue the attack after
a specific completed attack. Therefore, cyber attacks are usually a complex,
multi-step process. In order to explain the process of cyber attack, a number of
researchers have proposed risk assessment methods by building security models
of network systems through paradigms such as attack graphs.

In order to build such a comprehensive model regarding network attack rela-
tionships, a range of challenges have to be overcome. We have to correlate data
from numerous resources, which include topology, vulnerabilities, and configu-
rations, into an integrated model. The construction of the model representation
and persistence must be flexible and can be easily extended.

However, it is very difficult to use only one method to process the system
vulnerability analysis and generate optimal safety management strategies. Since
the test result remains uncertain, it is not possible to accurately infer the attack
intention. Thus, information and probabilities of the attack graph are further
explored by using Hidden Markov Model. HMM is applied to detect uncertain-
ties of those observable states and attack states. Then, a probabilistic mapping
between network observations and attack states can be generated by HMM.
Parameters of the model are redefined through the improved MulVAL frame-
work and the maximum probability state transition sequence is further calcu-
lated by using the Viterbi algorithm. Based on these processes, the intention of
attackers has been finally inferred. According to the experimental results, the
maximum probability path with the network topology and configurations has
been demonstrated.

The attack intention can be accurately inferred by this dual model. This
method provides a good representation of network security administrators and
equips them with some security strategies to overcome existing shortcoming in
the enterprise network.
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2 Related Work

Network security risk is propagative and network security risk will be the target in
network through its multiple vulnerabilities between relevant services and hosts.
Wang et al. [4] considered the difficulty of attack, the cost of reconfiguration of
the network and the value of key information assets in the network based on the
attribute attack graph, put forward the network security measurement method.
Feng et al. [1] put reliability ideas into the attack graph to analyze the vulnera-
bility of the network. There may be a circular path in the attack graph, when the
network security probability calculation is carried out, the repeated calculation of
the cyclic nodeprobability valuewill result in the error probability valuewhichdoes
not match the actual situation. Most literatures did not consider this situation.

Ou et al. [8] first proposed that one of the reasons for the complex attack
pattern is a cyclic path problem in the attack graph, and it is found that the
circular path in the graph can not be solved simply by deleting some atomic
attacks, otherwise some important unconfirmed attacks. Wang [6] discussed the
impact of three different types of circular paths on the risk assessment, and
eliminated the loops by removing the succeeding nodes and edges of each node
in loop path, the method is very complicated to deal with the nodes in the loop
path. At the same time, Wang does not give a detailed algorithm to calculate the
probability of each node, nor does it consider the probability error calculation
caused by the correlation between infiltration. Attack path analysis technology,
takes forward search mode and depth-first search strategy to find the effective
attack path of each node, through a collection of intermediate nodes to prevent
the generation of a circular path, the algorithm’s time complexity is exponential,
nor does it apply to large-scale networks; The attack graph can statically evaluate
the security of the network system, but it is difficult to dynamically deduce the
attack intent and evaluate the next attack state based on the current system.

In this paper, these ideas of probability dependence to the improved MulVAL
framework are purposed, and the probability generated by improved MulVAL
will be more realistic in representing the real network environment. Also, the use
of HMM would be expanded, not only to establish the probability of mapping
between the network observation and attack state, but also calculate the use of
HMM maximum probability state transition sequence. This framework will be
used to infer the attacker’s attack intent.

3 Model Establishment

3.1 Common Vulnerability Scoring System

Common Vulnerability Scoring System consists of three metrics: baseline score,
time score, and environment score. Each group produces a scoring range from
0 to 10. The benchmark score metric represents the inherent and basic char-
acteristics of the constant time and the vulnerability of user environment. The
value of the time scale measure is the change in the value of vulnerability over
time. The environmental score measure is fragile depending on the particular
implementation environment.
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The following is the CVSS evaluation system official manual to provide the
score evaluation equation: A total of three parts are in the fractional compositions.

3.2 Hidden Markov Model

Basic Theory. The hidden Markov model is a model with a double stochastic
process, where the first stochastic process is the Markov chain, which describes
the state sequence. Another random process describes the relationship between
the state and the observed variable. The state is not visible to the observer. And
the state and its characteristics can only be observed by a random process, which
reflects the relationship between the state and the observed variables. Implicit
state S: Set up a set S = [S1, ..., SS], where S is a model of a set of hidden states.
Once the network system state is exploited for exploits, the S would be denoted
this event. For example: = Exploit (Ha, Hw, Vi) that the host Ha through the
loop-hole Vi on the host Hw attack, s is the number of state in the model. These
states satisfy the Markov nature, which is the actual implied state in the Markov
model. These states are usually not obtained by direct observation (E.g., S1, S2,
S3, etc.).

Define observable state Y: Associated with the implicit state in the model can
be obtained by direct observation (E.g., Y1, Y2, Y3, ..., YT, etc.), the number
of observable states does not necessarily coincide with the number of implied
states.

Define The initial state probability matrix π The initial state probability
matrix π = [p1, p2, p3] is the initial state distribution, for example, t = 1, P
(S1) = p1, P (S2) = p2, P (S3) = p3.

Define state transition probability matrix A that describes the transition
probability between the states in the HMM model.

Define the state transition probability distribution matrix A: The observation
set V indicates the exploit used by the attacker. For example, V1 is CAN-2003-
0252.

Define observed state transition probability matrix B: Let N be the number
of implicit states, and M be the number of observable states, then, B = {Mv
/)}.

Define Oi: The probability of observing the state is Oi at the time t, the
implied state is Sj.

Define tri-tuple λ: We use λ = (A, B, π) tri-tuple to concisely represent a
hidden Markov model. The hidden Markov model is actually an extension of the
standard Markov model, adding a set of observable states and the probabilistic
relationship between these states and implicit states.

Define DVi: Indicating that the possibility of being attacked is the use of
vulnerability Vi, it is clear that the greater the value, the greater the probabil-
ity of occurrence, the attack will be less difficult. The system state is shifted
from state S0 (normal state) to S1, and a new vulnerability has occurred. This
process continues until the target state SS is achieved with the observation VS.
Therefore, if Vi is successfully used, then the system state will turn to S.
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Define DWi: Its weight of the system state will go through the loophole vi to
the Si state. Hidden state setting S = S1, ..., SS. If the system state is transferred
from state S to SS by exploiting the vulnerability, then the corresponding weight
is IS. If the system state transitions from Vulnerability V1, V2, ..., Vs to another
state SS, its corresponding weights are I1, I2, .., IS.

The state transition probability distribution matrix A formula is shown as
follows:

Define the observed state transition probability matrix B. The detailed
parameters are calculated as follows:

A = {Aij} =

{
Wj/

n∑
t=1

Wt, Si
V j→ Sj

}
(1)

When the system state is S, the attacker will attack the target successfully
through the vulnerability. So we set the observations of these loopholes Vi to 1;
When the system state is Si, the system state cannot be transferred from Si to Sj
through Vulnerability V, then we put the probability to DVi accordingly; When
the system state is Si, the system state can be transferred from Si to Sj through
Vulnerability V, then we put the probability to DVi+DVi*DVj accordingly.

Finally, the data of the probability matrix was standardized.

Viterbi Algorithm. Viterbi algorithm is a dynamic programming algorithm. It
is used to find the Viterbi path-implicit state sequence, which is most likely to
produce the sequence of observed events, especially in the Markov information
source context and the hidden Markov model. The Viterbi algorithm is a spe-
cial but most widely used dynamic programming algorithm, which can solve the
shortest path problem in any graph by using dynamic programming. And the
Viterbi algorithm is proposed for the shortest path problem of a special graph -
directed graph of the fence network. We want to find the hidden state sequences
behind the observation sequence, and the hidden sequence of the largest prob-
ability of occurrence of the observation sequence, that is the result we need to
find out.

The observation space is O, the state space is S, the observation sequence
is Y, A is the transfer matrix, where Aij is the transition probability from the
state Si to Sj, and the state transition probability matrix B is observed, where
the state is observed in the state Si The probability of Sj, the initial probability
of K, and the path X is the state sequence of the observed value Y. Output:
Most likely implied state sequence X.

In the approach proposed by Jake, the introduction of CVSS and CCSS
will represent a more realistic model. In order to calculate the vulnerability
variables, their probabilities can be calculated using CVSS. For CVE-ID for
CAN-2002-0392, the vulnerability has been confirmed and its identity becomes
CVE-2002-0392: Apache packet encoding memory corruption vulnerability. The
basic vector for this vulnerability is (AV: N/AC: L/Au: N/C: P/I: P/A: P).
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Through the above basic vector, the formula (2), (3), (4) were be calculated the
following results:

Base = (0.6 ∗ Imp + 0.4 ∗ Exp − 1.5) ∗ f(Imp), f(Imp) = 1.176 (2)

Imp = 10.41 ∗ (1 − (1 − ConImp) ∗ (1 − IntImp) ∗ (1 − AvaImp)) (3)

Exp = 20 ∗ AccessComplexity ∗ Authentication ∗ AccessV ector (4)

Define three node types as vL for LEAF nodes, vA for AND nodes, and
vO for OR nodes, then the probability of each node p(vL), p(vA), p(vO), in
MulVAL attack graphs G can be derived using general theory of probability, as
follows (5), (6), (7).

p(vL) = p(v)(forLEAFnodes) (5)

p(vA) = p(v)
N∏
i=1

p(vI)(ConjuctiveprobabilityforANDnodes) (6)

p(vO) = p(v)
N∏
i=1

p(vI)(DisjunctiveprobabilityforORnodes) (7)

CAN-2002-0392:
Exp = 20 × AV × AC × Au = 20 × 1 × 0.71 × 0.704 = 9.9968
Imp = 10.41 * (1 − (1 − ConfImpact) * (1 − IntegImpact) * (1 − AvailImpact))
= 1.041 × (1 − (1 − 0.275) × (1 − 0275) × (1 − 0275)) = 6.443
Base = (0.6Imp + (0.4Exp − 1.5)) × f (Imp) = ((0.6 × 6.443) + (0.4 × 9.9968)
− 1.5) × 1.176 = 7.5

CVE-2009-3586:
Exp = 20 × AV × AC × Au = 20 × 1 × 0.71 × 0.704 = 9.9968
Imp = (1 − Availability) × (1 − Availability)) = 1.041 × (1 − (1 − 0.275) ×
(1 − 0.275) × (1 − 0.275)) = 6.443
Base = (0.6Imp + (0.4Exp − 1.5)) × f (Imp) = ((0.6 × 6.443) + (0.4 × 9.9968)
− 1.5) × 1.176 = 7.5

CVE-2003-0252
Exp = 20 × AV × AC × Au = 20 × 1 × 0.71 × 0.704 = 9.9968
Imp = (1 − A) × (1 − A)) = 10.41 × (1 − (1 − 0) × (1 − 0) × (1 − 0))
= 10.41
Base = (0.6Imp + (0.4Exp − 1.5)) × f (Imp) = ((0.6 × 10.41) + (0.4 × 9.9968)
− 1.5) × 1.176 = 10

CVE-2009-4776
Exp = 20 × AV × AC × Au = 20 × 0.61 × 0.71 × 0.704 = 8.6
Imp = 10.41 * (1 − (1 − ConfImpact) * (1 − IntegImpact) * (1 − AvailImpact))
= 10.41 × (1 − (1 − 0) × (1 − 0) × (1 − 0)) = 10.41
Base = (0.6Imp + (0.4Exp − 1.5)) × f (Imp) = ((0.6 × 10.41) + (0.4 × 8.6) C
1.5) × 1.176 = 9.3

Since MulVAL’s attack graph shows that the probability of all LEAF nodes
or configuration nodes is 1.0, this means that each variable in the LEAF node
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is assumed to exist and manipulated as an attacking medium. This is not a real
case, so in this article the second method of Jake’s approach was implemented.
Because the display network state does not exist can take advantage of vulner-
ability variables. If there is a loophole in a node, the probability of other nodes
will be higher loopholes. This means that the vulnerability of node N1 depends
on the vulnerability at node N3, and the probability vulnerability at node N1
may increase or exceed the original possibility. Node N3 has identity CAN-2002-
0392, node N1 has identity CAN-2003-0252. If these two vulnerabilities can be
used remotely, access rights state was changed. Thus, the result was came out:

N3 vul = P(CAN-2002-0392) = 0.75
Node N3: vulExists (webServer, ‘CAN-2002-0392’, httpd, remoteExploit, priv

Escalation): 0.75
N1 vul = P(CAN-2003-0252) * P(CVE-2009-4436) = 0.85
Node N1: vulExists (fileserver, ‘CAN-2003-0252’, mountd, sqlInject, priv

Escalation): 0.85
N2 vul = P(CVE-2009-3586) * P(CVE-2009-4251) = 0.8
Node N2: vulExists (webServer, ‘CVE-2009-3586’, httpd, remoteExploit, priv

Escalation): 0.8
N4 vul = P(CVE-2009-4776) * P(CVE-2007-6432) = 0.7
Node N4: vulExists (webServer, ‘CVE-2009-4776’, httpd, bufferOver, priv

Escalation): 0.7

4 Experiment and Analysis

4.1 Experimental Environment

In the network topology, there are three regions (internet, dmz, internal). The
Internet is considered a threat from an external network, a potential attacker;
the middle area is a DMZ (non-military area), a web server (Web Server) placed
in the DMZ and the external network Firewall is fw1; internal (internal), placed
a file server (File Server) and a workstation (Work Station), a firewall placed
between the network and DMZ. External accesses to the web server through the
internet, and cannot directly access the workstations within the network.

4.2 Simulation Attack Flow Graph and Vulnerability Information

The simulation values and descriptions used in our simulation experiments are
shown in Table 1.

The weight of each vulnerability would be computed and generated, and the
im-proved MulVAL evaluation score which we purposed used as the weight of
the new vulnerability. Its values are shown in Table 2.
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Table 1. Vulnerability and descriptions

Host Node Vulnerability

Web server V1 CAN-2003-0252

Web server V2 CVE-2009-3586

File server V3 CAN-2002-0392

Work station V4 CVE-2009-4776

4.3 HMM

According to the network topology and network configuration, the attacker wants
to attack the target with vulnerabilities. Therefore the intention of the attacker
will be extracted.

S is the system state space, S shows the state of the system in the attacker
to make the attack process, the system state of the process of change. Where T0
is the initial state, indicating that the attacker is ready to attack, this time the
system is not at-tacked. S1 indicates that the attacker has compromised the web
server through the V1 vulnerability. S2 indicates that the attacker had a buffer
overflow attack on the web server through the V2 vulnerability. S3 indicates
that the attacker by taking the web server and then attack the file server, using
V3 vulnerabilities. S4 indicates that the attacker utilize the file server and then
attack the workstation with V4 vulnerabilities.

According to the method mentioned in Sect. 3, the HMM parameters were
calculated as follows:

A =

⎡
⎢⎢⎣

0 0 0.47 0.53
0 0 0.47 0.53
0 0 0 1
0 0 0 1

⎤
⎥⎥⎦

B =

⎡
⎢⎢⎣

0.28 0.24 0.32 0.32
0.24 0.28 0.32 0.30
0.24 0.28 0.22 0.22
0.24 0.24 0.14 0.16

⎤
⎥⎥⎦

As shown in the HMM state transition diagram, S0 can be directly converted
to SI, S2 or S3. We use python to implement the Viterbi algorithm, enter the
observation sequence VI, V2, V3, V4 and model parameters = (A, B, π). The
results are as follows:

A. If = (1, 0, 0, 0), the optimal state sequence is S1, S2, S3, S4, the probability
is 0.03561;

B. If = (0, 1, 0, 0), the optimal state sequence is S2, S4, the probability is
0.031584;

C. If = (0, 0, 1, 0), the optimal state sequence is S3, S4, the probability is 0.0576;

Summarize all the results to arrive at the most likely sequence, we can see the
system state transition sequence is S3, S4. Therefore, the most likely path is to
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crack the file server FS through exploit V3 and V4. The best strategy is to fix
vulnerabilities CVE-2009-4776 and CAN-2002-0392.

The algorithm of Liu was implemented. He considers the difficulty of cal-
culating the vulnerability as a probability of determining the state transition,
using the state transition probability directly as evidence of the decision of the
network security administrator. The state transition probability matrix is calcu-
lated using the Liu method. The state transition probability matrix is as follows:

C =

⎡
⎢⎢⎢⎢⎣

0 0.34 0 0.24 0.42
0 1 0 0 0
0 0 0 0.36 0.64
0 0 0 1 0
0 0 0 0 1

⎤
⎥⎥⎥⎥⎦

5 Conclusion

The generation of attack graphs is part of the network risk assessment, and the
model of the attack network makes network assessment more accurate. From the
perspective of network experts and network administrators, the implementation
of this model allows them to take more effective measures with changes between
networks and threats from external networks. Based on the improved MulVAL
framework, this paper uses the Viterbi algorithm to deduce the most probable
state transition sequence, which is the path of the most likely attack through
simulation experiments. Also, this paper uses the combination of improved Mul-
VAL framework and Markov Model to make a more accurate prediction of the
entire network and risk assessment.

Table 2. Vulnerability and weight

Vulnerability Improved MulVAL assessment score Weight

V1 0.85 0.85

V2 0.8 0.8

V3 0.75 0.75

V4 0.7 0.7

This approach is not easy to deploy in the super large scale network environ-
ment, the future work is researching about how to work effectively with these
two models deployed in a larger network environment, or in the real business
network.
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Abstract. Recent advances in Internet of Things (IoT) connectivity
have made IoT devices prone to Cyber attacks. Moreover, vendors are
eager to provide autonomous and open source device, which in turn adds
more security threat to the system. In this paper, we consider network
traffic attack, and provide a Fog-assisted solution, dubbed as FIRE-
WORK, that reduces risk of security attacks by periodically monitor-
ing network traffic, and applying traffic isolation techniques to overcome
network congestion and performance degradation.

1 Introduction

Internet of Things (IoT) considers billions of devices and objects connected to
Internet in order to collect and exchange information to offer various application
domains, such as health monitoring, industrial automation, home automation
and environmental monitoring. IoT devices are equipped with sensor(s) and
processing power, enabling them to be deployed in many environments [23].
The research and development in IoT devices in both academia and industry
have failed to provide secure devices. Thus, security experts have warned for
the potential risk of having large numbers of unsecured devices connected to the
Internet [15].

In December 2013, a researcher at a security company (Proofpoint) found
the first IoT botnet. According to Proofpoint, more than 25% of the botnet was
generated by devices other than computers, including smart TVs, baby monitors,
and other household appliances. Recently, New Hampshire-based provider of
domain name services (Dyn) experienced service outages as a result of what
appeared to be well coordinated attack [12]. On October 21, 2016, many websites
including Twitter, Netflix, Spotify, Airbnb, Reddit, Etsy, SoundCloud, and The
New York Times were reported inaccessible by users caused by a distributed
denial of service attack (DDoS) attack using a network of consumer devices
from the IoT.

Many security issues and challenges have been identified in the literature
that focus on various IoT standard protocols at the PHY, MAC, network and
application layers [10]. Some of the security issues are known as authentication,
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access control, confidentiality, privacy, trust, secure middleware, mobile security
and policy enforcement [18]. However, addressing each of these issues in tradi-
tional IoT architectures require high bandwidth utilization and high processing
and memory capabilities.

Fig. 1. Orchestration in Fog-based IoT networks.

Fog computing has been introduced to bring the provision of services closer
to the end-users and IoT devices by pooling the available computing, storage
and networking resources at the edge of the network [6,22]. The decentral-
ized computing architecture provides the opportunity of collaboration between
IoT devices and the edge devices to reduce the processing burden on resource-
constrained devices, reaching latency requirements of delay-sensitive applications
and overcome the bandwidth limitations for centralized services [26].

To the best of our knowledge, the research on security considering the Fog
computing architecture for IoT devices is still in its preliminary stages. In this
paper, we consider the coexistence of IoT and Fog devices in the network. We
tackle security issue as one of the main elements of different IoT applications.
We provide an idea to overcome security threat imposed by network
traffic attacks by considering Fog-based IoT networks.

Coordinating and orchestrating of future IoT networks with heterogeneous
devices is of paramount importance. It is common to experience devices gener-
ating different types of traffic (low or high, periodic or sporadic). It is nontrivial
to manage the traffic without a central management unit, while being capable of
detecting suspicious traffic. There are some related works in the literature, where
the main focus is on the design of a generic protocol stack [21], which is more
suitable for traditional network architecture with the IoT-Cloud layers. More-
over, such solutions will add more cost to the system as each IoT device requires
higher level of intelligence. This paper concentrates on a novel orchestration
architecture based on using Software Defined Networking (SDN) controller as
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one of the major components of a Fog computing architecture for IoT networks.
The proposed orchestration approach launches upon detecting a security threat
in the network, where part of the suspicious traffic will be isolated. Figure 1
depicts the general architecture of a Fog-based IoT network, where the network
orchestrator runs network management in terms of intrusion detection as well
as traffic isolation.

The main contributions of this work for reducing network security attacks
through network traffic are: (1) the need for exploiting a run-time intrusion
detection algorithm, and (2) the need for running a traffic isolation algorithm
upon detecting an intrusion in the network. These algorithms are currently rough
ideas that are under implementation.

We have defined few research questions (RQ) that are necessary to answer
while designing and implementing such intrusion detection algorithms:

RQ1. How to identify an intrusion in an IoT network? In order to prevent
and confront a security threat, it is crucial to devise a mechanism to identify
intrusion in the network. There are various ways that the system may have vul-
nerabilities and holes. This work limits the intrusion attacks to additional
traffic that leads to network congestion.

RQ2. What are the benefits of security approach in a three-tiered net-
work architecture (Iot-Fog-Cloud) compared with a traditional two-tiered network
architecture (IoT-Cloud)? Conventional security mechanisms were considering
IoT devices and the Cloud, while current mechanisms consider existence of Fog
devices in the middle with the purpose of increasing security, while providing
reliability and timeliness.

RQ3. How to collect network traffic and apply new rules on traffic isolation
while keeping low overhead? It is näıve to devise complex algorithms for IoT
networks as they have resource limitations. It is important to propose simple
yet efficient security algorithms to monitor network traffic in real-time, and then
react to changes in a timely manner, while adding low overhead to the system.

RQ4. How to verify the feasibility of the proposed algorithm in a real envi-
ronment? It is important to conduct real-world tests by applying the algorithm
to the network, while varying network condition.

2 Related Research Topics

In this section, we briefly address some of the most relevant topics to the research
area.

Security in IoT Networks. The Internet of Things integrates various sensors,
objects and smart nodes, capable of communicating through Internet connection
[3]. IoT devices are able to deliver lightweight of data, accessing and authorizing
cloud-based resources for collecting and extracting data. IoT nodes are widely used
in different application domains, ranging from healthcare to transportation [5].
Many business opportunities have been created with IoT devices since there will
be more closer interaction between the end users and manufacturers and service
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providers. Security issues, such as privacy of data, access control, secure communi-
cation and secure storage are becoming important challenges in IoT applications
[25]. Rapid growth of IoT devices and applications have led to the deployment
of several vulnerable and insecure nodes and networks [9]. Moreover, traditional
IoT architectures with user-driven security architectures are of little use in object-
driven IoTnetworks [1].Thus, new techniques andprocedures are required to reside
in IoT networks. FIREWORK focuses on the security challenge of IoT networks by
considering a different perspective on how efficiently and timely detecting intru-
sions in the network and how to confront the identified attack.

Fog Computing Architecture. Fog/Edge computing is an architecture orga-
nized by the networking edge devices and clients to provide computing services
for customers or applications, locating between networking central servers and
end-users [4,24]. In Fog computing, massive data generated by IoT devices can
be processed at the network edge instead of transmitting to the centralized
Cloud infrastructure in order to conserve more bandwidth and energy [16,17].
Since Fog computing is organized in a distributed manner, it is possible to get
faster response and better quality in comparison to Cloud computing [16]. Fog
computing is more suitable to be integrated within the IoT network, while pro-
viding more efficient and secure services for large number of end users [4]. This
paper considers Fog computing architecture for IoT network, and defines security
threats and solutions within this novel architecture.

SDN Controller and Orchestration. Following the recent innovations
brought about by the Cloud computing, current advances in communication
infrastructures show an unprecedent central role of software-based solutions
[8,14,19]. The concept of SDN decouples software-based network control and
management planes from the hardware-based forwarding plane, turning tradi-
tional vendor locked-in infrastructures into communication platforms that are
fully programmable via a standardized interface [11]. This interface provides
a unified management and orchestration of end-to-end services across multiple
domains. It is possible to separate the data plane and control plane in IoT
networks, allowing the IoT controller to program the network with the aim of
guaranteeing specific quality of services.

SDN orchestration often involves coordinating software actions with an SDN
Controller, which can be built using open source technologies such as OpenDay-
light [7]. The controller can be programmed to make automated decisions in case
of network congestion, faults and security threats. SDN-based orchestration can
use network protocols including OpenFlow [13] and IP-based networking. The
most important element of SDN orchestration is the ability to monitor network
security threats. For this reason, it is considered as one of the most promis-
ing growth areas of SDN networks. FIREWORK provides network orchestration
component for network management in terms of security. This is a novel app-
roach that has been neglected in IoT networks.

Security in Fog Computing. Fog computing technology bridges the gap
between the Cloud and IoT devices, while enabling enhanced security, decreased
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bandwidth, and reduced latency [4]. Fog is considered as a nontrivial extension
of the Cloud, and thus it is inevitable that some security challenges will continue
to persist [2]. Fog computing can introduce new security challenges due to its
distinct characteristics such as mobility support. These challenges might impact
the adaptation of Fog computing into the IoT network. On the other hand, Fog
computing offers an ideal platform to address many security issues in the IoT.
Fog nodes are represented as proxy nodes that provide enhanced security sup-
port that IoT nodes are unable to provide [20]. The research on security in Fog
computing for IoT networks is still in its early stage, and thus, we are aiming to
enhance this line of research by initiating novel ideas.

Fig. 2. Network monitoring in a Fog-based IoT network, (a) without security attach
and (b) with security attack.

3 Fog-Based Security Solution

The proposed Fog-based security solution, also known as FIREWORK, has two
steps, where the first step stands for detecting attacks, and the second step
focuses on recovering the network.

Network Monitoring. It is crucial to devise and develop algorithms in the
SDN controller in order to (i) detect attacks in the networks, and (ii) re-route
traffic through security devices to confirm that devices (hosts and routers) are
secure. There are various techniques for detecting attacks in the network. Secu-
rity threats may involve increasing network traffic and degrading network per-
formance. Keeping a history of network performance is a need to identify sud-
den increase or drop in network traffic. Upon detecting suspicious data packets,
SDN controller is supposed to route network traffic through security devices. It
is important to note that placement of security devices in the network will affect
our approach in terms of timeliness.

Figure 2(a) depicts the case, where Fog devices detect normal traffic in all
links. Apparently, the traffic from each device may vary from a low threshold (Tl)
to a high threshold (Th). However, there are some cases that there is a sudden
change in one link, meaning that either there is an alarm message or a security
threat. It is not trivial to distinguish between these situations, unless re-routing
part of the traffic through a security device, which has been shown in Fig. 2(b).
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Traffic Isolation. One of the main advantages of Fog nodes is the ability to
maintain network traffic shunt system, where it is possible to isolate part of the
network that has security threat. It is also possible to separate a special traffic
from a part of the network, which is more suspicious. SDN controller provides
the opportunity to allocate network slicing and dynamically moving traffic or
eliminating traffic. Figure 3 shows two examples, where in the left figure all
routers can communicate with each other, either directly or through the Fog
device. However, upon detecting a security threat, Fog device abandons part of
the network, eliminating network traffic spreading the network. This is the first
step in network security before resolving the problem.

Fig. 3. Traffic isolation after detecting a security attack; (a) a network without traffic
isolation, and (b) a network with traffic isolation.
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Abstract. Outsourcing encrypted data to cloud platforms is widely
adopted by users, but there are some problems existing in it: one is
that encrypted databases only provide limited types of queries for users.
Meanwhile, in the deterministic encryption, users’ encrypted data is sub-
ject to the frequency attack easily. Besides, users’ data privacy is dis-
closed to cloud platforms when their data is updated. To address these
problems, in this paper, we propose an effective encryption scheme on
outsourcing data for query on cloud platforms. In our scheme, users’ data
is encrypted according to all possible queries to meet users’ diverse query
demands. Furthermore, a double AES encryption method is adopted
to cope with the frequency attack existing in deterministic encryption.
To protect users’ privacy when their data is updated, a neighbor rows
exchange method is designed in our scheme. The theoretical analysis and
comparative experiments demonstrate the effectiveness of our scheme.

Keywords: Cloud platform · Encrypted database · Possible queries ·
Double AES encryption · Neighbor rows exchange

1 Introduction

With the maturity of cloud storage technology and the proliferation of cloud
platforms, more and more users outsource their data to cloud platforms
[2,7,19,22,23]. For one thing, cloud platforms have enough resources to store
enormous users’ data, which can greatly decrease the storage burden on users’
side. For another thing, cloud platforms provide the accessing interfaces for users,
where users can access their data easily. However, for users, cloud servers are not
trustworthy [1,13,18,21]. If users directly upload their data to cloud platforms,
the sensitive information in their data will be exposed to cloud servers, which
results in users’ privacy disclosure. To avoid this case, users usually encrypt their
data before outsourcing it. Since users’ encryption keys are private, cloud servers
can not decrypt users’ encrypted data and users’ privacy is protected.
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Common encryption techniques adopted by users include deterministic
encryption [3,4], order-preserving encryption [5,6] and homomorphic encryption
[8,15]. For deterministic encryption, its algorithm is deterministic, which can
always generate the same ciphertext for the same message. Therefore, users can
leverage deterministic encryption to realize equality check on encrypted data.
Order-preserving encryption is another encryption technique where ciphertexts
can preserve the order of plaintexts. This means that users can realize complex
operations on encrypted data by order-preserving encryption (e.g., range query).
Besides, homomorphic encryption allows users to aggregate their encrypted data
on cloud platforms. In this encryption technique, the calculation results on
ciphertexts after decryption is same as the working directly on the raw data.
Although users’ privacy is protected under these encryption techniques, there
exists another problem for users: how to query for their encrypted data effec-
tively.

To address the above problem, an early method is proposed in [10] for exe-
cuting SQL queries over encrypted data by performing approximate filtering at
the server and performing final query processing at the client. This method is
extended to handle aggregation queries in [11,12]. However, this method con-
sumes a lot of hardware resources. Then, a query-based encryption method is
proposed in [17,20]. In this method, based on users’ query demands, users’ data
is encrypted by multiple encryption techniques simultaneously (e.g., determin-
istic encryption, order-preserving encryption or homomorphic encryption). By
this method, users can have rich queries on their encrypted data and avoid some
unnecessary post-processes to their data after queries. However, query-based
encryption requires users to provide their query sets in advance. In fact, this
may be difficult for users because they do not have clear plans for their data.
Furthermore, this method fails to defeat the frequency attack in determinis-
tic encryption [14]. To address the second problem, a system named Seabed is
proposed in [16]. Seabed adopts additively symmetric homomorphic encryption
(ASHE) to implement data encryption and greatly reduce the overhead of data
aggregation in the encrypted domain. Meanwhile, Seabed introduces a splayed
ASHE method to cope with the frequency attack by splaying sensitive columns
to multiple columns. However, splayed ASHE results in heavy storage overheads
because multiple new columns are added in original databases. Besides, users’
privacy will be leaked out if their data is updated in ASHE.

To overcome the deficiencies in the existing schemes, in this paper, we will
propose an efficient encryption scheme on outsourcing data for query on cloud
platforms. Specifically, in our scheme, users’ data is encrypted according to all
possible queries rather than users’ query sets. This method is more reasonable
than the query-based encryption. Meanwhile, a double AES encryption method
is proposed in our scheme, which leverages AES and row identifies of data
to encrypt raw data twice to cope with the frequency attack in deterministic
encryption. Its cost is much lower than that of splayed ASHE. To implement
the dynamic update of users’ encrypted data, a neighbor rows exchange method
is designed in our scheme. In this method, when the data in some rows faces
with the update, the updated value in neighbor rows will exchange their stor-
ing positions. This method ensures that users’ privacy is not exposed to cloud
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servers when their data is updated. In summary, our contributions in this paper
are listed as follow.

– We propose an effective encryption scheme on outsourcing data in this paper.
In our scheme, the possible encryption method provides all possible queries on
encrypted data for users. Meanwhile, the double AES encryption method can
effectively defend against the frequency attack. Besides, the neighbor rows
exchange method can ensure that users’ encrypted data is updated without
disclosing users’ privacy.

– We present detailed theoretical analysis to demonstrates the effectiveness of
the possible encryption method, the double AES encryption and the neighbor
rows exchange method.

– The comparative experiments are executed in this paper to show that our
scheme has good performance on users’ data encryption cost and users’ aggre-
gation query cost compared with the existing schemes.

The remaining of this paper is organized as follows. Section 2 describes the
system model and the adversary model of our scheme. Section 3 introduces
the preliminaries of our scheme including query-based encryption and ASHE.
Section 4 presents our scheme in detail. Section 5 provides the theoretical anal-
ysis for our scheme and Sect. 6 shows the experimental results. Finally, Sect. 7
concludes this paper.

2 Problem Statement

2.1 System Model

Three entities are involved in our scheme as illustrated in Fig. 1: users, the user
proxy and the cloud server. Here, users are the owner of data and they generate
their own secret keys for encryption. The user proxy is the middleman who is
in charge of transmitting data between users and the cloud server. The cloud
server is the entity who stores users’ encrypted data. The process of this model
is described as follows. First, users share their keys with the user proxy and
submit their original data to the user proxy. Then, the user proxy encrypts the
data according to all possible queries and outsources the encrypted data to the
cloud server. To query the encrypted data, users submit their queries to the user
proxy. Then, these original queries are parsed and transformed into the queries
used in the encrypted domain by the user proxy. Next, the user proxy submits
the new version of queries to the cloud server. Finally, the cloud server returns
the query results to the user proxy according to submitted queries. Since the
user proxy has users’ keys, he can decrypt these results and send them to users.
Once users obtain the query results, the whole procedure is finished.

2.2 Adversary Model

In our scheme, we assume that users and the cloud server are semi-honest [9].
That is, they will strictly follow our scheme but they are also curious about
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Fig. 1. The framework of our scheme

the other entities’ sensitive information. Meanwhile, for users, the user proxy is
trustworthy. This means the user proxy will not tamper the transmitted data.
Besides, he will not collude with the cloud server to leak out users’ privacy.

3 Preliminaries

3.1 Query-Based Encryption

Query-based encryption in [17,20] aims to improve the efficiency of querying
encrypted databases and it adopts multiple encryption techniques to achieve this
goal, including randomization, deterministic encryption (DE), order-preserving
encryption (OPE) and homomorphic encryption (HE). For randomization, two
identical values are mapped to different ciphertexts. Thus, ciphertext operations
are not allowed under this technique. For DE, two equal values are mapped to
the same ciphertext and it allows the equality checks in the encrypted domain.
For OPE, the order of plaintexts is preserved after encryption and the range
query is allowed. For HE, the ciphertexts are allowed to perform aggregation
calculations and the decrypted results are still correct.

In query-based encryption, users first submit their data and query sets to the
user proxy. Then, the user proxy selects the corresponding encryption techniques
to encrypt users’ data according to users’ query sets. Finally, the user proxy
uploads the encrypted data to the cloud server.

3.2 ASHE

ASHE in [16] assumes that there exists an additive group Zn = {0, 1, · · · , n −
2, n − 1} and a secret key k is shared between the encrypting entity and the
decrypting entity. A message m ∈ Zn is encrypted by ASHE as follow.

Enck(m, i) = ((m − Fk(i) + Fk(i − 1)) mod n, {i}) (1)

Here, i is an identifier from a set I. Fk : I → Zn is a pseudo-random function
(PRF) that maps an identifier i in I to a value in Zn and it is implemented
by AES. For ease of presentation, The ciphertexts in ASHE is also denoted as
(c, S). Here, c is an element of Zn and S is a multiset of identifiers. That is, the
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ciphertext Enck(m, i) can be also denoted as (m, {i}). To create the additive
homomorphism in ASHE, a special operation ⊕ is defined as follow.

(c1, S1) ⊕ (c2, S2) = ((c1 + c2) mod n, S1 ∪ S2) (2)

That is, the elements are added together and the multisets of identifiers are
combined in the operation ⊕. Besides, the ciphertext (c, S) is decrypted as follow.

Deck(c, S) = (c,
∑

i∈S

(Fk(i − 1) + Fk(i))) mod n (3)

The additive result of two ciphertexts is decrypted by computing:

Deck(Enck(m1, i1) ⊕ Enck(m2, i2)) = (m1 + m2) mod n (4)

As shown in Eq. (1), the encryption function in ASHE is designed as (m−Fk(i)+
Fk(i − 1)) which has great advantages on data aggregation in the encrypted
domain. For example, the ciphertexts of ASHE with consecutive identifiers
{i, i+1, · · · , n−1, n} are added together. Due to the clever design of encryption
function, the final result of these ciphertexts only contains Fk(i) − Fk(n) and
the other Fk is offset during the aggregation. Besides, Fk(i) and Fk(n) are easy
to be worked out. Since the Fk is implemented by AES, the total computation
overheads are low. Even if the identifiers of ciphertexts are consecutive partly,
the overhead of data aggregation in ASHE is still much lower than that in the
Paillier Homomorphic Encryption [15] adopted in [17] and [20].

4 Our Scheme

In this section, we will introduce our scheme in detail, which includes three
methods: possible query encryption, double AES encryption and neighbor rows
exchange.

4.1 Possible Query Encryption

To meet users’ diverse query demands for encrypted databases, the possible
query encryption in our scheme also adopts the same encryption techniques
as the query-based encryption described in Sect. 3.1. However, there are some
obvious differences between them. First, DE is implemented directly by AES in
the query-based encryption, which can not defend against the frequency attack.
In contrary, in the possible query encryption, a double AES encryption is pro-
posed to implement the DE. This encryption method can cope with the fre-
quency attack effectively and will be discussed later. Second, in the possible
query encryption, HE is implemented by ASHE rather than Paillier homomor-
phic encryption. From Sect. 3.2, we can see that the ASHE is much more effi-
cient than Paillier homomorphic encryption in terms of data aggregation in the
encrypted domain. Last but not least, instead of users’ query sets, all possible
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queries for users’ data are taken into consideration in the possible query encryp-
tion. For one thing, users do not have clear understanding of their data so that
they can not provide valid query sets. For another thing, users’ query demands
may change over time. This means that users’ data should not be encrypted by
a single encryption technique. Based on such considerations, the thought of all
possible queries is adopted in the possible query encryption.

paginationAssume users’ original data is presented as Table 1. The user proxy
encrypts the data by columns according to the possible query encryption method.
First, the user proxy picks out the column of gender and figures out the possible
queries on it. Since the equality check is the only operation on this column,
the user proxy adopts DE to encrypt it. Similarly, since the equality check and
the range query are possible operations on the column of age, the user proxy
encrypts it by DE and OPE. For the column of salary, data aggregation is the
common operation on it. Therefore, in addition to DE and OPE, HE is also
used to encrypt it. Here, HE is implemented by ASHE. Besides, an identifier is
introduced to each row of encrypted database due to the application of ASHE.
By the possible query encryption method, the encrypted version of users’ data
in Table 1 is shown as Table 2.

Table 1. The incomes of employees.

· · · Gender Age Salary · · ·
· · · Male 31 7000 · · ·
· · · Female 25 4800 · · ·
· · · Female 37 10000 · · ·
· · · Male 45 20000 · · ·
· · · · · · · · · · · · · · ·

Table 2. The encrypted version of Table 1.

ID · · · DE(Gender)DE(Age)OPE(Age)DE(Salary)OPE(Salary)ASHE(Salary) · · ·
1 · · · DE(male) DE(31) OPE(31) DE(7000) OPE(7000) ASHE(7000) · · ·
2 · · · DE(female) DE(25) OPE(25) DE(4800) OPE(4800) ASHE(4800) · · ·
3 · · · DE(female) DE(37) OPE(37) DE(10000) OPE(10000) ASHE(10000) · · ·
4 · · · DE(male) DE(45) OPE(45) DE(20000) OPE(20000) ASHE(20000) · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·

4.2 Double AES Encryption

For one thing, the frequency attack is a common form of attack in DE. Specifi-
cally, the attacker can obtain the occurrence frequency of plaintexts in advance.
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If these plaintexts are encrypted by the existing DE, then the attacker can infer
the corresponding plaintexts according to the occurrence frequency of cipher-
texts. This is because the same plaintexts have the same ciphertexts in DE. For
another thing, the ASHE in the possible query encryption introduces an identi-
fier for each row in the encrypted database. By these identifiers, the double AES
encryption method in our scheme can defend against the frequency attack.

Double AES encryption method adopts two rounds of AES to encrypt users’
data. During the first round of AES encryption, the user proxy encrypts users’
data m by using the secret key k shared by users. The encrypted result Enck(m)
is calculated as follow.

Enck(m) = AESk(m) (5)

Then, at the second round of AES encryption, the intermediate encrypted result
Enck(m) is viewed as the secret key of AES to encrypt the identifier i (i is the
identifier of the row where m is). The final encrypted result DE(m) is shown as
follow.

DE(m) = AESEnck(m)(i) = AESAESk(m)(i) (6)

Since the identifier of each row is unique, the final encryption results of two
identical data in different rows will be different by using double AES encryption.
This means the double AES encryption in our scheme can defeat the frequency
attack effectively. It is worth noting that we use AESk(m) to encrypt the iden-
tifier i rather than i to encrypt AESk(m). This is because the cloud server can
directly access i and the final encryption result DE(m). Since AES is a sym-
metric encryption technique, if i is the secret key to encrypt AESk(m), then the
cloud server can directly decrypt DE(m) and obtain AESk(m). In this case, the
cloud server can still launch the frequency attack. In contrast, using AESk(m)
as the key can avoid this because AESk(m) is unknown to the cloud server and
AES is currently not vulnerable to known-plaintext attacks.

To support equality queries on encrypted databases implemented by double
AES encryption, the user proxy should submit the intermediate encrypted result
Enck(m) to the cloud server. Then, the cloud server calculates the DE(m) row
by row according to Eq. (6) and performs the equality checks in the encrypted
database. If the DE(m) is equal to the data stored in the database, then the data
meets users’ query demands. Although the cloud server can know the counts
of data being queried, he can not infer the corresponding plaintexts by the

Table 3. The double AES encryption version of Table 1.

ID · · · Gender Age Salary · · ·
1 · · · AESAES(male)(1) AESAES(31)(1) AESAES(7000)(1) · · ·
2 · · · AESAES(female)(2) AESAES(25)(2) AESAES(4800)(2) · · ·
3 · · · AESAES(female)(3) AESAES(37)(3) AESAES(10000)(3) · · ·
4 · · · AESAES(male)(4) AESAES(45)(4) AESAES(20000)(4) · · ·
· · · · · · · · · · · · · · · · · ·



An Effective Encryption Scheme on Outsourcing Data 325

frequency attack because the occurrence frequency of other data is unknown to
him under the double AES encryption. The double AES encryption version of
Table 1 is shown as Table 3.

4.3 Neighbor Rows Exchange

As mentioned before, in the possible query encryption, we adopt the ASHE to
implement the HE. However, if users update their data encrypted by ASHE, their
data privacy will be leaked out to the cloud server. Assume a user’s original data
is m1. According to Eq. (1), it is encrypted by ASHE as follow.

Enck(m1, i) = ((m1 − Fk(i) + Fk(i − 1)) mod n, {i}) (7)

Then, the Enck(m1, i) is stored in the i-th row of database on the cloud server.
Now, this user intends to change the m1 to m2. Then, m2 is encrypted by ASHE
as follow.

Enck(m2, i) = ((m2 − Fk(i) + Fk(i − 1)) mod n, {i}) (8)

The Enck(m2, i) is sent to the cloud server to update the content of the i-th
row in database. However, the curious cloud server can disclose this user’s data
privacy by calculating:

Δm = Enck(m2) − Enck(m1)
= ((m2 − Fk(i) + Fk(i − 1)) − (m1 − Fk(i) + Fk(i − 1))) mod n

= m2 − m1

(9)

The Δm may indicate the changes in users’ salaries or the personnel changes of
a company. Anyway, the private information can be easily obtained by the cloud
server, which results in the disclosure of users’ privacy.

To address this problem, a neighbor rows exchange method is proposed in
our scheme. Neighbor rows in this method are defined as two update rows which
are adjacent to each other. Assume the data in the i-th, (i + 3)-th, (i + 9)-th
and (i+14)-th row faces with update. Then, the i-th row and the (i+3)-th row
are neighbor rows. Similar, the (i + 9)-th row and the (i + 14)-th row are also
neighbor rows. In the case of multiple data updates at the same time, each pair
of neighbor rows are divided into an exchange group and their updated value
is stored in each other’s locations. That is, for the data m1 to be updated in
i-th row and the m2 to be updated in j-th row, assume i and j are neighbor
rows. Then, in neighbor rows exchange method, m1 and m2 are divided into
an exchange group. Meanwhile, the updated value of m1 is stored in j-th row
and the updated value of m2 is stored in i-th row. Since the rows where users’
data locates have changed after the update, the cloud server can not infer users’
sensitive information anymore and users’ privacy is protected.
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In the case of a single data update, after receiving the i-th user’s update
data m, the user proxy stores this update data locally and does not modify the
corresponding data on the cloud platform for the time being. Once some other
users submit their update data, the user proxy will take out m from the local
and combines it with other update data. The next steps will the same as those
in multiple data updates. It is worth noting that the i-th user can query his
update data at any time and the user proxy can ensure the correctness of query
result. The above procedure can protect the i-th user’s privacy.

In neighbor rows exchange method, the neighbor rows rather than two ran-
dom rows exchange their stored data is to minimize the location changes of
update data, which can take full advantage of the homomorphic property in
ASHE. In addition, the validity of neighbor rows exchange method will be
demonstrated in the next section. The neighbor rows exchange method is sum-
marized as Algorithm 1.

Algorithm 1. Neighbor Rows Exchange

Input: Users’ update data sets M = {m1, · · · ,mi, · · · ,mn}
Output: The updated database on the cloud platform
1 The user proxy counts the number of update data in M : Nm

2 if Nm > 1
3 The user proxy devides the update data into multiple neighbor rows
4 The user proxy encrypts the update data according to ASHE where the identifiers
of their

neighbor row are used
5 The cloud server stores the encrypted data in their neighbor row
6 else
7 The user proxy stores the only update data mo in the local
8 if other update data is submitted from users
9 mo is combined with these update data
10 repeat the step 3, 4 and 5
11 end

Table 4. Different outsourcing data encryption schemes.

Scheme Defeat frequence attack Update Special

Our scheme
√ √

Possible query encryption

Scheme in [17] × √
Query-based encryption

Scheme in [20] × √
Query-based encryption

Scheme in [16]
√ × ASHE
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At the end of this section, we compare our scheme with other existing out-
sourcing data encryption schemes as shown in Table 4.

5 Theoretical Analysis

In this section, we will present the theoretical analysis of our scheme. Specifically,
we will respectively analyze the effectiveness of possible query encryption, double
AES encryption and neighbor rows exchange.

Theorem 1. Possible query encryption in our scheme can provide users with
richer queries on encrypted data.

Proof. In the possible query encryption, users’ data is encrypted according to
all possible queries on their data. Each type of data has its own characteristics:
some are suitable for equality checks but range queries and data aggregations
are meaningless to them (e.g., gender). DE is enough for this type of data. Some
are not only suitable for equality checks but also for range queries and even
data aggregations (e.g., salary). This type of data should be encrypted by DE,
OPE and HE simultaneously. Considering these cases, possible query encryption
encrypts users’ data according to the characteristics of the data. This can avoid
a lot of unnecessary encryption for users’ data.

Compared with query-based encryption, possible query encryption fully exca-
vates the potential characteristics of users’ data and provides a more complete
query view for users. For one thing, this method does not depend on users’ query
sets, which can avoid users’ subjective limitations. For another thing, users can
change their query plans at any time. In this case, their queries will not become
invalid. Therefore, possible query encryption is more reasonable than the query-
based encryption.

Theorem 2. Double AES encryption in our scheme can defend against the fre-
quency attack.

Proof. In the double AES encryption, users’ data has a unique identifier and the
different identifiers ensure that the equal data has different ciphertexts. Assume
m1 is equal to m2 and their identifiers are i and j (Here, i �= j). According to
Eqs. (5) and (6), m1 and m2 is encrypted by double AES encryption as follow.

DE(m1) = AESEnck(m1)(i) = AESAESk(m1)(i) (10)

DE(m2) = AESEnck(m2)(j) = AESAESk(m2)(j) (11)

Since m1 is equal to m2, then AESk(m1) is equal to AESk(m2). But i is not equal
to j, then AESAESk(m1)(i) is not equal to AESAESk(m2)(j). That is, DE(m1)
is not equal to DE(m2).

From the above discussion, we can find two equal data are mapped to differ-
ent ciphertexts by double AES encryption. This can prevent the attacker from
inferring the occurrence frequency of plaintexts from the occurrence frequency of
ciphertexts. Therefore, double AES encryption can defend against the frequency
attack effectively.
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Theorem 3. Neighbor rows exchange method in our scheme can protect users’
privacy when their data is updated.

Proof. In the neighbor rows exchange method, in the case of multiple data
update, the update data of neighbor rows exchanges their storage locations.
Suppose m1 in the i-th row and m2 in the j-th row are facing updates and their
update value are m′

1 and m′
2 respectively. Meanwhile, the i-th row and the j-th

row are the neighbor rows. According to Eq. (1), m1 and m2 are encrypted by
ASHE as follow.

Enck(m1, i) = ((m1 − Fk(i) + Fk(i − 1)) mod n, {i}) (12)

Enck(m2, j) = ((m2 − Fk(j) + Fk(j − 1)) mod n, {j}) (13)

According to the neighbor rows exchange method, m′
1 is encrypted by ASHE

with the identifier j and m′
2 is encrypted by ASHE with the identifier i:

Enck(m′
1, j) = ((m′

1 − Fk(j) + Fk(j − 1)) mod n, {j}) (14)

Enck(m′
2, i) = ((m′

2 − Fk(i) + Fk(i − 1)) mod n, {i}) (15)

To disclose users’ privacy, the cloud server will try to obtain Δm1 by calculating:

Δm1 = Enck(m′
1) − Enck(m1)

= ((m′
1 − Fk(j) + Fk(j − 1)) − (m1 − Fk(i) + Fk(i − 1))) mod n

= m′
1 − m1 + (Fk(i) + Fk(j − 1) − Fk(j) − Fk(i − 1))

(16)

Since the cloud server does not know the key k, he can not work out the Fk(i)+
Fk(j−1)−Fk(j)−Fk(i−1) and obtain the Δm1 according to the Eq. (16). Similar,
the cloud server can not obtain Δm2 either. In the case of a single data update,
the only update data mo is stored in the user proxy temporarily. At this stage,
the cloud server can not disclose users’ privacy because the encrypted database
on the cloud platform has no change. When other update data is submitted,
mo is combined with them and they are updated by following the method of
multiple update data. Therefore, at this stage, users’ privacy is also protected.
In summary, the neighbor rows exchange method in our scheme can protect
users’ privacy when their data is updated.

6 Experiment

6.1 Experiment Configure

In this section, we will run some simulated experiments to evaluate the perfor-
mance of our scheme. These experiments are run on a laptop with Intel i5-5200U
CPU @ 2.20 GHz and 4GB RAM. Meanwhile, the operating system is Windows
10 and the programming language is Java 1.8.0. To implement OPE and Pallier
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Homomorphic encryption, the opetoolbox1 and the pailliertoolbox2 are used in
our experiments. Meanwhile, AES and AHSE are also implemented in our exper-
iments. In addition, the experimental data is synthetic which includes 21 users.
Each user has gender data, age data and salary data, as shown in Table 1. We
will evaluate the performance of our scheme from two aspects: the encryption
cost of the user proxy and the aggregation query cost of users.

6.2 The Encryption Cost of the User Proxy

In this experiment, we will compare the encryption cost of the user proxy in our
scheme with that of the user proxy in [17]. Concretely, in our scheme, the user proxy
needs to encrypt users’ data by double AES encryption, OPE and AHSE, as shown
in Table 2. While In [17], the user proxy adopts DE, OPE and Pallier Homomorphic
encryption to encrypt users’ data. Meanwhile, in this experiment, users’ query sets
in [17] includes all possible queries. To observe the encryption cost of the user proxy,
we measure the encryption time of the user proxy under the different number of
users which varies from 3 to 21. Repeat 10 times for each experiment and calculate
the averages. The experimental result is shown as Fig. 2.

Fig. 2. The user proxy’s encryption cost

From Fig. 2, we can find the user proxy in the two schemes has similar encryption
cost. Through our analysis, we find OPE is most time-consuming in all of the
encryption techniques mentioned in this paper. OPE in our scheme has the same
implementation as OPE in [17], which results in the similar encryption cost of
the user proxy in the two schemes. To further compare the DE cost and HE cost
of the user proxy in the two schemes, we use double AES encryption, AES, ASHE
and Paillier homomorphic encryption to encrypt users’ salary data. Similarly, in
these experiments, the number of users is varied from 3 to 21. Each experiment
is repeated 10 times and the averages are calculated. The experimental results
are shown as Fig. 3.
1 https://github.com/ssavvides/jope.
2 http://cs.utdallas.edu/dspl/cgi-bin/pailliertoolbox.

https://github.com/ssavvides/jope
http://cs.utdallas.edu/dspl/cgi-bin/pailliertoolbox
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Fig. 3. The encryption cost of the user proxy

From Fig. 3(a), we can find the deterministic encryption cost of the user proxy
in our scheme is higher than that in [17]. This is because double AES encryption
in our scheme is implemented by two rounds of AES while the deterministic
encryption in [17] is implemented by one round of AES. To defend against the
frequency attack, in our scheme, the extra encryption cost for the user proxy is
acceptable. From Fig. 3(b), we can find the homomorphic encryption cost of the
user proxy in our scheme is much lower than that in [17]. This is because ASHE
used in our scheme is implemented by the symmetric encryption AES. Compared
with the asymmetric encryption (i.e., Paillier homomorphic encryption) used in
[17], ASHE is obviously much more efficient.

6.3 Users’ Aggregation Query Cost

In this experiment, assume users intend to query the sum of their salaries. This
is a typical aggregation query in the encrypted domain, which is supported by
our scheme and [17]. To compare the users’ aggregation query cost in the two
schemes, we measure users’ query time under the different number of users which
varies from 3 to 21. Each experiment is repeated 10 times and the averages are
calculated. The experimental result is shown as Fig. 4.

From Fig. 4, we can find that users’ aggregation query cost in our scheme is
much lower than that in [17]. This is because users’ data is encrypted by ASHE
in our scheme. When aggregating the encrypted data, many calculation items
are automatically offset in our scheme, as discussed in Sect. 3.2. In contrast, in
[17], since users’ data is encrypted by Paillier homomorphic encryption, many
exponent operations are executed when aggregating the encrypted data. This
results in huge time cost. Therefore, users’ aggregation query in our scheme is
much more efficient than that in [17].
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Fig. 4. The users’ aggregation query cost

7 Conclusion

In this paper, we propose an effective scheme to support for query on encrypted
databases on cloud platforms. In our scheme, the possible query encryption pro-
vides a complete query view for users and users can have more query choices.
Meanwhile, the double AES encryption can defend against the frequency attack
in deterministic encryption. Besides, the neighbor rows exchange method can
protect users’ privacy when their data is updated on encrypted databases. The
theoretical analysis in this paper demonstrates the effectiveness of the three
methods of our scheme. Meanwhile, The comparative experiments show that
our scheme has good performance on the encryption cost of the user proxy and
users’ aggregation query cost.
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Abstract. The Internet of things (IoT) is the network that composed of different
devices (e.g. computers, vehicles, RFID and sensors etc.) and allows these
things to connect, interact, generate data and exchange data. The IoT technology
plays a role in people and has become a research hotspot. Due to the expansion
of urban area, the construction of underground pipelines lags behind, the
increase of rainfall makes it impossible to drain rainwater from the city interior,
which endangers the safety of life and property. On the one hand, the planning
of urban drainage system is unreasonable, on the other hand, the water moni-
toring system of city road is not formed, the data monitoring and data processing
is not timely enough, so that it is failure to achieve effective early warning.
In view of the above problems, this paper proposes an urban waterlogging
monitoring and warning system. In view of the above problems, this paper
proposes a urban waterlogging monitoring and warning system. The system
combines Vehicle Network, Sensor Technology and Cellular Network tech-
nology to realize an IoT application of rain water monitoring, data transmission,
processing and warning system of urban waterlogging situation, which makes
the traffic environment in the city more networked and intelligent, and reduces
the occurrence of property and personal safety incidents.

Keywords: IoT � Vehicle Network � Sensor Technology � Cellular network �
Urban waterlogging

1 Introduction

With the continuous prosperity of social economy and the rapid development of cities, the
city circle is also growing [1, 2]. However the planning of underground drainage pipelines
of some roads is not reasonable enough, it is difficult to transform, so there are some
potential drainage hazards. Urban waterlogging is a phenomenon of urban flooding
caused by heavy or continuous precipitation exceeding urban drainage capacity. The
objective reasons are the concentration of rainfall area and rainfall intensity. Water is
formed into areas where rainfall is particularly heavy and concentrated [3–4]. Once the
city suffers heavy rainfall, in key areas prone to water accumulation, such as tunnels, low-
lying areas, rainwater can not be discharged in time, will form a “river”, light traffic jam,
heavy casualties and property losses. Therefore researchers and industries aim to realize
urban waterlogging warning system. Sun [3] networked the water level sensors and
uploaded information to the server. The water level information monitored in real time
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was calculated and judged by threshold to get the correspondingwarning level and sent to
the relevant departments. Dong [9] combined the early warning system with GIS and
establishes the urban rainstorm waterlogging model. The model involves knowledge of
meteorology, hydrology, hydrodynamics, river dynamics and drainage engineering.
Finally, the early warning and forecasting information is sent to the relevant departments.
Naranmandra team [10] networked rainfall stations, water level detectors and other
sensors, cameras and other equipment, uploaded relevant information to the server,
finally, issued decision-making and warning information on the server side.

In this paper, the Urban Waterlogging Warning System monitors the water level in
real time via set up sensors on cars and roadsides. The sensors monitor water level and
generate data, then send the data to the server. The server processes the data, and uses
the time series exponential smoothing prediction method to predict the water level of
the road, and integrates the prediction results and collected information, then send the
corresponding warning information to the user’s mobile phone in the way of mobile
application software push, reminding people of the water situation ahead.

In Sect. 2, the authors present the design method of system. In Sect. 3, the authors
implement the design and give the results. Finally, the conclusion is made in Sect. 4.

2 System Design

The Traditional Urban Waterlogging Monitoring and Warning System is that sensors
are placed in low-lying areas and under overpasses. The sensors sense water level data
and send to a control center but not to the people around the area. Hence it cannot
provide timely warning to people and vehicles around. In addition, for a long time used
road, the ground is always uneven. Hence, sensors deployed on the two sides of road
always cannot accurately reflect the water level of the road center area.

In view of the above situation, this paper has made improvements as follows:

(1) The innovative use of hydraulic sensors on cars can measure the real-time water
depth of cars passing through the road section and send early warning information
to the cars and people around them in time.

(2) The time series exponential smoothing prediction method is used in the road water
accumulation prediction algorithm. This method is very effective for the irregular
change of rainfall results. It can predict the road water depth at the next moment
and improve the prediction accuracy.

2.1 Overview of System Design

The system is composed of two parts. One part we call Accurate Monitoring Center
(AMC) and another is Instant Warning Center (IWC). In AMC, it provides the func-
tions of rainfall monitoring, water depth monitoring and the prediction of water
accumulation in the section. In IWC, the hydraulic sensors are installed on the cars. The
pressure value that measured by the contact of the hydraulic sensor to the liquid during
the driving process of the car is converted to the water depth of the passage section, and
the real-time water level data of the road surface is sending to the cars nearby.
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As shown in Fig. 1, proposed Urban Waterlogging Warning System is formed by
water level sensor node, data processing center, wireless terminals, cars, hydraulic
sensors and road. The AMC uses Cellular network to send data to the server at a
predetermined time interval. The server gathers road water accumulation data from the
roadside sensor and the sensors set up the cars to calculate road water accumulation
forecast data, then sends the data to the mobile client. In IWC, the hydraulic sensor
installed on the body of the car measures the dynamic parameters of real-time water
accumulation on the road surface when driving through, and gets the dynamic water
depth of data conversion. The water depth value getting from the car passing through
the road section is sent to the cars nearby, reminding users that there is water accu-
mulation in the front of the road section, thus realizing the purpose of real-time early
warning.

Fig. 1. Actual scene diagram

Fig. 2. Network topology diagram
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Figure 2 is the network topology of the AMC. Sensors include rain gauges, elec-
tronic water gauges and hydraulic sensors. The data they collected included rainfall,
road depth of water and liquid pressure. Wireless transmission terminals support
operator network, multiple network protocols and data transmission is efficient. The
server receives the data transmitted by wireless transmission terminals for storage,
processing, and then sends the data to the client.

2.2 System Structure Design

AMC Structure
The AMC includes three parts: Road water logging monitoring, out-of-car hydraulic
monitoring and processing center.

(1) Road water monitoring stations are responsible for data acquisition and data
transmission. It consists of electronic water gauge, rain gauge, wireless terminal,
storage battery and solar panel.

(2) External hydraulic monitoring is responsible for monitoring the real-time water
accumulation of cars passing through the road, which is composed of hydraulic
sensors setting outside of a car.

(3) The processing center is responsible for data reception, data processing and data
transmission. The hardware equipment is database server and web server, and the
installation software is application software.

Working flow of AMC
After collecting rainfall data and road water depth value, the sensors transmit their data
to the server through wireless transmission. The server obtains the data and calculates
whether it exceeds the water level threshold. If it exceeds the threshold, it sends early
warning information to the user through cellular network. If it does not exceed the
threshold, the server stores the data and continues to calculate the next value. At this
end, users can log in and query sensor data, real-time information and predictive
information freely (Fig. 3).

IWC Structure
IWC includes hydraulic sensors, cars and car alarm.

Working flow of IWC
The pressure data collected by the hydraulic sensor are converted into water level data,
and determine whether it exceeds the warning threshold. If so, do real-time alerts and
also send information to the surrounding cars and roadside servers. If the threshold
value is not reached, the water level data are sent to the server through wireless
transmission for further accurate prediction.

2.3 Prediction Algorithm of Water Accumulation

In order to achieve more accurate warning data, this system applies Exponential
Smoothing Prediction of Time Series to get predicted data of waterlogging warning
system.
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Exponential Smoothing Prediction of Time Series
The principle of this method is weighted average. It uses the growth trend of water
level data to calculate the short-term prediction technology of water level data at a
certain time in the future. In the past period of time, the continuous time points
constitute a series of water level data arrays HðtÞ, Hðt�1Þ, Hðt�2Þ � � �, which are contin-
uous in time. Then the weighted average of the array is obtained. Finally, the data of
the predicted time points is obtained. The iterative formulas are as follows:

Hðtþ 1Þ ¼ aHðtÞ þ a 1� að ÞH t�1ð Þ þ a 1� a2
� �

H t�2ð Þ þ � � � ð1Þ

Parameter description: Hðtþ 1Þ is the predicted value of water level data at t + 1
time, and a ¼ 1=n, n is the number of accumulated arrays.

In practical application, the distribution of weighting coefficients should increase
the weighting coefficients of the latest time points and reduce the weighting coefficients
of the past time points. The whole calculation process should show a gradual change in
time. Different weighting coefficients can reflect the influence degree of the time points
closer to the predicted time points. This short-term prediction method has the advan-
tages of simple operation and easy realization.

Fig. 3. Structural design of AMC
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3 Simulation

3.1 Simulation Setting

In this section we give a simple test to examine the efficiency of our prediction
algorithm. Because the current weather can not collect the seeper data, we use Excel to
generate random data, ranging from 20 cm to 30 cm and test for different coefficient
values of Exponential Smoothing Prediction method.

3.2 Simulation Result

We generated half an hour’s data in the period of concentrated rainfall. The data
interval is every minute. In Fig. 4 We take the damped coefficient of the time series
exponential smoothing prediction method as 0.1, 0.5 and 0.9, respectively, and get the
following results:

For the data collected by sensors, the time series exponential smoothing prediction
method is used to predict the depth of road water accumulation. When the damped
coefficient is different, the prediction results are slightly different. In view of the pre-
diction error, we calculate the relative error to evaluate the prediction results. The
specific formula is as follows:

Error %ð Þ ¼ Actual Value� Predictive Valuej j= Actual Value ð2Þ

Fig. 4. Damped coefficient a ¼ 0:1, actual value and predictive value
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When damped coefficient a ¼ 0:1, the predicted value is too gentle to reflect the
results well. Then we calculate the relative error is 0.54. The predicted results are far
from the actual results.

When damped coefficient a ¼ 0:5, The forecast is better than before. Then we
calculate the relative error is 0.3. But it still can not reflect real situation (Fig. 5).

Fig. 5. Damped coefficient a ¼ 0:5, actual value and predictive value

Fig. 6. Damped coefficient a ¼ 0:9, actual value and predictive value
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When damped coefficient a ¼ 0:9, from the results reflected in Fig. 6, we can see
that they are very close to the real results. Then we calculate the relative error is 0.06.
So the algorithm we use is calculated with the current damped coefficient.

By using time series exponential smoothing method to predict the data collected
from the experiment, we know that the larger the damping coefficient is, the stronger
the random fluctuation of the data is, and the prediction results are closer to the actual
results.

4 Conclusion

This paper designed an urban waterlogging monitoring and warning system which
composed of Accurate Monitoring Center (AMC) and another is Instant Warning
Center (IWC). For achieving accurate prediction in AMC, the time series exponential
smoothing prediction method is used. The result shows that the larger the damping
coefficient is, the stronger the random fluctuation of the data is, and the prediction
results are closer to the actual results.
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Abstract. With the development of Wireless Sensor Network (WSN),
the number of Internet of Things (IoT) services has increased dramati-
cally. In order to use IoT services conveniently, it has become a key issue
to reasonably aggregate information, content and applications, and filter
services according to users’ needs. Most of the existing service selection
algorithms adopt heuristic search algorithm or Genetic Algorithm (GA).
The heuristic algorithm is not stable, and GA cannot meet the needs
of service selection because of the one-dimensional chromosome coding.
For overcoming the disadvantages of these methods, this paper proposes
a multi-objective service selection algorithm based on Ant Colony Opti-
mization (ACO) for Quality of Experience(QoE) restrictions. The pro-
posed method can get a feasible solution quickly and efficiently by uti-
lizing the fast convergence speed of ACO. Specifically, QoE model was
established firstly, and relevant constraints and quantitative methods
are given. Secondly, a service selection model based on ACO was con-
structed to select specific services based on the above model. Finally,
the proposed method is verified through simulations. Results show that,
compared with GA-based method, the proposed algorithm can improve
the recall rate and precision rate, and has a higher algorithm efficiency
in solving the service selection problems.

Keywords: Internet of Things · Ant Colony Optimization ·
Service selection · QoE

1 Introduction

In recent years, the Internet of things (IoT) [1] technology has been widely con-
cerned by people. IoT is characterized by loose coupling, platform independence,
language neutrality and openness, etc. It has become an important part of the
new generation of information technology. There are many IoT services, but the
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function of a single IoT service is pretty simple. The implementation of complex
services requires the aggregation of multiple services. However, the selecting of
services becomes difficult due to the existence of a large number of IoT services
with the same or similar functions. Therefore, the realization of IoT service
selection becomes a key problem to be solved.

In order to better meet the needs of users, [2] proposed the concept Qual-
ity of Experience (QoE) to solve problems from the perspective of user experi-
ence. QoE, as a means of service quality quantification, effectively helps service
providers improve service quality and user’s satisfaction. In [3], key indicators
affecting QoE were studied and defined, and an evaluation and quantification
algorithm for QoE was proposed. However, there are many factors that affect
user experience, leading to the difficulty of modeling. [4] introduced user prefer-
ence, adopt three-layer hierarchical model, and proposed a satisfaction calcula-
tion method based on weighted sum. However, the Analytic Hierarchy Process
(AHP) algorithm used to calculate user preferences in this model is inefficient. [5]
uses the expert opinions to preset user preferences, which improves the algorithm
efficiency, but it is difficult to meet the needs of mobile application scenarios due
to the inability to dynamically learn user preferences.

There are many algorithms for service selection, which can be summarized
into four categories. The first one is Direct Search Method (DSM) [6]. This
method traversed all possible paths, but was so inefficient that it was only suit-
able for a small number of services. Secondly, Heuristic Search Algorithm (HSA)
[7], heuristics are added to speed up the search process. Although using the
appropriate search strategy, the search speed is quite fast, but the stability is
poor. The third category is Integer Programming Algorithm (IPA) [8]. IPA estab-
lishes the global optimization model for service aggregation and transforms this
issue into a 0–1 linear programming problem. It improves search speed, but is
still not ideal for large-scale service selection. Finally, Genetic Algorithm (GA)
[9] is a computational model simulating natural selection and genetic mechanism
in Darwinian evolution. Coding mode is the basis of GA, and will directly affect
the design of selection, crossover and mutation operations, thus affecting con-
vergence, complexity and efficiency. So different problems adopt different coding
patterns, which is difficult to reuse.

To sum up, the above models and service selection methods both have advan-
tages and disadvantages, but they are not quite suitable for IoT services. Aim-
ing at IoT service selection for QoE restrictions, this paper proposed a multi-
parameter linear weighted QoE quantitative model, and designs a corresponding
service selection algorithm based on Ant Colony Optimization (ACO) [10]. The
model is widely applicable and has good scalability by extensive analysis of IoT
services and QoE evaluation methods. Compared with other service selection
algorithms, the proposed method can effectively improve the precision rate and
recall rate of service selection, and greatly reduce the computation time and
complexity in the same scenario.

The rest of this paper is organized as follows. The next section formally gives
a multi-parameter linear weighted QoE quantitative model for IoT services and
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the standardization method. The ACO is introduced in Sect. 3, and combined
with the proposed model, a service selection algorithm based on ACO has been
described in detail. In Sect. 4, experiments are designed and the proposed method
is evaluated by extensive simulations. Finally, the last section summarizes the
whole paper and outlooks the future work.

2 The Multi-parameter Linear Weighted QoE
Quantitative Model

The study of the factors which affected QoE is crucial for the evaluation of QoE,
because the basic objective of QoE evaluation is to predict the QoE which is
difficult to measure directly from known or easily measured factors [11]. In order
to quantify the QoE of IoT services reasonably, this paper proposes a multi-
parameter linear weighted quantitative model by considering the characteristics
of IoT services, e.g., variety and different grading factors. This model mainly
examines four major aspects, including service performance experience, service
provider’s brand effect, users’ sensitivity to price, and users’ personal preferences,
as shown in Fig. 1.

Fig. 1. The structure diagram of multi-parameter linear weighted QoE quantitative
model.

Service performance experience can be directly measured by Quality of Ser-
vice (QoS) parameters, including some common Internet service indicators such
as response time, availability, reliability. The definition for QoE performance
experience indicator of service can be formalized as follow.

qp = θRT · RT ′ + θA · A + θR · R (1)

where
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RT ′ =
{

RTmax − RT, if RT ≤ RTmax

0, else
(2)

RT is the actual value of response time, A and R are the standard scores of
availability and reliability, and θRT , θA and θR are the corresponding weights.

Brand Effect plays a great role in commodity economy as well as in IoT
service selection. People preferred to choose the services of provider with high
reputation or ranking. It is a common intuition that users have lower differentiat-
ing degree for services with a large brand effect and vice versa. So it is advisable
to use logarithmic function for quantification, which is defined as Formula (3).

qbe = ln(BE + 1) (3)

where BE is the comprehensive score of brand effect which can be graded by
incorporating reputation and ranking.

Different service prices will have different psychological experience for users
such as the common 9-end commodity prices used to bring better sales. There-
fore, it is appropriate to define the user’s price sensitivity as a piecewise constant
function as below.

qps =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

S1, if 0 ≤ price < p1
S2, if p1 ≤ price < p2
S3, if p2 ≤ price < p3
S4, if p3 ≤ price < p4
S5, if price < p4

(4)

where Si is the score of price sensitivity, S1 < S2 < S3 < S4 < S5 and [pi, pi+1]
is a price interval.

However, the previous service experience of users and the attractiveness of
the content provided by the service often have a decisive impact on the user’s
choice, so the personal preference is represented by exponent function.

qpp = e
P P
α − 1 (5)

where PP is a comprehensive score of personal preferences, which is determined
by previous experience and service content, and α is an adjustment parameter.

Basing on the above definition of influencing factors, we can get a compre-
hensive QoE index of the IoT service as follow, which is the linear weighted of
the above four factors.

qoei =
∑

j
θj · qj (6)

where qj ∈ {qp, qbe, qps, qpp} and θj are weight coefficients of the four influencing
factors, respectively.
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Owing to the above seven indicators (RT ′, A,R, qp, qbe, qps, qpp) are calcu-
lated by actual values, the ranges of results are different, which means it is
impossible to evaluate the importance of each factor. Therefore, the Formula (7)
is given according to [12], which can standardize each sub-index linearly so that
their ranges of value are between [0, 1].

Pi =

{
qi−qmin

i

qmax
i −qmin

i
, if qmax

i − qmin
i > ε

1, if qmax
i − qmin

i ≤ ε
(7)

where qi ∈ [qp, qbe, qps, qpp], and the superscripts max and min represent maxi-
mum and minimum respectively.

3 The Service Selection Method Based on Ant Colony
Optimization

Ant Colony Optimization (ACO) [10,13] is a bionic probabilistic algorithm which
take full advantage of the ant colony’s intelligence to find the optimal path
so that it can solve complex problems. This method has the characteristics of
distributed computation, positive information feedback and heuristic search, and
is essentially a heuristic global optimization algorithm in evolutionary algorithm.
At present, ACO has been widely used in many fields, the most common of which
is to solve the Traveling Salesman Problem (TSP) [13,14]. However, this method
can be applied to the service selection problem and can rapidly converge to the
global optimal solution by the deformation of it and with the optimization of its
parameters.

The behavior of a single ant is extremely simple, but the colony of thousands
ants possess great intelligence due to they use pheromones to transmit informa-
tion. As shown in Fig. 2, there are three paths from the ant nest (gray circle) to
the food (yellow pentagram). In the process of searching for food, the direction
of moving is selected according to the concentration of pheromones, and the food
can be found finally. At the beginning, the ants’ moving paths were random (see
Fig. 2(a)) since there were no pheromone on the ground. Ants constantly release
pheromone that marks their path as they moving. As time goes on, several ants
find food, and there are several routes from the nest to the food (see Fig. 2(b)).
But the pheromones gradually evaporate over time. Besides, since the behavior
of ants is randomly distributed, there are more ants in the short path than in
the long path in unit time, so the concentration of pheromones left by ants in
the short path is higher. This provides strong guidance for the ants behind, and
more and more ants gather on the shortest path (see Fig. 2(c)). Therefore, this
process achieves the selecting of shortest path or the so-called optimal path.

It can be mapped the IoT services selection to the ACO scenario, as shown
in Fig. 3. All m IoT services form a set of services and each service represented
by a yellow pentagram. When the user’s request arrives, there is a path from the
user’s request to each service. We use the reciprocal of the corresponding QoE
value of a service to indicate its path length, i.e. di = 1

qoei
(i = 1, 2, ...,m), where
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Fig. 2. The process by which ants search for food.

Fig. 3. The mapping from service selection problem to the ACO scenarios.

di is the distance from the nest to the ith service. This is because the larger the
QoE of a service is, the more the service meets the user’s demands, which is
similar to the shorter path from service to user.

Selecting a path from all paths by each ant, the pheromone concentration
τi and some heuristic information ηi of this path should be taken into account
at the same time in order to accelerate the convergence speed of algorithm.
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The ants can choose each path by Roulette Wheel Selection (RWS) [15], where
the probability of the jth ant choosing its path is defined as follow.

pj
i =

τα
i · ηβ

i∑m
k=0 τα

k · ηβ
k

i ∈ {1, 2, ...,m} (8)

where α and β control the relative importance of the pheromone versus the
heuristic information, and

ηi =
1
di

= qoei i ∈ {1, 2, ...,m} (9)

Another important problem is the updating of pheromones. There are two
main modes for pheromones updating. One is the global synchronous update, i.e.
concentrate on updating all pheromones after all ants had selected the path. The
other is local update, i.e. after each ant selects a path, it updates the pheromone
of the current path immediately, and all pheromones of the selected path are
updated until one iteration over. Of course, the latter one allows subsequent
ants to perform different probabilistic paths, so that some do not make the same
choices. But the former can be thought as all the ants are selected simultaneously,
which can use the multi-threaded technology with a higher execution efficiency.
After each iteration, the pheromones on each path should be reduced by a certain
ratio, as shown in Formula (10). For the selected path, new pheromones will be
left after the ant’s pass, so the Formula (11) is used to represent the increasing
in pheromone of the selected path.

τ l+1
i = (1 − ρ) · τ l

i i ∈ {1, 2, ...,m} (10)

where ρ is the evaporation rate and l is the current iteration.

τ l+1
i = τ l+1

i +
Q

di
= τ l+1

i + Q · qoei i ∈ {1, 2, ..., n} (11)

where Q is the pheromone increment constant.
In this way, the probability for selecting the path to high-quality service

becomes larger, while the probability for selecting lower one becomes smaller, so
that the first k IoT services that meet the requirements can be selected by using
ordered pheromone concentration. The termination condition of the algorithm
can be fixed iterations or the stagnant phenomenon appears (all ants choose
the same path, and the solution will not change). The ACO-based IoT Service
Selection algorithm (ACO-SS) is shown in Algorithm 1. The algorithm consists
of four parts: the initialization in Line 1–2; the iteration in Line 3–18 includes
the selection of service (path) by each ant and the update of pheromone; in the
Line 19–21, the service set is sorted according to the pheromone matrix, and the
first k services are taken as results.
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Algorithm 1. ACO-based IoT Service Selection Algorithm
Input: Ant colony size n, the maximum iteration I, Service Set S,

Demand Service Number k, Evaporation rate ρ, Pheromone
increment constant Q

Output: Demand Service Set Sk

1 Initialize all elements in pheromone matrix Mph as 1;
2 Compute the QoE matrix Sqoe for all the services;
3 while i < I do
4 Sselect = ø;
5 while j < n do
6 Rj =random(0, 1);
7 while l < m do

8 if
∑l

1 M l
ph·Sl

qoe

Mph ·Sq o e
> Rj then

9 Sselect = Sselect

⋃{l}
10 break;
11 end
12 end
13 end
14 Mph = Mph · (1 − ρ);
15 foreach j in Sselect do
16 M j

ph = M j
ph + Q · Sj

qoe;
17 end
18 end
19 Sort S according to Mph ;
20 Choose first k services in S as Sk ;
21 return Sk

4 Simulations

4.1 Set up

The simulations in this section runs on a PC with win7 (64bit) operating system.
The CPU is an i5 processor and the memory is 8GB. It is programmed to
generate service set and to realize both algorithms with MATLAB2016Ra.

The simulation generates a set of 1000 services, and the attributes of each
service are randomly produced. The value of fixed parameters in QoE model and
the range of each service attribute are shown in Tables 1 and 2, respectively.

4.2 Comparison

In order to verify the actual effect of the proposed algorithm in solving the
problem of service selection, we implemented another Service Selection algo-
rithm based on Genetic Algorithm (GA-SS). GA-SS has changed the traditional
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Table 1. The value of fixed parameter in QoE model.

Category Parameter Value

Performance RTmax 1000

θRT 0.3

θA 0.4

θR 0.3

Price sensitivity S1, S2, S3, S4, S5 5, 4, 3, 2, 1

p1, p2, p3, p4 300, 800, 2000, 5000

Personal preference α 40

QoE θp, θbe, θps, θpp 0.25

Table 2. The value range of each service attribute.

Category Attribute Value range

Performance RT(ms) [1,1500]

A [1,100]

R [1,100]

Brand effect BE [0,99]

Price sensitivity Price(USD) [1,10000]

Personal preference PP [1,100]

GA to applicability of service selection. Its encoding adopts the form of service
composition with the length 4 × kmax, where kmax is the maximum number of
services required, and the population size is 100. The fitness function is calcu-
lated by Formula (6), the selection function adopts RWS, the crossover function
uses one-point crossover and one-point mutation method was used for mutation
function with the rate 0.2. At last, the number of iterations is 100 as well as
in ACO-SS. Meanwhile, ACO-SS takes the following parameters: the ant colony
size is 100; evaporation rate is 0.25 and Q is 1.5; both α and β are 1; the number
of iterations is 100.

The precision rate and recall rate as the evaluation indexes defined in
Formula (12) and (14). In the simulation, precision and recall are obtained by
the mean of serval results.

precision =
∑

ss
i

k
× 100% i = (1, 2, ..., k) (12)

where

ss
i =

{
1, if qoe(ss

i ) ≥ qoeth

0, else
(13)

qoeth is the QoE threshold of the service that meets the requirement.
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recall =
∑

ss
i∑

sj
× 100% i = (1, 2, ..., k), j = (1, 2, ..., n) (14)

where

sj =
{

1, if qoe(sj) ≥ qoeth

0, else
(15)

n is the total number of services.
The experiment results are shown in Fig. 4. It can be clearly seen that both

methods have close precision and recall when k is small, but the gap between
them becomes larger with the increasing of k. In general, the precision and recall
of ACO-SS are almost 10% higher than that of GA-SS on average.
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Fig. 4. Comparison of the mean precision and recall between two methods as the
demand service number k increasing.

However, although adjusting the parameters can make both methods perform
better in terms of precision and recall, it will significantly reduce the efficiency
of them, which means users cannot get results within an acceptable time. By the
analysis for both algorithms, it can be known that the algorithm efficiency of
ACO-SS is mainly affected by the ants number and iterations. While for the GA-
SS, the encoding length will also greatly affect its algorithm efficiency besides
the population size and iterations due to the encoding length will directly affect
the three operations: selection, crossover and mutation. As shown in Fig. 5, we
compared the execution time of two methods with k = 5 as the number of
iterations increasing. ACO-SS adopts the same parameters as above, while GA
reduces the population size to 40 and the encoding length to 2×k. It can be seen
that the time of 100 iterations for both algorithms is less than 1s, which is within
the acceptable range of users. In addition, the algorithm efficiency of ACO-SS is
still several times higher than that of GA-SS, even if the GA’s parameters are
greatly reduced (its recall and precision are reduced accordingly).
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Fig. 5. Comparison of the average execution time between two methods with k = 5 as
the iterations increasing.

5 Conclusions

In order to overcome the shortcomings of the existing service selection methods
in IoT, a QoE-oriented multi-objective service selection algorithm based on ACO
is proposed. By using the advantage of global optimization and fast convergence
speed of the ACO, an optimal solution can be obtained quickly and efficiently. A
multi-parameter linear weighted QoE quantitative model is constructed firstly,
and the standardization methods are given. The model has a wide range of appli-
cability and good scalability in IoT due to the lots of analysis for IoT services and
QoE estimation methods. Based on this model, we described the ACO in detail
and proposed the ACO-SS algorithm. Finally, the proposed method is validated
by simulations and the results show that, compared with other algorithms such
as GA, the proposed method can effectively improve the precision and recall
for service selection in the same scenario with a far more higher computational
efficiency and thus is a feasible and effective way to solve the issue of service
selection in IoT. In the future, we will consider combing ACO-SS with other
methods and conducting more extensive simulations to evaluate the efficiency
and robustness of the proposed method on a larger scale data.
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Abstract. With the rapid development of cloud storage technology, cloud data
assured deletion has received extensive attention. While ensuring the deletion of
cloud data, users have also placed increasing demands on cloud data assured
deletion, such as improving the execution efficiency of various stages of a cloud
data assured deletion system and performing fine-grained access and deletion
operations. In this paper, we propose the Fast deletion scheme of cloud data. The
scheme replaces complicated bilinear pairing with simple scalar multiplication
on elliptic curves to realize ciphertext policy attribute-based encryption of cloud
data, while solving the security problem of shared data. In addition, the effi-
ciency of encryption and decryption is improved, and fine-grained access of
ciphertext is realized. The scheme designs an attribute key management system
that employs a dual-server to solve system flaws caused by single point failure.
The scheme is proven to be secure, based on the decisional Diffie-Hellman
assumption in the standard model; therefore, it has stronger security. The the-
oretical analysis and experimental results show that the scheme guarantees
security and significantly improves the efficiency of each stage of cloud data
assured deletion.

Keywords: Cloud storage � CP-ABE � Data privacy �
Elliptic curve cryptography (ECC) � Assured deletion

1 Introduction

With the rapid development of cloud storage technology, an increasing number of
individuals or enterprises choose to store data in the cloud to reduce data management
costs. However, compared with traditional data storage methods, data storage in the
cloud is beyond the direct control of the data owner, which renders the security of the
data difficult to guarantee.

To protect the confidentiality and privacy of data, cloud data must be encrypted
before they are outsourced to the cloud [1–5]. A central advantage of using crypto-
graphic primitives such as symmetric-key encryption is that the safety of a large
amount of sensitive data can be reduced to the safety of a very small key [6]. Therefore,
the issue of cloud data assured deletion is translated into the secure deletion problem of
the corresponding key of the client [7]. A cloud data assured deletion scheme can be
divided into two types: assured deletion based on key management and assured
deletion based on an access control policy.
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Assured deletion schemes based on key management. proposed a cloud data
security self-destruction scheme (ISS) that is based on identity-based encryption
(IBE) [8], which divides the data to be protected into different security levels according
to different sensitivity levels. Yao et al. [9] proposed a cloud data assured deletion
scheme that is based on bitstream conversion.

The assured deletion scheme that is based on key management cannot achieve fine-
grained access to ciphertext. When the key of the encrypted data is deleted, all users
cannot decrypt the ciphertext again.

Assured deletion schemes based on access control policy. For fine-grained access
control problems, Liang et al. [10] proposed an assured deletion scheme that is based
on an undo tree, which uses a linear secret sharing scheme and a binary tree as the
underlying tool and assigns a set of attributes to each user and assigns a unique
identifier. Wang et al. [11] proposed an assured deletion scheme that is based on
attribute revocation, which is a CP-ABE scheme that supports attribute-level user
revocation. Xue et al. [12] proposed a cloud data assured deletion scheme that is based
on hash tree verification for attribute revocation.

Although the assured deletion scheme that is based on an access control policy
solves the problem of fine-grained access control, these schemes use a bilinear pair to
implement the attribute-based encryption scheme, which creates the problem of low
system efficiency.

In this paper, the Fast deletion scheme of cloud data (FDSCD) is proposed for
schemes that cannot balance efficiency and fine-grained access. This scheme employs
simple scalar multiplication in an elliptic curve instead of a complex bilinear pair to
implement an attribute-based encryption algorithm [13], which simplifies the calcula-
tions during encryption and decryption. The key is generated by the key generator and
the attribute authorizer in the attribute key management system. The key generator is
responsible for generating the system master key and the public key, and the attribute
authorizer is responsible for maintaining a list of user attributes. When the user needs to
decrypt, the authorized user sends part of the ciphertext to the attribute authorizer. The
attribute authorizer generates the user private key via the attribute list, and partially
decrypts the ciphertext, which reduce the decryption overhead of the authorized user.
When deleting data, the data owner only needs to generate a random number to replace
the attribute value of the attribute that needs to be deleted in the attribute list of the
original attribute authorize. The public key of the corresponding attribute value is not
updated, which ensure that fine-grained access control can be realized without com-
plicated calculation.

2 System Model

2.1 System Model

The system model of the FDSCD solution is shown in Fig. 1. The model includes four
types of entities: Attribute Key Management System (AKMS), Data Owner (DO),
Cloud Service Provider (CSP), Authorized user (AU).
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AKMS is responsible for the generation and update of the key and helps an
authorized user to decrypt part of the ciphertext. The main internal structure is shown in
Fig. 2. AKMS is primarily composed of a key generator and an attribute authorizer.
The two parts independently communicate with other components and the TPM
security chip protects its internal data. The key generator is responsible for managing
the system master key and the system public key. The attribute authorizer is responsible
for assigning each authorized user a unique identifier ID and maintaining a list of
attributes for the authorized user. When the authorized user decrypts the ciphertext, the
attribute authorizer generates the user private key and assists the authorized user to
partially decrypt the ciphertext. A question-and-answer method is employed between
the key generator and the attribute authorizer to confirm that each is normally func-
tioning. The attribute authorizer periodically issues a question to the key generator, and
the key generator must return the correct answer within the specified time. If a question
or answer is not returned within the specified time, the party is considered to have an
abnormality, and the other party will replace the abnormal party to handle the trans-
action, which ensures normal operation of the system and prevents system paralysis
caused by failure of a single point.

The CSP is responsible for storing the encrypted data of the data owner. CSP
honestly stores the encrypted data of the data owner and reliably responds to data
requests.

The DO is responsible for assigning the unique identifier ki to each attribute and
encrypting the data that needs to be uploaded to the cloud. When the cloud data are
deleted, the DO sends an update request to the attribute authorizer in the attribute key
management system and verifies the returned update result.

Fig. 1. The system model

Fig. 2. Internal structure of attribute key management system
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The AU accesses the encrypted data stored by the data owner in the cloud and
obtains the encrypted data by sending a data request to the cloud service provider. After
obtaining the encrypted data, the AU requests that the attribute authorizer in the
attribute key management system partially decrypt the ciphertext. After receiving the
result returned by the attribute authorizer, the UA decrypts all ciphertexts to obtain the
original data.

3 Detailed Design of the FDSCD Scheme

The workflow of the FDSCD scheme is shown in Fig. 1. The main algorithms are
described as follows:

Step 1. System Initialization
Let GF(p) be a finite field of order p, E be an elliptic curve defined in the finite field GF
(p), r be the order of the subgroup in the elliptic curve E, and G be a base point in the
subgroup. G generates a cyclic subgroup of elliptic curves E; Zr is an integer domain of
order r; and the one-way function H: f0; 1g� ! Z�

r is randomly selected: the user ID is
mapped to the integer domain Zr.

Setupðn; S; kiÞ ! ðMSK;PKÞ

For each attribute i in the system attribute set S, the data owner randomly selects the
parameters k1; k2; � � � ; kS 2 Zr to upload to the attribute key management system.

The key generator randomly selects n (n 2 Zr) to generate the system master key.

MSK ¼ ðk1; k2; � � � ; kS; n;GÞ;

Generate the system public key parameters.

PK ¼ ðk1G; k2G; � � � ; kSGÞ:

The attribute authorizer maintains a list of attributes that correspond to its ID for
each user in the system, as shown in Table 1.

Table 1. User attribute list

ID1 ID2 … IDn

kAtt11 kAtt21 … kAttn1
kAtt12 kAtt22 … kAttn2
kAtt13 kAtt23 … kAttn3
… … … …
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Step 2. Generate a private key

AKMSKeyGenðki; ID; nÞ ! fSKi;IDg

For each attribute i in the user ID attribute set SID, the attribute authorizer calculates
the user private key

SKi;ID ¼ ki þHðIDÞn:

Step 3. Data Encryption
The data owner encrypts the original data M to generate the encrypted data CT, and the
encryption algorithm proceeds as follows:

EncryptðM; s;PKi;A; v; uÞ ! CT

The data owner randomly selects s 2 Zr as the encryption key; it calculates

C ¼ Mþ sG:

The key s is split using the LSSS [14, 15] as follows:
Define the access control strategy (A, q), where A is a linear secret sharing matrix,

q is the mapping function of the matrix row vector and the attribute, and q maps each
row Ax of the matrix A to the attribute q(x). As in [16], q does not map two different
rows to the same attribute. Randomly select the parameters v2; v3; � � � ; vl 2 Zp, define

the vector v ¼ ðs; v2; v3; � � � ; vlÞT, and calculate the inner product kx ¼ Ax � v for each
row Ax of the matrix A. Randomly select the parameters u2; u3; � � � ; ul 2 Zp, define the

vector u ¼ ð0; u2; u3; � � � ; ulÞT, and calculate the inner product xx ¼ Ax � u for each
row Ax of the matrix A.

The data owner outputs the ciphertext

CT ¼ ððA; qÞ;C; fC1;x ¼ kxGþxxPKqðxÞ;C2;x ¼ xxGgmx¼1Þ:

Step 4. Data decryption

DecryptðC; SKqðyÞ;IDÞ ! M

To decrypt the cloud data, the authorized user sends a ciphertext request to the
cloud. After obtaining the ciphertext, the authorized user sends the ID and the (C2,y,
q(y)) associated with each attribute y 2 SID to the attribute authorizer. The attribute
authorizer verifies the sender identity and the attribute set based on the maintained
attribute list. If the request is valid, the attribute authorizer calculates each of the
requests (C2,y, q(y))

C2;ySKqðyÞ;ID ¼ xyGðkqðyÞ þHðIDÞnÞ
¼ xykqðyÞGþxyHðIDÞnG :
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The attribute authorizer sends the calculated result to the authorized user, and the
authorized user receives the returned result and then calculates

C1;y � C2;ySKqðyÞ;ID
¼ ðkyGþxyPKqðyÞÞ � ðxykqðyÞGþxyHðIDÞnGÞ
¼ kyG� xyHðIDÞnG

:

The authorized user selects the vector c 2 Zr, lets c � Ay ¼ ð1; 0; � � � ; 0Þ, and
calculates

X
y2SID

cðkyG� xyHðIDÞnGÞ ¼ sG:

The authorized user calculates

C � sG ¼ M:

The original data M are obtained.

Step 5. Delete Data

DeleteDateðIDRLx ; kx; hx; nÞ ! fSKx;IDRLx
g

The data owner sends a key update request to the attribute authorizer. First, ran-
domly select hx 2 Zr and hx 6¼ kx, and then send the original attribute value kx of the
attribute x and the updated attribute value hx to the attribute authorizer. The attribute
authorizer finds the user set RLx, owns the attribute according to kx, and then replaces kx
with hx. The user private key after the attribute value is replaced is

SKx;IDRLx
¼ hx þHðIDRLxÞn:

The public key remains

PKx ¼ kxG:

When the authorized user in the user set RLx decrypts the ciphertext, the attribute
authorizer calculates (C2, x, q(x)) for each attribute x 2 SIDRLx

.

C2;xSKqðxÞ;IDRLx
¼ xxGðhqðxÞ þHðIDRLxÞnÞ
¼ xxhqðxÞGþxxHðIDÞnG

:
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Return the result to the authorized user. After the authorized user receives the
result, it calculates

C1;x � C2;xSKqðxÞ;IDRLx

¼ ðkxGþxxPKqðxÞÞ � ðxxhqðxÞGþxxHðIDRLxÞnGÞ
¼ ðkxGþxxkqðxÞGÞ � ðxxhqðxÞGþxxHðIDRLxÞnGÞ
6¼ kxG� xxHðIDRLxÞnG

:

Therefore, the ciphertext cannot be decrypted, and the deletion operation of the
encrypted data is realized.

Step 6. Verification

VerifyðR;XRLx ;XRLxÞ ! result

The attribute authorizer hashes the attribute list of each user in units of users, and
then uses the hash value XID of each column of the attribute list as the leaf node of the
hash tree to establish a hash tree and obtain the hash tree root value R. The data owner
also maintains a list of attributes of an authorized user, uses the same hash function as
the attribute authorizer to calculate the hash values ~XID of each attribute list of the user,
and generates a hash tree. When the data owner verifies whether the attribute authorizer
performs an update or delete operation, the root value R of the updated attribute list
hash tree is sent to the data owner by requesting the attribute authorizer, and the data
owner updates the hash value ~XRLx of the user set RLx. Calculate the local hash tree root
value ~R using the hash value ~XRLx and the auxiliary authentication information XRLx . If
~R ¼ R, the attribute update operation requested by the data owner is successful;
otherwise, the request execution fails.

4 Conclusion

This paper proposes the fast deletion scheme of cloud data that enables users to encrypt
and decrypt and delete original data in a short period. In this scheme, if the attribute
authorizer changes the attribute value of the maintained user attribute list, and the data
owner does not update the public key, the user whose attribute is revoked cannot
decrypt the ciphertext of the cloud, only the attribute satisfies the access policy and
users who have not been revoked can successfully decrypt the ciphertext. Thus, fine-
grained access and deletion of cloud data are achieved. The scheme also realizes the
reasonable allocation of the work in the system, which reduces the computational
overhead of a single party and increases the communication overhead.
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Abstract. Aiming at the shortcomings of most of existing ciphertext access
control scheme in cloud storage does not support dynamic update of access
control strategy, has large computational overhead ,combine identity-based
cryptosystem and role based access control model (using RBAC1 model of the
RBAC96 model family), build RBAC model based on identity-based cryp-
tosystem in cloud storage. This paper presents a formal definition of the scheme,
a detailed description of four tuple used to represent access control strategy, the
hybrid encryption strategy and Re-encrypt when writing strategy in order to
improve the efficiency of the system, detailed steps of system initialization, add
and delete users, add and delete permissions, add and delete roles, add and
delete role inheritance, assign and remove user, assign and remove permission,
read and write file algorithm.

Keywords: Access control � RBAC � Identity-based cryptosystem �
Cloud storage

1 Introduction

With the rapid development of computer technology and Internet applications, data is
growing at an exponential rate. Faced with such massive data, cloud storage which
developed from the concept of cloud computing has become the most common and
popular third-party storage with its advantages of low cost, huge capacity, resource
sharing, easy management and good scalability. Users and enterprises can purchase
storage services flexibly according to their own needs, which not only save expensive
software and hardware infrastructure investment, but also ensure that storage resources
are fully utilized. Cloud storage service providers also provide professional data
backup, disaster recovery and other functions to effectively ensure the continuity of
services [1, 2].

Although cloud storage has many advantages, however, its promotion is relatively
slow. The main reason is that once the data is uploaded to the cloud, users lose control
of it, and they do not know what the cloud storage provider will do with the data. Cloud
storage providers may snoop on the content of the data and even provide the user’s data
directly to third parties, especially in an untrusted cloud environment. Therefore,
ensuring the confidentiality of user data, avoiding it being illegally accessed, achieving
secure and efficient access control is the key to solving data security problems in cloud
storage [9]. However, as the cloud environment has the characteristics of dynamic
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change, multi-tenancy and virtualization, the traditional access control model cannot
meet the requirements of the new cloud architecture. So how to expand and optimize
the traditional access control model, especially combine advanced encryption tech-
nology with traditional access control models, to build an access control scheme for
cloud storage environment has become a hot topic in academic research. In the case
that the cloud storage provider is not trusted, the research of ensuring the confiden-
tiality of data and implement access control of the ciphertext data is therefore a top
priority.

1.1 Related Works

Many researchers have started research on access control technology under the cloud
computing environment and have obtained many research results.

Jung et al. [3] proposed an adaptive resource access control scheme based on the
RBAC model. This scheme can dynamically adjust the security level of resources and
solve the problem of dynamic changes of environment variables in cloud computing.
Wang et al. [4] introduced the concept of task into the RBAC model and proposed a
task- and role-based access control model (T-RBAC) in the cloud computing envi-
ronment. In T-RBAC, workflow is first broken down into a series of interdependent
tasks, which are then assigned to the role, and the user gets the role by executing the
task node. The Danwei et al. [5] adopts a negotiation policy when designing the access
control model, and proposes a UCON-based cloud service access control scheme.
Based on the UCON model, Krautsevich et al. [6] introduced a risk assessment
mechanism, and purposed an access control scheme for highly dynamic system, which
improves the flexibility and security of the UCON model.

Attribute-Based Encryption (ABE) is the most commonly used advanced encryp-
tion algorithm in cloud access control. It extends the concept of identity as a set of
attributes. In 2005, Sahai et al. [7] first proposed a fuzzy identity-based encryption
scheme, in which the concept of attributes was introduced. Subsequently, based on this,
Goyal et al. [8] proposed an attribute-based encryption scheme. And then derived two
attribute-based encryption algorithms closely related to the access control policy, KP-
ABE (Key Policy Attribute-Based Encryption) [9] and CP-ABE (Ciphertext Policy
Attribute-Based Encryption) [10], in which CP-ABE is more suitable for cloud envi-
ronments. Sun et al. [11] proposed a data security access control scheme for cloud
storage based on CP-ABE. This scheme adopts a distribution method for distributed
key, and access control is implemented by designing keys. However, the scheme is
suitable for the case where the access permission type is small, once the type is
increased, key management may become very complicated. Jung et al. [12] designed an
anonymous access control scheme, which perform anonymous access control on cloud
data to protect user’s privacy; Ruj et al. [13] proposes a cloud security access control
framework that can implement user authentication and privacy protection of data.

Although the above attribute-based access control schemes can ensure the confi-
dentiality of user data and achieve fine-grained access control of data, but they do not
support dynamic update of access control policy. It obviously does not meet the
requirements of the dynamic environment in the cloud. For the problems mentioned
above, researchers have proposed some schemes. Yu et al. [14] proposed a secure and
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scalable cloud storage access control scheme based on CP-ABE, which supports
attribute revoking and employs a proxy re-encryption policy to save computational
overhead; Hur et al. [15] designed an access control scheme that supports user attribute
revoking, using double-layer encryption mechanism to improve efficiency; Chen et al.
[16] proposed a hybrid access control scheme that supports hierarchical management of
multiple authorization mechanisms, which reduced management complexity. Although
these schemes can support the revoke operation, the computational overhead cannot be
ignored.

As mentioned above, there are many shortcomings of current access control
schemes in the cloud environment. Although simply optimize the traditional access
control model and apply it to the cloud environment can implement basic access
control functions, the confidentiality of data cannot be guaranteed. The attribute-based
ciphertext access control scheme can protect data when the cloud storage provider is
not trusted, but most schemes do not support the dynamic update of access control
policy, or the computational overhead is huge although the policy update is supported.

1.2 Contributions

To solve the problems mentioned above, this paper proposes an RBAC scheme based on
identity cryptosystem in cloud storage. This paper describes the application scenarios
and entity composition of the scheme, and gives a formal definition of the scheme. The
four tuples used to represent the access control policy in the scheme are described in
detail, as well as the hybrid encryption policy and the write-time re-encryption policy
designed to improve system efficiency. Detailed steps of system initialization, user
addition and deletion, permission addition and deletion, role addition and deletion,
role’s inheritance relationship addition and deletion, user assignment and revocation,
permission assignment and revocation, file reading and writing are given.

2 Constructions

2.1 Design Idea

Our scheme is mainly composed of three-party entities: access control administrators,
cloud storage providers (reference monitors are deployed in the cloud as part of the
cloud storage provider, not separately listed as one entity) and users. The roles and
functions of the three entities are as follows:

(1) Access control administrator: It is the administrator of the access control system,
responsible for developing and updating access control policy. It determines who
has the permission to access the resource. In this scheme, it has two important
functions. One is to act as a key generation center in the identity-based cryp-
tosystem; it holds the system master key, creates and distributes keys for users in
the system. Second is to develop and update the access control policy in the
system. The specific operations include the addition and deletion of roles, the
addition and deletion of role’s inheritance relationships, the assignment and
revocation of users, and the assignment and revocation of permissions.
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(2) Cloud storage provider: As a provider of storage services, it manages the storage
needs of users. It not only stores the data that users deposit in the cloud, but also
stores access control policy that provide protection for those data. This paper
assumes that the cloud storage provider is untrustworthy and cannot let it view the
contents of the file stored on it, but at the same time believes that it can guarantee
the availability of the file and that only authorized users can change the content of
the file.
Reference monitor: Most access control models have one thing in common, that
is, relying on a trusted reference monitor to check whether an access request
conforms to an access control policy before accessing the protected resource. In
this scheme, the reference monitor is deployed in the cloud and is responsible for
coordinating authorized access to resources. For example, when write permission
is executed, it is responsible for verifying that if the user’s signature is valid and
checking if the user has write permission.
In a nutshell, cloud storage providers ensure file system consistency by blocking
unauthorized updates, while it cannot read files or change files and access control
policy.

(3) User: It is a user of the cloud storage service and is managed by the access control
administrator. It needs to register with the administrator and obtain its own key
before using the system. It can upload its own data to the cloud storage, or
download the data in the cloud for read and write operations (The premise is that
there is a corresponding access permission, otherwise the data will not be
decrypted, or the reference monitor will determine that there is no corresponding
permission, and the operation cannot be performed).

2.2 Formal Definitions

Definition 1: The RBAC scheme based on identity cryptosystem (RBAC-IBC) in
cloud storage can be represented by a tuple composed of eight PPT algorithms, that is,
RBAC-IBC = ðSetup;User;Permission;Role; Inh;UR;PA;R&WÞ. The details are
described as follows:

(1) SetupðInÞ: System initialization algorithm. The input is security parameter n,
which generates a common parameter of identity-based encryption algorithm and
a master key of identity-based signature algorithm, and generates an identity-
based decryption key and signature key for the administrator.

(2) UserðaddUðuÞ; delUðuÞÞ: User addition and deletion algorithm. It contains two
sub-algorithms: user addition algorithm and user deletion algorithm. The input of
user addition algorithm is the username u, which generates an identity-based
decryption key and signature key for the user; the input of user deletion algorithm
is also the username u, which revokes the user from the system, and then the user
will not be able to access any files in the cloud.

(3) PermissionðaddPðfn; f Þ; delPðfnÞÞ: Permission addition and deletion algorithm.
It contains two sub-algorithms: permission addition algorithm and permission
deletion algorithm. The input of permission addition algorithm is the file name fn
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and the file content f , which encrypts the file and uploads it to the cloud; the input
of permission deletion algorithm is the file name fn, which removes the file from
the system.

(4) RoleðaddRðrÞ; delRðrÞÞ: Role addition and deletion algorithm. It contains two
sub-algorithms: role addition algorithm and role deletion algorithm. The input of
role addition algorithm is the role name r, which adds a role to the access control
system and generates an identity-based decryption key and signature key for the
role; the input of role deletion algorithm is the role name r, which revokes the role
from the system.

(5) InhðaddInhðrc; rpÞ; delInhðrc; rpÞÞ: Role’s inheritance relationship addition and
deletion algorithm. It contains two sub-algorithms: role’s inheritance relationship
addition algorithm and role’s inheritance relationship deletion algorithm. The
input of role’s inheritance relationship addition algorithm is the child role rc and
the parent role rp, which adds a role’s inheritance relationship to the system, so
that the role rc inherits the role rp; the input of role’s inheritance relationship
deletion algorithm is the child role rc and the parent role rp, which revokes the
inheritance relationship between them from the system.

(6) URðassignUðr; uÞ; revokeUðr; uÞÞ: User assignment and revocation algorithm. It
contains two sub-algorithms: user assignment algorithm and user revocation
algorithm. The input of user assignment algorithm is the role r and the user u,
which assigns user u to role r; the input of user revocation algorithm is the role r
and the user u, which revokes user u from the user list of role r.

(7) PAðassignPðr; hfn; opiÞ; revokePðr; hfn; opiÞÞ: Permission assignment and revo-
cation algorithm. It contains two sub-algorithms: permission assignment algo-
rithm and permission revocation algorithm. The input of permission assignment
algorithm is the role r, the file name fn and permission name op, which assigns the
operation permission (op) of the file fn for the role r; the input of permission
revocation algorithm is the role r, the file name fn and permission name op, which
revokes the operation permission (op) of the file fn from the role r.

(8) R&WðreadðfnÞ;writeðfn; f ÞÞ: File reading and writing algorithm. It contains two
sub-algorithms: file reading algorithm and file writing (update) algorithm. The
input of file reading algorithm is the file name fn, and the user reads file; the input
of file writing algorithm is the file name fn and the updated content of the file f ,
which updates file content stored in the cloud.

According to the access control scheme evaluation method, the relevant properties
used to evaluate RBAC-IBC are defined as follows:

Definition 2: If the implementation of the RBAC scheme based on the identity
cryptosystem hr; a;pi has the following properties:

Property 1: Command mapping protects state mapping and protects security.
Property 2: State mapping protects query mapping.
Property 3: Query mapping is access control protected.
Then the scheme is correct, access control protected, and secure.
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2.3 Detailed Description

The scheme is divided into eight parts by function: System initialization, user addition
and deletion, permission addition and deletion, role addition and deletion, role’s
inheritance relationship addition and deletion, user assignment and revocation, per-
mission assignment and revocation, file reading and writing. Each detailed step is given
below.

For convenience, first explain the symbols used in this section. The definition of
each symbol is described in Table 1.

2.3.1 System Initialization
SetupðInÞ: System initialization algorithm. The administrator performs system initial-
ization operation. The main steps are as follows:

Step 1: Perform the initialization algorithm of identity-based encryption and
identity-based signature scheme. Generate their own public parameters and master
keys, expose public parameters, and secretly save the master keys.
Step 2: Create three empty files——USERS, ROLES and FILES, upload ROLES
and FILES to the cloud.
Step 3: Generate an identity-based decryption key EKSU and signature key SKSU for
himself:

KeyGenIBEðSUÞ ! EKSU ;KeyGen
IBSðSUÞ ! SKSU :

Note that in order to save space, the description of the key generation process is
simplified here, and parameters such as the master keys are not listed, and the sub-
sequent algorithm description is also the same.

Table 1. Symbol description

Symbol Description

u User name
r Role name
f File (Here is the file content itself)
fn File name
v Version number
k Symmetric key
EK Identity-based decryption key
SK Identity-based signature key
USERS File that stores the username
ROLES File that stores the role name and role’s key version number
FILES File that stores the file name and file’s key version number
SU Access control administrator
R.M Reference monitor deployed in the cloud
– Wildcard

A RBAC Model Based on Identity-Based Cryptosystem in Cloud Storage 367



2.3.2 User Addition and Deletion
addUðuÞ: User addition algorithm. When a new user joins the system, he needs to
register with the administrator and the administrator performs the user addition oper-
ation. The main steps are as follows:

Step 1: Add the username u to the file USERS.
Step 2: Generate the identity-based decryption key EKu and signature key SKu for
the user:

KeyGenIBEðuÞ ! EKu;KeyGen
IBSðuÞ ! SKu:

Step 3: Send EKu and SKu to the user via the trusted channel

delUðuÞ: User deletion algorithm. To delete a user from the system, the administrator
needs to do the following operations:

For each role r that contains user u, perform the operation *revokeUðr; uÞ.
The symbol � here means that the specific steps of this operation will be given later,

and the following appears � is synonymous with this.

2.3.3 Permission Addition and Deletion
addPuðfn; f Þ: Permission addition algorithm. Actually, the operation of adding per-
mission is that the user uploads file. The permission to read and write files is first
assigned to the administrator, who then assigns permission to the role. The main steps
are as follows:

Step 1: User generates the symmetric key required to encrypt the file:
KeyGenSym ! k.
Step 2: Build tuple F and tuple PA (the initial file key version number is set to 1),
the forms are as follows: hF; fn; 1;EncSymk ðf Þ; u; SignIBSu i, hPA; SU; ðfn;RWÞ; 1;
EncIBESU ðkÞ; u; SignIBSu i, and send them to the cloud.
Step 3: After receiving the two tuples, the reference monitor R.M deployed in the
cloud performs the following operations:

(1) Check that the tuple format is correct. If the format is correct, proceed to the next
step, otherwise send an error report.

(2) Verify that the user’s identity-based signature is legal. If the signature is legal,
that is:
VerifyIBSu ðhF; fn; 1;EncSymk ðf Þ; ui; SignIBSu Þ ¼ 1
VerifyIBSu ðhPA; SU; ðfn;RWÞ; 1;EncIBESU ðkÞ; ui; SignIBSu Þ ¼ 1
proceed to the next step, otherwise send an error report.

(3) Add the file name and file’s key version number ðfn; 1Þ to the file FILES, store the
two tuples to the appropriate location in the cloud.
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delPðfnÞ: Permission deletion algorithm. The deletion of permission is actually to
delete all tuples related to a file stored in the cloud. The administrator notifies R.M to
perform it. The main steps are as follows:

Step 1: R.M deletes ðfn; vfnÞ from file FILES.
Step 2: Delete all hF; fn;�;�;�;�i tuples and hPA;�; ðfn;�Þ;�;�;�;�i tuples.

2.3.4 Role Addition and Deletion
addRðrÞ: Role addition algorithm. The administrator adds a role to the system. The
main steps are as follows:

Step 1: Add role name and the initial version number ðr; 1Þ of role key to the file
ROLES.
Step 2: Generate the identity-based decryption key EKðr;1Þ and signature key SKðr;1Þ
for the role.
Step 3: Build tuple hUR; SU; ðr; 1Þ;EncIBESU ðEKðr;1Þ; SKðr;1ÞÞ; SignIBSSU i and send it
to R.M.
Step 4: R.M stores the received tuple to the corresponding location in the cloud.

Note that the initial version number of the role key is set to 1 here. And because the
administrator needs to assign users to roles in the future, the administrator first becomes
a member of the role so that the key of the role can be accessed later.

delRðrÞ: Role deletion algorithm. The administrator deletes the role in the system. The
main steps are as follows:

Step 1: Revoke ðr; vrÞ from file ROLES, delete all tuples hUR;�; ðr; vrÞ;�;�i.
Step 2: If role r is a parent role, delete all tuples hRH;�; ðr; vrÞ;�;�i; if role r is a
child role, delete all tuples hRH; ðr; vrÞ;�;�;�i, and perform operation
*delInhðr;�Þ on all of its parent roles.
Step 3: For each permission hfn; opi owned by role r, perform operation
*revokePðr; hfn;RWiÞ.

2.3.5 Role’s Inheritance Relationship Addition and Deletion
addInhðrc; rpÞ: Role’s inheritance relationship addition algorithm. The administrator
makes role rc inherit role rp, let rc have all permissions of rp. The main steps are as
follows:

Step 1: Download tuple hUR; SU; ðrp; vrpÞ;EncIBESU ðEKðrp;vrp Þ; SKðrp;vrp ÞÞ; SignIBSSU i
from the cloud and verify the signature.
If VerifyIBSSU ðhUR; SU; ðrp; vrpÞ;EncIBESU ðEKðrp;vrp Þ; SKðrp;vrp ÞÞi; SignIBSSU Þ ¼ 1, proceed
to the next step, otherwise send an error report.
Step 2: The administrator decrypts the decryption key and signature key of the
parent role from the UR tuple using his own decryption key EKSU :
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ðEKðrp;vrp Þ; SKðrp;vrp ÞÞ ¼ DecIBEEKSU
ðEncIBESU ðEKðrp;vrp Þ; SKðrp;vrp ÞÞÞ:

Step 3: Build tuple hRH; ðrc; vrcÞ; ðrp; vrpÞ;EncIBEðrc;vrc ÞðEKðrp;vrp Þ; SKðrp;vrp ÞÞ; SignIBSSU i
and send it to R.M.
Step 4: R.M stores the received tuple to the corresponding location in the cloud.

delInhðrc; rpÞ: Role’s inheritance relationship deletion algorithm. The administrator
deletes the inheritance relationship between role rc and role rp. For the parent role, it is
equivalent to remove a user from it. The main steps are as follows:

Step 1: Delete tuple hRH; ðrc; vrcÞ; ðrp; vrpÞ;EncIBEðrc;vrc ÞðEKðrp;vrp Þ; SKðrp;vrp ÞÞ; SignIBSSU i.
Step 2: Generate a new decryption key and signature key for the parent role:
KeyGenIBEððrp; vrp þ 1ÞÞ ! EKðrp;vrp þ 1Þ, KeyGenIBSððrp; vrp þ 1ÞÞ ! SKðrp;vrp þ 1Þ,
update the file ROLES to increase the role’s key version number by 1.
Step 3: Generate a new RH tuple for the other child roles (r0c 6¼ rc) of the parent role:
That is, hRH; ðr0c; vr0cÞ; ðrp; vrp þ 1Þ;EncIBEðr0c;vr0c Þ

ðEKðrp;vrp þ 1Þ; SKðrp;vrp þ 1ÞÞ; SignIBSSU i,
and upload it to R.M and replace the old tuples.
Step 4: Generate a new UR tuple for all user members of the parent role. That is,
build a new tuple hUR;�; ðrp; vrp þ 1Þ;EncIBE� ðEKðrp;vrp þ 1Þ; SKðrp;vrp þ 1ÞÞ; SignIBSSU i
and upload it to R.M.
Step 5: Generate a new PA tuple for all files that the parent role can access, the
specific steps are as follows:

(1) The administrator first downloads tuple hUR; SU; ðrp; vrpÞ;EncIBESU ðEKðrp;vrp Þ;
SKðrp;vrp ÞÞ; SignIBSSU i from the cloud and verifies the signature, proceed to next step if
the verification is passed.

(2) The administrator uses his own decryption key EKSU to decrypt the role’s
decryption key and signature key from the UR tuple:

ðEKðrp;vrp Þ; SKðrp;vrp ÞÞ ¼ DecIBEEKSU
ðEncIBESU ðEKðrp;vrp Þ; SKðrp;vrp ÞÞÞ:

(3) For each tuple hPA; ðrp; vrpÞ; ðfn; opÞ; vfn;EncIBEðrp;vrp ÞðkÞ; SU; SignIBSSU i, first use role’s
decryption key to decrypt the file’s symmetric key: k ¼ DecIBEEKðrp ;vrp Þ

ðEncIBEðrp;vrp ÞðkÞÞ.
Then build a new tuple hPA; ðrp; vrp þ 1Þ; ðfn; opÞ; vfn;EncIBEðrp;vrp þ 1ÞðkÞ; SU; SignIBSSU i
and upload it to R.M.

(4) Delete all hPA; ðrp; vrpÞ;�;�;�;�;�i tuples and hUR;�; ðrp; vrpÞ;�;�i tuples.

Step 6: Update the symmetric key of all files that parent role can access, the specific
steps are as follows:
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(1) Generate a new symmetric key for each file that parent role can access:
KeyGenSym ! k0.

(2) Generate a new PA tuple for all roles that have access to the above files: build a
new tuple hPA;�; ðfn; opÞ; vfn þ 1;EncIBE� ðk0Þ; SU; SignIBSSU i and upload it to R.M.

(3) Update file FILES, make the symmetric key version number of the file add 1.

Note that the write-time re-encryption policy is used in the role’s inheritance rela-
tionship deletion algorithm. The specific embodiment is: After step 6 is executed, the
cloud actually stores two versions of the PA tuple of files that the parent role can access.
The only difference between the two versions is that the file key version number and the
encrypted file’s symmetric key is different. When the file is read, the old symmetric key
is used for decryption; When the file is written, the new symmetric key is used for
encryption. This is the specific implementation of write-time re-encryption policy.

2.3.6 User Assignment and Revocation
assignUðr; uÞ: User assignment algorithm. The administrator assigns users to the roles.
The main steps are as follows:

Step 1: Download tuple hUR; SU; ðr; vrÞ;EncIBESU ðEKðr;vrÞ; SKðr;vrÞÞ; SignIBSSU i from the
cloud and verify the signature. If
VerifyIBSSU ðhUR; SU; ðr; vrÞ;EncIBESU ðEKðr;vrÞ; SKðr;vrÞÞi; SignIBSSU Þ ¼ 1, proceed to the
next step.
Step 2: The administrator uses his own decryption key EKSU to decrypt the role’s
decryption key and signature key from the UR tuple: ðEKðr;vrÞ; SKðr;vrÞÞ ¼
DecIBEEKSU

ðEncIBESU ðEKðr;vrÞ; SKðr;vrÞÞÞ.
Step 3: Build tuple hUR; u; ðr; vrÞ;EncIBEu ðEKðr;vrÞ; SKðr;vrÞÞ; SignIBSSU i and upload it to
R.M.
Step 4: R.M stores the received tuple to the corresponding location in the cloud.

revokeUðr; uÞ: User revocation algorithm. The administrator revokes a user from the
role. The main steps are as follows:

Step 1: Generate a new decryption key and signature key for role r:
KeyGenIBEððr; vr þ 1ÞÞ ! EKðr;vr þ 1Þ, KeyGenIBSððr; vr þ 1ÞÞ ! SKðr;vr þ 1Þ. Update
file ROLES, make the key version number of the role add 1.
Step 2: If role r has child roles, generate a new RH tuple for all its child roles. That
is, build a new tuple hRH;�; ðr; vr þ 1Þ;EncIBE� ðEKðr;vr þ 1Þ; SKðr;vr þ 1ÞÞ; SignIBSSU i and
upload it to R.M and replace all old tuples.
Step 3: Generate a new UR tuple for other user members ðu0 6¼ uÞ of the role. That
is, build a new tuple hUR; u0; ðr; vr þ 1Þ;EncIBEu0 ðEKðr;vr þ 1Þ; SKðr;vr þ 1ÞÞ; SignIBSSU i and
upload it to R.M.
Step 4: Generate a new PA tuple for files that all roles can access. The specific steps
are as follows:

(1) First download tuple hUR; SU; ðr; vrÞ;EncIBESU ðEKðr;vrÞ; SKðr;vrÞÞ; SignIBSSU i from the
cloud and verify the signature. If verification passed, proceed to the next step.
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(2) The administrator uses his own decryption key EKSU to decrypt the role’s
decryption key and signature key from the UR tuple: ðEKðr;vrÞ; SKðr;vrÞÞ ¼
DecIBEEKSU

ðEncIBESU ðEKðr;vrÞ; SKðr;vrÞÞÞ.
(3) For each tuple hPA; ðr; vrÞ; ðfn; opÞ; vfn;EncIBEðr;vrÞðkÞ; SU; SignIBSSU i, first use role’s

decryption key to decrypt the file’s symmetric key: k ¼ DecIBEEKðr;vr Þ
ðEncIBEðr;vrÞðkÞÞ.

Then build a new tuple hPA; ðr; vr þ 1Þ; ðfn; opÞ; vfn;EncIBEðr;vr þ 1ÞðkÞ; SU; SignIBSSU i
and upload it to R.M.

(4) Delete all hPA; ðr; vrÞ;�;�;�;�;�i tuples and hUR;�; ðr; vrÞ;�;�i tuples.
Step 5: Generate a new symmetric key for the files that all roles can access:
KeyGenSym ! k0.
Step 6: Generate a new PA tuple for all roles that have access to the files in step 5.
That is, for all hPA;�; ðfn; opÞ; vfn;EncIBE� ðkÞ; SU; SignIBSSU i, perform the following
operations:

(1) Build a new tuple hPA;�; ðfn; opÞ; vfn þ 1;EncIBE� ðk0Þ; SU; SignIBSSU i and upload it
to R:M.

(2) Update file FILES, make the symmetric key version number of file add 1.

The user revocation algorithm also uses the write-time re-encryption policy. After
step 6 is executed, the cloud also stores two versions of the PA tuple of the files that the
roles can access.

2.3.7 Permission Assignment and Revocation
assignPðr; hfn; opiÞ: Permission assignment algorithm. The administrator assigns per-
missions to the role. The main steps are as follows:

Step 1: If the role already has read access to the file and needs to add write access,
i.e. op ¼ RW and hPA; ðr; vrÞ; ðfn;RÞ; vfn;EncIBEðr;vrÞðkÞ; SU; SignIBSSU i already exists,

perform the following operations:

(1) Download all versions of hPA; ðr; vrÞ; ðfn;RÞ; vfn;EncIBEðr;vrÞðkÞ; SU; SignIBSSU i and

verify the signatures of tuples. If
VerifyIBSSU ðhPA; ðr; vrÞ; ðfn;RÞ; vfn;EncIBEðr;vrÞðkÞ; SUi; SignIBSSU Þ ¼ 1, proceed to the

next step.
(2) Build the new tuple hPA; ðr; vrÞ; ðfn;RWÞ; vfn;EncIBEðr;vrÞðkÞ; SU; SignIBSSU i, upload it

to R.M and replace old tuples.

Step 2: If the role does not have any permissions on the file, first download the tuple
hPA; SU; ðfn;RWÞ; vfn;EncIBESU ðkÞ; SU; SignIBSSU i from the cloud and verify the sig-
nature. If VerifyIBSSU ðhPA; SU; ðfn;RWÞ; vfn;EncIBESU ðkÞ; SUi; SignIBESU Þ ¼ 1, proceed to
next step.

(1) Decrypt the symmetric key of the file from PA tuple: k ¼ DecIBEEKSU
ðEncIBESU ðkÞÞ.
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(2) Build the new tuple hPA; ðr; vrÞ; ðfn; opÞ; vfn;EncIBEðr;vrÞðkÞ; SU; SignIBSSU i and upload

it to the cloud. After receiving the tuple, R.M stores it in the corresponding
location in the cloud.

revokePðr; hfn; opiÞ: Permission revocation algorithm. The administrator revokes a
permission from the role. The main steps are as follows:

Step 1: If only remove write permission and retain read permission, i.e. op ¼ W ,
perform the following operations: Download all versions of tuple hPA; ðr; vrÞ;
ðfn;RWÞ;�;EncIBEðr;vrÞðkÞ; SU; SignIBSSU i from the cloud and verify the signature.

If VerifyIBSSU ðhPA; ðr; vrÞ; ðfn;RWÞ;�;EncIBEðr;vrÞðkÞ; SUi; SignIBSSU Þ ¼ 1, build the new

tuple hPA; ðr; vrÞ; ðfn;RÞ;�;EncIBEðr;vrÞðkÞ; SU; SignIBSSU i, upload it to R.M and replace

the old tuple.
Step 2: If read and write permissions are revoked, i.e. op ¼ RW , then:

(1) Delete all hPA; ðr; vrÞ; ðfn;RWÞ;�;EncIBEðr;vrÞðkÞ; SU; SignIBSSU i tuples.
(2) Generate a new symmetric key for the file: KeyGenSym ! k0.
(3) Generate new PA tuples for all other roles that can access the files. That is, build a

new tuple hPA;�; ðfn; opÞ; vfn þ 1;EncIBE� ðk0Þ; SU; SignIBSSU i and upload it to R.M.
(4) Update file FILES, make the symmetric key version number of file add 1.

Note that in the step 2 of permission revocation algorithm, the write-time re-
encryption policy is also used. In step 3, a new version of PA tuple containing the file’s
new symmetric key is generated for the role, which is stored in the cloud along with the
PA tuple containing the file’s old symmetric key.

2.3.8 File Reading and Writing
readuðfnÞ: File reading algorithm. User reads a file, the main steps are as follows:

First, the user downloads the tuple hF; fn; vfn;EncSymk ðf Þ; ðr; vrÞ; SignIBSðr;vrÞi from the

cloud and verifies the signature. If
VerifyIBSðr;vrÞðhF; fn; vfn;Enc

Sym
k ðf Þ; ðr; vrÞi; SignIBSðr;vrÞÞ ¼ 1, do the following operations:

First Case: If the user is a member of role r and r has permission to read the file, i.e.
tuple hUR; u; ðr; vrÞ;EncIBEu ðEKðr;vrÞ; SKðr;vrÞÞ; SignIBSSU i and hPA; ðr; vrÞ; ðfn; opÞ; vfn;
EncIBEðr;vrÞðkÞ; SU; SignIBSSU i exist, download these two tuples from the cloud. Note that

because of the write-time re-encryption policy, you need to download the PA tuple
whose vfn is consistent with tuple F, the same is true of the following. Then verify the
signature of the tuple, if:

VerifyIBSSU ðhUR; u; ðr; vrÞ;EncIBEu ðEKðr;vrÞ; SKðr;vrÞÞi; SignIBSSU Þ ¼ 1;
VerifyIBSSU ðhPA; ðr; vrÞ; ðfn; opÞ; vfn;EncIBEðr;vrÞðkÞ; SUi; SignIBSSU Þ ¼ 1, perform the fol-

lowing operations:
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Step 1: The user uses his own decryption key EKu to decrypt the decryption key and
the signature key of the role r from the UR tuple: ðEKðr;vrÞ; SKðr;vrÞÞ ¼
DecIBEEKu

ðEncIBEu ðEKðr;vrÞ; SKðr;vrÞÞÞ.
Step 2: Use r’s decryption key EKðr;vrÞ to decrypt the symmetric key of the
encrypted file from the PA tuple: k ¼ DecIBEEKðr;vr Þ

ðEncIBEðr;vrÞðkÞÞ.
Step 3: Use k to decrypt the encrypted file from the F tuple: f ¼ DecSymk ðEncSymk ðf ÞÞ.

Second Case: If the user is a member of the role r and r is a child role of the role r0, r0

has the permission to read the file fn, i.e. the following tuple exists:

hUR; u; ðr; vrÞ;EncIBEu ðEKðr;vrÞ; SKðr;vrÞÞ; SignIBSSU i

hRH; ðr; vrÞ; ðr0; vr0 Þ;EncIBEðr;vrÞðEKðr0;vr0 Þ; SKðr0;vr0 ÞÞ; SignIBSSU i

hPA; ðr0; vr0 Þ; ðfn; opÞ; vfn;EncIBEðr0;vr0 ÞðkÞ; SU; SignIBSSU i

Then download the three tuples from the cloud and verify the signature. If the
signature is valid, perform the following operations:

Step 1: The user uses his own decryption key EKu to decrypt the decryption key and
the signature key of the role r from the UR tuple: ðEKðr;vrÞ; SKðr;vrÞÞ ¼
DecIBEEKu

ðEncIBEu ðEKðr;vrÞ; SKðr;vrÞÞÞ.
Step 2: Use r’s decryption key EKðr;vrÞ to decrypt the decryption key and signature
key of r0 from the RH tuple:

ðEKðr0;vr0 Þ; SKðr0;vr0 ÞÞ ¼ DecIBEEKðr;vr Þ
ðEncIBEðr;vrÞðEKðr0;vr0 Þ; SKðr0;vr0 ÞÞÞ

Step 3: Use r0’s decryption key EKðr0;vr0 Þ to decrypt the symmetric key of the
encrypted file from the PA tuple: k ¼ DecIBEEKðr0 ;vr0 Þ

ðEncIBEðr0;vr0 ÞðkÞÞ.
Step 4: Use k to decrypt the encrypted file from the F tuple: f ¼ DecSymk ðEncSymk ðf ÞÞ.

writeuðfn; f Þ: File writing algorithm. The user writes the file, that is, updates the file.
The main steps are as follows:

First Case: If the user is a member of role r and r has permission to write the file fn.
That is, tuple hUR; u; ðr; vrÞ;EncIBEu ðEKðr;vrÞ; SKðr;vrÞÞ; SignIBSSU i and hPA; ðr; vrÞ;
ðfn;RWÞ; vfn;EncIBEðr;vrÞðkÞ; SU; SignIBSSU i exist. Then download these two tuples from the

cloud and verify the signature. Note that due to the write-time re-encryption policy, the
latest version of the file key is used here, i.e. download the largest version of the PA
tuple in vfn. The same is true of the following.

If VerifyIBSSU ðhUR; u; ðr; vrÞ;EncIBEu ðEKðr;vrÞ; SKðr;vrÞÞi; SignIBSSU Þ ¼ 1 and VerifyIBSSU

ðhUR; ðr; vrÞ; ðfn;RWÞ; vfn;EncIBEðr;vrÞðkÞ; SUi; SignIBSSU Þ ¼ 1, perform the following

operations:
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Step 1: The user uses his own decryption key EKu to decrypt the role’s decryption
key and signature key from the UR tuple: ðEKðr;vrÞ; SKðr;vrÞÞ ¼ DecIBEEKu

ðEncIBEu ðEKðr;vrÞ; SKðr;vrÞÞÞ.
Step 2: User r’s decryption key EKðr;vrÞ to decrypt the symmetric key of the
encrypted file from the PA tuple: k ¼ DecIBEEKðr;vr Þ

ðEncIBEðr;vrÞðkÞÞ.
Step 3: Build the new tuple hF; fn; vfn;EncSymk ðf 0Þ; ðr; vrÞ; SignIBSðr;vrÞi and upload it

to R.M.
Step 4: After R.M receives the tuple, it performs the following operations:

(1) Check that the tuple’s format is correct. If the tuple’s format is correct, then
proceed to the next step.

(2) Verify the signature. If VerifyIBSðr;vrÞðhF; fn; vfn;Enc
Sym
k ðf 0Þ; ðr; vrÞi; SignIBSðr;vrÞÞ ¼ 1,

proceed to the next step.
(3) R.M checks if role r has permission to write the file fn. That is, check if tuple

hPA; ðr; vrÞ; ðfn;RWÞ; vfn;EncIBEðr;vrÞðkÞ; SU; SignIBSSU i exists. If the tuple exists and

the signature is valid, then R.M uses the new tuple F instead of the old tuple.
(4) Delete all PA tuples associated with file fn and whose version numbers are less

than vfn.

Second Case: If the user is a member of the role r and r is a child role of the role r0, r0

has the permission to write the file fn, i.e. the following tuple exists:

hUR; u; ðr; vrÞ;EncIBEu ðEKðr;vrÞ; SKðr;vrÞÞ; SignIBSSU i

hRH; ðr; vrÞ; ðr0; vr0 Þ;EncIBEðr;vrÞðEKðr0;vr0 Þ; SKðr0;vr0 ÞÞ; SignIBSSU i

hPA; ðr0; vr0 Þ; ðfn;RWÞ; vfn;EncIBEðr0;vr0 ÞðkÞ; SU; SignIBSSU i

Download the three tuples from the cloud and verify the signature. If the signature
is valid, perform the following operations:

Step 1: The user uses his own decryption key EKu to decrypt the role r’s decryption
key and signature key from the UR tuple: ðEKðr;vrÞ; SKðr;vrÞÞ ¼ DecIBEEKu

ðEncIBEu

ðEKðr;vrÞ; SKðr;vrÞÞÞ.
Step 2: Use r’s decryption key EKðr;vrÞ to decrypt the decryption key and signature
key of r0 from the RH tuple:

ðEKðr0;vr0 Þ; SKðr0;vr0 ÞÞ ¼ DecIBEEKðr;vr Þ
ðEncIBEðr;vrÞðEKðr0;vr0 Þ; SKðr0;vr0 ÞÞÞ:

Step 3: Use r0’s decryption key EKðr0;vr0 Þ to decrypt the symmetric key of the
encrypted file from the PA tuple: k ¼ DecIBEEKðr0 ;vr0 Þ

ðEncIBEðr0;vr0 ÞðkÞÞ.
Step 4: Build the new tuple hF; fn; vfn;EncSymk ðf 0Þ; ðr0; vr0 Þ; SignIBSðr0;vr0 Þi and upload it

to R.M.
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Step 5: After R.M receives the tuple, it performs the following operations:

(1) Check that the tuple’s format is correct. If the tuple’s format is correct, then
proceed to the next step.

(2) Verify the signature. If VerifyIBSðr;vrÞðhF; fn; vfn;Enc
Sym
k ðf 0Þ; ðr0; vr0 Þi; SignIBSðr0;vr0 ÞÞ ¼ 1,

proceed to the next step.
(3) R.M checks if role r has permission to write the file fn. That is, check if the

following tuples exist:

hRH; ðr; vrÞ; ðr0; vr0 Þ;EncIBEðr;vrÞðEKðr0;vr0 Þ; SKðr0;vr0 ÞÞ; SignIBSSU i

hPA; ðr0; vr0 Þ; ðfn; opÞ; vfn;EncIBEðr0;vr0 ÞðkÞ; SU; SignIBSSU i

If the tuples exist and the signature is valid, then R.M uses the new tuple F instead
of the old tuple.

Delete all PA tuples associated with file fn and whose version numbers are less
than vfn.

3 Conclusions

This paper combines identity-based cryptosystems and role-based access control models
(RBAC1 model), and built an RBAC scheme based on identity cryptosystem in cloud
storage. This paper first describes the application scenario and entity composition of the
scheme; then gives the formal definition of the scheme; then describes the key technologies
of the scheme, and introduces the four tuples used to describe the access control policy in
detail and the designed optimization method in order to improve system efficiency-hybrid
encryption policy and write-time re-encryption policy; this paper also gives a detailed
description of the scheme, specific to each step of each operation; finally analyzes the
scheme to prove that the scheme is correct, access control protected and secure.
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Abstract. Cloud storage security has been widely focused by the industry and
academia in recent years. Differing from the previous researches on cloud data
integrity audit, we pay more attention to the security of log generated during the
operation of cloud data. While cloud data is damaged and tampered by various
security threats (e.g. faulty operations, hacker attacks etc.), it is one of the most
common methods to track accidents through log analysis. Therefore, ensuring
the integrity of the log files is a prerequisite for completing the incident tracking.
To this end, this paper proposes a public model for verifying the integrity of
cloud log based on a third party auditor. In order to prevent the log data from
being tampered with, we aggregate the log block tags by using the classic
Merkle hash tree structure and generate the root node which will be stored in the
blockchain. In addition, the proposed scheme does not leak any log content
during public audit. The theoretical analysis and experimental results show that
the scheme can effectively implement the security audit of cloud logs, which is
better than the past in terms of computational complexity overhead.

Keywords: Public auditing � Cloud forensics � Cloud security �
Forensic investigation

1 Introduction

The various benefits of emerging cloud computing and its storage service have attracted
a lot of enterprises and private users. Although it is popular with companies and private
users, cloud storage can be targeted by criminals. As the users outsource their local data
to the cloud, the security of data on the cloud becomes a very important issue [1].
Compared with the local environment, the dynamic nature of cloud computing makes
traditional data security solutions become powerless, which brings greater challenges to
the protection of cloud data [2–4]. Especially for users as the government, banking,
securities, insurance and other industries, as well as large enterprise users, they attach
great importance to data security. If sensitive data is stolen or leaked, it will cause huge
losses to cloud users. Besides, there is another possibility that cloud service may be
abused. For example, criminals can also store and hide incriminating and illegal
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materials in cloud, even distribute illegal information through shared cloud storage
service [5].

Different to the previous cloud auditing research [6–8], we pay more attention to
the security of log generated during the operation of cloud data. As any user behavior is
recorded by cloud service provider as activity logs, the logs can be an important
resource for extracting user behavior characteristics or illegal behavior. Collecting
evidence of incidents or crimes involving cloud users and cloud services used by them
is known as digital forensics (or cloud forensics) [9, 10]. Hence, logs are critical
evidence in cloud forensics [11]. With analyzing logs, investigators can trace back after
the event to obtain important clues [12]. However, acquisition of logs is completely
dependent on the cloud service provider because logs are generated and stored by them.
Considering that after an incident, the cloud service provider may modify the log data
in order to evade responsibility. And the existence of some hardware and software
failure factors will inevitably lead to the destruction of data. Therefore, the logs pro-
vided directly by the cloud service provider are not completely trusted. In our threat
model, the cloud provider is honest when generates the log. However, after that the
provider may hide the fact that logs have been tampered with, or even manipulate the
logs for some business interests. An incompletely trusted log will throw subsequent
investigations and forensics into a dilemma. To this end, ensuring the integrity of logs
in cloud storage must be achieved before log analysis in digital forensics.

As trustworthy logs are very critical for digital forensics, researchers have come up
with several solutions to ensure the security of log. However, most of current schemes
focused on the secure logging method. Although some of them supported public veri-
fication, the schemes required downloading the whole logs for verification, which was
not practical for cloud environment. In [13], public auditing for operation behaviors log
in cloud storage was introduced, which enhanced the credibility of forensic results.
However, the scheme was complex and caused large computational and communication
overhead. On this basis, we made some improvements. In this paper, we present a novel
public secure auditing scheme for logs in cloud based on blockchain. As blockchain can
ensure the integrity and non-repudiation of data [14], the properties of blockchain make
it suitable for protecting log security. However, the size of log in cloud is generally
significant and it is not realistic to store log in the blockchain. Therefore, we just store
only a small amount of important auxiliary information on the blockchain. In addition,
considering that log information is highly sensitive and user’s privacy issues are directly
related to it, we use random masking technique proposed in [15], enabling the auditor to
audit the logs without learning the log content. The proposed scheme ensures that the
forensic investigators get secure and reliable logs.

The contributions of this paper are as follows:

1. We designed a secure and efficient auditing scheme for logs recording activities of
users generated in cloud environment.

2. We introduce blockchain to prevent external attacker or CSPs from tempering with
the logs after-the-fact.
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3. We evaluate the performance of the proposed scheme by experiments and com-
parisons with the state-of-the-art schemes and prove our advantage in computing
overhead.

The rest of this paper is organized as follow. Section 2 provides some background
information and our public auditing model for logs in cloud storage. Section 3 presents
our scheme in detail. In Sect. 4, we provide the performance evaluation, and finally we
conclude in Sect. 5.

2 Problem Statement

2.1 Public Auditing Model for Logs in Cloud Storage via Blockchain

A representative public auditing model for cloud storage logs is illustrated in Fig. 1.
The model includes three different entities as follows:

Users, an entity that needs to store large amounts of data in the cloud. The user is
the owner of the data and has the right to share data (the data hosted by the user can be
shared), which can be an individual or an organization.

Cloud Storage Provider (CSP), an entity that is responsible for supervising and
maintaining the outsourced data provided by users. At the same time, in order to meet
user needs, CSP also provides related services such as cloud computing and logging.

Third Party Auditor (TPA), an entity that is authorized by the user or its forensic
institution to verify the integrity of log operations on the cloud and return the verifi-
cation results.

In general, users hosting large amounts of data on a cloud server can greatly reduce
local storage and computational overhead. In addition, data stored on the cloud can be
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Fig. 1. Public auditing model for logs in cloud storage via blockchain
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easily shared with others. Generally, users and other data visitors who are granted legal
rights can complete a series of operations on data through cloud services, such as
adding, deleting, and modifying cloud data. And every operation of the data should be
recorded in the log by the cloud service provider correctly, since there may be illegal
operations on cloud data. Once the data is destroyed, we need to obtain evidence of
illegal operations through log analysis. Determining the integrity of the log before log
analysis is the key to solving the above problem. Therefore, we introduced a log
integrity audit. In cloud data integrity auditing, a common practice is to introduce a
trusted third party to improve the credibility of the audit process. In view of this, we
propose a public audit model for logs in cloud storage based on third parties and use the
blockchain as an aid.

2.2 Design Objectives

To efficiently support public verification of log integrity in cloud storage, our protocol
is designed to achieve the following security and performance objectives:

• Public auditing: to enable any authorized TPA to verify the integrity of the cloud
logs.

• Auditing correctness: to ensure that there exist no cheating cloud logs that can pass
TPA’s audit without indeed storing logs intact.

• Privacy preserving: to ensure that TPA cannot directly or indirectly obtain the
actual log content during the auditing process.

• Blockless verification: to ensure that the actual log data does not need to be
retrieved during the audit process.

• Lightweight: to enable TPA to carry out auditing with minimum communication
and computation costs.

3 The Proposed Scheme

In this section, we first briefly introduce the preliminaries that will be used to construct
the proposed scheme. Then, we present our public auditing for logs in cloud storage
with all design details.

3.1 Preliminaries

Homomorphic Hash Function: A homomorphic hash function H is a collision-
resistant hash function that for any vectors a; b and scalars a; b holds that
H aaþ bbð Þ ¼ HðaÞaHðbÞb. Collision resistance implies that if one knows vectors
H cð Þ ¼ HðaÞaHðbÞb then it must be c ¼ aaþ bb [16].

Merkle Hash Tree (MHT): Merkle hash tree is a classic validation data structure [17]
and is often used to verify the data integrity. As Fig. 2. Shows, it is a binary tree
consisting of a root node, a set of intermediate nodes, and a set of leaf nodes. The bottom
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leaf node contains the stored data or its hash value. Each intermediate node is the hash
of the contents of its two child nodes as well as the root node [18], such as
hd ¼ hðh N3ð Þjjh N4ð ÞÞ. Suppose the verifier has the value hr corresponding to the root
node and he wants to verify the integrity of N3 and N6. Then, only the certifier needs to
provide relevant auxiliary information X ¼ fN3; N6; h N4ð Þ; h N5ð Þ; hc; hf g. The veri-
fier could use the auxiliary information to recursively obtain the root node h

0
r by con-

structing the MHT and check whether the calculated h
0
r is the same as the authentic one.

Blockchain Technology: Blockchain [19] is a distributed general ledger technology
derived from digital cryptocurrency bitcoin [20]. The development of this technology
has aroused widespread concern in industry and academia. From a technical point of
view, blockchain is a combination of innovations in various technologies, such as peer-
to-peer network technology, asymmetric encryption technology, consensus mechanism,
smart contracts, etc. Therefore, blockchain technology has many features and we have
briefly summarized it here:

• Decentralization. A blockchain is a point-to-point network composed of many
nodes. There is no centralized device and management organization. The mainte-
nance of the network depends on all the nodes with maintenance functions in the
network. Each node has equal status.

• Dependence. The blockchain operation rules and inter-node data are open and
transparent, and nodes do not need to rely on trusted third parties to establish trust
relationships in advance.

• Irreversibility. The latter block in the blockchain system stores the hash value of the
previous block. Therefore, to tamper with the data of a certain block, the data
content of the block and all subsequent blocks must be modified accordingly. So,
tampering with data in a blockchain system is computationally infeasible.

• Traceability. The blockchain stores data by using a time-stamped chained block
structure. So, the transactions on the chain are traceable.

N1 N2 N3 N4 N5 N6 N7 N8

h(N1) h(N2) h(N4)h(N3) h(N5) h(N6) h(N8)h(N7)

root

BA

FEDChC hd he hf

ha hb

hr

Fig. 2. Example of Merkle hash tree
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3.2 Description of the Proposed Scheme

In our scheme, after each user operation is detected, a log entry e will be generated by
CSP. The log entries generated within a certain period constitute a log block Bi =
{ei1, …, eis}. A log file F, which needs to be verified, consists of a fixed number of log
blocks: {B1, …, Bn}. Let H(∙) and h(∙) denote a homomorphic hash function and a one-
way hash function respectively, G be a multiplicative cyclic group of the prime order q,
g represent the generator of G. The system public parameters are {G, q, g, H, h}.

Specifically, our scheme consists of 4 algorithms: {Setup, Challenge, Prove, verify}.
The details of the proposed scheme are as follows:

1. Setup Algorithm: In this algorithm, the CSP generates a key pair. Then, CSP
computes a tag for each log block Bi of the log file F, and constructs a Merkle tree
with hashes of log block tags as leaf nodes. Finally, the CSP stores all the tags and
publishes the tree root into blockchain to protect the integrity of the tags.
a. The CSP generates tag ri for each log block Bi as:

ri ¼ H
Xs

j¼1
eij

� �
ð1Þ

Let R = {ri} be the set of tags, where 1 � i � n.
b. The CSP uses tags as leaf nodes to construct a Merkle tree MT and generates the

tree root R. Finally, the CSP publishes the tree root R with blockchain to prevent
the tags from being altered.

2. Challenge Algorithm: This algorithm is conducted by the TPA to generate an
auditing challenge for checking the integrity of logs in the cloud. The TPA first
randomly picks a set L = {l1, …, lc} with c elements, where 1 � li � n. Then, the
TPA chooses a random value vi 2 ℤp, for each element l 2 L. Finally, the TPA
sends the auditing challenge chal = {i, vi} to the CSP, where i 2 L.

3. Prove Algorithm: After receiving the auditing challenge, the CSP runs this algo-
rithm to generate a proof of log integrity as follows:
a. The CSP first chooses s random valuer wj 2 ℤp, 1 � j � s. Then, the CSP

computes

W ¼ H
Xs

j¼1
wj

� �
ð2Þ

Ej ¼
X
i2L

vi � eij þwj ð3Þ

b. The CSP generates the sibling path from the leaf nodes {ri} to the root node in
the tree as an auxiliary information {Xi}, where i 2 L. Finally, the CSP responds
the TPA with proof P = {W, Ej, {ri, Xi}i 2 L} j 2 S.

4. Verify Algorithm: In this algorithm, the TPA first retrieves the root R from the
blockchain. Then, the TPA computes root r using the received {ri, Xi}i 2 L and
checks that if r and R are equal. If r is not the same value as R, the TPA outputs
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False, which means that the tags of the log blocks stored in cloud has been tam-
pered with. Otherwise, the TPA checks where the following equation holds:

W �
Y
i2L

rvii ¼ H
Xs

j¼1
Ej

� �
ð4Þ

If the equation holds, output TRUE; otherwise, False.
Here, we give the demonstration about the correctness of the verification Eq. (5) as

follows:

Right ¼ H
Xs

j¼1

X
i2L

vi � eij þwj

 ! !

¼ H
Xs

j¼1

X
i2L

vi � eij þ
Xs

j¼1
wj

 !

¼ H
X
i2L

vi
Xs

j¼1
eij

� � !
� H

Xs

j¼1
wj

� �

¼
Y
i2L

H
Xs

j¼1
eij

� �vi �W
¼
Y
i2L

ri
vi �W ¼ Left

ð5Þ

4 Performance Evaluation

4.1 Theoretical Analysis

We compare our scheme with ref. [18] in terms of computational cost. For conve-
nience, we define the following notations to denote the operations. EXP and MUL to
denote the complexity of one exponentiation operation and one multiplication opera-
tion on Group G respectively. With the use of homomorphic hash function, our
computation overhead in tag generation for each log file is nEXP operations, where n is
the number of elements in block, compared with the overhead in [18] which is 2nEXP
and n hash operation. Since both schemes use Merkle hash tree, we do not consider the
time of constructing the MHT in this section. In our scheme, the CSP runs the Prove
algorithm with one EXP and c MUL operations, where c is the number of challenged
blocks. After that, TPA runs Verify algorithm with (c + 1) EXP and one MUL oper-
ations. However, in [18] needs cEXP and cMUL operations while the TPA needs two
Pairing, 2cEXP and cMUL operations. In conclusion, our scheme can reduce compu-
tation overhead in both CSP and TPA side.
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4.2 Experimental Results

In this subsection, we show the performance of our scheme by the experiments
implemented with python based on Pairing Base Cryptography (PBC) library version
0.5.14 and employs an MNT d159 curve based on 160-bit group order to achieve 80-bit
security parameter. We conduct all the experiments on a Linux system (ubuntu 16.04.2
LTS x64 with 4.8.0 kernel version) with an Intel Xeon E3-1225 v5 CPU at 3.31 GHz,
8 GB RAM and a 7200 RPMSATA 2 TB. All the results are the averages of 20 trials.
In experiments, we assume that a log file is 20 MB composed by 5000 blocks.

We conduct the experiments for tag generation and evaluate its performance in
Fig. 3, where the number of blocks is increased from 200 to 2000 with intervals of 200.
As we can see, the time cost of tag generation linearly increases with the number of
blocks, which ranges from 315.56458 ms to 3059.623603 ms.
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Fig. 3. The computation overhead of tag generation under different number of blocks
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The computation cost for the algorithm challenge, proof and verify is shown in
Figs. 4 and 5. The results of these experiments under different number of challenged
blocks varied from 100 to 1000 show that the time in different auditing phases increases
proportionally to the number of challenged blocks. From the above experimental results,
it is clearly that most of the computation overhead is taken by the CSP and TPA only
costs a little time. Therefore, our proposed scheme achieves high efficiency on TPA side.

5 Conclusion

In this paper, we present a public auditing scheme for logs in cloud storage with
privacy preserving. Specifically, we utilize homomorphic hash function to generate tag
of log block. As the tag is generated by the CSP and the CSP is not completely trusted,
we aggregate the log tags by Merkle hash tree and publish the tree root with block-
chain, which not only reduces the computation cost of CSP to generate tags, but also
prevents the log tags from being tampered with. Besides, our proposed scheme can
support public auditing without leaking the log content with the use of random masking
technique. The theoretical analysis and experiment results show that the proposed
scheme has a good performance.
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Abstract. Web scan is one of the most common network attacks on the
Internet, in which an adversary probes one or more websites to discover
exploitable information in order to perform further cyber attacks. For a
coordinated web scan, an adversary controls multiple sources to achieve
a large-scale scanning as well as detection evasion. In this paper, a novel
detection approach based on hierarchical correlation is proposed to iden-
tify coordinated web campaigns from the labelled malicious sources. The
semantic correlation is used to identify the malicious sources scanning
the similar contents, and the temporal-spatial correlation is employed
to identify malicious campaigns from the semantic correlation results.
In both correlation phases, we convert the clustering problem into the
group partition problem and propose a greedy algorithm to solve it. The
evaluation shows that our algorithm is effective in detecting coordinated
web scan attacks, since the metric Precision for detection can achieve
1.0, and the metric Rand Index for clustering is 0.984.

Keywords: Web security · Coordinated scan ·
Hierarchical correlation · Cyber security

1 Introduction

Web scan is one of the most common web attacks on the Internet. During a web
scan attack, an adversary probes one or more websites to discover exploitable
information in order to perform further cyber attacks. According to the adver-
saries’ intension, web scan attacks can be classified into three categories, i.e., web
vulnerability scan, sensitive information scan and webshell scan. As a reconnais-
sance method, scanning is very important for subsequent attacks. For example,
it is reported that more than 3,500 websites were added unauthorized code by
attackers using automated scripts to scan these websites and find exploitable
bugs in January, 2016 [1].
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To achieve large-scale or comprehensive web reconnaissance, an adversary uti-
lize multiple sources to scan the responding websites in a coordinated web scan.
Furthermore, employing multiple sources can make the scan activities remain
stealthy, and accordingly avoid detection. Coordinated web scan campaigns of
different scan types vary greatly in the access patterns. Coordinated scan sources
for web vulnerabilities are probably similar with legitimate web crawlers due to
the significant temporal synchronicity in their time series. The reason is that
adversaries usually employ multiple sources to scan simultaneously in order to
gather as much information as possible in a short time duration. While with
regarding to sources in a coordinated scan for sensitive information or web-
shell, the access patterns are totally different. Since a few requests sent in these
scan activities, adversaries may control multiple sources to scan different targets
alternately.

Detection of single-source web scan activity is similar to web application
attacks detection, and there are plenty of methods proposed [2–8] in the liter-
ature. However, those methods cannot identify the correlation of multiple web
scan sources. The coordinated port scan detection has been addressed in many
works [9–14], which put the emphasis on measuring the relativity between differ-
ent sources. However, profiling web scan activities is quite a contrast to profiling
port scan activities. The searching space for a port scan is limited and pre-
dictable due to the limited range of networking ports, but that for web scan is
unlimited. Consequently the methods for coordinated port scan detection can
not be applied to coordinated web scan detection. Jacob et al. [15] proposed
PUBCRAWL to achieve malicious web crawlers detection and crawling campaign
attribution. Their method can be used for coordinated web vulnerability scan
detection, but it is not suitable for the other two scan types.

In this work, a novel detection approach is proposed to identify coordinated
web scanners from the labelled malicious sources. We employ a hierarchical cor-
relation model to comprehensively analyze the similarity of different sources.
For the labelled malicious scan sources and the corresponding web traffic logs,
the semantic correlation is deployed to aggregate malicious sources into groups.
Sources in each group are semantically similar with each other. Then we employ
the temporal-spatial correlation to each group in order to find the coordinated
scanners. In both correlation phases, we convert the clustering problem into the
group partition problem and propose a greedy algorithm to solve it. Our eval-
uation is carried out on a large dataset collected from a web hosting service
provider with about 25 million web traffic log entries. We respectively quantify
the capabilities of detection and clustering of our method. The evaluation results
show that our algorithm is effective in detecting coordinated web scan activi-
ties, since the metric Precision for detection can achieve 1.0 at the best, and the
metric Rand Index for clustering is 0.984.

We organize this paper as following: Sect. 2 presents our insight on coordi-
nated web scan attacks. Related work is introduced in Sect. 3. Section 4 gives an
overview of our approach and more details on the hierarchical correlation model.
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The evaluation of our approach is in Sect. 5. Finally we make a discussion and
conclude the paper in Sect. 6.

2 Coordinated Web Scan

As an important reconnaissance approach, a web scan is used by an adversary
to gather information about the responding websites. We summarize web scan
attacks into three categories according to the adversaries’ intension.

– Web Vulnerability Scan. A typical website usually has three layers, i.e.,
the web server, some third-party web application frameworks and the busi-
ness application. Web vulnerabilities consist of web application vulnerabilities
(e.g., SQL or code injections, Cross-Site Scripting) and web server vulnera-
bilities (e.g., IIS, Apache, Tomcat). The web application vulnerabilities in
known third-party web application frameworks are most concerned by adver-
saries, for instance, the Apache Struts framework vulnerabilities including
CVE-2017-5638 and CVE-2018-11776. To scan web vulnerabilities of a web-
site, adversaries need to crawl the structure of the website and determine
which query URLs may be vulnerable. Hence they always employ some auto-
mated tools to make a comprehensive scan, in which the amount of requests is
large and the time duration of scanning is long compared to the benign users’
traffic. IBM AppScan, HP WebInspect, Acunetix Scanner and Nikto are the
most popular web application vulnerabilities scan tools. Adversaries usually
perform web vulnerability scan attacks aiming at a handful of websites.

– Sensitive Information Scan. The misconfiguration of a website may lead to
open access of sensitive information about the web application and sensitive
files on the web server. Typical sensitive information includes backup files,
configuration files, password files and administrative interfaces. It is not nec-
essary to crawl the structure of the website for scanning sensitive information,
and an adversary can employ a black list and an open-sourced web crawler
to perform a scan attack. For this type of scan, the amount of requests is
small and the time duration of scanning is short. Adversaries usually perform
large-scale sensitive information scan attacks on the Internet.

– Webshell Scan. A webshell is a malicious backdoor uploaded by an
adversary to control a compromised website. Compared to compromis-
ing a website, it is easier to determine whether or not a website
has contained a known webshell. An adversary can perform a webshell
scan attack with a black list on URLs of known webshells, such as
“/plus/mytag js.php?aid=9090”,“/plus/90sec.php”. As same as the sensitive
information scan, the amount of requests is small and the time duration of
scanning is short in a webshell scan attack, and the scan scale is large.

Table 1 presents the comparison of the three web scan types from four aspects,
including the scan scale, request amounts, time duration and whether specialized
scanner tools are needed.
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Table 1. Comparison of web scans.

Type Scale Requests amountsTime durationSpecialized tools

Web vulnerability scan Small Large Long Yes

Sensitive information scanLargeSmall Short No

Webshell scan LargeSmall Short No

During a coordinated web scan, an adversary employs multiple sources to
scan the responding websites in order to improve efficiency and evade detection.
Different sources in a coordinated web scan sweep websites for similar exploitable
information, so there may be likenesses of semantic content between their web
requests. In addition, adversaries may manipulate multiple sources to scan the
target websites synchronously or alternately. If they perform scan attacks at the
same time, there may be significant temporal synchronicity between their access
patterns, which is the same as the distributed web crawlers. If they scan the
target websites in turn, it is hard to discriminate between multiple sources within
a coordinated scan and multiple adversities with the same scanner tool. However,
from our observation, most of coordinated sources alternatively carrying out scan
attacks are usually in a subnet of IP addresses. In other words, there is spatial
similarity for the alternative coordinated web scan sources. Most of coordinated
web vulnerability scan campaigns conform to the previous pattern, while most
of coordinated sensitive information and webshell scan activities comply with
the latter pattern.

Two examples of coordinated web scanners with different access patterns
are shown in Fig. 1. Figure 1(a) illustrates the time series of four scan sources
carrying out a web vulnerability scan attack. Since the time duration for a web
vulnerability scan is relatively long, the temporal synchronicity is significant
from their time series. The four sources in Fig. 1(b) belong to a webshell scan
campaign, and they swept targets alternatively. Owing to the small volume of
requests, their time series seem irrelevant. However their IP addresses are in the
same /24 subnet and they used the similar source ports for scanning, indicating
that they belong to the same malicious campaign.

3 Related Work

The concept of coordinated attack was first introduced by Green [9]. The author
analyzed various coordinated attacks and probes, including traceroutes, Net-
BIOS scans, Reset scans, SFRP scans and DNS server exploit attempts. Braynov
et al. [10] defined two types of cooperation for the coordinated attack: action
correlation and task correlation. Gates et al. [11] developed a detection algorithm
to recognize coordinated port scan activities based on the set covering technique.
Zhou et al. [12] summarized different coordinated attacks including large-scale
stealthy scans, worm outbreaks and distributed denial-of-service attacks, and
gave a review of collaborative intrusion detection systems for detecting such
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Fig. 1. Examples of coordinated web scanners with different access patterns

attacks. Elias et al. [13] presented an approach to fingerprint probing activity
and inferred the machinery of the scan based on time series analysis techniques.
Mazel et al. [14] provided a method to find the relationship of different scan
sources based on the overlap and structure of destination IPs.

All of the above detection methods focus on the port scan attack. For the
port scan, the scanning space is limited, which is only the range from 0 to 65535.
It is practical to identify the correlation between different scanners based on the
individual coverage of the whole scanning space. However, for the web scan,
the scanning space is unlimited because the length of a HTTP request can be
long enough. Accordingly, it is difficult to profile a web scanner’s communication
and predict its activities. Consequently the methods for coordinated port scan
detection can not apply to coordinated web scan detection.

For coordinated web scan attacks, Xie et al. [5] introduced a clustering based
approach named Scan Hunter to detect HTTP scanners, which can be used to
identify scanners with the same scanner tool, but cannot distinguish the coor-
dinated scan sources. Jacob et al. [15] proposed a method named PUBCRAWL for
detecting malicious crawler campaign by identifying synchronized traffic. They
also utilized time series clustering to aggregate similar time series from detected
malicious crawlers. Squared Euclidean Distance is the metric for measuring the
similarity between time series. Obviously, it can only detect the synchronous web
scanners mentioned previously, and for the alternating web scanners it doesn’t
work.

4 Methodology

In our detection method, we employ a hierarchical correlation model to compre-
hensively analyze the similarity of different sources from the semantic charac-
teristic and the temporal-spatial characteristic. For the labelled malicious scan
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sources and the corresponding web traffic logs, a semantic correlation is firstly
employed to aggregate malicious sources into groups. Sources in each group are
scanners with similar tools to scan similar contents. Then for each semantic
similar group, a temporal-spatial correlation is utilized to find the coordinated
scanners. The concept of our methodology is shown in Fig. 2.

For the semantic correlation, we use a word set to profile a scan source’s
visiting behavior and construct a similarity matrix with the Jaccard distance as
the similarity metric. Because there is no knowledge of the number of clusters
in advance, we transform the similarity matrix into the adjacency matrix with
a similarity threshold and convert the problem of clustering into partitioning.

For the temporal-spatial correlation, the time series of each source in a seman-
tic similar group are extracted at first. If two time series have overlaps, we com-
pute the Pearson correlation coefficient to measure the similarity between them.
While if two series don’t overlap and the two sources are in the same subnet of
IP address, we denote they are correlated and the similarity is set to 1. As same
as the semantic correlation, we employ the group partition technique to identify
coordinated scanners from a semantic similar group.

A simple and efficient group partition algorithm is proposed at the end of
this section, which is a greedy method to divide nodes in an adjacency matrix
into groups.

Fig. 2. Overview of our approach

4.1 Semantic Correlation

We utilize the method proposed in our previous work [8] to profile the web access
behavior of a scan source. For a scan source A, we extract all requests and put all
resource identifiers and query strings together into two independent text files.
Different separators are applied to split the files into two word sets Wu and
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Wq. Then we combine the two word sets together and get the whole word set
W = Wu ∪ Wq.

To find the groups of different scan sources with similar scan contents, we
construct the semantic similarity matrix MS . The semantic similarity SS(i, j)
of two sources Ai and Aj is measured by the Jaccard distance. which is denoted
by the following equation:

SS(i, j) = 1 − J(Wi,Wj) = 1 − |Wi ∩ Wj |
|Wi ∪ Wj | . (1)

Traditional clustering techniques require specifying the number of clusters
in advance, which is not piratical in our detection. Hence we convert the clus-
tering problem into the group partition problem by transforming the similarity
matrix MS into the adjacency matrix MAS . With an assigned semantic similar-
ity threshold λS , if the similarity of two sources is larger than the threshold, we
define the pair of sources are adjacent, otherwise they are not. For the adjacency
matrix MAS , we employ our proposed partition algorithm which is detailed as
following to cluster the input scan sources.

4.2 Temporal-Spatial Correlation

For each source in the obtained semantic similar groups, we build the corre-
sponding time series in the whole detection time window duration. With an
assigned time interval Δt, the whole time window can be partitioned into NΔt

time intervals. For the lth time interval, we count the number of requests Nl

sent from a given source A, and the time series X of A is:

X = {Nl} (2)

where l ∈ [0, NΔt]. For two sources Ai and Aj , if Xi and Xj have overlaps, we
compute the Pearson correlation coefficient ρij as the temporal-spatial similarity
coefficient TS(i, j) of the two sources:

ρij =
cov(Xi,Xj)

σXi
σXj

(3)

where cov(Xi,Xj) is the covariance of Xi and Xj , and σXi
is the standard

deviation of Xi.
If Xi and Xj have no overlap, we identify the relevance of the two sources from

the spatial characteristic. If the two sources are in the same subnet of IP addresses,
we denote they are correlated and the similarity TSS(i, j) is set to 1, otherwise it
is set to 0. The subnet space is defined by the assigned threshold λIP .

As same as the semantic correlation, we transform the similarity matrix MTS

into the adjacency matrix MATS by assigning the temporal-spatial similarity
threshold λTS . For the adjacency matrix MATS , we employ our proposed parti-
tion algorithm which is detailed as following to get the final results.
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4.3 Proposed Group Partition Algorithm

For an input adjacency matrix MA, a greedy algorithm is presented to parti-
tion the nodes in the adjacency matrix. Our core idea is that if two nodes are
connected with each other, they should be put together into one group. Specifi-
cally, assuming nodei and nodej are connected, if nodei already belongs to the
group Gk but nodej is alone, then nodej is added into Gk; if nodej already
belongs to Gk but nodei is alone, then nodei is added into Gk; if the two nodes
have belonged to different groups, skip to the next pair of nodes. If nodei is not
connected to any other nodes, it is added into a new group.

Actually the known community detection algorithm Louvain [16] can apply
to our method. The Louvain algorithm includes two iteratively repeated phases.
The first phase is for modularity optimization, and the second phase is for com-
munity aggregation. Compared with it, our algorithm is more efficient and more
suitable for our detection method, since it only has one phase and does not need
to repeat.

5 Evaluation and Results

We utilized the open-source network monitor Bro [17] to collect a large volume
of web traffic logs from a web hosting service provider in order to evaluate
our approach. The method proposed in our previous work [8] is employed to
detect malicious IPs from the dataset, and we labeled the coordinated web scan
campaigns manually. Our approach is implemented in Java with the full-text
search engine Elasticsearch for data storage.

Our evaluation is divided into two parts. At first, we measured the detection
capability of our method in order to check whether our approach can differentiate
between a single scanner and a coordinated scanner. Furthermore, we measured
the clustering capability of our method to examine whether our approach can
identify the different sources of one campaign into the same group.

5.1 Dataset

Our dataset consists of about 20 million log entries generated by 156,396 IP
addresses, which involves 534 fully qualified domain names (FQDNs) from May
17 to 26, 2016. We equally divided it into the training dataset Dtrain and the
testing dataset Dtest. The training dataset, with logs in the first 5 days, is used
for parameters selection, and the test dataset, with the left logs, is used for
evaluating the performance of the method.

In the training dataset there are totally 1,207 detected malicious IPs. With
the auxiliary of visualization tool Kibana, we manually analyzed the scan con-
tents, time series synchronization and IP addresses distribution of these mali-
cious IPs, and labelled 134 coordinated scan IPs involving 30 different groups.
Among of them, 2 groups performed the web vulnerability scan attacks, 9 groups
carried out the sensitive information scan attacks, and 19 groups scanned for
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webshells. The testing dataset includes 1,058 malicious IPs with 149 labelled
coordinated scan IPs and 38 labelled groups. In the testing dataset, only one
group performed the web vulnerability scan attacks, 16 groups carried out sen-
sitive information scan attacks, and 21 groups scanned for webshells. The dis-
tribution of numbers of group members is shown in Table 2. In most groups,
the multiple IP addresses are in a /24 subnet. Only two groups contain several
totally different IP addresses.

Table 2. Distribution of numbers of group members.

Num. of groups members 2 3 4 5 6 8 9 11 15 16 17 18

Num. of groups in Dtrain 15 1 5 5 2 0 0 1 0 1 1 0

Num. of groups in Dtest 16 10 4 3 1 1 1 0 1 0 0 1

5.2 Evaluation of the Detection Capability

With regarding to the detection capability, we use four metrics: Precision (P ),
Recall (R), Accuracy (Acc) and F measure (Fβ) to quantify the performance of
our approach. The most common measure F1 with β = 1 is chosen. Assuming
a malicious entity is labelled as a coordinated scan entity, if our approach also
classifies it as a coordinated entity, it is defined as a true positive, and if it is
classified by our approach as a single scan entity, it is defined as a false negative.
The definitions of a true negative and a false positive are similar. Given the
numbers of true positives, false positives, true negatives, and false negatives as
TP , FP , TN and FN , the four metrics are calculated as:

P =
TP

TP + FP
(4)

R =
TP

TP + FN
(5)

Acc =
TP + TN

TP + TN + FP + FN
(6)

F1 =
PR

P + R
(7)

Precision can measure the portion of actual coordinated scan entities in all
predicted coordinated scan entities. Recall measures the number of correctly clas-
sified coordinated scan entities out of the total number of labelled coordinated
scan entities. Accuracy measures the number of correctly distinguished coordi-
nated scanners and single scanners. F1 score is the harmonic mean of Precision
and Recall.
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Parameter Selection. In our approach, there are four assigned parameters:
Δt, λSS , λIP and λTS . We empirically set Δt as 1 min. For the last three
threshold parameters, we designed three groups of experiments with the training
dataset. In each group of experiments, two thresholds are fixed and one threshold
is changed to find the best threshold value. Figure 3 illustrates the results of
the three groups of experiments. In the first group, we fixed λIP = 256 and
λTS = 0.5, and when λSS = 0.5 we achieved the best Precision and F1 score.
In the second group, we fixed λSS = 0.5 and λTS = 0.5, and Precision is the
best when λIP = 1024 but the F1 is the best when λIP = 2048. With an overall
consideration, we chose λIP = 2048. In the last group, we fixed λSS = 0.5 and
λIP = 2048, and when λTS = 0.5 Precision and F1 are the best.

Finally the three threshold parameters are set as: λSS = 0.5, λIP = 2048 and
λTS = 0.5. With these settings, our method on the training dataset can achieve:
P = 0.99, R = 0.793, Acc = 0.97 and F1 = 0.846.
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Fig. 3. Results of experiments for parameter selection.

Comparison with Different Partition Algorithms. In this section, we mea-
sure the performance of our proposed group partition algorithm. By replacing
the algorithm used in the group partition part, we compare the detection per-
formance by employing our greedy partition algorithm with that by employing
the Louvain algorithm on the testing dataset Dtest.

The comparison of metrics with different algorithms is shown in Table 3.
With our algorithm, the precision is 1.0 with the number of true positives is 108
and no false positive, and the recall is 0.724 with 41 false negatives. The metric
F1 is 0.84 and Acc is 0.961. Among the 41 false negatives, 11 labelled groups
involving 26 malicious IPs are not detected at all, and 8 labelled groups involving
15 malicious IPs are partially not detected. By examining the traffic logs of the
26 malicious IPs in 11 undetected groups, we found that most of their traffic
logs were mixed by massive random resource identifiers or normal web accessing
requests, which leads to a significant decrease in the semantic similarity.
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The results obtained by utilizing the Louvain algorithm are almost the same
as that obtained by our algorithm, while our algorithm is slightly better than
Louvain. It is revealed that the proposed partition algorithm is more suitable
for our method.

Table 3. Comparison of detection metrics with different algorithms.

TP FP TN FN P R Acc F1

Our algorithm 108 0 909 41 1.0 0.724 0.961 0.84

Louvain 107 0 909 42 1.0 0.718 0.96 0.836

Comparison with Different Correlation Strategies. In our method, we
introduce the hierarchical correlation model with a combination of semantic
correlation and temporal-spatial correlation. To quantify the performance of the
model, we compared the results obtained by employing hierarchical correlation
with the results obtained by only employing semantic correlation, temporal-
spatial correlation, spatial correlation and temporal correlation.

The results are shown in Table 4. Precision and F1 obtained by employing
hierarchical correlation are significantly better than that by only employing one
correlation. It is concluded that our hierarchical correlation model is effective
for coordinated web scan detection.

Table 4. Comparison of results with different correlation strategies.

TP FP TN FN P R Acc F1

Hierarchical correlation 108 0 909 41 1.0 0.724 0.961 0.84

Only semantic correlation 123 567 342 26 0.178 0.826 0.44 0.293

Only temporal-spatial correlation 144 277 632 5 0.342 0.966 0.733 0.505

Only spatial correlation 145 532 377 4 0.214 0.973 0.493 0.351

Only temporal correlation 53 181 728 96 0.226 0.356 0.738 0.277

5.3 Evaluation of the Clustering Capability

We chose the widespread measure Rand index (RI) for evaluating the perfor-
mance of clustering. With regarding to group partition, a true positive decision
assigns two similar sources to the same group, and a true negative decision
assigns two dissimilar sources to different groups. There are two types of errors.
A false positive decision assigns two dissimilar sources to the same group. A false
negative decision assigns two similar sources to different groups. RI measures
the percentage of decisions that are correct, which is calculated as following:

RI =
TP + TN

TP + TN + FP + FN
. (8)
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With the setting of parameters as the above, our method aggregates 108 mali-
cious sources into 28 groups, and the RI is 0.984. Among the 28 groups, 20
classified groups are equal with their labelled groups, and 8 classified groups
are partial equal with the labelled groups. There is no group containing sources
from different labelled groups. The satisfactory results prove that our method
for coordinated web scan detection can be applied into practice.

6 Discussion and Conclusions

In this paper, we introduce a hierarchical correlation based methodology to dis-
tinguish coordinated web scanners. With the combination of semantic correlation
analysis and temporal-spatial correlation analysis, our method can effectively
detect coordinated web scan campaigns in different access patterns. Compared
with PUBCRAWL proposed by Jacob et al. [15], which can only detect malicious web
crawler campaigns with significant temporal synchronicity, our work combines
the temporal synchronicity, the semantic similarity and the spatial distribution
similarity, and can combat with both the synchronous and alternating coordi-
nated web scan attacks.

In conclusion, we give an overall insight on the coordinated web scan attack,
and propose a novel detection approach based on hierarchical correlation. In our
detection approach, the semantic correlation is used to identify the malicious
entities scanning the similar contents, and the temporal-spatial correlation is
employed to identify scan campaigns from the semantic correlation results. Fur-
thermore, we propose an efficient greedy algorithm for group partition which
is used in both correlation phases to aggregate sources. We evaluate our app-
roach on a manually labeled dataset, and the results reveal that it can effectively
distinguish the coordinated web scan campaigns.
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Abstract. With the development of Intelligent Connected Vehicle (ICV), the
information security problems it faces are becoming more and more important.
Authentication and access control is an important part of ensuring the security of
intelligent connected vehicles’ information. In this paper, we have proposed a
multi-domain based access control model (MDBA) based on the attribute-based
access control model. The model proposes access control from the aspects of
intelligent connected vehicles’ multi-domain, thus ensuring the information
security of intelligent connected vehicles.

Keywords: Intelligent connected vehicle � Access control � Multi domain �
Information security

1 Introduction

1.1 ICV Background

In recent years, with the increasing number of private vehicles, the road carrying
capacity of many cities have reached saturation. Traffic safety, travel efficiency,
environmental protection and other issues have become increasingly prominent, and
hinder the development of society. In this case, more and more public and vehicle
manufacturers are turning their attention to intelligent connected vehicles. In order to
solve the problems faced by current vehicles, various manufacturers are committed to
developing intelligent vehicles with “pre-judgment” functions.

The intelligent connected vehicles contain many devices such as on-board sensors,
controllers, actuators, etc., which combines modern communication and network
technologies. This will enable intelligent information exchange and sharing between
vehicles and X(vehicles, rode-side unit, people, clouds, etc.) through perception.
Intelligent decision-making in the surrounding complex environment helps drivers to
achieve coordinated control of the connected vehicle itself, and ultimately replaces
people with “safe, efficient, comfortable, energy-saving” automated driving.

The information security of intelligent connected vehicles is getting more and more
attention. The traditional information security problems in the Internet also appear in
the vehicle. Information tampering and virus intrusion have been successfully applied
in car attacks. For example, In January 2015, BMW’s intelligent driving system
Connected Drive had security vulnerabilities, and millions of vehicles were exposed to
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hackers. In February 2015, the On-star vehicle system installed by General Motors had
a loophole, and the vehicle could be controlled at will after hacking. In July 2015, the
White Hat hacker demonstrated the invasion of the Unconnect in-vehicle system and
controlled the vehicle via remote commands. In September 2016, the Keen Security
Lab of Tencent conducted a remote attack on the Tesla Model S in parking and driving
mode, successfully invading and controlling the vehicle. Due to the frequent occur-
rence of vehicle safety problems in recent years, the information security crisis of
intelligent connected vehicles can not only cause losses to individuals and enterprises,
but also even rise to national public security issues.

1.2 Security Problems

Due to its intelligent and connected features, ICV need to interact with other entity like
other ICVs, manufacture cloud platform and public service platform. Potential threats
will also enter the vehicles network. We group the security threats on ICV as cloud
layer, telecommunication layer and vehicle layer. All these threats can potentially
impact the safety and privacy of the ICV.

The security threats faced by ICV are shown in the following Fig. 1:

Vehicle layer’s threats mainly involves vehicle system, car’s CAN bus, Electronic
Control Unit (ECU), On Board Diagnostic (OBD), T-Box and Infotainment (IVI) etc.
Once crack the T-Box, hackers can send command through the CAN bus. The ECU
connected toCANbuswill execute the command,whichwill impact the safety of the ICV.

Telecommunication layer’s security threats mainly involves in telecommunication
protocol itself. Once the telecommunication protocol cracked, the hackers can attempt a
replay attack or Denial-of-Service (Dos) attack.

Fig. 1. The security threats faced by ICV
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The cloud layer’s security mainly includes the manufactures’ platform and the
public service platform. The cloud platform’s threats Denial-of-Service, privacy data
leak etc.

2 Related Work

Access control technology has been widely used to ensure system security, information
confidentiality and integrity. Research on access control has become one of the
research hotspots in computer security. With the continuous development of computing
technology and network, the application of access control has also expanded to more
fields, such as operating systems, databases, and wireless mobile networks, grid
computing, cloud computing, and etc.

At present, the research on access control of intelligent connected vehicles mainly
starts from two perspectives, one is access control based on identity authentication, and
the other is access control through encryption mechanism.

The research on identity authentication has been widely used in traditional com-
puter networks, these research results have laid a foundation for identity authentication
in the intelligent connected vehicles environment. However, due to the complexity of
the communication scenario of the intelligent connected vehicles and the low timeli-
ness of information, thus increasing the difficulty of identity authentication. Sun etc.
[1], proposed that the authentication method in the intelligent connected vehicles
environment is constructed. The ID is used as the identity identifier of the vehicle node,
which avoids the drawbacks caused by the certificate. Liu etc. [2] designed a dynamic
trust model based on vehicle node messages and behaviors, providing strong real-time
and high-accuracy trust evaluation, providing method support for actively sensing
malicious nodes, and creatively considering future vehicles environments. It may run in
the quantum communication environment and deduct the research direction of quantum
threshold anonymous authentication and quantum trust evolution decision mechanism.
Song etc. [3] proposed a lightweight uncertified and one round key agreement scheme
without pairing, and further proved the security of the scheme in the random prediction
model. This solution not only resists known attacks, but also has a small amount of
computation. It is also an effective way to reduce vehicle-to-vehicle certification
workloads, especially if there is no infrastructure available.

The research on encryption mechanism has been towards on attribute-based
encryption. The key mechanism is that the holder of the subject encrypts the subject,
and only the object that can be decrypted can access the subject data. This research idea
is an access control strategy implemented by encrypting the attributes of the object by
referring to the attribute-based access control idea in the traditional access control
model. Huang etc. [4] proposed attribute-based encryption (ABE) to build an attribute-
based security policy implementation framework. The framework treats various road
conditions as attributes. These attributes are used as encryption keys to protect the
transmitted data. At the same time, it is possible to naturally include a data access
control policy on the transmitted data. Kang etc. [5] proposes an access control with an
authentication scheme for propagating messages in VANET. In this scheme, the
pseudonym is integrated with an identity-based signature (IBS), which not only verifies
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the messages in the in-vehicle communication, but also protects the privacy of the
message generator. Rao etc. [6] proposed a large cipher text size problem in the access
control mechanism for vehicle communication based on attribute-based encryption
(ABE). By using the access strategy in the Disjunction Paradigm (DNF), the length of
the cipher text is linear in the number of conjunctions, not the number of attributes in
the access policy. The communication overhead can be greatly reduced, and the
scheme has the ability to resist collusion attacks under the damaged RSU.

3 Demand Analysis

3.1 Analysis of New Situation

The access control technology in ICV is quite different from the traditional cloud
platform.

In the ICV background, the subject include other ICVs, roadside infrastructure
(RSU), manufactures’ cloud platform, public service cloud platform and people who
can control the vehicle through the APP. We will pay attention to whether or not the
subject have the access rights to the ICV, the access control process and granularity of
Permissions.

Traditional access control models include autonomous access control (DAC) [7],
mandatory access control (MAC) [8], and role-based access control (RBAC) [9, 10],
which are static access control models. However, in the fast moving situation of the
ICVs, the number of external subjects such diverse. Thus, this kind of dynamic
authorization is quite different from the traditional access control models. The tradi-
tional access control model is difficult to adapt to such a large-scale and dynamic
environment. The attribute-based access control (ABAC) [11] can better solve the
access control problem in the intelligent connected vehicles environment, which is the
main method of current research.

Therefore, we have proposed an access control strategy in a new situation, which
can well solve our problems.

3.2 Multi-domain Based Access Control Model

In the intelligent connected vehicle environment, we have proposed a multi-domain
based access control model. On the one hand, due to the intelligence of the intelligent
connected vehicles and the characteristics of the network connection, the intelligent
connected vehicles also have different functional components inside, and different
functional components have different security levels. On the other hand, due to the
complexity of the communication scenarios involved in the intelligent connected
vehicle, the number of resources that the external subject accessing the vehicle and the
vehicle object need to access is different from the level of access. Therefore, it is
necessary for us to divide the domain of the resources inside the vehicle. At the same
time, according to the behavior of the subject’s access request, the subject is granted
different level rights. Thus, a more granular access control is provided for the external
subject to access the vehicle.
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4 MDAC Model

Definition 1: subject
The subject refers to the entity that accesses the intelligent connected vehicles. Such as
other connected vehicles, service cloud platforms, roadside communication infras-
tructure. Use S to represent the collection of subjects, S = {s1, s2 … sn}.

Definition 2: Object
The object that the subject is accessing. Use O to represent the resource object.

O = {o1, o2 … on}.

Definition 3: Domain
A unit that divides the internal resources of an object. Such as information domain,
control domain, etc. D is used to represent the set of domains, D = {d1, d2… dn}. The
interdomain is divided into 4 parts shown in Fig. 2.

Definition 4: Permission
The specific access operation of the subject to the object resource. Such as creating,
reading, copying, and etc. Use P to represent the set of permissions, P = {p1, p2… pn}.

Fig. 2. Interdomain backbone
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Definition 5: Action
The dynamic request operation of the subject’s permission on the object resource, and
the process of obtaining the dynamic permission. For example, the roadside infras-
tructure requests specific information of the vehicle, and the cloud service platform
acquires real-time information of the vehicle. A is used to represent the set of requests,
A = {a1, a2, … an}.
Definition 6: Risk
The threat index of the subject’s access object’s behavioral assessment, with a value of
{–1, 1}. Where –1 means no risk and 1 means risky.

The authorization group of the MDAC model can be represented by a 7-tuple
MDAC = {S, S-A, P, S-P, D, P-D, O}. Among them, S is subject, S-A is the subject’s
behavior, P is the permission set of the operation resource, S-P is the permission set
possessed by the subject, D is the fine-grained access control domain, P-D is the
domain that the permission can access the operation, O is the A resource object that can
be manipulated.

In the MDAC model, when the external subject s(s2S) requests access to the
resource object o(o2O) in the intelligent connected vehicles, the identity of the subject
is first authenticated, and then combined with risk assessment, wherein the risk
assessment integrated entity and the interaction history of the object, request context, to
determine the risk value (Risk) of the request behavior. If Risk > 0, the behavior
permission is not granted. If Risk < 0, the request is granted access to the domain D.
The object’s resources are divided into several domains, each of which is isolated from
each other. Assign the permissions on the corresponding domain d(d2D) according to
the permissions required by the subject’s behavior. Therefore, the principle of mini-
mizing the privilege is achieved when the subject accesses the object, and the high-risk
authorization and the privilege entrustment behavior can be controlled to a large extent.
The access flow chart is shown below (Fig. 3).

Fig. 3. The access flow chart.
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5 Summary

By analyzing the development status of intelligent connected vehicles and the infor-
mation security problems they face. This paper first analyzes the importance of
information security, permission control and current permission control based on
attributes, and deeply studies the current permission control technology, the main-
stream permission control model and the characteristics of each model. A more efficient
multi-domain based access control model (MDAC) is proposed through the abstraction
of demand scenarios and the new attribute-based permission control model (ABAC).
And the model is deeply explained from the aspects of the components, operation flow
and working principle of the model, solving the problem of the authority control of the
intelligent connected vehicle.
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Abstract. Shor presented a quantum algorithm to factor large integers
and compute discrete logarithms in polynomial time. As a result, public
key cryptosystems, such as RSA, ElGamal and ECC, which are based on
these computational assumptions will become insecure with the advent
of quantum computers. To construct a secure anti-quantum public-key
cryptosystem, Wu et al. introduced the notion of data complexity under
quantum environment. Based on the hardness of NP-complete problems
and data complexity, they presented a new public key cryptosystem.
Using Shor’s quantum algorithm, we break their public key cryptosystem
by directly solving the private key from the public key. Therefore, their
public key cryptosystem is insecure in a quantum computer.

Keywords: Public-key cryptosystem · Data complexity ·
Quantum algorithm · Discrete logarithm · Integer factorization

1 Introduction

Public-key cryptography is indispensable in secure communications for an open
networked environment such as the Internet. In 1976, Diffie and Helman intro-
duced the notion of public-key cryptography in “New Directions in Cryptogra-
phy” [1], and proposed a key exchange protocol based on discrete logarithms
over an insecure channel. However, they did not present public-key cryptosys-
tems in [1]. Subsequently, Rivest, Shamir, and Adleman [2] described a public-key
encryption scheme and a signature scheme, called RSA, whose security depends
on the difficulty of factoring. Afterwards, ElGamal [3] presented a public key
cryptosystem and a signature scheme which are based on discrete logarithm
assumption. Miller [4] discussed the use of elliptic curves in cryptography and
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proposed an analogue of the Diffie-Hellman key exchange protocol. Furthermore,
using the discrete logarithm on the elliptic curve, we can construct a public key
encryption scheme and signature scheme similar to that of ElGamal. However,
Shor [5] described a polynomial time quantum algorithm which is able to factor
large integers and compute discrete logarithms. Consequently, the public-key
cryptosystems RSA, ElGamal, and ECC, which are based on these computa-
tional problems become insecure with the advent of quantum computers.

The study in post-quantum cryptography has seen a series of activities that
constructed many post-quantum public-key cryptosystems [6]. These schemes
mainly include code-based public-key cryptosystems [7], lattice-based public-key
cryptosystems [8–11], multivariate public-key cryptosystems [12,13], quantum
public-key cryptosystems based on quantum physics [14,15], DNA-based public-
key cryptosystems [16]. Although these schemes are believed to be resistant to
quantum attacks, it is always better to provide more candidate post-quantum
public-key schemes. Recently, Wu et al. [17] introduced the concept of data
complexity to the public key cryptosystems under a quantum environment, and
described a public key cryptosystem and a signature scheme based on the hard-
ness of NPC problems and data complexity. They considered several possible
quantum attacks for their schemes and claimed that their schemes are secure
in a quantum computer. However, they did not provide any rigorous proof of
security for their schemes. Therefore, it is necessary to further study the security
of their schemes [17].

Our main contribution is to prove that the public key cryptosystem and sig-
nature scheme proposed by Wu et al. [17] are insecure on a quantum computer.
Our key observation is that there exists a polynomial time quantum algorithm
that transforms the public key of their schemes [17] into a system of linear equa-
tions. This is because the matrix operations �,⊗ used by their schemes are both
component-wise multiplication. Consequently, by the definitions of �,⊗, we can
generate a linear system of the private key for their schemes on a quantum
computer. Then, applying the Gaussian elimination method, we can obtain the
private key from solving this linear system. Therefore, the public key cryptosys-
tem and signature scheme in [17] are not immune to quantum attacks.

The remainder of this paper is organized as follows. We first give some pre-
liminaries in Sect. 2, and describe the public key cryptosystem (PKC) [17] in
Sect. 3. We present the cryptanalysis of PKC in Sect. 4. Finally, in Sect. 5 we
conclude this paper and provide some suggestions for improvement.

2 Preliminaries

In this paper, quantum algorithms are only used to decompose large integers
and to compute discrete logarithms over a finite field, all other algorithms are
classical ones. For simplicity, we use Shor’s quantum algorithm as a black box
algorithm, and do not define quantum computation in this paper.

Data complexity, that is used for the differential attack of DES, refers to an
attack algorithm requires the number of plaintext-ciphertext pairs. Wu et al. [17]
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introduced the notion of data complexity under a quantum environment to con-
struct an anti-quantum public key cryptosystem. The data complexity of quantum
Turing machine (QTM) defined by [17] means the sum of input data and process-
ing data of an algorithm in QTM. Since we do not require data complexity in our
cryptanalysis, consequently we do not provide the related definitions of data com-
plexity for simplicity.

In the following, we first give some notations and definitions of the related
operations in this paper. Then, we briefly review the discrete logarithm problems
and the integer factorization problems, and present Shor’s quantum algorithm
with two lemmas.

2.1 Notations

Throughout this paper, let n be the security parameter. We write [n] =
{1, 2, · · · , n}. Let p be a prime, Zp = Z/pZ, and Z

∗
p = Zp \ {0}. By conven-

tion, vectors are in column form. We use bold lower-case letters like a to denote
column vectors, and bold upper-case letters like A to denote matrices. We use
the superscript T to denote the transpose of vector or matrix, e.g. aT ,AT .

Given an element g ∈ Z
∗
p and matrices A = (ai,j),B = (bi,j) ∈ Z

∗
p
(m×m), we

define some operations of matrices in Z
∗
p that are used in this paper as follows:

gA = (gai,j )m×m, i, j ∈ [m],

A−1 = (a−1
i,j )m×m, i, j ∈ [m],

A � B = (ai,jbi,j)m×m, i, j ∈ [m],

At = A � A · · · � A
︸ ︷︷ ︸

t

= (at
i,j)m×m, i, j ∈ [m],

A ⊗ B =

⎛

⎜

⎜

⎜

⎝

a1,1B a1,2B · · · a1,mB
a2,1B a2,2B · · · a2,mB

...
... · · · ...

am,1B am,2B · · · am,mB

⎞

⎟

⎟

⎟

⎠

∈ Z
∗
p
(m2×m2).

2.2 Discrete Logarithm Problem

The discrete logarithm problem defined in Z
∗
p is computationally intractable

for classic computers. That is, there is no polynomial time algorithm for the
discrete logarithm problem on a classical computer. However, there exists an
efficient quantum algorithm that solves the discrete logarithm problem.

A group G is cyclic if and only if there exists an element g ∈ G such that for
every element a ∈ G, there exists an integer x such that gx = a. In this paper,
we call g a generator of G.

Definition 1 (generator, [18]). Given a prime p, an integer g ∈ Z
∗
p is called

a generator of Z
∗
p if p − 1 is the smallest positive integer such that gp−1 = 1

mod p.
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Definition 2 (discrete logarithm problem, [18]). Given a prime p, a gen-
erator g ∈ Z

∗
p, and an integer a ∈ Z

∗
p, the discrete logarithm problem is to find

an integer x ∈ [p − 1] such that a = gx mod p.

Lemma 1 (Shor, [5]). Given a prime p, a generator g, and any number a ∈ Z
∗
q ,

there exists a polynomial time quantum algorithm, which finds the exponent a
such that a = ga mod p.

2.3 Integer Factorization Problem

Integer factorization problem is a product of decomposing a composite num-
ber into smaller integers. The factorization is called prime factorization, if these
smaller integers must be prime numbers. According to the fundamental arith-
metic theorem, any integer greater than one has a unique prime factorization.
Similarly, there is no polynomial time algorithm for the integer factorization
problem for classical computers. But there exists an efficient quantum algorithm
for the integer factorization problem.

Definition 3 (integer factorization problem, [18]). Given an integer n ∈ Z,

factor n into primes, namely, n =
∏k

i=1
peii , ei ∈ N.

Lemma 2 (Shor, [5]). Given an integer n, there exists a polynomial time quan-

tum algorithm, which factors n into primes, namely, n =
∏k

i=1
peii , ei ∈ N.

3 Public Key Cryptosystem (PKC)

In this section, we adaptively describe the public key cryptosystem (PKC) in [17].
This public key scheme consists of three algorithms: KeyGen, Encryption, and
Decryption.

KeyGen

(1) Choose a prime p > 2mpr11 · · · prss , where p1, · · · , ps are odd primes and
r1, · · · , rs ∈ N.

(2) Randomly choose three different integers t1, t2, t3 ∈ [ϕ(p)], where
ϕ(p) = p − 1 is the Euler function of p.

(3) Randomly choose three m × m-dimensional matrices

A = (ai,j)m×m,B = (bi,j)m×m,D = (di,j)m×m,

where ai,j , bi,j , di,j ∈ Z
∗
p.

(4) Compute Y1,Y2,Y3 as follows:
⎧

⎪
⎨

⎪
⎩

Y1 = At1 � Bt2 � Dt3 mod p,

Y2 = Bt1 � Dt2 � At3 mod p,

Y3 = Dt1 � At2 � Bt3 mod p,

such that y1i,j , y2i,j , y3i,j ≥ 2m, i, j ∈ [m]. Otherwise, it returns to Step (3).
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(5) Output a public key pk = {p,A,B,D,Y1,Y2,Y3} and a private key
sk = {t1, t2, t3}.

Encryption

(1) Given the public key pk, let M = (mi,j)m3×m3 with mi,j ∈ Z
∗
p be an

m6-dimensional plaintext.
(2) Randomly choose three different integers s1, s2, s3 ∈ [p − 1].
(3) Compute U = Ys1

1 ⊗ Ys2
2 ⊗ Ys3

3 mod p.
(4) Compute {C,C1,C2,C3} as follows:

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

C = U � M mod p,

C1 = As1 ⊗ Bs2 ⊗ Ds3 mod p,

C2 = Bs1 ⊗ Ds2 ⊗ As3 mod p,

C3 = Ds1 ⊗ As2 ⊗ Bs3 mod p.

(5) Output a four-tuple ciphertext ct = {C,C1,C2,C3}.

Decryption

(1) Given the private key sk, let ct = {C,C1,C2,C3} be a four-tuple
ciphertext.

(2) Compute V = Ct1
1 � Ct2

2 � Ct3
3 mod p.

(3) Output the plaintext M = V−1 � C mod p.

4 Cryptanalysis of PKC

In this section, we present a polynomial time quantum algorithm that finds the
private key from the public key of PKC. As a result, the PKC in [17] is insecure
on a quantum computer.

Our main idea is that, by the component-wise multiplication of matrix oper-
ation � in the public key, we transform a system of exponential equations into
a system of linear equations using the Shor’s quantum algorithms, and solve the
private key using Gaussian elimination.

To implement the above transformation, the key is how to efficiently find a
generator g of Z

∗
p. In the following, we give three well-known lemmas to efficiently

generate a generator g of Z
∗
p. Concretely speaking, Lemma 3 shows that Z

∗
p has

many generators, Lemma 4 gives a method of determining whether an element is
a generator of Z

∗
p, and Lemma 5 describes a quantum polynomial time algorithm

that produces a generator of Z
∗
p using the quantum polynomial time algorithm

of integer factorization in Lemma 2.

Lemma 3. Suppose that p is a prime, then there exist ϕ(p − 1) generators in
Z

∗
p.
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Proof. According to Theorem 7.28 in [18] (or Theorem 2.18 in [19]), Z
∗
p is a

cyclic group for a prime p. Hence, Z
∗
p has at least a generator.

Now, assume that g is a generator of Z
∗
p. Namely, gp−1 = 1 mod p and for

any 1 ≤ k < p−1, gk �= 1 mod p. Therefore, if r and p−1 are relatively prime,
then g1 = gr is also a generator of Z

∗
p. This is because p−1 is the smallest positive

integer such that gp−1
1 = 1 mod p. Again since ϕ(p − 1) integers in [p − 1] are

prime to p − 1, the result follows. �

Lemma 4. Suppose that p is a prime and p − 1 =
∏k

i=1
peii is the prime

factorization of p − 1. Then g is a generator of Z
∗
p if and only if for each i ∈ [k],

g
p−1
pi �= 1 mod p.

Proof. It is easy to verify that if g is a generator of Z
∗
p, then for each i ∈ [k],

g
p−1
pi �= 1 mod p.
Now, we show the opposite direction. Without loss of generality, let r be the

smallest positive integer such that gr = 1 mod p. By contradiction, assume
r < p − 1. Since p is a prime, gp−1 = 1 mod p. If r � (p − 1), then there exist
two positive integers s, k such that p − 1 = kr + s and 0 < s < r. So, we have
gs = 1 mod p. This contradicts that r is the smallest positive integer such
that gr = 1 mod p. Hence, r|(p− 1). As a result, there exists a prime pi which
satisfies r|p−1

pi
. So, g

p−1
pi = 1 mod p. This contradicts the condition that for

each i ∈ [k], g
p−1
pi �= 1 mod p. Thus, r = p − 1. Consequently, g is a generator

of Z
∗
p. �

Lemma 5. Given a prime p, there exists a probabilistic polynomial time quan-
tum algorithm which finds a generator g of Z

∗
p.

Proof. Using the polynomial time quantum algorithm in Lemma 2, we factor

p − 1 into primes. Without loss of generality, let p − 1 =
∏k

i=1
peii .

According to Lemma 4, we can find a generator g of Z
∗
p as follows.

(1) Randomly select g ∈ Z
∗
p.

(2) If g
p−1
pi �= 1 mod p for each i ∈ [k], then g is a generator of Z

∗
p.

Otherwise, repeat from (1).

Obviously, selecting and testing an element in the steps (1), (2) take polyno-
mial time in n.

In order to find a generator, we analyze how many random elements need
to be selected. By Lemma 3, the number of generators in Z

∗
p is ϕ(p − 1). Again

since ϕ(p − 1) > p−1
6 log log(p−1) by Theorem 15 in [20], the probability that a

random element is a generator is about 1
6 log log(p−1) . Therefore, we expect to

have to select O(log log p) random candidate elements for g to get a generator
with overwhelming probability.

It is easy to verify that the above algorithm is a probabilistic polynomial time
quantum algorithm. �
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By Lemma 5, we can efficiently compute a generator g of the cyclic group
Z

∗
p. For simplicity, we assume that a generator g of Z

∗
p is given in the following

Lemmas 6 and 7.

Lemma 6. Given a prime p, a generator g, and a matrix A = (ai,j) ∈ Z
∗
p
(m×m),

there exists a polynomial time quantum algorithm, which finds the exponent
matrix A such that A = gA mod p.

Proof. For each entry ai,j , i, j ∈ [m] in A, we compute ai,j using the quantum
algorithm of discrete logarithm in Lemma 1 such that ai,j = gai,j mod p.
Thus, A = (ai,j)m×m and gA = (gai,j )m×m = (ai,j)m×m = A mod p. The
Lemma 6 follows. �
Lemma 7. Given a prime p, a generator g, and a matrix A = (ai,j) ∈ Z

∗
p
(m×m),

then At = gA×t mod p , where A = gA mod p.

Proof. Given A = (ai,j)m×m, i, j ∈ [m], according to the definition of At, we
have

At = A � A · · · � A
︸ ︷︷ ︸

t

= (at
i,j)m×m

= ((gai,j )t)m×m

= (gai,j×t)m×m

= g(ai,j)m×m×t

= gA×t mod p.

The Lemma 7 follows. �
We are now in a position to prove the main theorem.

Theorem 1. Given the public key pk = {p,A,B,D,Y1,Y2,Y3}, there exists
a probabilistic polynomial time quantum algorithm, which solves the secret key
sk = {t1, t2, t3}.

Proof. According to KeyGen, p is a prime. By Lemma 5, we can efficiently find
a generator g of the cyclic group Z

∗
p.

Thus, given pk, we can compute A,B,D,Y1,Y2,Y3 using Lemma 6 such
that

⎧

⎪
⎨

⎪
⎩

A = gA mod p,

B = gB mod p,

D = gD mod p,

⎧

⎪
⎨

⎪
⎩

Y1 = gY1 mod p,

Y2 = gY2 mod p,

Y3 = gY3 mod p.

Since A = (ai,j)m×m = (gai,j )m×m, B = (bi,j)m×m = (gbi,j )m×m, and D =
(di,j)m×m = (gdi,j )m×m, then by Lemma 7, we get

At1 = gt1A

Bt2 = gt2B

Dt3 = gt3D
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Consequently, we have

Y1 = At1 � Bt2 � Dt3 = gt1A+t2B+t3D = gY1 mod p.

Using same methods, we can obtain

Y2 = Bt1 � Dt2 � At3 = gt1B+t2D+t3A = gY2 mod p,

Y3 = Dt1 � At2 � Bt3 = gt1D+t2A+t3B = gY3 mod p.

Therefore, we can generate a system of linear equation as follows:
⎧

⎪
⎨

⎪
⎩

t1A + t2B + t3D = Y1 mod (p − 1)
t1B + t2D + t3A = Y2 mod (p − 1)
t1D + t2A + t3B = Y3 mod (p − 1).

Since there exist 3m2 (m ≥ 1) linear equations in the above equation system,
we can solve three unknown variables t1, t2, t3 ∈ [p − 1].

It is not difficult to verify that the above computations take a polynomial time
in quantum computers. �

Furthermore, we can obtain the following result.

Theorem 2. Given the public key pk = {p,A,B,D,Y1,Y2,Y3} and a four-
tuple ciphertext ct = {C,C1,C2,C3}, then exists a polynomial time quantum
algorithm, which recovers the plaintext M from the ciphertext ct.

Proof. Using Theorem 1, we can compute the private key sk from the public key
pk. Then, we directly decrypt the ciphertext ct using the private key sk, and
obtain the corresponding plaintext M in ct. �

5 Conclusions

In this paper, we present a polynomial time quantum algorithm that finds the
private key from the public key of PKC in [17]. Furthermore, we also provide
a polynomial-time quantum algorithm to solve the private key of the signature
scheme in [17]. Consequently, their public key cryptosystem is insecure in a
quantum computer.

Our results show that there is still much work to be done to construct secure
anti-quantum public key cryptosystem using data complexity. Since our attack
mainly depends on component-wise multiplication in matrix operations �,⊗, a
possible improvement is to change matrix operations �,⊗ to prevent attackers
from generating discrete logarithm problems based on public keys.
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Abstract. Medical expert system not only has a lot of medical pro-
fessional knowledge, but also has inference ability. The inference engine
is not only one of the cores of the expert system, but also the key to
designing the expert system. We focus on inference engine. In order to
improve the diagnostic accuracy of medical diagnostic expert system, we
propose the Group Decision Making (GDM) medical diagnosis expert
system based on the Standardized Euclidean Distance-Jaccard Distance
(SED-JD) algorithm. The mainly research content of inference engine is
similarity measurement algorithm (that is SED-JD) and inference engine
rule scheme (that is GDM). In order to get more accurate diagnosis,
data preprocessing was performed before our experiments. In the design
of inference engine, the selection of the Group Decision Making Objects
(GDMOs) depends on the maximum similarity distance (MaxDist). The
final decision result depends on the average similarity distance of each
subgroup. By comparing the similarity scheme and GDM scheme, the
experimental results show that GDM scheme is more effective and accu-
rate. By comparing the Standardized Euclidean Distance (SED) algo-
rithm, the Jaccard Distance (JD) algorithm and SED-JD algorithm, the
experimental results show that SED-JD algorithm is more accurate.

Keywords: Medical expert system · Group Decision Making ·
Similarity measurement

1 Introduction

Artificial Intelligence (AI) is a new kind of intelligence which its respond is similar
to human intelligence. The expert system is one of the important branches of AI
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application, and has a important directions that is medical expert system [1].
In this paper, an improved Group Decision Making (GDM) scheme, Subgroup-
based Group Decision Making (SGDM), is proposed for inference engine. The
expert system and GDM are introduced below.

1.1 Medical Expert System

Expert system is a computer (software) system that can solve difficult and com-
plex problems like human experts [2]. Medical expert system has not only a lot
of medical professional knowledge, but also inference ability. Therefore, medical
expert system conducts medical diagnosis and medical related inference by sim-
ulating the process of analyzing problems in the medical field. Medical expert
system, as the assistant of medical system, can lighten the burden of medical
workers and make medical work more efficient.

The typical structure of medical expert system [3] is similar to general
expert system, including man-machine interface, inference engine, explain mod-
ule, knowledge base, dynamic database and knowledge base management sys-
tem. The typical structural diagram of the medical expert system is shown in
Fig. 1. Man-machine interface refers to the interaction interface between users
and expert system. Inference engine refers to the realization of (generalized)
inference procedures. Explain module is responsible for explaining the behavior
and results of the expert system to users. Knowledge base refers to the set of
knowledge which stored in computers. The knowledge base generally includes
expert knowledge, domain knowledge and so on. Dynamic database stores initial
evidences, inference results and so on. Knowledge base management system is
the supporting software of knowledge base. The relationship between them is
similar to the function of database management system on database.

Fig. 1. The Structural diagram of expert system.

In the whole system, the most important modules are the inference engine
and the knowledge base. Inference engine is the logical core of expert system.
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Knowledge base is the foundation and support of expert system. We focus on
the design of the inference engine and the knowledge base.

1.2 Group Decision Making

Science of Decision Making [4] is a comprehensive subject that takes decision
making as the research object. That mainly studies the principle, procedure and
method of decision making, and explores how to make correct decisions. Group
Decision Making (GDM) [5] is a research field with a long history in Science
of Decision Making. GDM was proposed by Duncan in 1948 [6]. Hwang gave a
clear definition of GDM in 1987 [7] that GDM is decision scheme. Firstly, differ-
ent members propose their own decision plans. Then form all the plans into a
set. Finally form a consistent decision plan based on individual preferences and
certain rules. The above is GDM connotation. Meanwhile, the people who par-
ticipate in decision making constitute the decision making group. The simplest
scenario of GDM is election.

For medical diagnostic expert system, it is not enough to diagnose according
to similarity measurement only. We can think of each sickness as a group, and
the boundaries between groups are not very clear, as shown in Fig. 2. According
to the similarity measurement, the input sample is the most similar to a sample
in class A and should be classified as class A. But in fact, class A is adjacent
to class B. This lead to a miscalculation. In order to reduce or even eliminate
sample classification errors on the boundary, GDM is introduced into the medical
diagnostic expert system. The majority rule commonly [8] applied in GDM is
that the preference of most people is the group preference.

Fig. 2. Similarity judgement diagram.

In Sect. 2, we will introduce the work related to this research. In Sect. 3, we
will introduce the system design, and in Sect. 4 implement the design and give
the results. Finally, the conclusion and prospect is made in Sect. 5.
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2 Related Work

The related work of this paper mainly involves medical expert system, data
preprocessing, similarity measurement and GDM.

2.1 Medical Expert System

The inference model of expert system mainly includes prescription production
inference model [9–11], fuzzy inference model [12–16] and machine learning infer-
ence model [17]. According to the application scenarios, the type of the expert
system can be divided into diagnostic [18], explanatory [19], predictive [20],
decision-making [21], design [22] and control [23]. And the type of the med-
ical expert system can be divided into diagnostic, explanatory and predictive.
According to the classification of output, the type of the expert system is mainly
divided into analysis and design. And medical expert system is mainly analytical
type. According to the classification of knowledge representation [24], the type of
the expert system is mainly divided into production rule representation, pred-
icate logic representation, frame representation, semantic Web representation
and so on. Medical expert system is mainly production rule representation type.
According to the classification of knowledge, the type of both expert system
and medical expert system can be divided into precise inference and imprecise
inference [25].

The inference mechanism of medical expert system [26] mainly includes sim-
ple production system inference engine, Bayesian theory-based inference engine,
MYCIN inference model-based inference engine, fuzzy inference theory-based
inference engine, machine learning theory-based inference engine. In this paper,
we prefer to a simple production system inference engine.

2.2 Data Preprocessing

Incomplete (with missing values), inconsistent and abnormal raw data will bring
obstacles to the research, so data preprocessing operations should be carried out
before the research. The operations of data preprocessing mainly include data
cleaning, data integration, data transformation and data specification [27].

– Data cleaning is mainly to delete irrelevant and duplicate data, smooth noise
data, filter out data irrelevant to mining topics and deal with missing and
abnormal values in the original data set.

– Data integration is a process which combines multiple data sources into a
consistent data storage. Entity recognition and attribute redundancy should
be considered in this process.

– Data transformation mainly carries on the standardization processing to the
data. Its methods include the function transformation, the data standard-
ization (normalization), the continuous attribute discretization, the attribute
construction, the wavelet transformation and so on.
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– Data specification can produce new data set which is smaller than the original
data but retains the integrity of the original data. Data specification can
reduce the impact of invalid and error data on mining, improve the accuracy,
reduce the time of data mining, and reduce the cost of data storage.

2.3 Similarity Measurement

For medical diagnosis expert system, many inference engines are designed
based on similarity measurement between medical samples. Similarity measure-
ment [28] is a measurement that comprehensively judges the similarity between
two things. The more similar two samples are, the more increased similarity mea-
surement is. There are many kinds of methods for similarity measurement, which
are usually selected according to practical problems. Similarity measurements
which commonly used include correlation coefficient and similarity coefficient.
Correlation coefficient measurements the degree of proximity between variables.
Similarity coefficient measurements the degree of proximity between samples.
The degree of similarity between samples can be expressed by the following
functions.

(1) Similarity coefficient function: the range of similarity coefficient is [0, 1], and
the values are positively correlated with similarity. That is to say, the more
similar the samples are, the closer the similarity coefficient value is to 1; the
more dissimilar the samples are, the closer the similarity coefficient value is
to 0.

(2) Distance function: each sample is regarded as a point in n-dimensional space.
Distance is used to represent the similarity between samples and is negatively
correlated with similarity.

2.4 Group Decision Making

Peng et al. [29] used similarity as the only selection factor for Group Decision
Making Object (GDMO). In this scheme, a certain number of GDMO are set
firstly. Then GDMOs according to similarity are selected. Finally the minority
is subject to the majority.

3 The System Design

This section mainly introduces the main research content of this paper, including
data preprocessing, similarity measurement algorithm (that is SED-JD), and
GDM scheme (that is SGDM).

3.1 Privacy Data Preprocessing

In this paper, GDM is made based on similarity measurement. Therefore, sam-
ples need to be set up in advance for similarity measurement and GDM. Data
preprocessing is very important, which is related to the correctness of the whole
algorithm. We mainly did the following work.
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– Data integration. We merge multiple data sources in this paper. The merge
process takes the consultation number as the primary key and merges the
data with the same consultation number into one piece of data.

– Data cleaning. We delete private data, irrelevant data, duplicate data, etc.
– Data transformation. We normalize the data, including the standardization

of numerical values and the transformation of character values.

3.2 Proposed SED-JD Algorithm

In this paper, similarity measurement between samples is used as the first step of
inference. For any sample to be diagnosed, the similarity will be calculated with
all samples in the sample set. Due to the sample data of this paper there are both
numeric values and character values, in this paper, the similarity measurement
will combine the Standardized Euclidean Distance (SED) algorithm and the
Jaccard Distance (JD) algorithm, called SED-JD algorithm. SED is used to
calculate numeric values, and JD is used to calculate character values. Then
combine the two results to get the final similarity.

SED Algorithm. SED is an improvement of the Euclidean Distance (ED). ED
is the most commonly used distance calculation formula. Since ED measurements
the absolute distance between samples in a multidimensional space, that is, the
calculation is based on the absolute value of the characteristics of each dimension,
so ED’s calculation needs to ensure that all dimensional indicators are at the
same scale level. Therefore, the values of each dimension should be standardized
before calculation. The standardized formula is formula (1), and the standardized
result is expressed by xi

∗, xi refers to the ith value of a attribute, x̄ is the mean
of the attribute, and s is the standard deviation of the attribute.

xi
∗ =

xi − x̄

s
(1)

SED’s calculation formula is formula (2), where d(X,Y ) represents the val-
ues between sample X and sample Y calculated by SED, n is the number of
attributes, xi is the ith value of sample X, yi is the ith value of sample Y , si

represents the standard deviation of the ith attribute.

d(X,Y ) =

√
√
√
√

n∑

i=1

(
xi − yi

si
)2 (2)

Since SED calculates the absolute distance between samples, the larger the
value of d(X,Y ) is, the smaller the similarity is. When d(X,Y ) = 0, it means
that the two samples coincide exactly.

JD Algorithm. Jaccard Similarity Coefficient (JSC) is a kind of similarity mea-
surement which mainly used for computing symbols or boolean value. Because
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the characteristics of the sample attributes are symbols or boolean, so the sim-
ilarity between samples can only be measured by whether they are the same
or not. Therefore, JSC only care about whether the common characteristics
between samples are consistent. In short, the proportion of the intersection in
the union of set A and set B, which is represented by the symbol J(A,B). The
formula is shown in formula (3).

J(A,B) =
|A ∩ B|
|A ∪ B| (3)

In contrast to JSC, the Jaccard Distance (JD) uses the proportion of different
elements in two sets to all the elements to measure the divisibility of two sets.
It is expressed in symbol Jσ(A,B). The formula is shown in formula (4).

Jσ(A,B) = 1 − J(A,B) =
|A ∪ B| − |A ∩ B|

|A ∪ B| (4)

Proposed SED-JD Algorithm. The similarity measurement used in this
paper is represented by the symbol D(X,Y ), and the formula is shown in for-
mula (5). And d(XE , YE) is the similarity value between sample X and sample
Y which calculates by SED. Jσ(XJ , YJ ) is the similarity value between sam-
ple X and sample Y which compare by JD. JD collect all character attributes
as a set. Therefore, we treat Jσ(XJ , YJ ) as the average distance of character
attributes. SED calculates properties separately. So d(XE , YE) and Jσ(XJ , YJ)
have different scales. To calculate the total distance, in this paper, the usual
way to combine the two scales is to multiply a and Jσ(XJ , YJ), where a is the
number of attributes which participate in JD calculation.

D(X,Y ) = d(XE , YE) + a · Jσ(XJ , YJ ) (5)

3.3 GDM Scheme

The GDM rule used in this paper is majority rule. The decision making process
can be divided into the following steps.

(1) Set parameter that the number of GDMO that we call it Object Number.
(2) Calculate the similarity between the input sample and the comparison sam-

ple, and put the comparison sample into the Group Decision Making Can-
didate Set (GDMCS) according to the similarity.

(3) If the similarity calculation between the input sample and all the comparison
samples is completed, it will enter the next step; otherwise, it will enter (2).

(4) Select GDMOs. Select the 1st to the Object Number elements in the
GDMCS and put them into the Group Decision Making Object Set
(GDMOS).

(5) Organize GDMOS. Calculate the number of elements of the same diagnosis
result in GDMOS respectively.

(6) The diagnosis results were obtained. The result with the most elements
selected is the diagnostic result.

See Fig. 3 for the flow chart of SGDM.
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Fig. 3. The flow chart of GDM.
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4 Experiment

We compare the accuracy and time consumption of two schemes and three algo-
rithms. Two schemes are similarity scheme and GDM scheme. The three algo-
rithms are SED algorithm, JD algorithm and SED-JD algorithm. At the same
time, the accuracy of different Object Number is compared.

4.1 Experimental Basis

All experiments were run on a Windows 8 64-bit system. The host configuration
is as follows: Inter(R) Core(TM) i5-7300HQ CPU, 16 GB RAM.

The experimental data was derived from simulation data at https://github.
com/synthetichealth/synthea. After preprocessing these data, we obtained 1066
samples. There were five symptoms in the samples and each with more than 100.
We divide the processed samples into two parts, one as the sample set and the
other as the test set.

4.2 Experimental Evaluation

Figure 4 is a comparison diagram of the results of the two schemes. SED-JD was
used as the similarity measurement algorithm in the comparison. Meanwhile, in
the GDM scheme, we select the result (based on accuracy) when Object Number
is 4. As can be seen from Fig. 4, although the two schemes have little difference
in result, GDM scheme has better result than similarity scheme on the whole.
When the number of samples is about 360, the result of the schemes is the best.
This indicates that the selection of samples’ number should be appropriate. In
addition, the accuracy rate of both schemes has some twists and turns. This
is because the samples are disordered, and the distribution of symptoms varies
with the number of samples.
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Fig. 4. Schemes comparison diagram.
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https://github.com/synthetichealth/synthea
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Figure 5 is a comparison diagram of the three algorithms. GDM scheme that
Object Number is 4 is used in the comparison. As can be seen from Fig. 5,
the accuracy of all three algorithms increases rapidly with the increase of the
number of samples and then tends to be stable. Meanwhile, we can see that
SED-JD algorithm is much better than the other two algorithms.
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Fig. 5. Algorithms comparison diagram.

Figure 6 shows the selection of different Object Numbers in the GDM scheme.
As we can see from Fig. 6, the accuracy of all three algorithms increases
with Object Number and then decreases slightly. So we can know that the
Object Number selection should not either too large or too small, which means
that the Object Number selection should be appropriate. As can be seen from the
figure, SED-JD algorithm and SED algorithm work best when Object Number
is 4, and JD algorithm works best when Object Number is 3.
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Fig. 6. The selection for Object Number diagram.
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5 Conclusion and Future Work

We mainly study two aspects: SED-JD algorithm and GDM scheme. We compare
the accuracy of two schemes and three algorithms. Experimental results show
that the SED-JD algorithm proposed in this paper is superior to the other two
algorithms. GDM scheme is superior to similarity scheme, but the difference is
not large. Therefore, how to optimize GDM scheme is the next step.
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Abstract. While mobile internet brings convenience to people, it also intro-
duces many security risks. For security protection of specific business, the
technical means such as traffic analysis and illegal protocol identification can
effectively detect network attacks, because of the simple business protocol and
small business access. This paper proposes a lightweight intrusion detection and
prevention method, based on nDPI, adopting common network packet capture
means for design and implementation of a lightweight intrusion detection and
prevention system. The test results show that the system can detect the abnormal
protocol through the traffic and trace back to the corresponding terminal, so as to
handle the abnormal terminal response and block the abnormal connection ini-
tiated from the terminal, thereby achieving the purpose of intrusion prevention.

Keywords: Intrusion detection � Intrusion prevention � Traffic analysis �
Protocol identification

1 Introduction

With thewide application ofmobile informationization technology, the number ofmobile
terminals is growing rapidly, and various mobile applications are emerging one after
another, providing many conveniences for people’s production and life. However, while
providing convenience,mobile informationization technology also brings a lot of security
risks, such as the risk of illegal terminals accessing the intranet. Attackers use legitimate
terminals to carry out network attacks on the intranet system. There are many forms of
cyber attacks, such as DOS attacks and port scan attacks. Such attacks can cause service
rejection or service response delays.Abnormal traffic or excessive trafficwill appear in the
network data transmission. Therefore, through the analysis of network traffic and the
intrusion detection and prevention, the network environment can be effectively managed
[1], which is essential for the safe operation of mobile informationization business.

At present, the traffic and protocols of the power mobile business connected to the
intranet are relatively simple, which is different from mobile internet business, using
many and complex protocols. In view of this situation, this paper proposes lightweight
intrusion detection and prevention method, based on nDPI (network Deep Packet
Inspection) [2, 3], which analyze network traffic, identify the network protocol, and
distinguish the abnormal network protocol of the power mobile business connected to
the internal network, and on this basis, perform network redirection on the connection
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with the abnormal network protocol. The lightweight intrusion detection and preven-
tion system is described in detail below.

2 System Design

2.1 Software Process Design

The lightweight intrusion detection and prevention system designed in this paper is
mainly composed of three parts, which are composed of network traffic capture

Capture network 
traffic 

Begin

Identify network 
protocol

Is the traffic 
normal?

Terminal access

Allow terminal 
access

Y
Push personnel 
authentication  

prompt

End

Whether the 
person 

identification 
has passed

Y

Block terminal 
access

N

N

Whether to end 
the system

Y

N

Fig. 1. Basic software flow for lightweight intrusion detection and prevention systems
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module, protocol identification engine and response processing module. The basic
software flow chart is shown in Fig. 1.

The capture module of network traffic captures the traffic generated after the ter-
minal accesses the network according to certain rules. And the protocol analysis engine
performs protocol analysis on the captured network traffic, and can distinguish the
abnormal protocol in the business running process according to the established pro-
tocol. This method is especially effective for a single protocol and a simple process.
After that the response handling module operates on network traffic with an abnormal
protocol, and determines whether to allow the terminal to access the network according
to the authentication result.

2.2 Deployment Architecture Design

The deployment architecture is shown in Fig. 2. All types of terminals, such as PCs,
laptops, tablets, and mobile phones, access the application server deployed on the
internal network by wireless network (such as a carrier network or a self-built WIFI
network), passing through routers, application firewalls, access switches, and other
network devices. Because the wireless network itself has a large number of security
risks, in order to ensure that the internal network resources are not damaged or sniffed by
attackers, network traffic passing through the terminal access process needs to be
detected. The port mirroring function of the switch mirrors the traffic entering the
application server to an idle port of the intrusion detection and prevention system for
analysis.

Different from the general intrusion prevention system in the critical network path,
the intrusion detection and prevention system designed in this paper adopts bypass
work, which not only does not affect the data forwarding performance when the ter-
minal accesses the application server, but also avoids node failure because of software
defect. That directly causes the terminal to fail to access the application server.

Access router Access switch
Firewall

Applica on server

Intrusion detec on and preven on system

Authen ca on server

Fig. 2. Overall deployment architecture
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3 System Implementation

3.1 Capture Module of Network Traffic

Network traffic capturing is a prerequisite for traffic monitoring [4–6], and there are
many ways to capture traffic. This article uses the libpcap library on Linux. Libpcap
(Packet Capture Library) is a packet capture function library. It is a network packet
capture function library under Unix/Linux platform. It is a system-independent user
layer packet capture API interface, which provides a layer for network monitoring.
Tcpdump, developed based on libpcap, is capture tool on Linux. The process of using
libpcap in this paper is as follows.

(i) Get network interface. Determine the network interface that needs to be moni-
tored on the intrusion detection and prevention system. The interface can be
specified or automatically selected by libpcap and he specific function is
pcap_lookupdev().

(ii) Open the network interface. After determining the network interface to be
monitored, the interface need to be initialized and the specific function is
pcap_open_live().

(iii) Get the data packet. After opening the network interface, the interface has started
to be listened. This is the core part of used process of the libpcap. The function
pcap_dispatch() can be used to complete the task of obtaining the data packet.

(iv) Release network interface. This function releases the interface after the com-
pletion of operation. The specific function is pcap_close().

3.2 Recognition Engine of Network Protocol

The purpose of capturing network traffic is to identify the network protocol, distinguish
the abnormal protocol, and facilitate the subsequent response processing. This paper
implements network anomaly protocol identification based on nDPI technology. nDPI
is an extension library of OpenDPI [7–9] maintained by ntop. It has been developed
from OpenDPI, solves many problems of OpenDPI, and has quite perfect application
layer protocol recognition function [10–12], almost becoming the only choice in the
DPI field. This system performs secondary development of the nDPI source code, and
adds an identifiable protocol type to the power-specific service, and alerts the abnormal
protocol, and notifies the subsequent response processing module to timely process the
connection that generates the abnormal protocol. The specific process is shown as
follows.

(i) Initialize recognition engine. Call ndpi_init_detection_module() to initialize the
detection module of the recognition engine.

(ii) Set the protocol to be identified. Call ndpi_protocol_detection_bitmask2() to set
the protocol mask, call ndpi_load_protocols_file() to load the protocol file, and
specify which protocols are specifically identified by the protocol file.

(iii) Identify protocol. ndpi_detection_process_packet() is used to obtain the specific
information of the packet, including the protocol stream and the detailed
information of the packet. During the running of the business, the system
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performs protocol matching according to the specified protocol. If the matching
cannot be completed, the protocol is abnormal. For abnormal protocols, it can be
traced back to specific terminals to facilitate subsequent response processing.

(iv) Statistics and analysis: The system performs statistics on the protocols identified
during the operation of the business and visualizes the processing of the
abnormal protocols.

3.3 Response Handling Module

The system response for the terminal (PC, notebook, tablet, mobile phone, etc.) that
initiates the abnormal protocol is shown in Fig. 3. After the terminal initiates an access
request to the application service, the intrusion detection and prevention system
designed in this paper obtains and monitors the traffic on the network through the
capture module of network traffic, and traces the terminal initiated by the abnormal
protocol after the recognition engine detects the abnormal protocol. And the network
redirection packet is sent to the terminal, then the access of the terminal is redirected to
the authentication service. After the authentication service receives the request of the
terminal, the authentication prompt is pushed for the terminal. And only the authen-
ticated terminal is allowed to access the network.

4 System Tests

When setting the protocol file, you can specify the specific network protocol and port,
or specify the IP address included in the specified protocol, or even specify the specific
website name. The system can identify the corresponding protocol by string matching.
Figure 4 shows one of the statistical analysis results after system detection. HTTP and

Application service

Authentication service

Terminal

Initiate an access request

 Capture and identify abnormal traffic
Initiate a network redirection packet

Intrusion detection and prevention system

 Initiate an authentication request

Push authentication prompt

Fig. 3. Flow diagram of response and processing
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ICMP are the protocols specified in the protocol file, and 13.9% are unspecified pro-
tocols in the protocol file, then further analysis is required. Finally, 13.5% of the traffic
is considered abnormal by the system, which should processed for subsequent
response. In the actual power business, the protocol type is single. So it is easier to
distinguish other protocols unrelated to the business through the system designed in
this paper. The traffic carrying these unrelated protocols will be redirected by the
system to further check whether the terminal users have Aggressive behavior.

5 Conclusion

This paper considers the complexity of deployment for existing intrusion detection and
prevention system. For the power business, the intrusion detection and prevention
functions are combined into one, and a lightweight intrusion detection and prevention
system is proposed. The design schemes, implementation schemes and test results are
given in this paper. Experiments done by authoritative organization show that the
schemes proposed can reduce false positive rate and false negative rate compared
existing methods. That has relatively high reference value for network traffic moni-
toring, protocol analysis and response handling of abnormal terminals.
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Abstract. In this paper, the reliability performance analysis of coupled cyber-
physical systems under different network types is investigated. To study the
underlying network model, we propose a practical model for interdependent
cyber-physical systems using network percolation theory. For different network
models, we also study the effect of cascading failures effect and reveal mathe-
matical analysis of failure propagation in such systems. The simulation results
show that there exists a threshold for the proportion of faulty nodes and different
system parameters, beyond which the cyber-physical systems collapse.

Keywords: Cyber-Physical systems � Percolation theory � Cascading failures �
Interdependent network

1 Introduction

With the latest developments in communication and information technologies, the
application of cyber-physical systems (CPS) [1–5] in our lives is becoming more and
more extensive. Generally, the cyber-physical systems depend on two main networks:
cyber layer network which provides control function or communication function and
physical layer network which includes conventional power grid, smart grid. Commu-
nication network needs grid network to support power energy, while power stations are
controlled by communication network. Thus, the two networks are connected and
mutually interdependent. However, for interdependent system architecture, the failures
in one network can lead to the cascading risk in another. Actually, the breakdown of a
power station network [6–10] could result in the corresponding nodes failure in
communication network. Especially, the further failures may even occur recursively
between the interdependent CPS and then the cascading failures are big issues in such
coupled CPS.

In order to improve the reliability of CPS, it is necessary to explore the cascading
failures in actual interdependent CPS systems. Recently many researchers have paid
more attentions in this research field. Currents research in smart gird systems [11–14]
mainly focuses on failures about load balancing and load distribution. Most of these
techniques rely on methods commonly used in distributed systems. Architecture for

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
J. Li et al. (Eds.): SPNCE 2019, LNICST 284, pp. 440–449, 2019.
https://doi.org/10.1007/978-3-030-21373-2_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21373-2_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21373-2_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21373-2_35&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21373-2_35


distributed generation way, which can help prevent cascading failures, is described in
Ref. [15]. However, fault analysis and the impact of communication network on power
grid were not mentioned. Optimization mechanisms have been used to balance demand
and supply in Ref. [16]. Besides, the researcher has deeply investigated load distri-
bution attack to provide effective prevention on false data injection [17]. Fault location
method in cyber-physical has been investigated in Ref. [18]. Obviously, existing work
on modelling smart gird systems is mainly about extracting properties from physical
systems and assumed associated cyber system and matching with some physical net-
work families. Toft and Maasoumy et al. [19] focused on the challenges of modeling
cyber-physical systems that arise from the intrinsic heterogeneity and sensitivity to
timing. However, the actual interdependent CPS systems are often different network
types, so this paper will study the reliability of interdependent CPS systems under
different network types.

The remainder of the paper is organized as follows: Sect. 2 introduces the system
model of the CPS and the related definition. Sections 3 and 4 show the cascading
process analysis when attack different type of networks. Theoretical solution and
simulation analysis are introduced in Sect. 5. Then Sect. 6 is the conclusion.

2 System Model

In this section, we first introduce the network model of coupled CPS. According to the
study and analysis of the coupled interdependent network, we establish a model that
conforms to the characteristics of the coupled CPS in reality. From the research on the
existing coupled CPS system [2–4, 6], we obtain that the coupling network is usually
composed of multiple networks. Without loss of generality, we assume that the coupled
network consists of two interdependent networks and the type of two interdependent
networks is different. Thus we specify that the two networks that form the coupled
network are the SF network and the ER network respectively.

Next, we will explain some basic concepts. There are two ways that connection
mode of nodes in coupled network. One is the connection between the internals of the
network that the link just between nodes in a single network. The other is the con-
nection of the nodes connecting the two networks. When one network in the coupled
network is attacked, only the functional nodes that satisfies the following two condi-
tions in the network as follows:

(1) The node must belong to the giant connected component;
(2) The node must be connected to a functional node in internal network.

When a network in coupled network is attacked, the failure of the nodes in one
network affects the function of the nodes in the other network. If none of the two
networks fails or the two networks completely collapse, the network reaches steady
state. This iterative failure process is called cascading failures. Cascading failures are a
common failure process in coupled systems. If cascading failures are not controlled,
cascading failures can cause severe damage.
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3 Initial Failure in SF-Network A

The two networks that compose the coupled network one is SF network, the other is ER
network. The generating function of the SF network is GA0 zð Þ ¼ P

k PA kð Þ � zk.
Analogously, the generating function of the ER network is GB0 zð Þ ¼ P

k PB kð Þ � zk.
Then the generating function of the underlying branching processes is

GA1 zð Þ ¼ G
0
A0 zð Þ=G0

A0 1ð Þ ð1Þ
We denote the number of nodes remaining after the node has been removed as N

0
A1, we

know that N
0
A1 ¼ p � NA. The fraction of the nodes belonging to the giant connected

component to the number of nodes is

gA pð Þ ¼ 1� GA0 1� p 1� fAð Þ½ � ð2Þ
Where fA is function of p. fA and p satisfy the following equation

fA ¼ GA1 1� p 1� fAð Þ½ � ð3Þ

3.1 Random Failure in Network A

We assume that after being attacked, the proportion of deleted nodes is 1-p. So the
number of remaining nodes in network A is

N
0
A1 ¼ p � NA ¼ l

0
1 � NA ð4Þ

We denote the giant component as NA1, then we can obtain

NA1 ¼ gA l
0
1

� �
� N 0

A1 ¼ l
0
1 � gA l

0
1

� �
� NA ¼ l1 � NA ð5Þ

3.2 Impact of Cascading Failures on Network B

Owing to network A and network B depends on each other, nodes in network B will
fail because of the failure of nodes in network A. We can calculate the number of nodes
in network B that connect to nodes in network A:

N
0
B2 ¼ 1� 1� l1ð Þ3

h i
� NB ¼ l31 � 3 � l21 þ 3 � l1

� � � NB ¼ l
0
2 � NB ð6Þ

Then we will again apply the apparatus of generating functions and calculate the
number of nodes in network B that belong to the giant connected component:

NB2 ¼ gB l
0
2

� �
� N 0

B2 ¼ l
0
2 � gB l

0
2

� �
� NB ¼ l2 � NB ð7Þ
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3.3 Further A-Nodes Cascading Failure Due to B-Node Failures

According to the random failure in Step 3.1, we can know that one node in network B
may be connected to one, two or three nodes in network A, or it may not be connected
to any node in network A. Here there is no relationship within or between networks, so
the number of nodes with dependencies in network A is

N
0
A3 ¼ l2 � NB � ½C1

3 � l1 � 1� l1ð Þ2�1þ
C1
3 � 1� l1ð Þ � 2þ l31 � 3�

= 1� 1� l1ð Þ3
h i

ð8Þ

From NA1 to N
0
A3, we obtain

NA1 � N
0
A3 ¼ 1� gB l

0
2

� �� �
� NA1 ð9Þ

Since deleted nodes do not belong to NB2;NA1, and N
0
A3, the proportion of nodes

removed from NA1 is equal to the same proportion of nodes removed from N
0
A3,

NA1 � N
0
A3 ¼ 1� gB l

0
2

� �� �
� NA1 ¼ 1� gB l

0
2

� �� �
� N 0

A1 ð10Þ

The number of the giant component is

NA3 ¼ l
0
3 � gA l

0
3

� �
� NA ¼ l3 � NA ð11Þ

3.4 Further Fragment of Network B

The nodes in network B will fail due to the failure of the nodes in network A because of
the interdependence of the coupled networks. Similar to the second step, we can get the
number of nodes with dependencies in the remaining nodes in network B:

N
0
B4 ¼ 1� 1� l3ð Þ3

h i
� NB ¼ l33 � 3 � l23 þ 3 � l3

� � � NB ð12Þ

From NB2 to N
0
B4, we can obtain

NB2 � N
0
B4 ¼ 1� l33 � 3 � l23 þ 3 � l3

� �
=l2

� � � NB2 ð13Þ

The number of total removed nodes to the original network B is

1� l
0
2 þ l

0
2� 1� l33 � 3 � l23 þ 3 � l3

� �
=l2

� �
¼ 1� l

0
1 � l23 � 3 � l3 þ 3

� � � gA l
0
3

� � ð14Þ
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The number of the giant component is

NB4 ¼ l
0
4 � gB l

0
4

� �
� NB ð15Þ

According to the previous derivation process, we can obtain the following recursion
relations

l
0
2i ¼ l

0
1 � l22i�1 � 3 � l2i�1 þ 3

� � � gA l
0
2i�1

� �
l

0
2iþ 1 ¼ l

0
1 � gB l

0
2i

� ��
ð16Þ

Where l
0
1 ¼ p. Next we will analyze the iterative process of the coupled network

when attacking the ER network.

4 Initial Failure in ER-Network B

Owing to the number and the type of two networks in the coupled CPS is different; the
cascading failure process is different accordingly. Next, we will analyze the cascading
failure process when the ER network B is attacked.

4.1 Initial Failure in Network B

Analogously, we assume that 1� pð Þ � NB nodes in network B are removed due to
attack. The number of remaining nodes is

N
0
B1 ¼ p � NB ¼ l

0
1 � NB ð17Þ

The number of the giant component is

NB1 ¼ gB l
0
1

� �
� N 0

B1 ¼ l
0
1 � gB l

0
1

� �
� NA ¼ l1 � NA ð18Þ

4.2 Cascading Failures on Network A Due to B-Node Failures

The failure of nodes in network B will cause the nodes in network A to fail. According
to the connection relationship between network A and network B, we can calculate the
number of nodes in network A with dependencies. So

N
0
A2 ¼ l1 � NB � 3 ¼ l1 � NA ¼ l

0
2 � NA ð19Þ

The number of the giant component is

NA2 ¼ N
0
A2 � gA l

0
2

� �
¼ l

0
2 � gA l

0
2

� �
� NA ¼ l2 � NA ð20Þ
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4.3 Further Fragment on Network B

Network B will continue to fragment as cascading failures proceed. To calculate the
number of nodes with dependencies in network B in the third step, we define a new
variable, q1 ¼ gA l

0
2

� �
. The number of nodes in network B with dependencies is

N
0
B3 ¼ l

0
2 � NA � 1� 1� q1ð Þ3

h i
=3 ¼ l

0
2 � q31 � 3 � q21 þ 3 � q1

� � � NB ð21Þ

So the fraction of remaining nodes is

l
0
3 ¼ p � q31 � 3 � q21 þ 3 � q1

� � ð22Þ

Then the number of the giant component is

NB3 ¼ l
0
3 � gB l

0
3

� �
� NB ¼ l3 � NB ð23Þ

4.4 More Cascading Failures of Network A

Using the theory in Ref. [4], we get

NA2 � N
0
A4 ¼ 1� p � gA l

0
2

� �
� gB l

0
3

� �
=l2

� �
� N 0

A2 ð24Þ

Then the number of the giant component is

NA4 ¼ l
0
4 � gA l

0
4

� �
� NA ¼ l4 � NA ð25Þ

The fraction can be obtained by the recursion relations,

l
0
2iþ 1 ¼ p � q3i � 3 � q2i þ 3 � qi

� �
l

0
2i ¼ p � gB l

0
2i�1

� ��
ð26Þ

Where qi ¼ gA l
0
2i

� �
.

5 Theoretical Solution and Numerical Simulation

In this section, we analyze the iteration relation derived from the above model and find
the corresponding theoretical solution.
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5.1 Critical Threshold Solution

For the cascading failure of the coupled network, although we do not know which step
the cascading failure will stopped, the network will not split again when the cascading
failure stops. Thus we can get the following equations:

l
0
2i ¼ l

0
2i�2 ¼ l

0
2iþ 2

l
0
2iþ 1 ¼ l

0
2i�1 ¼ l

0
2iþ 3

�
ð27Þ

In order to facilitate the analysis of iterative formulas for cascading failure, the variable
x; y is defined to satisfy the following equations:

y ¼ l
0
2i ¼ l

0
2i�2 ¼ l

0
2iþ 2

x ¼ l
0
2iþ 1 ¼ l

0
2i�1 ¼ l

0
2iþ 3

�
0� x; y� 1ð Þ ð28Þ

Thus, Eq. (28) can be represented by the following equation set

y ¼ p � x � gA xð Þð Þ3�3 � x � gA xð Þþ 3
� �

� gA xð Þ
x ¼ p � gB yð Þ

(
ð29Þ

Figure 1(a) and (b) show the cases that correspond to Eqs. (28) and (29) when
attacking SF network and ER network, respectively. For the purpose of illustrate the
graphical solution of Eq. (28), we plot Eqs. (28) and (29) for SF network with k ¼ 2:8
and ER network with a ¼ 4. Such as, in Fig. 1(a), the curve don’t intersects with the
straight line when p < 0.408, and the curve is tangent to the straight line when
p = 0.408, the curve intersects with the straight line when p > 0.408. Thus from Fig. 1
(a), we can derive the critical threshold pc�SF ¼ 0:408 when attacking the SF network.
Similarly, Fig. 1(b) shows that the critical threshold pc�ER ¼ 0:484 when attacking the
ER network. We can see that the critical threshold when attacking the SF network is
smaller than the critical value of the attack ER network.

Fig. 1. Theoretical solution
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5.2 Numerical Simulation

Next, we mainly verify the correctness of the theoretical results through numerical
simulation. We create two networks according to the specified parameters. One is the
SF network, the number of nodes is 30,000, and the other is the ER network, the
number of nodes is 10000. Then according to the model described above, the two
networks are connected together, that is, three nodes in the network A are randomly
connected to one node in the network B, and the inter-network connection is com-
pletely random. So we have established a coupling network.

In Fig. 2, the blue curve shows the proportion of the remaining functional nodes in
B and the red curve represents the proportion of the remaining nodes in network A after
the cascading failure stops. We can see that the proportion of nodes in Network A is
always lower than the proportion of nodes in Network B. In Fig. 2(b), although the
network attack occurs in network B, the proportion of the remaining functional nodes
in network B is still greater than the proportion of the functional nodes of network A.
This phenomenon is caused by the connection relationship between network B and
network A.

In order to further verify the correctness of the theory, we take multiple values near
the critical threshold and find the probability of the existence of the giant connected
component. In Fig. 3, the abscissa p represents the fraction of the nodes that were not

Fig. 2. The fraction of survival in both networks (Color figure online)

Fig. 3. Numerical validation of theoretical results

Reliability Analysis of Coupled CPS Under Different Network Types 447



attacked to the number of nodes in the original network. The critical threshold is
indicated by a black arrow. From Fig. 3(a) and (b), we can see that the number of nodes
for the coupled system increases from small to large. As the number of nodes increases,
the curve becomes steeper, and it is getting closer to the critical threshold. Therefore,
we can infer that the curve will produce a first-order phase transition near the critical
threshold, which is completely different from the second-order phase transition that
characterizing percolation in a single network. Figure 3 also verifies the correctness of
the conclusions from theoretical analysis.

6 Conclusion

This paper investigates the reliability performance of interdependent cyber-physical
systems under different network types. Our findings demonstrate that there is always a
critical threshold value. If the percentage of failing nodes is greater than the critical
value, the interdependent smart gird systems will collapse. Our theory analysis and
simulation experiment also show that, if both networks satisfy the same degree dis-
tribution, the system reliability does not have the direct connection with the system
size. However, our proposed analysis model still has some limitations which could be
our future work. For instance, the giant components could not always work in reality. It
is also of interest to study models that are more realistic than the existing ones in this
paper. Clearly, there are still many open questions about interdependent cyber-physical
systems. We are currently investigating related work along this avenue.
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Abstract. Due to the decentralized nature and security attributes of blockchain,
cyber-physical systems (CPS) emerge more and more interdependent. However,
an important challenge of such interdependent CPS is the cascading failures.
Thus, how to analyze the invulnerability of interdependent coupled CPS
becomes critical and indispensable. In this paper, we have modeled the inter-
dependent CPS in the blockchain environment, and analyzed the cascading
failures process based on the network characteristics. Besides, based on simu-
lation experiments, we analyze the main factor affecting the invulnerability of
CPS.

Keywords: CPS system � Cascading failures � Invulnerability analysis �
Blockchain

1 Introduction

In recent years, the global industrial Internet is in the critical period of undecided
pattern [1–3], the window period of large-scale expansion, and the opportunity period
to seize the dominant power. CPS (Cyber-Physical Systems) [4, 5] is the core archi-
tecture of the Industrial Internet, a multi-dimensional complex system for integrated
computing, network and physical environments. It can make the Internet of things
system more reliable, efficient and real-time collaborative.

With the widespread popularity and deep development of CPS systems, such as
data exchange between isomerism networks will bring new security problems to cyber-
physical systems [6–8]. Blockchain technology [9–11] provides a technical basis for
building trusted and realizes peer-to-peer data sharing, coordination and communica-
tion based on decentralized credit. CPS systems based on blockchain technology [12,
13] are increasingly being applied to industrial Internet applications. Meanwhile, the
CPS system based on blockchain technology has certain security attributes and security
guarantees [14]. However, the CPS system for the blockchain environment is a
decentralized highly distributed heterogeneous coupled system [15]. Each subsystem
should work in coordination with each other through wired or wireless communication
[16]. According to the computer security theory [17], any heterogeneous system that is
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not physically connected to the server is untrustworthy. Heterogeneous coupled CPS
systems in a blockchain environment have certain vulnerabilities [18].

From the above, the existing CPS system invulnerability analysis mainly focuses on
the invulnerability problem of a single CSP system and lacks the invulnerability
analysis of the heterogeneous coupled CPS system oriented to the blockchain envi-
ronment. In this study, we discuss the cascading failure process by modeling and
analyzing the heterogeneous coupled CPS in the existing blockchain environment. And
through the simulation and comparison experiments, we analyze the main influencing
factors affecting the invulnerability of CPS in Blockchain scenario.

2 Related Models and Concepts

In this section, we model the coupled system by analyzing the relationship between
multiple networks that make up the coupled CPS in Blockchain environment.

2.1 System Model

The coupled physical network is a coupled network composed of a communication
network and a physical network by analyzing the characteristics of the coupled system
and some examples of coupled systems in real life [8, 10, 13], and the number of nodes
in the communication network is generally larger than the number of nodes in the
physical network. In order to qualitatively study and analyze the coupled network, this
paper assumes that the connections between the nodes of the two networks are equal
connections. This paper specifies that both networks are Scale-Free networks through
analyzing the nature of the interdependent CPS systems. The failure or attack of some
networks generally occurs in communication networks, and the failure and attack of the
network are generally random.

2.2 Basic Concept

When the communication network is attacked, only nodes that satisfy the following
two conditions can maintain the function [18].

• A node in one network is connected to at least a node that maintains functionality in
another network.

• The node must belong to the largest connected component.

In order to facilitate theoretical analysis, the communication network is represented by
A, and the physical network is represented by B. The number of nodes of the com-
munication network and the physical network is represented by NA and NB respectively.
When a network in coupled network is attacked, the failure of the nodes in one network
affects the function of the nodes in the other network. If none of the two networks fails
or the two networks completely collapse, the network reaches steady state. This iter-
ative failure process is called cascading failures. Cascading failures are a common
failure process in coupled systems. If cascading failures are not controlled, cascading
failures can cause severe damage.
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3 Theoretical Analyses

In this section, the mathematical analysis of the cascading failures process is performed
by using the generation function and percolation theory in network science [5–7]. The
generation functions of network A is

GA0 zð Þ ¼
X

k
PA kð Þzk ð1Þ

Where PAðkÞ is the degree distribution of network A. According to the above
description, network A is a scale-free (SF) network, so the degree distribution of
network A is subject to a power law distribution. Its degree distribution is:

PA kð Þ ¼ c � k�k ð2Þ

The generating function of the underlying branching processes is

GA1 zð Þ ¼ G
0
A0 zð Þ=G0

A0 1ð Þ ð3Þ

When some nodes are randomly deleted, the degree distribution of the remaining nodes
and the generation function of the degree distribution will change. After randomly
deleting a node, the number of remaining nodes is N

0
A1 ¼ p � NA. The fraction of nodes

that belong to the giant connected component is

gA pð Þ ¼ 1� GA0 1� p 1� fAð Þ½ � ð4Þ

The same conclusion can be drawn in Network B.

3.1 Random Attack in Network A

Next, we analyze the change in the number of nodes in each step of the cascading
failures process based on the above theory. We assumed that the fraction (1 − p) of
nodes fails due to random attack, so the number of remaining nodes is

N
0
A1 ¼ p � NA ¼ l

0
1 � NA ð5Þ

Which l
0
1 is the fraction of nodes that remaining l

0
1 ¼ p. Then the fraction of nodes that

belong to the giant component of network A is

NA1 ¼ gA l
0
1

� �
� N 0

A1 ¼ l
0
1 � gA l

0
1

� �
� NA ¼ l1 � NA ð6Þ
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3.2 Cascading Failure of Nodes in Network B

In the previous step, we have obtained the number of nodes that maintain the function
after cascading failures. Since one node in network B is randomly connected with three
nodes in network A, the number of nodes in network B can be obtained.

N
0
B2 ¼ 1� 1� l1ð Þ3

h i
� NB ¼ l31 � 3 � l21 þ 3 � l1

� � � NB ¼ l
0
2 � NB ð7Þ

The number of nodes belonging to the giant connected component in N
0
B2 is

NB2 ¼ gB l
0
2

� �
� N 0

B2 ¼ l
0
2 � gB l

0
2

� �
� NB ¼ l2 � NB ð8Þ

3.3 More Cascading Failures in Network A Due to B-Node Failures

Since there is no relationship between intra-network connections and inter-network
connections, the number of nodes in network A can be calculated as:

N
0
A3 ¼ l2 � NB � ½C1

3 � l1 � 1� l1ð Þ2�1þ
C1
3 � 1� l1ð Þ � 2þ l31 � 3�

= 1� 1� l1ð Þ3
h i

ð9Þ

From NA1 to N
0
A3 we can get

NA1 � N
0
A3 ¼ 1� gB l

0
2

� �� �
� NA1 ð10Þ

Since the deleted nodes do not belong to NB2, NA1 and N
0
A1, the fraction of nodes

removed from NA1 is equal to the removal of the same fraction of nodes from N
0
A1,

NA1 � N
0
A3 ¼ 1� gB l

0
2

� �� �
� NA1 ¼ 1� gB l

0
2

� �� �
� N 0

A1 ð11Þ

The fraction of total removed nodes is:

1� l
0
1 þ 1� gB l

0
2

� �� �
� l0

1 ¼ 1� l
0
1 � gB l

0
2

� �
ð12Þ

The number of nodes belonging to the giant connected component is

NA3 ¼ l
0
3 � gA l

0
3

� �
� NA ¼ l3 � NA ð13Þ

3.4 Further Cascading Failures in Network B

In the third step, the failure of the A network will further fail the nodes in the network
B. Then the number of nodes with dependencies in the remaining nodes is
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N
0
B4 ¼ 1� 1� l3ð Þ3

h i
� NB ¼ l33 � 3 � l23 þ 3 � l3

� � � NB ð14Þ

Thus the total number of failed nodes in Network B is

1� l
0
2 þ l

0
2 � 1� l33 � 3 � l23 þ 3 � l3

� �
=l2

� � ¼ 1� l
0
1 � l23 � 3 � l3 þ 3

� � � gA l
0
3

� �
ð15Þ

So

l
0
4 ¼ l

0
1 � l23 � 3 � l3 þ 3

� � � gA l
0
3

� �
ð16Þ

Based on the analysis of the cascading failures process in the previous steps, we can
get the iterative relationship of the nodes that are deleted from the network at each
stage, expressed by the following equation

l
0
2i ¼ l

0
1 � l22i�1 � 3 � l2i�1 þ 3

� � � gA l
0
2i�1

� �
l

0
2iþ 1 ¼ l

0
1 � gB l

0
2i

� ��
ð17Þ

Which l
0
1 ¼ p, we will detailed analyze the Eq. (17) in the next section.

4 Experimental Simulations

The main content of this section is to solve the iterative equation obtained in the
previous analysis process, and we will verify the theoretical results of the obtained
theoretical results to ensure the correctness of the analysis conclusion.

4.1 Solution of Equation

Based on the previous analysis, we obtained the iterative relationship between the two
networks in the coupled network during the cascading failures process. The network
will not split again when the cascading failure stops, we can obtain

l
0
2i ¼ l

0
2i�2 ¼ l

0
2iþ 2

l
0
2iþ 1 ¼ l

0
2i�1 ¼ l

0
2iþ 3

�
ð18Þ

To facilitate the analysis of iterative formulas for cascading failures, we define new
variable y ¼ l

0
2i ¼ l

0
2i�2 ¼ l

0
2iþ 2 and x ¼ l

0
2iþ 1 ¼ l

0
2i�1 ¼ l

0
2iþ 3ð0� x; y� 1Þ. So the

Eq. (18) can be presented by the following equation. So

y ¼ p � x � gA xð Þð Þ3�3 � x � gA xð Þþ 3
� �

� gA xð Þ
x ¼ p � gBðyÞ

(
ð19Þ
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For scale-free networks, this equation is difficult to solve, so we use the way of
drawing to find an approximate solution. We define new equations z ¼ x and

z ¼ p � gB p � x � gA xð Þð Þ3�3 � x � gA xð Þþ 3
� �

� gA xð Þ
h i

, then we will draw the two lines

in the figure, where the two lines are tangent is the solution of the equation.
In Fig. 1, we use kA ¼ kB ¼ 2:8, and the value of the minimum degree in the

network is 3. As the value of p increases, the two lines will be tangent, and the p-value
at the time of tangency is the solution of Eq. (19). By calculating the nearest distance
between the two lines, we can more accurately find the value of p when the two lines
are tangent.

4.2 Experimental Verification

In order to verify the correctness of the critical threshold of cascading failures, we use
the following simulation settings. Firstly, we construct two scale-free networks based
on the specified minimum degree, number of nodes and parameter k in the simulation
experiment. Then, random attacks are represented by randomly deleted nodes. The
simulation experiment simulates the process of cascading failure at each step.

In Fig. 2 we compare the variation of the fraction of the remaining nodes in the
network when k takes different values in the end of cascading failures. The black arrow
indicates the critical threshold pc. Meanwhile, the abscissa indicates the proportion of
nodes that have not been attacked in the initial stage, and the ordinate indicates the
proportion of remaining nodes in the network when the failures stop.

From Fig. 2(a) we see that the network will have the largest connected cluster when
the value of p is greater than the critical threshold, which verifies the correctness of our
mathematical analysis. In Fig. 2(b), we take k ¼ 2:4, and the critical threshold is

Fig. 1. Solution of equation
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pc ¼ 0:204, In Fig. 2(c), we take k ¼ 2:2, and the critical threshold is pc ¼ 0:161. The
critical threshold pc decreases as k decreases.

In order to further verify the correctness of the critical threshold, we take different p
values near the critical threshold and calculate the probability of the giant connected
component through multiple simulations in Fig. 3. We can see that as the number of

Fig. 2. The fraction of survivals in both networks

Fig. 3. Probability of having a giant component
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nodes increases, the curve becomes steeper near the critical threshold pc. This phe-
nomenon indicates that the theoretical analysis results are correct. According to the
trend of the curve, we can speculate that as the number of nodes increases, the trend of
the curve near the critical threshold will become steeper, when the number of nodes is
large enough, the network will produce a first-order phase change at the critical
threshold. When the values of p and pc are the same, there may be a maximum
connected component or it may not exist. The probability of existence of the giant
connected component and the probability of complete collapse are both 0.5.

5 Conclusions

In this paper, we first model the coupled heterogeneous CPS system in a blockchain
environment. Then the principle of cascading failure process is analyzed. At the same
time, the invulnerability of the system under random attack is compared and analyzed
with the simulation process. At last, the analysis of existing research indicates the trend
of future research. The invulnerability research of heterogeneous coupled CPS systems
in the blockchain environment is still in the initial stage, and there are still many
security issues that need further research and discussion.
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Abstract. With the acceleration of the Internet of things (IoT) con-
struction, the security and energy consumption of IoT will become an
import factor restricting the overall development of the IoT. In order to
reduce the energy consumption of the IoT heterogeneous perceptual net-
work in the attack-defense process, the placement strategy of the intru-
sion detection system (IDS) described in this paper is to place the IDS
on the cluster head nodes selected by the clustering algorithm called
ULEACH, which we have proposed in this paper. Furthermore, by apply-
ing modified particle swarm optimization, the optimal defense strategy
is obtained. Finally, the experiment results show that proposed strategy
not only effectively detects multiple network attacks, but also reduces
energy consumption.

Keywords: IoT security · Particle swarm optimization ·
Energy consumption · Intrusion detection system · Game model

1 Introduction

1.1 Current Research and Motivation

As the Internet of things (IoT) develops rapidly, its security faces serious chal-
lenges [2]. One of the major problems the perceptual layer of IoT faces is energy
consumption [3]. In fact, many experts are currently proposing a variety of meth-
ods to optimize energy efficiency for the IoT [10]. Ozger [12] has proposed a
totally new networking architecture, namely, Energy Harvesting Cognitive Radio
Networking for Internet of Things-enabled Smart Grid. Luo [9] has analyzed
energy consumption model and data relay model in WSN-based IoT, and then
proposed the concept of “equivalent node” to select relay node for optimal data
transmission and energy conservation. Unfortunately, all those studies in the field
of energy optimization have focused only on the operation of the IoT system,
while ignoring the energy consumption of the intrusion detection itself [1].

Most of the intrusion detection algorithms proposed can be divided into two
categories: misuse detection algorithms (signature-based) and anomaly detection
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algorithms (behavior-based) [7]. Sedjelmaci has designed a new framework for
intrusion detection in cluster-based wireless sensor networks (CWSN) [15]. In
CWSN, all sensor nodes were clustered, and a cluster head (CH) was elected to
manage the operation of its own cluster. However, those proposed hybrid tech-
nologies simultaneously activate intrusion detection on low energy IoT devices,
and reduce the network performance.

To date, some proposed solutions have applied game theory to IoT security
strategy in order to reduce energy consumption [8]. Senouci has proposed a
game theoretic technique to activate anomaly detection technique only when a
new attack’s signature was expected to occur [14]. For the purpose of reducing
energy consumption and ensuring high efficiency, Han has proposed an intrusion
detection model based on game theory and an autoregressive model. Most of
those papers do not consider the dynamic change of both parties’ decision in the
game process when solving the equilibrium solution of the model. As a result, we
apply modified particle swarm optimization (PSO) to obtain model’s mixed Nash
equilibrium solution. As one of the most representative methods, PSO aims to
generate computational intelligence by simulating collective behavior in nature.
Therefore, it has the advantages of simple implementation, good performance
and fast convergence speed.

1.2 IoT

IoT service systems are aimed at monitoring and controlling the behavior of
the physical world using a vast interlinked network of devices such as sensors,
gateways, switches, routers, computing resources, applications or services, and
humans to link the digital world with the physical. Considering the technical
architecture of the IoT, which could be divided into three layers: the perceptual
layer, the network layer, and the application layer, as shown in Fig. 1.

Fig. 1. The architecture of the IoT

The perceptual layer uses multiple sensors, sensor network, RFID, QR code
and cameras, etc. to comprehensively sense physical world information. The layer
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mainly deals with information recognized and collected by the sensing devices.
The collected information is then securely transmitted to the upper layer through
the network layer to achieve remote control or direct communication between
objects. The nodes of the perceptual layer are heterogeneous and simple. They
have limited computing and storage capabilities and carry less energy, and often
in an unattended environment without effective monitoring, which makes them
more vulnerable.

With the increase in the number of IoT applications, the problem of cross-
coverage of multiple networks has become an increasingly prominent issue. The
perceptual layer of the IoT is composed of multiple heterogeneous nodes, and
the performance of the nodes and density differ among themselves. In addi-
tion, a large number of sensor nodes are deployed in different scenarios and are
responsible for collecting various information. There is also a great difference in
energy consumption between nodes. Therefore, it is necessary to balance energy
consumption of nodes and take comprehensive consideration of the nodes’ het-
erogeneity to improve the traditional technology, and thus improve the quality
and effectiveness of communications.

In terms of a single network, the Internet, mobile communication, etc. have
established some effective mechanisms, but the research on the perceptual layer
of the IoT is still in the initial stage. There are more and more attacks on
the perceptual layer, including physical attacks, forgery, resource exhaustion
attacks, privacy leakage threats and so on. At the same time, the communication
capability, storage capacity, energy consumption rate, and residual energy of the
nodes in the perceptual layer are diverse. For the purpose of balancing detection
efficiency and the energy consumption of the IDS in heterogeneous perceptual
network, we place the IDS on the CHs selected by proposed clustering algorithm
ULEACH. Then build dynamic intrusion detection model and apply modified
particle swarm optimization to obtain optimal defense strategy.

2 Non-uniform Clustering Algorithm ULEACH

Clustering improves the network lifetime and stability period and efficiently helps
in solving congestion and collusion that have high drainage effect of the energy.
CH aggregates and access as a relay by having the data from the members
and send it to the BS. If a node with small density is selected as a CH, the
network energy will be quickly depleted and the network will become paralyzed.
In order to select the optimal CH and improve the utilization of the node, this
paper improves the original LEACH protocol [6], and proposes a new clustering
algorithm ULEACH which is suitable for the heterogeneous perceptual layer of
the IoT.

In order to fully analyze the heterogeneity of the perceptual layer network,
we define the following concepts and provide calculation formulas:

Definition 1 Residual energy. In the first round of the data transmission
step, a node reports its own position information and the current residual energy
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Ere to the Sink node, and the Sink node then calculates the average residual
energy Ere of all nodes in the collection based on the received information. If
Ere is lower than Ere, it is ineligible to be a candidate CH. In the second round,
in order to reduce the node’s traffic, all nodes in the network send only their
own current energy information to the Sink node and no longer send location
information.

Definition 2 Energy consumption rate. The energy consumption rate repre-
sents the average energy consumption per round of the node and reflects the energy
consumption during the operation. In fact, if a node is repeatedly selected as a CH,
its average energy consumption is relatively high. Therefore, in the CH selection
algorithm, the probability that a node with a higher energy consumption rate would
be selected as a CH is smaller so as to maintain a balanced distribution of loads in
the network. The energy consumption rate is evaluated as:

ER =
Einit − Ere

r − 1
, (1)

where Einit represents the initial energy of the node. Based on the information
it receives, Sink node will calculate the average energy consumption ER of all
the nodes. If ER is lower than ER, it is ineligible to be a candidate CH.

Definition 3 Overall performance. The overall performance of the percep-
tual layer node includes both the communication and storage capabilities. The
data transmission capabilities of different types are distinct, and the heteroge-
neous communication capability is mainly manifested in the data transmission
rate. The specific formula is as follows:

Bc = (a ∗ Vc + b ∗ Rc)�t1, (2)

where Bc, Vc, Rc, and �t1 respectively indicate communication capability, the
transmission rate of heterogeneous data, the transmission rate of homogeneous
data, and a period of time. Furthermore, a,b is the ratio of homogeneous and
heterogeneous nodes.

The data processing is another important part of the node, and different mon-
itoring application scenarios require different data processing capabilities. CHs
possess greater data storage capabilities and stronger data fusion capabilities: that
is, CHs generally player a more important role in the perceptual layer network.
Therefore, the heterogeneous storage power includes both the data storage speed
and the storage capacity and is calculated as follows:

Bs = Ts + �t2 ∗ (a ∗ Vs + b ∗ Rs), (3)

where Bs, Ts, Vs, Rs, and �t2 respectively represent the storage power, the total
storage capacity, the storage speed of heterogeneous data, the storage speed of
homogeneous data, and a period of time.
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Combining both the communication capabilities Eq. (2) and storage capabili-
ties Eq. (3), the overall performance of the perceptual layer nodes is defined as
Eq. (4), where B and ξ1 express the overall performance and the influence of
communication capabilities on the overall performance, respectively.

B = ξ1 ∗ Bc + (1 − ξ1) ∗ Bs (4)

In summary, for the purpose of maintaining the performance of the network,
the nodes selected as CHs must possess the following characteristics: the residual
energy is greater than the average energy of all nodes; the energy consumption
rate is lower than the average energy consumption rate of all nodes; and overall
performance is higher. Therefore, Pi(t) of the LEACH clustering protocol [6] is
adjusted as Pi(tiso).

Pi(tiso) =

{ piso
1−piso×(r mod (1/piso))

, (Ci(t) ∈ R) ∩ (Ere ≥ ER) ∩ (ER < ER)

0, others
(5)

where piso = k/N ∗ (1+(B −Bmin)/(Bmax −Bmin)), and Bmax, Bmin represent
the highest and lowest overall performance of all nodes, respectively.

By optimizing the calculation method of the node threshold, the ULEACH
clustering algorithm will comprehensively take the residual energy, energy con-
sumption rate, and overall performance of the nodes into account. That will
balance the energy consumption between nodes, and extend the lifetime of the
perceptual layer network. The main steps of the ULEACH clustering algorithm
are as Algorithm 1.

3 Intrusion Detection System

In the following, we will establish a dynamic intrusion detection model based
on game theory to simulate the attack-defense process, and apply the improved
PSO algorithm to obtain model’s mixed Nash equilibrium solution between the
attacker and IDS, in which a game mechanism is added to the fitness function.

3.1 Dynamic Intrusion Detection Model Based on Game Theory

As described above, the CHs possess more residual energy, a smaller energy con-
sumption rate, and higher overall performance. For this reason, an attacker would
select CHs to attack rather than cluster member nodes. In the same way, the IDS
also tends to deploy the defense system on the CHs. Therefore, we declare that the
establishment of the attack-defense process is based on the CHs.

The IoT intrusion detection model mainly includes two players: the attacker
(A) and IDS (I). For the moment, the strategy space is recorded as SA and
SI , and the payoff function is expressed as UA and UI . Therefore, at time t the
status of each combat unit is defined as Gi(t) = {(I,A), (SIi(t), SAi(t)), (UIi(t),
UAi(t))} [5]. There is no point when an attacker or defender does not take
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Algorithm 1. ULEACH clustering algorithm
Input: parameters Ere, ER and B
Output: lifetime

1: Initialize the heterogeneous network of the perceptual layer
2: Set the basic information of the nodes and run round r=0
3: while lifetime do
4: if r=0 then
5: Obtain the location information
6: Calculate Ere, ER, and the overall performance
7: Each node generates a random number between 0 and 1, and if this number

is less than a certain threshold Pi(tiso) shown as Eq. (5), the node becomes
a CH.

8: The CH broadcasts the message that it has become a CH to all nodes
9: The node that has not become a CH decides which cluster to join based on

the strength of the received broadcast signal, and responses to the CH
10: Set the running round r = r + 1
11: liftime=lifetime reducing( )
12: else
13: The cluster member nodes send their own information (Ere, ER, and B) to

the CH
14: The CH sends the integrated information to the Sink node
15: Select the node with more residual energy, a smaller energy consumption rate,

and higher overall performance as CH
16: The node that has not become a CH chooses a suitable cluster to join, and

responds to the CH
17: Set the running round r = r + 1
18: liftime=lifetime reducing( )
19: end if
20: end while
21: return lifetime

action. Therefore, we only consider the situation when both the attacker and
the defender take action at the same time.

According to the advantages and disadvantages of the two detection tech-
niques and their complementarities [4], the paper coordinate the two detection
methods and adopt one at each detection process. In this case we need to develop
a strategy where the IDS chooses the optimal method at the right moment.

The attacker can either select the common means (PA1), or new methods
(PA2). At the same time, the IDS can either use the anomaly detection method
(MI1), or the misuse detection method (MI2). The strategies of the IDS and
attacker are expressed as Ii and Aj , respectively, and their total utility function
is each defined as BI and BA. We define Bij(I) and Bij(A) as the benefit to the
IDS and attacker, respectively, when strategies Ii and Aj are chosen.
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False alarm rate and missed report rate are two key metrics to measure IDS
performance. Assume that, using the anomaly detection method, the missed
report rate and the false alarm rate for common attacks are ϕ1 and 0; the
missed report rate and the false alarm rate for new methods of attack are 0 and
ω1. Similarly assume that, using the misuse detection method, the missed report
rate and the false alarm rate for common attacks are 0 and ω2; the missed report
rate and the false alarm rate for new methods of attack are ϕ2 and 0.

When the attacker chooses the common methods, and the IDS adopts the
anomaly detection method. In this scenario, the missed report rate and false
alarm rate are ϕ1 and 0. Suppose that γ1 = ϕ1αi(t)βi(t), γ2 = ω1αi(t)βi(t), γ3 =
ω2αi(t)βi(t), and γ4 = ω2αi(t)βi(t). Obtaining the value of Bij shown as Table 1.

Table 1. Benefit parameter Bij and value

Parameter Value

B11(I) [ 1−ϕ1
ϕ1

U4(t) − 1−αi(t)
αi(t)

U3(t)]γ1

B11(A) [ 1−αi(t)
αi(t)

U3(t) − (2ϕ1−1)αi(t)−ϕ1
ϕ1αi(t)

LAi(t)]γ1

B12(I) [ 1−ω1
ω1

U4(t) − 1−αi(t)
αi(t)

U3(t)]γ2

B12(A) [ 1−αi(t)
αi(t)

U3(t) − (2ω1−1)αi(t)−ω1
ω1αi(t)

LAi(t)]γ2

B21(I) [ 1−ω2
ω2

U4(t) − 1−αi(t)
αi(t)

U3(t)]γ3

B21(A) [ 1−αi(t)
αi(t)

U3(t) − (2ω2−1)αi(t)−ω2
ω2αi(t)

LAi(t)]γ3

B22(I) [ 1−ϕ2
ϕ2

U4(t) − 1−αi(t)
αi(t)

U3(t)]γ4

B22(A) [ 1−αi(t)
αi(t)

U3(t) − (2ϕ2−1)αi(t)−ϕ2
ϕ2αi(t)

LAi(t)]γ4

X
′
=

[
B11(I) B12(I)
B21(I) B22(I)

]
, Y

′
=

[
B11(A) B12(A)
B21(A) B22(A)

]
(6)

The rows and columns in bivariate utility matrix (6) represent separately the
IDS’s and attacker’s strategies.

Assuming that the attacker adopts the common means and the new methods
with probability q and 1 − q, respectively. Meanwhile the IDS uses the anomaly
detection and the misuse detection methods with probability p and 1−p, respec-
tively. By using bivariate utility matrix (6), we can gain the total utility function
BI and BA of the IDS and attacker.

BI = pqB11(I) + p(1 − q)B12(I) + (1 − p)qB21(I) + (1 − p)(1 − q)B22(I),

BA = pqB11(A) + p(1 − q)B12(A) + (1 − p)qB21(A) + (1 − p)(1 − q)B22(A).
(7)
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Table 2. Alternate parameters and value

Parameter Value

ε1 (1 − ϕ1)αi(t)βi(t)

ε2 (1 − ω1)αi(t)βi(t)

ε3 (1 − ω2)αi(t)βi(t)

ε4 (1 − ϕ2)αi(t)βi(t)

τ1 ϕ1(2αi(t) − 1)βi(t) − αi(t)βi(t)

τ2 ω1(2αi(t) − 1)βi(t) − αi(t)βi(t)

τ3 ω2(2αi(t) − 1)βi(t) − αi(t)βi(t)

τ4 ϕ2(2αi(t) − 1)βi(t) − αi(t)βi(t)

Bij(I) and Bij(A) in the matrices (6) are brought into Eq. (7), suppose that
the parameters shown as Table 2. Obtaining:

BI = (ε4 + pq(ε1 + ε3 − ε2 − ε4) + p(ε2 − ε4) + q(ε3 − ε4)) ∗ (U1(t) + U2(t) − LIi(t))

− (γ4 + pq(γ1 + γ3 − γ2 − γ4) + p(γ2 − γ4) + q(γ3 − γ4)) ∗ 1 − αi(t)

αi(t)
U3(t),

BA = (γ4 + pq(γ1 + γ2 − γ3 − γ4) + p(γ2 − γ4) + q(γ3 − γ4)) ∗ 1 − αi(t)

αi(t)
U3(t)

− (τ4 + pq(τ3 + τ4 − τ1 − τ2).

(8)

Next, we need to find the value of (p,q) that makes the IDS obtain the most
benefit at the game time.

3.2 PSO for Mixed Equilibrium Nash Solution

In the PSO algorithm, each particle represents potential solution (p, q), and the
group consists of M particles X = {X1,X2, · · · ,XM} representing potential
solutions [16]. In the 2-dimensional target search space, the solution represented
by the particle is Xi = {xi1, xi2}, where Xij ⊆ [0, 1], j = 1, 2. xi1 indicates the
probability that a defender will perform an anomaly detection, and xi2 represents
the probability that an attacker uses a common means.

All particles have no weight, no volume, and fly at a certain speed in the
search space. In addition, each particle has a Fitness Function value determined
by the optimization function, and both search optimal solution in a random
way according to its own Fitness Function value. The position and velocity of
the particle i at time t are expressed as: Si = (si1(t), si2(t), · · · siM (t)), Vi =
(vi1(t), vi2(t), · · · viM (t)).

In each search process, particle i constantly updates its velocity and posi-
tion by tracking two extreme values. The first extreme value is the position of
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the particle with the best Fitness Function value found in the particle expe-
rience, usually called the individual extreme value, expressed as PS, where
PSi = {psi1, psi2, · · · , psiM}. And the other extreme value is the position of the
particle with the best Fitness Function value in the current population. For the
global extremum, denoted by GS, where GS(t) = (gs1(t), gs2(t), · · · , gsM (t)),
GS(t)=Gg(t), g ∈ {1, 2, · · · ,M}, and g is the subscript of a particle with the
best global position. The changes of particle swarm position and velocity are
shown as Eq. (9).

vij(t + 1) = ωvij(t) + c1r1(pij(t) − sij(t)) + c2r2(pij(t) − sij(t))

sij(t + 1) = pij(t)+sij(t) + vij(t + 1) i = 1, 2, · · · , N j = 1, 2
(9)

where ω is called the inertia weight, and its value determines the inheritance
degree of the current velocity, which makes the algorithm capable of development
and exploration. The range of the ω is set as [ωmin, ωmax], then, the ω of the ith
iteration is shown in Eq. (10). imax is the maximum number of iteration.

ωi = ωmax − ωmax − ωmin

imax
× i (10)

c1, c2 are learning factors or acceleration factors, and are set to 2. Learning
factors enable particles to self-satisfy and learn from the best individuals in the
group, thus approaching their historical best within the group. And r1, r2 ∼
U(0, 1).

In addition, each particle has a Fitness Value determined by the optimization
function, and conducts a certain random search in the solution space according to
its own adaptive value. For the IDS, fitness function is MSE shown as Eq. (11).

MSE = BI − BA

= [(ε4 + pq(ε1 + ε3 − ε2 − ε4) + si1(ε2 − ε4) + si2(ε3 − ε4)) ∗ (U1(t) + U2(t) − LIi(t))

− (γ4 + pq(γ1 + γ3 − γ2 − γ4) + si1(γ2 − γ4) + si2(γ3 − γ4)) ∗ 1 − αi(t)

αi(t)
U3(t)]

− [(γ4 + pq(γ1 + γ2 − γ3 − γ4) + si1(γ2 − γ4) + si2(γ3 − γ4)) ∗ 1 − αi(t)

αi(t)
U3(t)

− (τ4 + pq(τ3 + τ4 − τ1 − τ2)].

(11)

The main steps to find the value of (p,q) that makes the most profit for the
IDS at the game time are shown in Algorithm 2.

Finally, the solution sg represented by the particle at the optimal position
is gained through the Algorithm 2, and the value of (p, q) that makes the IDS
obtain the most benefit.

3.3 Model for Dynamic Intrusion Detection Based on Game Theory

The proposed dynamic intrusion detection game model combines anomaly detec-
tion with misuse detection to defend against both common attacks and new
methods of attacks, as shown in the Algorithm 3.
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Algorithm 2. Find the values of p and q based on PSO
Input: Randomly generated initial particles
Output: Particle value of (p, q)

1: Let t = 0, and initialize the position and velocity of the particles in the algorithm
space

2: while (
∣∣MSEsi(t+1) − MSEpsi(t)

∣∣ > 0.001 or t < 1000) do
3: Let t = t + 1
4: Update the velocity of all particles
5: Update the position of all particles
6: Calculate the current Fitness Function value and compare it with the that of

the previous iteration. If the current value is smaller than that of the previous
iteration, update the current position of the particle according to the position
of the particle. That is if MSEsi(t+1) < MSEpsi(t), then psi(t + 1) = si(t + 1).

7: Calculate the current global optimal position gt+1 of the population
8: Compare the current global optimal location with the previous iteration’s global

optimal location, if gt+1 is superior to gt, then gt+1 is the global optimal position
of the group

9: Update ω, sij(t + 1) according to Eq. (10), Eq. (9).
10: end while
11: return Particle value of (p, q) for the IDS to maximum the profit.

4 Simulation Experiment and Analysis

Due to the limitations of a real experimental environment, such as high cost,
and poor performance, we evaluate the proposed intrusion detection model in
the DeterLab platform [11]. The topology of three clusters in the model are
shown in Fig. 2. All of their initial energy was set to 10J, except for the Sink
node located in the center, which had no energy restriction. We set the alterable
number of the attack nodes per round to 5% to 15%, and the sum of the number
of the attack nodes and the common member nodes was stable. The number
of selected CH nodes in each round of the experiments were 5% to 10%. The
duration of each round of the attack-defense process was 50 s, the interval was
1 min, and the number of CHs selected per round was not fixed. The experimental
parameters are shown in Table 3.

In order to obtain more convincing results, we compared the game-based
intrusion detection model for IoT perceptual layer (GTULDS-Proposed) with the
current advanced algorithms. Rowayda has proposed a new hybrid heterogeneous
energy-aware IoT protocol (HHEDS) for complex IoT network with multiple
levels of heterogeneity located in different regions [13]. Sedjelmaci has proposed a
game theory based technique to activate anomaly detection technique only when
a new attack’s signature is expected to occur(LHDS) [14]. Figure 3a shows the
intrusion detection rate of each intrusion detection algorithm when the number of
the attack nodes changes. The detection rate represents the ratio of the number
of attackers correctly detected to the total number of attackers.

According to Fig. 3a, the increase in the number of the attack nodes reduces
the detection rate and has roughly the same impact on the three algorithms.
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Table 3. Simulative experimental parameters

Parameter Value

Each round time/s 50

Node pause time/s 60

Node interface IEEE 802.15.4

Network clustering protocol ULEACH

Size of detection area/m 1002

Number of sensor nodes 200

Number of attack nodes From 5% to 15% of overall nodes

Initial energy of node/J 10

Fig. 2. The topology of three clusters in the model

Fig. 3. The intrusion detection rate and energy consumption of the algorithm.
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Algorithm 3. Dynamic intrusion detection model based on game model
Input: parameters U1(t), U2(t), U3(t), LIi(t), LAi(t), Ei(t), Emax, Emin, βi(t), and

αi(t)
Output: Optimal defense strategy

1: Initialize heterogeneous network of the perceptual layer
2: Set the basic information of the nodes
3: With the clustering algorithm ULEACH, the CHs for the IDS placement strategy

are selected
4: Construct dynamic intrusion detection model based on game theory to minimize

energy consumption
5: According to Algorithm 2, the probability p of performing the anomaly detection

method and the probability q of adopting the common means are obtained
6: Based on the value of p and q, the mixed utility of the IDS BI and the attacker

BA are calculated to solve the mixed Nash equilibrium solution, and the optimal
defense strategy that could balance the detection efficiency and energy consumption
of the system is obtained

7: Using the defense strategy, the predicted targeted CH node, and attack time, the
Sink node adopts the corresponding detection method on the targeted node

8: return Optimal defense strategy

In addition, it is obvious that the intrusion detection model built with the
game theory is more trustworthy. Consequently, the intrusion detection algo-
rithm based on game theory provides a higher detection rate and ensures that
the perceptual layer network of IoT can be safely used in a more complex network
environment.

In the simulation, we made a record of the average energy consumption of all
nodes in the perceptual layer. Figure 3b shows the energy consumption of the three
intrusion detection algorithms when the number of malicious nodes changes. It can
be seen from Fig. 3b that the increase in the number of the attack nodes has little
effect on the energy consumption of the intrusion detection model proposed in this
paper, but greatly increases the energy consumption of the LHDS and HHEDS
algorithms. It is also obvious that our proposed intrusion detection model con-
sumes far less energy than the LHDS and HHEDS algorithms.

5 Conclusion

This paper researches and proposes an intrusion detection model based on game
theory to reduce the energy consumption of the IoT perceptual network in the
attack-defense process. The proposed detection system improves on previous work
in three main ways: (i) it proposes a clustering algorithm ULEACH that compre-
hensively considers the residual energy, energy consumption rate, and overall per-
formance of nodes, to select the CHs for the IDS placement; (ii) it takes energy
consumption of the attack-defense process into account, establishes the intrusion
detection model based on the game theory; and (iii) by applying modified particle
swarm optimization, the optimal defense strategy that could balance the detection
efficiency and energy consumption of the system is obtained.
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Abstract. With the development of information technologies, digital
media advertising (AD) based on the Internet has penetrated into every
aspect of real life. Particularly, in recent years, the rapid development
of modern digital media technology has brought huge opportunities to
the Internet digital advertising (IDA), where many digital advertising
media systems have been introduced. However, after these digital adver-
tising media systems are released to the IDA market, some problems
become increasingly prominent. For example, a large number of low-
quality advertisements (ADs) have caused great troubles for Internet
users, and the fake traffic has plunged the IDA market into a crisis of
trust. It is necessary to rebuild the trust and suppress the spreading of
low-quality ADs. To address this issue, we propose a blockchain-based
digital advertising media system (B2DAM). With the desirable features
of blockchain such as decentralization, trust system, high autonomy and
tamper resistance, our system is able to improve the experience of Inter-
net users, purify the environment of IDA market, and further promote
the sound development of the IDA market.

Keywords: Blockchain · AD token · AD media promotion system

1 Introduction

The advancement of Internet technology has driven the rapid development of
IDA. Nowadays, Internet advertising media has been integrated into all aspects
of the Internet, which has become an important driving force for the Internet
economy and real economy [26]. However, behind the boom of IDA, there are
some problems that cannot be ignored. On one hand, Internet users are grad-
ually moving away from IDA [24], which are mainly caused by the irregularity
of the IDA market. These irregularity phenomena include the imperfectness of
supervision mechanism and the backward IDA market operation mechanism.
On the other hand, IDA fraud [19] has angered advertisers, as a result, the IDA
market is in a crisis of trust.
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As a new thing in the advertising ecosystem, its regulatory system has a lot
of deficiencies, so that there are many unreasonable competition phenomena.
Currently, the IDA always publishes pop-up ADs, spam emails, forced push
ADs, etc. The proliferation of these ADs has brought poor and even unbearable
experience to the Internet users. Some ADs may contain viruses, which induce
users to click on viruses and implant them into the user devices, so as to steal the
users’ personal privacy data. These problems reflects that there lacks effective
supervision mechanism for the IDA and the existing operation mechanism is
outdated. In fact, most websites rely on click-through rate to earn AD revenue.
Some advertisers may try to use fraudulent means to improve click-through
rate, which is called “IDA fraud” [19]. Therefore, In the absence of regulatory
and operating mechanism, it is vital to make AD market move towards a sound
and healthy development path.

As an emerging technology in the Internet, the blockchain technology has
caused great concern. Blockchain has the characteristics of decentralization,
high reliability, anonymity, traceability and high security. Many blockchain-
based application systems with autonomous property have been designed [3].
It is well-known that Bitcoin has been running steadily for ten years without
any support of a management center. The blockchain is regarded as one of the
most promising subversive Internet technologies. It makes many countries release
various policies to support the landing of its applications. Thus, the blockchain
technology can be employed to address the aforementioned issues in existing
IDA media system.

1.1 Our Contributions

In this paper, we introduce a blockchain-based digital advertising media system
(B2DAM). The B2DAM system using blockchain framework, which is named
AD-chains. Based on the blockchain technology, It realize a AD-coins trading
system, which is a type of virtual digital currency [7], to address the issues in
the IDA ecosystem. Our system can be designed in a modular manner, where
advertising coins (AD-coins) are employed to realize a reward mechanism and
the interests of various roles are clarified in the decentralized system. The non-
tamperable nature of the blockchain ensures that all the transactions of AD-
coins are irreversible. The Ad-coin system provides interests as well as restrictive
effects to the roles of AD market. With the revenue mechanism, users could be
motivated to watch ADs more actively compared to that in existing IDA systems.

1.2 Related Works

The users’ privacy exposure is a prominent problem in the IDA market. Budak
et al. [5] found that the widespread use of AD-blocking softwares and the third-
party platform tracking are the main causes of threats. To optimize the IDA
strategy, Katsumata et al. [17] proposed a model for website classification using
website content, so that AD agencies can understand the attributes and themes
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of each website. Estrada-Jiménez et al. [12] analyzed the potential privacy issues
in IDA and further suggested privacy protection methods.

The public blockchain is the most characteristic part of the blockchain, which
enjoys decentralized, highly reliable, and non-tamperable properties. In 2008,
Nakamoto [25] is the first to proposed Bitcoin, which is known as the blockchain
1.0. Bitcoin uses “Proof of Work” (POW) as the consensus mechanism. However,
the Bitcoin system does not have smart contract and there are many restrictions
on the POW consensus mechanism.

Although Bitcoin provides the highest possible security, there is almost no
scalability and its throughput rate is too small [16]. Wood [29] suggested that
real-world applications should be able to run in any form, not just simple scripts
restricted in Bitcoin [1]. The blockchain 2.0 era is represented by the typical
technologies such as Ethereum. Compared to Bitcoin, Ethereum uses a POS
consensus mechanism [18], where the analysis shows that its performance is
better than Bitcoin on most technical indicators [27].

However, the current throughput and scalability of Ethereum does not meet
the requirements of large-scale applications [8]. Thus, the Block.one corporation
developed a new blockchain architecture, which is named EOS, to enable vertical
and horizontal scaling of decentralized applications. Their blockchain architec-
ture may ultimately scale to millions of transactions per second, eliminate user
fees, and allow quick deployment and maintenance in decentralized applications
(DApps), in the context of a governed blockchain [11].

In the Blockchain 3.0 era [31], the blockchain serves as an infrastructure
platform for the Internet. People are able to create a wide variety of applica-
tions on this platform. The EOS blockchain framework using Delegated Proof of
Stake (DPOS) consensus mechanism. The framework enjoys faster transaction
processing speed and higher throughput rate, and it is seen as one of the most
promising platforms for the development of the public blockchain platform [9].

Currently, Blockchain has been described as the key to the industry 4.0 era [2]
and has been used to develop many secure application systems. Hjalmarsson
et al. [15] designed a secure electronic voting system based on blockchain to
ensure the fairness and privacy in voting. Yang et al. [32] built a decentralized
public voting system based on the Ethereum. In [28], the blockchain is employed
to address the management problem in supply chain. Li et al. [21] solved the
privacy protection problem caused by the open transparency of blockchain, and
proposed a secure blockchain-based energy transaction system in industrial Inter-
net of Things.

1.3 Paper Organization

The remainder of this paper is organized as follows. In Sect. 2, we review some
technical basis regarding the blockchain technology. We provide the system
model of the IDA media promotion system and summarize design principles
in Sect. 3. In Sect. 4, we describe the design details of each module of our con-
struction. Finally, Sect. 5 concludes the paper.
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2 Preliminaries of Blockchain

2.1 Technical Framework of Blockchain

A blockchain is defined as a chronological arrangement of data blocks in a form
similar to a linked list structure. The cryptography technology and consensus
mechanisms are employed to ensure that block data cannot be tampered with
and forged, and to achieve decentralized ledger. Blockchain is highly related to
some traditional technologies such as peer-to-peer network technology, asym-
metric cryptography, consensus mechanism, and smart contracts [34].

2.2 Key Technologies of Blockchain

Blockchain technology uses a number of recent advances of cryptography and
security technologies, especially for identity authentication and privacy protec-
tion technologies [33]. Some specific techniques include encryption algorithms,
hash algorithms, digital signatures, digital certificates, PKI systems [22], Merkle
trees [23], etc. Hash algorithm and digital signature scheme can ensure the
integrity of blockchain structure. Digital signature and digital certificate guaran-
tee non-repudiation of transactions. Merkle tree can organize transaction data
in the block structure according to their hash values, which ensures that the
transaction data cannot be maliciously falsified [10].

Blockchain can be regarded as a distributed ledger based on trust mechanism.
Different nodes can be added to the blockchain network to implement synchro-
nization and decentralization. Compared with traditional distributed storage
technology, the blockchain system provides certain fault tolerance performance
under the untrusted networks. With Byzantine fault tolerance [6], each node in
an untrusted environment can only know that the majority of nodes in the entire
network are honest, and all honest nodes can achieve consistence in the system.

The consensus mechanism in the blockchain system allows decentralized
nodes to jointly maintain the consistency of the blockchain ledger. Many consen-
sus mechanisms have been proposed, for example, Proof of Work (POW), Proof
of Stake (POS) [4], Delegated Proof of Stake (DPOS), Byzantine fault tolerance
(BFT). Among them, POW is a mechanism to obtain block construction per-
missions using computer computing power. POS allocates the accounting right
according to the amount of assets held by nodes and the time of holding money.
DPOS improves POS greatly in achieving a consensus mechanism of selects the
block person through the voting mechanism to complete the trust operation.

Blockchain uses smart contract [20] to disseminate, verify, and enforce con-
tracts in an informational manner, so as to achieve trusted transactions without
third parties. Blockchain technology provides a trusted execution environment
for smart contracts. A blockchain-based smart contract is essentially a piece of
unchangeable computer code. Smart contacts ensure the security and efficiency
of the system and greatly reduces the transaction cost.
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3 System Model

The B2DAM system consists of six modules, that is, the identity and Ad-coin
account management module (IAAM), advertising delivery module (AD-DM),
advertising recommendation module (AD-RM), advertising evaluation mod-
ule (AD-EM), advertising prediction module (AD-PM), user feedback module
(UFM). In B2DAM, digital signature, time stamping and distributed consensus
mechanism are used to implement decentralized peer-to-peer AD-coins trading.
The underlying blockchain of the B2DAM system can be realized using a open
source multiple-chains framework, where AD-chains can be built.

3.1 System Framework

As shown in Fig. 1, the B2DAM system mainly includes two layers, that is,
blockchain layer and modules layer. The blockchain layer uses a multi-chains
framework as a real-time blockchain services to the modules layer. The module
layer is implemented through smart contracts and DApps. It is responsible for
transaction and interaction between different roles in the B2DAM system, which
through the queries to the ledger and AD-coins transaction services provided by
the blockchain layer.

Fig. 1. B2DAM system framework.

3.2 System Design Goals

To construct a high degree of autonomy and stable system, the B2DAM system
design must satisfy the following principles.

First, the amount of AD-coins must set a threshold. The stability of AD-
chains depends on a large number of users’ nodes. In the early stage of the
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B2DAM system, it is necessary to attract advertisers, AD publishers and Internet
users. Therefore, a reward mechanism is needed. Each role in the system can be
added to the AD-chains as a node. Once the amount of AD-coins reaches a
threshold, the reward mechanism aborts. Users can only obtain AD-coins by
watching ADs, which can be exchanged for AD watching rewards.

Second, users must be rewarded for watching ADs. As long as users complete
the viewing of AD, both users and the AD publisher are reward with AD-coins.
If users find a low quality AD, they can choose close, skip, or add comments
after viewing this AD. Watching ADs is no longer a waste of time, but a way to
earn money.

Third, the transactions of AD-coins must be verified. In order to prevent
the proliferation of AD-coins, the amount of AD-coins are restricted in the sys-
tem. The two roles of a transaction must have their own wallet address with
enough AD-coins. The transaction records the transfer of Ad-coin from one wal-
let address to another. The entire transaction process needs to be verified by the
blockchain consensus mechanism and completed by smart contracts. A secure
consensus mechanism guarantees the security of currency transactions.

3.3 System Model

The B2DAM system can be run as follows. The advertiser pays some AD-coins
to put the AD-related information into the AD-chains. The AD-chains calls the
AD-EM to evaluate the AD, and rank the AD-related information through the
smart contract. The AD-EM reevaluates the AD after each user scoring the AD.
The AD publisher calls the AD-RM to get the AD-related information. That is
a kind of answering mechanism. In fact, the AD-RM will pushes suitable AD
information to the AD publisher based on the quality score of the AD and the
publisher’s influence. The AD publisher delivers AD to users by their platforms,
such as website, short videos platforms.

Users are able to obtain a part of the AD-coins of the advertiser after viewing
the AD, and the other part is paid to the AD publisher. Users can redeem
the rewards to the AD publisher after they have a enough AD-coins. In the
early stage, the B2DAM system can use the smart contract to set an incentive
mechanism [13], so as to stimulate users to watch ADs. New users can earn
additional AD-coins by watching ADs on the AD publisher platform constantly,
while the AD broadcasting platform can also get rewards from advertisers for a
certain amount of AD-coins.

4 Our B2DAM system

Our B2DAM system consists of six modules and a blockchain framework, includ-
ing the identity and Ad-coin account management module (IAAM), advertis-
ing delivery module (AD-DM), advertising recommendation module (AD-RM),
advertising evaluation module (AD-EM), advertising prediction module (AD-
PM), user feedback module (UFM) and AD-chains. As shown in Fig. 2, these
modules are invoked by three types of entities: advertisers, publishers, and users.
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Fig. 2. A running procedure of B2DAM system.

4.1 System Blockchain Platform

As shown in Fig. 3, our B2DAM system employs the multi-chain technology,
which is named AD-chains [30]. One of that is the parent-chain, which is a
public blockchain that used for AD-coins transaction. The other is the sub-chain,
which is used to store the AD-related information delivered by advertisers. Most
important, considering the extensibility of our system, other subchains can be
added to the parent-chain in future.

Fig. 3. AD-chains structure in the B2DAM system.

In the B2DAM system, AD-coins transactions records and AD-related infor-
mation records cannot be deleted or changed, which is open to the public.

Our parent-chain is designed with the EOS blockchain framework, to ensure
that all information such as AD quality score, users’ scoring, and playing number
are all cannot be tampered with. The incentive mechanism can award virtual
currency to publishers, users and advertisers in the early system stage. Note
that the total number of rewards is reduced year by year, and the reward is no
longer provided after the platform is stable. In detail, the blockchain platform
is implemented as follows.
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The information chain includes the wallet address, the times of AD playing,
the URL of AD, the amount of AD credit for promotion, and the initial AD
quality value.

Using the DPOS consensus mechanism to construct the parent-chain and
subchain’s blocks, which has an unparalleled advantage over other consensus
mechanisms. A voting mechanism is employed to filter low-quality AD. By elim-
inating advertiser which provide the low-quality ADs, we can ensure the a near
100% participation rate of the high-quality ADs provider. The DPOS algorithm
has a high rate of blockout, which can confirm the transaction with 99.9% cer-
tainty within 1.5 s, thus ensuring that the transaction throughput in the service
network meets the performance requirements.

To successfully deliver an AD, the advertiser need to freeze the required
amount of AD-coins. The AD-coins obtained by the user for watching AD are
realized by corresponding smart contracts. The smart contracts can divide and
transfer AD-coins to the AD publisher and the user according to a predetermined
proportion. Also, according to the AD-EM, AD quality score can be dynamically
updated by implemented a specific smart contract.

4.2 Identity and Account Management Module

In this module, users must providing their personal information to complete
the account registration. Then, all registered users would obtain valid wal-
let addresses respectively, which can be used for AD-coins transactions in the
B2DAM system. Note that each user can only have one valid account at the same
time. The management system also periodically checks these account members.
If some users behaves abnormally, a penalty mechanism would be triggered, or
their account would be forcibly logged off. If users’ behaviors are illegal, the
B2DAM system can inform AD publisher that he has registered, and deliver the
evidence to pursue their legal actions.

Advertisers can also complete the registration by providing their information.
Then this modular will set up a function for advertiser registration, where a
amount of pre-stored AD-coins are deposited and the number of it can range
from low to high. Due to the different investment capabilities of advertisers,
they are allowed to choose the amount of pre-stored AD-coins. At the same
time, the system will set a minimum pre-stored quota. If the minimum amount
is not met, they cannot be registered as an advertiser.

4.3 Advertising Delivery Module

This module realizes AD delivery backend functionality through the smart con-
tracts which written by the high-level programming language. DApps will be
designed to call the smart contracts, in order to provide users with the function
of AD delivery. Advertisers need to store ADs in a network server, and then the
AD-related information will be delivered to the AD-chains through the DApps.
The AD-related information that is published on AD-chains can be modified. How-
ever, all modifications are traceable to ensure that advertisers can modify the AD-
related information according to the score of real-time evaluation by the AD-EM.
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In the B2DAM system, each registered advertisers can deliver his AD-related
information to the information chain, under the condition that there must be
enough pre-stored AD-coins met the quota. All advertisers have equal opportu-
nities to compete. There will be no so-called “advertising giants”, since the final
result is determined by users and the AD-EM.

4.4 Advertising Recommendation Module

Currently, there are numerous AD publishers. To push AD to some large plat-
forms, advertisers need to invest more money into a new AD for high-quality.
They also pay a large amount of fees to the AD publisher, which means some
capital-rich advertisers may be able to monopolize their AD. When the same
types of AD are looped, the user feel tired for these types AD. In this mod-
ule, a first-responder mechanism is designed to solve the current situation of
unequal promotion opportunities of ADs. After an AD is delivered by the ad
delivery module, the major AD publishers can select ADs from this system, that
is, the AD publishers can answer the AD. When some publisher confirms that
the AD-related information exists on the AD-chains, he can obtain the broad-
casting right of this AD. Then, other publishers can continue to answer. These
mechanism ensures the fairness of competition between publishers.

To avoid artificial manipulation and prevent the capital-rich advertisers from
using the capital advantage to infinitely loop their ADs, we set a maximum times
of broadcasting for each AD, such that each AD can only be allowed for a limit
times of broadcasting. Then, the publisher continues to select AD and broadcast
it to users.

4.5 User Feedback Module

This module is designed to improve the user’s viewing experience in this system,
so the user’s evaluation results will affect the AD’s value in real time. When
some user completes the viewing of a whole AD on the AD publisher’s platform,
the system will hint the user to score this AD. The score will affect the total
score from the AD-EM. To motivate the user to conduct scoring, this module
provides a new mechanism. When the score given by a large number of users
is close to the total score given by the AD-EM, these users would obtain more
AD-coins. Then, this value will be fed back to the AD-EM in real time, and the
AD-EM will update the AD quality score according to a certain proportion.

4.6 Advertising Evaluation Module

Some well-known AD publishers usually have a large appeal to users. They
always occupied important position in the AD ecosystem, While smaller AD
publishers are not. When an AD is played on a little-known publisher compared
with a powerful AD publisher, the popularity and influence of playback are
incomparable.
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In this module, the quality of AD and the user revenues can be judged and
evaluated. An AD’s quality score is influenced by the scale of AD publisher,
including the number of AD watched, the numbers of skipped, and the user’s
score of the AD. In detail, this module employs the following AD evaluation
rules.

The size of the publisher’s platform is used as a reference factor, which is
positively related to the number of users. In fact, the scores provided by the
large platform is better than that from small platforms. For the AD publishers
that registered in our system, its score is based on the number of users, which
can be divided into four grade. The grade is A, B, C, D. Let Xa, Xb, Xc, Xd

be the proportion of platforms, and Wa, Wb, Wc, Wd be the AD quality score
generated by each platform. The AD’s total quality score can be calculated as
follows

W = Wa ×Xa + Wb ×Xb + Wc ×Xc + Wd ×Xd

The number of AD skipped is negatively correlated with the quality score of
AD in the system. Under the condition of paid viewing of AD, most AD that
are expected to be skipped may have quality problems.

The evaluation score of some user for an AD is positively correlated with
the quality score of AD in the system. When completed the watching of some
ADs, the user is asked to scoring the AD to reflect the expected score. The user
scoring is the expected of different platforms generated by the average value of
the evaluation of each publisher’s user. Let the average score be a, b, c and d,
and the proportion of the publisher playing amount that produces the average
score be P (a), P (b), P (c) and P (d). Then, we can compute an expect value as
follows

E = a× P (a) + b× P (b) + c× P (c) + d× P (d)

The total score is generated by the sum above, and the average score will be
affected by the total score, that is,

total score = market price × total score/average score.

In the system, All the parameters are stored in the information chain.
According to the above four rules, each impact factor can be quantified, and

the weighted average is the quality score of this AD in the system.

4.7 Advertising Prediction Module

The AD-PM uses a machine learning algorithm to predict the number of view-
ers and their revenues, and feeds the results back to advertisers and AD pub-
lishers [14]. According to the predicted-effect of AD, the advertiser can decide
whether to continue the AD playing or not. If the AD does not bring enough
revenue or the number of viewers is too small, the AD publisher will no longer
play the AD and choose to answer another AD. In addition, the module also
uses data mining algorithms to analyze the types of AD that users often watch,
and combines the recommendations of the AD-RM with the user as much as
possible.
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5 Conclusion Remarks

Based on the current blockchain technology, this paper proposes an digital adver-
tising media promotion system (B2DAM) in the IDA media industry. The lack
of supervision and effective operation mechanism leads to the proliferation of
low quality AD, which means an efficient way is needed to maintain the healthy
development of the IDA market. Thus, our B2DAM is designed to improve the
quality and effectiveness of advertising, enhance the enthusiasm of user partici-
pation, and enhance the user viewing experience. More importantly, the quality
of AD in the advertising market could be improved, thus the problems in existing
IDA ecosystem can be solved.
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Abstract. This paper presents a novel methodology to detect the steganogra-
phy on the fixed codebook (FCB) of adaptive multi-rate (AMR) speech stream.
We have found that correlations of pulses are influenced by the steganographic
operation. Based on this, two categories of features are proposed to characterize
the pulse correlations, namely subframe-level pulse correlation based on self-
information and track-level pulse correlation based on mutual-information,
whose feature dimension is only 1/5 of the state of the art. The proposed method
employs the support vector machine as the classifier and is evaluated with a
large quantity of AMR speech samples. The experimental results demonstrate
that the propose method is effective and has a better detection performance than
the state of the arts.

Keywords: Steganography � Steganalysis � Adaptive multi-rate speech �
Pulse correlation � Self-information � Mutual-information

1 Introduction

Steganography is the art of covert communication by hiding secret information in
digital media, such as image [1, 2], text [3, 4], audio [5, 6] and video [7, 8]. To prevent
threats and damages caused by illegal uses of steganography, steganalysis, the coun-
termeasure of steganography, has attracted increasing attention from researchers, which
aims to detect the existence of secret information in digital media [9]. In recent years, as
the fast development of the Internet, Voice over Internet Protocol (VoIP) has become a
popular communication service over the Internet and mobile software, which drives
researches on the VoIP-based steganography [10]. Compared with traditional carriers,
there are many advantages of VoIP-based carriers, such as high steganographic band-
width, instantaneity and flexible steganographic length [11].

In VoIP service, speech signals are encoded by VoIP codecs into digital infor-
mation, which are then packetized, and transmission occurs as IP packets over the
Internet [12]. In general, there are three types of VoIP codecs: waveform codec, such as
ITU G.711; parametric codec, such as LPC-10; hybrid codec, such as adaptive multi-
rate (AMR) codec. Because the hybrid codec has a high compression ratio while
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keeping an acceptable speech quality, it is widely applied in VoIP scenarios. Moreover,
AMR is a popular format of spoken audio, which has a widespread application in
mobile devices. Therefore, AMR speech has become a hot spot of the VoIP-based
steganography. To confront the challenges of the AMR-based steganography, the
steganalysis of AMR speech streams is conducted in this paper.

For AMR codec, there are three suitable embedding domains including linear
predictive coefficient (LPC) [13, 14], adaptive codebook (ACB) [15, 16], fixed code-
book (FCB) [17, 18]. Compared with LPC and ACB, FCB accounts for a larger
proportion in each frame, for example, the total bits of each frame for AMR narrow
bandwidth (AMR-NB) with 12.2 kbit/s mode are 244 bits, while the total bits of FCB
are 140 bits [19], which are more than a half. Furthermore, in AMR encoding process,
the structure of FCB is based on the interleaved single-pulse permutation (ISPP) design
and the search procedure of FCB is the depth-first tree. All the characteristics indicate
that the steganography on FCB can be high-capacity and slightly perceptible. Based on
this, there have been some steganographic methods on FCB, for example, Geiser and
Vary [17] proposed a steganography by confining the second pulse position in the same
track during the FCB search to create a covert channel, which can reach up to 2 kbit/s
bandwidth with AMR-NB at 12.2 kbit/s mode. Miao et al. [18] presented an adaptive
suboptimal pulse combination constrained method to embed secret information during
FCB search, which further introduced a steganographic factor to control the embedding
capacity.

In recent years, there have been some effective steganalysis methods to detect the
above steganographic algorithms, for example, Miao et al. [20] proposed two methods
to detect FCB-based steganography. One calculated the Markov transition probabilities
of pulse positions in the same track as steganalysis features. The other utilized the joint
entropy and conditional entropy to detect secret information. The experimental results
show that both methods can detect the Geiser’s [17] and Miao’s [18] steganography
methods, but the detection accuracy are not satisfied. Later, Ren et al. [21] studied the
FCB search strategy of steganography and found that there exists a difference of
the probability of the same pulse position between cover and steganographic samples.
The probabilities of the same pulse position in each track are applied as steganalysis
features whose dimension is only 7-dimension. Experiments show that Ren’s [21]
method outperforms Miao’s [20] method. Recently, Tian et al. [22] proposed another
effective detection method which has a better detection performance than Ren’s [21]
while the feature dimension is 498-dimension. In Tian’s method [22], the Markov
transition matrix of the pulse pairs in the same subframe and the joint probabilities of
the pulse pairs in different subframe are calculated as steganalysis features. Thought
Ren’s method [21] has a low feature dimension, the detection accuracy is not satisfied;
while Tian’s method [22] is better, the feature is relatively high. To cover the shortages
existing in the state of the arts [21, 22], we present a more accurate detection method
based on the support vector machine by employing the correlation of pulses to fully
capture the influence caused by steganography on FCB as the steganalysis features,
namely subframe-level pulse correlation based on self-information and track-level
pulse correlation based on mutual-information. The experimental results show that the
proposed method is able to detect the steganography methods on the FCB and
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outperforms the state of the arts. The main contributions of this paper can be concluded
as follow:

(1) This paper proposed two effective categories of steganalysis features. The pro-
posed features are only 100 dimensional, which is 1/5 of that of the state of the art;

(2) A support vector machine based steganalysis scheme is presented;
(3) The proposed steganalysis scheme outperforms the state of the arts.

The rest of this paper is organized as follows. Section 2 introduces the standard
encoding principle of the AMR codec, the steganography conducted AMR speech
streams and the state of arts for steganalysis. The proposed features are described in
Sect. 3. Section 4 presents the support vector machine based steganalysis method.
Experiments and analysis are shown in Sect. 5. Finally, concluding remarks are given
in Sect. 6.

2 Background and Related Work

This section first introduces the standard encoding principle of AMR codec, then
reviews the steganography methods [17, 18] conducted on the FCB, finally, presents
the state of the arts for steganalysis [21, 22].

2.1 Standard Encoding Principle of AMR Codec

The AMR codec [19] is a multi-mode codec which supports 8 narrow band encoding
modes with bit rates ranging from 4.75 kbit/s to 12.2 kbit/s and 9 wide band encoding
modes with bit rates between 6.6 kbit/s and 23.85 kbit/s. The encoding algorithm of
the AMR codec is algebraic code-excited linear prediction whose main functions can
be divided into three parts: LPC analysis, pitch delay search and FCB search. Because
this paper concentrates on the steganography for FCB, only the search strategy of FCB
is illuminated, which takes AMR-NB with 12.2 kbit/s mode as the example.

There are 10 non-zeros pulses in the innovation vector, where all the pulses have
two amplitudes +1 or −1. In each subframe, there are 40 positions, which are divided
into 5 tracks and each track locates two pulses as shown in Table 1. The FCB search
aims at minimizing the mean square error between the weighted input speech and the
weighted synthesized speech. Let b(n) be the presetting amplitudes which is the sum of
the normalized d(n) vector and normalized long-term prediction residual resLTP(n):

Table 1. The FCB structure of AMR-NB with 12.2 kbit/s.

Track Pulse Position

0 i0, i5 0, 5, 10, 15, 20, 25, 30, 35
1 i1, i6 1, 6, 11, 16, 21, 26, 31, 36
2 i2, i7 2, 7, 12, 17, 22, 27, 32, 37
3 i3, i8 3, 8, 13, 18, 23, 28, 33, 38
4 i4, i9 4, 9, 14, 19, 24, 29, 34, 39
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bðnÞ ¼ resLTPðnÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP39
i¼0 resLTPðiÞresLTPðiÞ

q þ dðnÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP39
i¼0 dðiÞdðiÞ

q : ð1Þ

The pulse positions with the maximum absolute values of b(n) are searched firstly
for five tracks, then the global maximum value for all pulse positions is selected as the
position of the first pulse i0. Next, four iterations are conducted. The position of pulse i1 is
set to the local maximum of each track in each iteration. The pulse pairs {i2, i3}, {i4, i5},
{i6, i7} and {i8, i9} are searched by sequentially searching in the nested loops. All the pulse
starting positions except i0 are cyclically shifted in each iteration. Therefore, the pulse
pairs are altered, and the pulse i1 is located a local maximum of a different track. The
remain pulses are searched for the other positions in the tracks. There exists at least one
pulse in the position corresponding to the global maximum and one pulse in position
corresponding to one of the 4 local maxima.

2.2 AMR-Based Steganography

Due to the FCB search is based on the depth-first tree, only a small subset of suitable
positions is searched, which leads to a suboptimal codebook. Therefore, it is possible to
modify the pulse position with an imperceptible degradation on speech quality to
hiding information. The AMR-based steganographic algorithms [17, 18] embed secret
information by modifying the FCB search strategy based on the above characteristics.

Geiser and Vary [17] proposed a steganography which restricted the admissible
position of the second pulse in each track of AMR-NB with 12.2 kbit/s mode. In
Geiser’s method, 2 bits secret information is embedding in each track and the pules
positions of i5, …, i9 are selected two out of 8 possible values. Denote it and it+5 as the
first and the second pulse position in the same track respectively and (m)i,j as the bits at
position i and j of the secret information m in binary representation. The restricted rule
of can be expressed as

itþ 5 ¼
g�1 g it

5

� �� �� ðmÞ2t;2tþ 1

� �
� 5þ t

g�1 g it
5

� �� �� ðmÞ2t;2tþ 1 þ 4
� �

� 5þ t

8<
: ; ð2Þ

where g and g−1 are Gray encoding and decoding by table lookup; “�” is the bitwise
exclusive disjunction (XOR); xj j is the round down function. At the receiver end, the
secret information is extracted by

ðmÞ2t;2tþ 1 ¼ g
it
5

	 
� �
� g

itþ 5

5

	 
� �� �
mod 4: ð3Þ

Miao et al. [18] present another steganography to embed secret information in
AMR speech by searching a suboptimal codevector to replace the cover one. Assume
mt as the secret information to be embedded and pti is the i-th pulse in the t-th track.
The restricted rule of Miao’s method is defined as follow
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mt ¼
XLt
i¼0

g
pti
N

j k� � !
� g; ð4Þ

where g is Gray encoding by table lookup; N is the number of tracks; Lt is the number
of non-zero pulses in track t; η is the embedding factor to control the embedding bits.
Particularly, for AMR-NB with 12.2 kbit/s mode, η is usually set as 1, 2, 4. At the
receiver end, the secret information is extracted by calculating Eq. (4) again.

2.3 The State of the Arts for AMR-Based Steganalysis

There have been some effective steganalysis methods to detect steganography on
FCB of AMR speech streams. In this section, two of the best detection methods are
introduced.

Ren et al. [21] presented a low dimension steganalysis based on the probabilities of
same pulse positions. In the work, Ren et al. analyzed the impact of steganography on
the pulse conditional probability in the t-th track (PCPt), which is calculated by

PCPtði; jÞ ¼ 1
NS

XNs

f¼1

dðiaðf ; tÞ ¼ i; ibðf ; tÞ ¼ jÞ; ð5Þ

where i, j are the possible positions and follow 0 � i, j � Np − 1; Ns is the number of
subframes; f is the label of subframe and follows 0 � f � Ns; ia and ib are the first
and the second non-zero pulse position respectively. d(R) is defined as

dðRÞ ¼ 1; R is true
0; else


: ð6Þ

It is observed that PCPt (i, i), the probabilities of two pulses in the same position, are
distinguishing between steganographic samples and cover samples. Therefore, in Ren’s
method, the average of PCPt (i, i) in all tracks are employed as steganalysis features.

However, if the steganography avoids modifying the pulse in the same positions,
Ren’s method [21] will be invalid. Motivated by the shortcoming of Ren’s method,
Tian et al. [22] proposed more complete features including long-term features of pulse
pairs (LTFS), short-term features of pulse pairs (STFS) and track to track correlation
features (TTFS). The LTFS is the probability distributions of the pulse pairs, which is
given by

Pðx; yÞ ¼
PNs�1

i¼0 d pi;j ¼ x; pi;jþ T ¼ y
� � jj d pi;j ¼ y; pi;jþT ¼ x

� �� �
Ns

; ð7Þ

where Ns is the same as Eq. (5); (pi,j, pi,j+T) is the pulse pair for the j-th track in the i-th
subframe. The STFS is the Markov transition matrix (MTM) of the pulse pairs of a
track in the same subframe. Let p ((a, b) | (c, d)) be the probability that the pulse pair
(c, d) is followed by (a, b), so the MTM in the i-th track is described below
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Mi ¼

Pðui;0jui;0Þ Pðui;0jui;1Þ � � � Pðui;R�1jui;R�1Þ
Pðui;1jui;0Þ . .

.

..

. . .
.

Pðui;R�1jui;0Þ � � � � � � Pðui;R�1jui;R�1Þ

2
66664

3
77775; ð8Þ

where R is the number of all potential pulse-position pairs for i-th track.
The TTFS is the joint probability matrix of pulse pairs, which can be written as

Ji;j ¼

Pðui;0; ui;0Þ Pðui;0; ui;1Þ � � � Pðui;R�1; ui;R�1Þ
Pðui;1; ui;0Þ . .

.

..

. . .
.

Pðui;R�1; ui;0Þ � � � � � � Pðui;R�1; ui;R�1Þ

2
66664

3
77775: ð9Þ

Although Tian’s method [22] has a better detection performance, the feature dimension
is quite high (498-dimensional). Given the shortcomings of the-state-of-the-art ste-
ganalysis methods, we present a high accurate detection method with a reasonable
feature dimension.

3 The Proposed Steganalysis Features

In this section, we will introduce the proposed steganalysis features which include two
categories: the subframe-level pulse correlation (SPC) based on self-information and
the track-level pulse correlation (TPC) based on mutual information.

3.1 The Subframe-Pulses Features Based on Self-information

For AMR-NB with 12.2 kbit/s mode, each frame is divided into four subframes and in
each subframe, there are 10 pulses. For the standard principle, the pulse pairs search
order in a same subframe is: {i0, i1}, {i2, i3}, {i4, i5}, {i6, i7} and {i8, i9} as the blue line
in Fig. 1 while for steganography, the search order is: {i0, i5}, {i1, i6}, {i2, i7}, {i3, i8}
and {i4, i9} as the red line in Fig. 1.

The steganography modifies the search strategy of the pulse pairs in the subframe,
and the encoding process is successive which means the latter pulse is related to the
former pulse. Thus, the short-term stability of speech is destroyed by the stegano-
graphic operation. Therefore, the correlation among the pulses in the same subframe is
affected by steganography. To describe the correlation of pulses in the same subframe,
the SPC is calculated as steganalysis feature by the following equation:

H x; yð Þ ¼ � log2

PL
i¼0

PL
j¼i d li ¼ xð Þ& d lj ¼ y

� �� � jj d li ¼ yð Þ& d lj ¼ x
� �� �� �

C2
L

 !
;

ð10Þ
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where L is the total of the pulse in a subframe; li is the i-th pulse in the subframe; x,
y are the pulse positions. For AMR-NB 12.2 kbit/s mode, L = 10 and x, y 2 [0, 7]. In
steganalysis, the average SPC of all the subframe are applied as the steganalysis feature
whose dimension is 36-D.

The comparison of SPC value between cover and steganographic sample is shown
in Fig. 2. From Fig. 2 we can learn that (1) for both cover and steganographic sample,
the SPC values are larger in different pulse positions than those in the same pulse
positions; (2) the SPC values are influenced by steganography and the changes of SPC
values in different pulse positions are more significant than those in the same pulse
position.

3.2 The Track-Pulses Features Based on Mutual Information

The SPC indicates the correlation of all the pulses in the subframe, while the
steganography algorithms are implemented by modifying the second pulse position in
the same track. To get the more precise correlation of the pulse pair in the same track,
the TPC are proposed to capture the influence on the pulse pair in the same track.

i1 i6i0 i5 i3 i8 i4 i9i2 i7

Fig. 1. The search strategy of pulse pairs between standard and steganographic principle. (Color
figure online)
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Fig. 2. The comparison of SPC between cover sample and steganographic sample at embedding
rate of 100%
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Mutual information [23] or transformation can measure the amount of information
from one variable by observing another variable. Because the second pulse in the same
track is modified to embed the secret information, the mutual information between the
pulse pair in the same track will be influenced. The TPC is given by the following
equation:

I x; yð Þ ¼ p x; yð Þ log2
p x; yð Þ
p xð Þp yð Þ
� �

; ð11Þ

where x, y are the first pulse position and the second pulse position in the same track;
p(x), p(y) are the marginal probability distribution of x, y respectively; p(x, y) is the

(a) TPC of cover sample

(b) TPC of steganographic sample
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Fig. 3. The comparison of TPC between cover samples and steganographic sample at
embedding rate of 100%.
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joint probability distribution of x and y. Similarly, the average of TPC of all track is
employed in steganalysis whose dimension is 64.

The comparison of TPC between cover sample and steganographic sample is
shown in Fig. 3, from which it can be concluded that the distribution of TPC of
steganographic sample is more even than that of cover sample.

Thus, the proposed features include SPC with 36-dimensional and TPC with
64-dimensional, whose feature dimension is 100-dimensional. The proposed feature
dimension is only 1/5 of Tian’s feature dimension.

4 Steganalysis Scheme Based on Support Vector Machine

In this section, we present a steganalysis model based on support vector machine
[24] (SVM), which contains a training process and detection process. Specifically, the
training process consists of the following three steps:

Step 1: Samples preparation. Collect a quantity of speech samples and encoded
them with the AMR codec and conduct steganography on them at different
embedding rates.
Step 2: Features extraction. Extract the proposed features in Sect. 3 from both
cover samples and steganographic samples.
Step 3: Model training. Train the SVM model with the features extracted in Step 2.

Similarly, the detection process includes two steps:

Step 1: Feature extraction. Extract the proposed features from the samples to be
detected.
Step 2: Detection. Input the extracted features into the trained SVM and make
detection decision according to the output of the model.

5 Experiments and Analysis

5.1 Experimental Setup

To evaluate the experimental without loss generality, we collect 4000 speech samples
with length of ten second as the dataset, and all the samples are encoded with AMR-NB
12.2 kbit/s mode. There are four steganography methods are detected in the ste-
ganalysis experiments, including Geiser’s method [17] and Miao’s methods with η = 1,
2, 4 [18]. All the detection methods are implemented on Python 3.6 with sklearn.svm
[25]. Moreover, accuracy (ACC), false positive rate (FPR) and false negative rate
(FNR) are employed as the metrics in the steganalysis experiment.

5.2 Detection Performance and Analysis

The steganalysis experiments for ten second samples at different rates (from 0.1 to 1.0)
are conducted in this section, and we compare the proposed method with the state of
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the arts [21, 22]. In each steganalysis experiment, half samples are used to trained the
model and the remained samples are employed as the test set to evaluate the detection
performance for each steganography. The experimental results are listed from Table 2,
3, 4 and 5.

From the above tables, we can reach the following conclusions. Firstly, for each
detection method, the detect accuracy is proportionate to the embedding rate while the
FPR and FNR decrease according to the rise of embedding rate. Secondly, the detection
performances for Miao’s method η = 4 are better than the others, while detection
performances for Miao’s method η = 1 are the worst, which may be that the Miao’s
method η = 4 modifies the most pulse position and Miao’s method η = 1 modifies the
least pulse position. Thirdly, the proposed method outperforms the state of the arts
especially at the low embedding rates. For Geiser’s method, the proposed method

Table 2. Detection performance for Geiser’s method [17].

Embedding rate Ren’s method [21] Tian’s method [22] The proposed method
ACC FPR FNR ACC FPR FNR ACC FPR FNR

10% 0.5690 0.4460 0.4160 0.5703 0.4585 0.4010 0.6212 0.3775 0.3800
20% 0.6623 0.3805 0.2950 0.7120 0.3055 0.2705 0.7302 0.2650 0.2745
30% 0.7378 0.3115 0.2130 0.8260 0.1820 0.1660 0.8455 0.1420 0.1670
40% 0.8103 0.2260 0.1535 0.9020 0.1050 0.0910 0.9137 0.0750 0.0975
50% 0.8692 0.1480 0.1135 0.9523 0.0425 0.0530 0.9550 0.0415 0.0485
60% 0.9035 0.1105 0.0825 0.9762 0.0245 0.0230 0.9722 0.0250 0.0305
70% 0.9340 0.0820 0.0500 0.9850 0.0145 0.0155 0.9858 0.0140 0.0145
80% 0.9453 0.0600 0.0495 0.9942 0.0065 0.0050 0.9935 0.0045 0.0085
90% 0.9553 0.0500 0.0395 0.9958 0.0040 0.0045 0.9968 0.0030 0.0035
100% 0.9655 0.0405 0.0285 0.9972 0.0025 0.0030 0.9988 0.0015 0.0010

Table 3. Detection performance for Miao’s method with η = 1 [18].

Embedding rate Ren’s method [21] Tian’s method [22] The proposed method
ACC FPR FNR ACC FPR FNR ACC FPR FNR

10% 0.5288 0.5070 0.4355 0.5350 0.4645 0.4655 0.5537 0.4590 0.4335
20% 0.5715 0.4700 0.3870 0.5998 0.4010 0.3995 0.6415 0.3580 0.3590
30% 0.5887 0.4130 0.4095 0.6937 0.3125 0.3000 0.7208 0.2860 0.2725
40% 0.6445 0.3955 0.3155 0.7520 0.2440 0.2520 0.7947 0.2045 0.2060
50% 0.6835 0.3515 0.2815 0.8193 0.1820 0.1795 0.8472 0.1515 0.1540
60% 0.7228 0.3220 0.2325 0.8748 0.1295 0.1210 0.8965 0.0975 0.1095
70% 0.7515 0.2730 0.2240 0.9115 0.0890 0.0880 0.9325 0.0640 0.0710
80% 0.7967 0.2335 0.1730 0.9440 0.0515 0.0605 0.9540 0.0415 0.0505
90% 0.8263 0.2000 0.1475 0.9647 0.0350 0.0355 0.9720 0.0215 0.0345
100% 0.8538 0.1740 0.1185 0.9792 0.0225 0.0190 0.9782 0.0175 0.0260
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reaches over 60% accuracy when the embedding rate is only 10%, nearly the accuracy
achieves more than 70% for Miao’s method η = 4 at the same embedding rates, which
indicates that although the proposed method has a low feature dimension the ste-
ganalysis is more effective than that of the state of the art.

6 Conclusion and Future Work

In this paper, the detection of AMR-based steganography on FCB is researched. The
correlations among the pulse positions in the same subframe and in the same track are
explored firstly and the self-information of the pulse-pair combinations in the same
subframe and the mutual information of the two pulse in the same track are proposed
to describe the correlation of pulse-position difference completely. Then, the two
kind of features are applied as steganalysis features, whose feature dimension is only

Table 4. Detection performance for Miao’s method with η = 2 [18].

Embedding rate Ren’s method [21] Tian’s method [22] The proposed method
ACC FPR FNR ACC FPR FNR ACC FPR FNR

10% 0.5735 0.4545 0.3985 0.5805 0.4360 0.4030 0.6155 0.3895 0.3795
20% 0.6583 0.3865 0.2970 0.7175 0.2975 0.2675 0.7458 0.2410 0.2675
30% 0.7418 0.3060 0.2105 0.8220 0.1785 0.1775 0.8470 0.1445 0.1615
40% 0.8103 0.2230 0.1565 0.9055 0.0920 0.0970 0.9150 0.0830 0.0870
50% 0.8705 0.1460 0.1130 0.9525 0.0540 0.0410 0.9510 0.0420 0.0560
60% 0.9077 0.0995 0.0850 0.9755 0.0240 0.0250 0.9725 0.0220 0.0330
70% 0.9380 0.0720 0.0520 0.9868 0.0125 0.0140 0.9872 0.0110 0.0145
80% 0.9470 0.0590 0.0470 0.9930 0.0060 0.0080 0.9918 0.0085 0.0080
90% 0.9515 0.0535 0.0435 0.9952 0.0030 0.0065 0.9968 0.0030 0.0035
100% 0.9643 0.0395 0.0320 0.9978 0.0020 0.0025 0.9988 0.0020 0.0005

Table 5. Detection performance for Miao’s method with η = 4 [18].

Embedding rate Ren’s method [21] Tian’s method [22] The proposed method
ACC FPR FNR ACC FPR FNR ACC FPR FNR

10% 0.6262 0.4130 0.3345 0.6470 0.3575 0.3485 0.6847 0.3240 0.3065
20% 0.7610 0.2890 0.1890 0.8270 0.1890 0.1570 0.8353 0.1665 0.1630
30% 0.8672 0.1480 0.1175 0.9240 0.0770 0.0750 0.9253 0.0705 0.0790
40% 0.9300 0.0820 0.0580 0.9725 0.0250 0.0300 0.9722 0.0255 0.0300
50% 0.9600 0.0460 0.0340 0.9880 0.0130 0.0110 0.9882 0.0105 0.0130
60% 0.9673 0.0330 0.0325 0.9938 0.0070 0.0055 0.9950 0.0050 0.0050
70% 0.9792 0.0225 0.0190 0.9960 0.0035 0.0045 0.9980 0.0015 0.0025
80% 0.9852 0.0150 0.0145 0.9988 0.0020 0.0005 0.9982 0.0015 0.0020
90% 0.9900 0.0120 0.0080 0.9992 0.0005 0.0010 0.9995 0.0005 0.0005
100% 0.9930 0.0075 0.0065 1.0000 0.0000 0.0000 1.0000 0.0000 0.0000
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100-dimensional. We proposed an SVM-based steganalysis scheme with the proposed
features. The experimental results show that the detection performance of the proposed
method is better than the state-of-the-art methods. In the future, we will try to employed
some strategies to enhance the detection performance at low embedding rates.
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Abstract. Non-reentrant functions are commonly used in multi-thread pro-
grams, such as network services and other event-driven programs, to reserve
some global states in a concurrent context. However, calling non-reentrant
functions may bring several kinds of dangerous pointer dereference faults, and
will lead to serious consequences such as program vulnerabilities. To beat this,
this paper presents an approach to check state consistency against non-reentrant
functions based on taint analysis and symbol execution technology. The pro-
posed method records the program taint states and traces the data flow during the
symbol execution process where some rules are specified to check the state
consistency and exceptions such as null pointer reference, pointer double free
and pointer use-after-free. We implement a proof-of-concept system SC2NRF
based on the symbol execution framework angr. Further experiments show that
our approach is able to effectively check state consistency of non-reentrant
functions in binary programs.

Keywords: Binary program � State consistency � Non-reentrant function �
Taint analysis � Symbol execution

1 Introduction

Non-reentrant functions have been widely used in large-scale real-life programs to
provide user-friendly and smart functionality. There are usually referenced in a con-
current context a competing code sequences (e.g. threads or signal handlers) that may
influence their states [1, 2]. If not carefully designed, the calling of programs with non-
reentrant functions will lead to dangerous program state faults, and then introduce
serious consequences, such as pointer dereference error. For clarity, we explain this
problem using two CVEs with high scores, i.e. CVE-2018-0101 and CVE-2015-0291.
In the first example, a buffer address in a non-reentrant function is assigned to a global
pointer and a local buffer pointer. The local buffer pointer is freed in the tail of the
function, while the global pointer still holds the buffer address. When the function is
called again, a double-free vulnerability is triggered and a system crash will happen. In
the another example CVE-2015-0291, there is a non-reentrant function in which the
address of a local buffer A is assigned to another local pointer B and the length of buffer
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A is also assigned to another local variable C. When the function returned, local pointer
B is set to NULL, but the local variable C is not processed accordingly. When this
function is called again in a specified condition, the local pointer B remains there, but
the value of local variable C holds the last time assignment, and the rest codes uses the
value of C to access B, which leads to a null-pointer dereference vulnerability and
results in process crash.

Both the two CVEs are exemplars about non-reentrant function problems, however,
the issue cannot be avoided or resolved using existing thread safety techniques. The
root cause is that the states of different variables are inconsistent in program semantics,
and this inconsistency in a defect program implementation will cause serious software
faults. Existing vulnerability detection technologies (e.g. double free checking and null-
pointer checking techniques based on static and dynamic detection methods) cannot
meet the requirements of checking such state inconsistency in non-reentrant function.
Additionally, state inconsistencies also exist in block-chain applications such as smart
contracts [3, 4]. The core problem of consistency checking is to find the relations of
state variables and track the data flow of state variables in different execution paths.
Based on the data flows in a non-reentrant function, existing defects in binary programs
can be detected for further improvements.

According to above analysis of this inconsistency issue, we model it as a kind of
consistency checking of program states between different program paths. The key
factors to solve this issue are program state model, state analysis of program executions
and dynamic consistency checking, and several techniques can be leveraged for this
purpose. In general, both the static analysis and dynamic analysis can be used to
analyze non-reentrant function. But static analysis solutions (e.g., [5]) usually have
high false positives because many program states are dynamically generated [6], and
are only fit for small programs due to intrinsic challenge (i.e., alias analysis). Given a
specific execution, the program state and data flow are deterministic, it is easier and
more reliable to use dynamic analysis to check state consistency.

Several dynamic analysis techniques are widely adopted for program analysis, e.g.,
symbol execution [7], taint analysis [8] and information flow analysis [9]. Symbol
execution could explore program paths thoroughly and discover program states in a
more proactive way, but most solutions of symbol execution could not accurately
analyze the relations of program states in different paths. Taint analysis can trace the
taint propagation process and record the taint relation of program states, but existing
solutions are not fine-grained enough for consistency checking. Current solutions based
on information flow analysis include flow-insensitive, path-sensitive, and context-
sensitive flow analysis [9–11], can build data flow in multi-grain levels. However, the
disadvantages of these approaches are that the inter-process data flows are omitted,
including call stack data flow and function return data flow, and data flows constructed
are limited. Similar to heap overflow [12] and double-fetch [13, 14], state inconsis-
tencies are root cause of program faults. Hence, a fine-grained state consistency
analysis approach is necessary to solve this problem.

To address this issue, the data flow of non-reentrant function need to be con-
structed, and consistencies of data flow are modeled and checked in case of any non-
consistencies in given non-reentrant function. Based on this idea, we present a state
consistency checking method, and propose an inter-process data flow model for state
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consistency checking. Especially, we leverage symbol execution technology to con-
struct multiple execution traces, together with the data flow constructed with taint
analysis technique.

The main contributions of this paper include: (1) a state consistency checking
framework (implemented as SC2NRF system) for constructing and analyzing inter-
process data flow; (2) a symbol assisted taint analysis approach to trace data flow and
build data flow relations; and (3) a rule-based state consistency checking algorithm to
find data flow faults in program implementations.

The rest of this paper is organized as follows. In Sect. 2, the state consistency
checking framework together with its working process and checking algorithm is
discussed in detail. Section 3 describes the implementation and experiments of the
SC2NRF system. Discussions and the conclusions are presented in Sect. 4.

2 State Consistency Checking Framework

We aim to discover state inconsistencies in program execution process with the
combination of static control analysis and symbol execution. To achieve this goal, we
define the data flow models of binary program in advance, and describe how to
manually define consistency rules and automatically generate them based on heuristic
algorithms.

Furthermore, to make the solution efficient and practical, we propose an approach
which uses taint-assisted symbol execution methods to generate full data flow and
detect potential inconsistencies of program states. At last we concrete values in path
constraints and inconsistency constraints to speed up the checking process.

Figure 1 depicts the working flow of the proposed framework. Firstly, we analyze
the target program with static analysis to construct the control flow graph and identify
function call attributes. The program is run by taint assisted symbol execution and we
will collect taint expressions and path constraints during each block’s execution. Our
analysis module then tries to build global data flow relations and checks any incon-
sistencies against given consistency rules. At last, inconsistency results are exported
and identified for further analysis.

Program

Taint assisted 
Symbol

execution Data flow builting 
and consistency 

checking

Static analysis CFG analysis and 
function label

Taint expressions 
and constraints

Inconsistencies
result

Consistency Rules

Fig. 1. Framework overview.
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2.1 Information Flow Model for Code Block

A data flow shows how instructions correlate with each other with respect to the
production and consumption of data. Efficiently generating a sound data flow for a
binary slice has several challenges. First, program slicing requires a flow-sensitive and
context-sensitive data flow analysis, which however has a run-time complexity expo-
nential to the number of all possible paths in a program. Second, analyzing the data
flow of binary programs poses some unique problems. Hence, we propose a data flow
model upon a single code block of binary program to provide fine-grained data flow
relations.

Definition 1. GivenCFGf the control flowgraph of a non-reentrant function f and c a code
block in CFGf, we model the operation expressions list of block c as Ic = {yi = op(xi), for
xi in block c}, where op is an algorithm operation or logic operation. Given two blocks in
CFGf namely c1 and c2, edge econdition = (c1, c2) records condition of block c1 to block c2 if
data Ic1 of c1 flows to Ic2 of c2 under the condition.

Definition 2. We use DFRc to denotes summary of data flow relation in block c. For
each dfr in DFRc, dfr(yi, yj) means that there is a data flow relation between yi and yi.
For example, if yi is the buffer pointer of a input string, and yj is the string length of the
input string, then dfr(yi, yj) equals to yj = str_length(yi), where str_length is a typical
kind of data flow relations. Other data flow relations include pointer aliasing, pointer
repositioning, logic operations and so on.

We also define the typical data flow relations between code blocks as in Fig. 2. In
Fig. 2(a), the fork flow model means that two data flows are forked by program
execution conditions, and in Fig. 2(b), relation flow means that flow1 and flow2 are
flowed to next code block with the relation r, and in Fig. 2(c), flow1 and flow2 are
aggregated in one block by algorithm operation or logic operation. In our discussion,
the three data flow relations are common in real-programs.

Based on the data flow relations in Definitions 1 and 2, we model the fine-grained
data flows along the execution traces of non-reentrant functions. However, data flow
relations in real programs are complex and diverse, and the state consistency rules have
to be defined based on data flow relations. To handle the issues mentioned above, our
framework follows [15] to analyze data flow, which is an inter-procedural data flow
analysis algorithm that uses def-use chains.

flow1 flow2 flow1 flow2 flow1 flow2

r

(a) fork flow (b) relation flow (c) aggregate flow

Fig. 2. Three kinds of basic data flow relations.
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2.2 Taint-Assisted Symbol Execution Approach

To analyze a given non-reentrant function, we build the constraints between input bytes
and the data flow relations of program code blocks by performing symbolic execution.
However, existing symbol execution approaches are lack of support for fine-grained
data flow analysis. We propose a new solution to mitigation this issue. More specifi-
cally, we tag data flows and taint them between code blocks. Based on the state-copy
symbol execution techniques, we can calculate the overall data flow relationship in
parallel, and check state consistency online. It is worthy that detecting state inconsis-
tency between different program paths no matter there is any broken consistency rules.

The SC2NRF system tracks taint data flows of program paths. In general, it per-
forms a fine-grained taint propagation analysis to track each value’s source and data
flow relation.

However, previous taint analysis solutions trace only the taint sources. The relation
between different data flow and taint propagation process are not recorded. For
example, programs may use strlen or other custom functions to infer some values (e.g.,
length) of the inputs, and then use them as size to allocate memory. In this case,
operations upon the input buffer are indirectly affected by the inputs. Both the input
buffer and variable that record the length of the buffer need to be record.

Classical dynamic taint analysis solutions usually do not propagate taint informa-
tion for control dependencies [16], due to the concern of taint propagation efficiency.
Instead, the SC2NRF system taints the symbol input, the data flow relation and their
propagation by extending the symbol execution techniques to support fine-grained data
flow taint. More specially, this system leverages the position of input bytes as taint
attributes, and propagate these taint expressions along the trace.

For the generic instrumentation, we adopt a taint propagation policy based on the
notion of data dependency [17–19]. If the output is a direct copy or transformation of
the input, then it will be tainted if the input is tainted. This gives us a good coverage
over all instructions and allows us to implement taint propagation without a special
handler for each type of instruction in VEX IR instruction set, which is an architecture-
agnostic, side-effects-free representation of a number of target machine languages.
Based on VEX IR, the SC2NRF system implements taint propagation with operation
expressions for tracing fine-grained data flow relations. To achieve this goal, we have
identified several kinds of operation expressions in Table 1. These operation expres-
sions account for the exact semantics of the data flow. They are used both as a
performance improvement for commonly-used instructions, and an accuracy
improvement for instructions with certain modes of operation that violates the basic
data dependency rules.

To record the taint attributes and taint expression in symbol execution process, we
have defined several kinds of set to aid analysis process. These recording set include
store expression table STOREREC, register expression table REGREC, temp expression
table TMPREC and global taint label table GLOBALTAINTREC, to record the memory
store records, register writing records, local variables and immediate variables and
global taint information in the symbol execution process.

Furthermore, the traces we collected only include user space instructions. Then
some data flows will be missing when the system library functions are called. The
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Table 1. Operation expression cases to generic data dependency propagation.

Instruction type Reason and specific expression

Algorithm, logic and BITS wide
transformation instructions

These instructions are recorded with the form of
value = op(EXPA1, EXPA2,…), and new expression is
built and inserted into TMPREC, where op is a concrete
instruction type and Ai is one of the arguments

System library call These instructions are identified by function call graphs
generated by static analysis, and are recorded with the
form of value = call(EXPA1, EXPA2,…), and a new
expression is built and inserted into TMPREC, where
call is a concrete instruction type and Ai is one of the
arguments

Memory store instructions To identify the operation semantics of these
instructions, both the target memory address and the
data need to be checked before generating an
expression. These writing data could be one of the
memory store types, include arguments preparing for
next function call with the form of
BP+positive_immediate_value, local variable saving
for temp results with the form of BP-
positive_immediate_value or BP-
negative_immediate_value, reading return results from
sub function call SP-positive_immediate. Hence, the
corresponding expression is inserted into
STOREREC(address)

Memory loading instructions Similarly, the address of memory loading instructions
could be one of the following types, namely loading
immediate value with the form of immediate_value,
loading argument values from program stack with the
form of add(sp, positive_immediate), loading temp
results from program stack with the form of add(bp,
negative_immediate), and so on, then an expression
with the form is inserted into TMPREC

Register writing instructions In these register writing instructions, the written data
should be one of the following types, immediate value
with the form of immediate, or another temp result in
TMPREC. In all cases, the target register ID is checked
to analyze the program semantic. For example, if the
register ID is BP or SP, the instruction is going to
preparing program stack for function call entry or
function call exit. Otherwise, an expression is inserted
into REGREC to save the temp result

Register reading instructions At first, if the register ID is in REGREC, then get the
operation expression from REGREC and insert it into
TMPREC. Otherwise, we use the lazy initialization
approach proposed in previous work to initialize the
register and generate a temp expression and insert it
into TMPREC
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SC2NRF system will check values of registers before and after the system call
instructions (e.g., malloc). If the value of any register other than the destination operand
has changed, a potential data flow missing is found. In this case, we will clean the taint
attributes of the register to avoid false positives. Another choice is using summary
information of syscalls to propagate the taint attributes for kernel execution.

The SC2NRF system leverages a lazy initialization policy to initialize registers in
REGREC and global memory in TMPREC. As non-reentrant functions with initialization
code that is responsible for setting various memory locations to initial values, setting up
request handlers, and performing other housekeeping tasks cannot execute before
analysis if some data structures are not initialized, superfluous paths based on normally
infeasible environment conditions are introduced into the analysis. To mitigate this,
SC2NRF system adopts a lazy approach to memory and register initialization. When
the symbol execution engine encounters a memory read from uninitialized memory, it
identifies other procedures that contain direct memory writes to that location, and labels
them as initialization procedures. If an initialization procedure is identified, the state is
duplicated: one state continues execution without modification, while the other one
runs the initialization procedure before resuming execution. This allows the SC2NRF
system to safely execute initialization code without the risk of breaking the analysis.

With the taint propagation process defined in Sect. 2.2, the SC2NRF system can
build global information flow relations along the program traces in symbol execution.
Let uses TG for a global variable set and TL as a local variable set, then the information
flow of a non-reentrant function TF can be built. Based on the taint expression and
symbol execution, the information flow building process is shown as follows.

Let uses f as a non-reentrant function to be analyzed, CFGf is the inter-process
control flow graph of function f, ci is a basic block in CFGf’s node set. Let uses
TI ¼ TG [TL [TF to denote the variable set to be analyzed in code block c, where
TG = {Tg1, Tg2,…, Tgm}, TL = {Tl1, Tl2,…, Tlm} and TF = {Tf1, Tf2,…, Tfm}. For each
step in symbol execution, let uses c to the denote current code block executed. The
following steps S1–S5 illustrate how to build the global information flow.

S1. Sets the arguments and global variables in function f as tainted variables;
S2. For each element yi = op(xi) in Ic, The SC2NRF system uses the operation
expression case to propagate the tainted variables and record the taint expression
simultaneously.
S3. If yi is an global variable in TG, then we can search STOREREC using the key yi
and get exp = STOREREC[yi], which is the information flow of yi. Meanwhile, the
taint label of yi can be obtained by expression GLOBALTAINTREC[exp];
S4. If yi is an local variable in TI, then we can search TMPREC using the key yi and
denote it as exp = TMPREC[yi], which is the information flow of yi. Also, the taint
label of yi can be obtained by expression GLOBALTAINTREC[exp];
S5. If yi is an argument to a sub function in TF, then it will be disposed according to
the type. If yi is a register argument, we search the REGREC with expression yi and
denote it as exp = REGREC[yi], which is the information flow of yi. and the taint label
of yi is GLOBALTAINTREC[exp]. Otherwise, the argument yi is a stack argument,
then we acquire the temp expression of yi from TMPREC[yi] and search the
STOREREC with keyword exp = TMPREC[yi], that is, we get exp1 = STOREREC[exp],
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which is the information flow of yi. At last, the taint label of yi can be expressed as
GLOBALTAINTREC[exp1].

2.3 State Consistency Checking Algorithm

To provide automated support for state consistency checking requirements, we have
design an algorithm for analyzing the program states. The SC2NRF system checks the
requirements of state consistency against a given consistency rules. Because the con-
sistency rules describe the properties that non-reentrant functions must satisfy, the
consistency rules by our algorithm are independent of a particular application.

Consistency rules defined in the SC2NRF system are expressed with condition lists.
Meanwhile, the condition types include operation timing condition, space condition,
other attribute condition, which usually are defined on function calls, value assignments,
and memory positions and so on. For example, given a consistency rule of the case that a
global buffer pointer and a local buffer pointer pointing to the same location, it follows a
common operation list with the form of R = <malloc, free, set_to_NULL> (otherwise
double-free or use-after-free vulnerability will happen on this buffer).

Checking the consistency of program states is usually quite complex. We must follow
different data flows of this buffer and checkwhether the common operation list is preserved
during the execution process. To solve this issue, the SC2NRF system leverages a con-
sistency checker to incrementally check program state when a new code block is executed.
We design a checking algorithm to validate operation expressions of each code block’s
execution against current program states, which is show in Algorithm 1. To simplify the
analysis process, we use function get_exp(x) to denote the retrieving of taint expression of
variable x, update_state to denote the taint propagation and taint expressions computing.

Algorithm 1. Consistency checking algorithm for program state.
Inputs Consistency rules R; 

Code block c; 
Operation list Ic={yi=op(xi), for xi in block c}; 
Current program state set S;

Outputs Inconsistency results IR;
Step S0 Set IR={} 

Step S1

For  each element yi=op(xi) in Ic: 
exp=get_exp(yi) 
S=update_state(S, exp) 
For each state s in S: 

For each r in R:
If s1.flow r.conditions and p s2.flow r.conditions

ir=<s1, s2, r.conditions> 
IR.add(ir)

    End for
End for

End for
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Consistency rules are broken once their conditions are meet in two data flow, which
is shown in Algorithm 1. Thus, this algorithm checks the program state from the angle
of data flow relations, consistency conditions and new attributes in current code
block c. It is easy to know that the computational complexity of this algorithm is
O(max(|R|) � max(|S|) � max(|I|)), where the upper bound of |I| is the max size of a
code block size, and the upper bound of |S| is the max number of paths in target non-
reentrant function.

3 Implementation and Evaluations

In this section, we present the implementations and evaluation of the SC2NRF system.
Our prototype implementation leverages angr as the symbol execution engine, which
provides the state-copy path discovery and is suitable for our state management and
consistency checking. In addition, the taint propagation and data flow relations are
expressed in VEX immediate representation language. The taint analysis components
takes about 1100 LOC of python codes, and this component is integrated with angr’s
main code. Meanwhile, the state class of angr is also patched to support the taint
expression computing.

The analysis environment is a 64-bit Ubuntu 16.04 system running on a computer
of Intel Xeon (R) CPU E5-2630 v4 2.20 GHz and 64G RAM. As show in Table 2, 4
known vulnerabilities in 4 applications are validated in our experiment. During this
test, three kinds of data were collected, including the number of code blocks, consumed
time and the length of tainted instructions. The total number of code blocks in a tested
function represents the workload of the analysis process, and the consumed time of
each test is increased as the number of code blocks increases. The max length of tainted
expressions in each function varies according to the computed data flow. Finally, the
SC2NRF is able to discover all of them successfully. It is worth noting that, additional
python codes are needed to analyze each function.

For vulnerability CVE-2015-0327 in Openssl 1.0.2, it requires to invoke the
clinethello message twice. During the execution process, different paths will check a

Table 2. Known state inconsistencies validated by SC2NRF system.

ID Function Code
blocks

Consumed time
(s)

Max length of tainted
Exp.

CVE-2018-
0101

sub_8079B40 895 4.12 29

CVE-2015-
0291

sub_4406C0 1335 6.43 8

CVE-2015-
8651

sub_996EC80 2006 8.02 24

CVE-2011-
0073

sub_1046620E 720 3.94 76
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common global pointer for reading and writing. Our solution can detect the incon-
sistencies in the two paths. Other samples also illustrate the effectiveness of our
approach.

Actually, this solution in general will not generate false negatives since the rules are
defined manually. The SC2NRF system can validate inconsistencies existing in known
vulnerabilities but not all are not exploitable. Another disadvantage of SC2NRF is that
the non-reentrant functions in binary program need to be identified manually by pro-
gram analysis, which is a time-consume job.

4 Conclusions

State inconsistencies are the root cause of memory corruptions in non-reentrant func-
tions. In this paper, we have proposed an approach for state consistency checking
which based on consistency rules, and implemented a system called SC2NRF using
famous symbol execution angr. The key components of SC2NRF system include taint
assisted symbol execution module and consistency checking module. It is able to
explore each program path in depth to find inconsistencies that are hard to detect and
prone to miss by existing solutions. We also evaluated the SC2NRF system with
several known CVEs, making our solution more practical. The experiment results show
that this solution is effective.
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Abstract. This paper proposed a SE Dots architecture and system with type
awareness and high scalability to improve the ability to handle DDoS attacks
across networks. Firstly, we designed a Dots protocol that includes attack type
extensions, which enables accurate sensing of attack types. Then, the shunt
capability module and adaptive matching module are extended in Dots framework
to realize the adaptive selection of various disposal mechanisms, thus effectively
extend the docking of different types of Mitigator to achieve a finer-grained
cleaning effect. Technical verification shows that, under the sameDDoS attack, the
use of SE Dots scheme and architecture can improve the disposal efficiency by
17%and increase the user access success rate by 31.5%without increasing the cost
of equipment. and it has strong advancement and practicability.

Keywords: Dots � DDoS attack � Attack linkage disposal � Flow cleaning

1 Background

Distributed Denial of Service (DDoS) is a type of resource-consuming attack, which
exploits a large number of attack resources and uses standard protocols for attacking.
DDoS attacks consume a large amount of target object network resources or server
resources, so that the target object cannot provide network services normally. At
present, DDoS attack is one of the most powerful and indefensible attacks on the
Internet, and due to the extensive use of mobile devices and IoT devices in recent years,
it is easier for DDoS attackers to attack with real attack sources (broilers). In 2018, the
threat of DDoS attacks is still increasing. the traffic of DDoS reflection attack using
memcached server vulnerabilities reached a peak of 1.7 Tbps. The opening ceremony
of pyeongchang winter Olympics was subjected to DDoS attacks for up to 12 h. The
industries affected by DDoS attack include banks, governments and games.

The current anti-DDoS modes mainly include three modes: one is single-point
operation, such as self-built anti-DDoS equipment in the machine room [1]; the Second
is cloud protection which achieve unified protection through flow lead; The third is
joint prevention within an organization (called a domain) [2], such as anti-DDoS
linkage processing and cloud cleaning centers. However, the current attack presents a
distributed and large traffic trend, and the attack sources are spread all over the world.
As far as the current situation is concerned, a certain range of defenses can no longer
meet the anti-DDoS attack requirements, and comprehensive cross-network collabo-
ration is required [3]. In order to shield operator differences from defending DDoS
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attacks across the entire network (global), the IETF working group proposed the DOTS
framework [4], which is used to automate and standardize DDoS countermeasures and
to shield differences in various anti-ddos solutions.

The existing DOTS implementation mechanisms have two problems: the first is that
the mitigation request only defines the IP address, port range, protocol type, FQDN
(fully qualified domain name), URI of the attacked target, but does not contain the attack
type or bandwidth. As a result, the amount of information that is being attacked by the
attacking target is insufficient. The second problem is that DOTS framework only uses
BGP to process attack traffic. The near-source black hole operation will discard all
traffic, which directly leads to the normal traffic loss of the attacked object. On the basis
of DOTS, this paper proposes a flexible extended DOTS architecture that can perceive
the attack types. Firstly, by extending the mitigation request method of signal channel
and clarifying the attack type, the Mitigator can specifically handle the attack in the
mitigation request; The second is to add request methods of the DDoS http mitigation
and shunt policy module, which can adaptively select attack defense method according
to the attack site, and improve the DDoS defense under the DOTS framework.

2 Existing Technologies and Shortcomings

At present, the main technologies of DDOS attack protection include: single point
device protection, reverse proxy (cloud protection) and linkage defense.

Single point protection relies on the independent deployment of DDOS devices for
protection. This method is simple to deploy, but due to the limited processing ability of
a single device for attacks, it has insufficient capacity to deal with large traffic attacks
that cause network congestion. Moreover, it is difficult to conduct uniform detection
and disposal when different devices are deployed upstream and downstream in one
network [5].

Reverse proxy, also known as cloud protection, is a dedicated cloud platform that
implements DDOS attack detection and filtering. When the system detects abnormal
traffic, it actively redirects traffic to the cloud acceleration server, and the cloud pro-
tection equipment will perform cleaning operation and then re-injected to the router of
the business system [6]. The cloud protection method adopts centralized deployment,
which is suitable for the cleaning needs of small and medium-sized enterprises or
services; However, in the case of large-scale traffic attack, the cost of flow lead is huge
and may cause new network congestion. Therefore, the cloud cleaning method is not
suitable for large-scale traffic cleaning.

The linkage disposal technology is to construct a linkage system separately, analyze
the data such as attack alarms issued by different anti-DDOS devices, coordinate and
dispose of them. The advantage of adopting this mode is that it can deal with attacks in
complex networks, especially in the case of attacks against large traffic, which can
mobilize the processing capabilities of existing networks to achieve near-source dis-
tributed cleaning Under the premise of not adding new equipment, more effective
cleaning of larger attack traffic can be realized, especially suitable for scenarios such as
Metropolitan area network, IDC, customer business collaborative protection and so
on [7].
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DOTS is a cross-domain (cross-organization) processing framework for DDoS
attacks defined by the IETF, and also is an implementation method of linkage pro-
cessing technology. The DOTS establishes a general architecture, method and pro-
cessing mechanism without considering specific attack disposal devices and means [8],
which is very suitable for use in the scenarios of network operation and business
operation separation. DOTS framework includes the following four parts: Attack
Target, DOTS Client, DOTS Server and Mitigator.

The attack mitigation process of the DOTS framework is shown in Fig. 1.
The process is as follows:

(1) Attack target is attacked by DDoS, then DOTS Client sent mitigation request to
DOTS Server;

(2) Receiving requests, DOTS Server parses request packets to obtain attack details,
such as IP address information, etc.;

(3) Using BGP to generate an optimal path through BGP neighbor relationships;
(4) Mitigator chooses one or more of the nearest routers for black holes based on BGP

results.

There are two interfaces between DOTS client and DOTS server: Signal Channel
[9] and Data Channel. Signal Channel [10] is used for client to seek attack mitigation
from server and server to inform client of the state of the mitigation process. The Data
Channel is used for related configuration and policy information exchange (between
client and server).

There are two implementation shortcomings in the existing DOTS framework: first,
only the message communication mechanism is defined, and the attack type transmitted
is not defined, which will reduce the Mitigator’s processing capability and efficiency.
Second, the existing mechanism only supports mitigation notification through BGP,
and the mitigation notification based on BGP can only reach the routing device for
traffic lead, but cannot convey the attack type and mitigation mechanism, which is not
conducive to timely attack disposal, making it difficult to meet the demand by using
BGP traffic lead and disposal.

Signal Channel

Data Channel

DOTS Server  

DOTS Client(s)

AS 1AS 2

iBGP

eBGP

blackhole

A�ack target

Fig. 1. DOTS framework diagram based on BGP mitigation mode
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3 SE DOTS Technical Principle

SE DOTS is to add the definition of attack type in the existing DOTS framework,
which can effectively improve the processing efficiency and accuracy of DOTS linkage.
At the same time, extend the message communication mechanism based on HTTP to
form the processing capability of classification and extension.

3.1 Attack Type Awareness

In the current mechanism, when the DOTS client detects a DDoS attack, it sends a
mitigation request through the signal channel, which contains the following fields:
target-prefix: address prefix of the target being attacked; target-port-range: the port
range of the target address under attack; Target-protocol: the protocol involved in this
attack; Target-fqdn: full address of the target under attack; Target-uri: URL of the
attacked address; Alias-name: alias-name of the target; lifetime: lifetime of mitigation
requests. Although the Mitigation request contains target-protocol, which refers to the
protocol involved in the attack, the same protocol contains a variety of DDoS attack
types. For example, DNS Reply Flood and DNS Query Flood are distinguished below
the DNS protocol, and there are differences in the disposal means of different attack
types. Adding an “Attack method” field in Dots mitigation request solves the problem
that it is difficult to carry out fine protection against the attacked features of the attack
target. The specific implementation process includes:

(1) When Attack Target creates an identifier, add the “Target-attack-Type” field;
(2) DOTS Client responds to requests and sends messages to DOTS Server according

to existing processes;
(3) DOTS Server parses the request and generates mitigation request messages

according to the type requirements of Mitigator;

SE DOTS adds “target-attack-type” and “target-bandwidth” fields to the mitigation
request, which belongs to the Signal message generated by the attack target and sent to
DOTS Client.

For the target-DDoS-type field, we define it as a string Type, and define the two
fields according to the attack method and extension name. Similar to other existing
linkage disposal technologies, there may be problems in the actual network environ-
ment, that attack target and mitigator (such as cleaning equipment) belong to different
models of different vendors, because different vendors have different definitions of
Attack in understanding and implementation. When an attack occurs, some devices
may not be considered as an attack, and the effect of linkage cleaning may not be
achieved. It is also possible that the detection device considere it as A type attack, while
the cleaning device consider it as B type attack. When performing the cleaning
schedule, it will cause the problem of incorrect cleaning or over-cleaning. Both of these
errors will cause the normal business to fail to link. Therefore, it is necessary to unify
the attack definition, form a standard attack definition, and solve the problem of
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cleaning errors from the source. we give out a complete format for DDoS attacks as
[protocol level] [protocol name] [message name/operation name/port] [attack methods
feature description field 1] [attack methods feature description field 2] [attack methods
describe the standard field], interval between each field operators use “,” symbol or any
other symbol agreed.

For example: HTTP Get Flood(CC) definition,we defined the target-Attack-Type
field as:

{
"Attack-Name":" Application _Layer, HTTP, Get,,, Flood"
"Attack-Alias":"HTTP CC Flood" 
}

Based on the perceptual extension, the DOTS Server can accurately inform Miti-
gator of the objects and attack types that need to be disposed when the mitigation
instructions are delivered to the Mitigation, so that the Mitigator can be accurately
disposed.

3.2 Disposal Capacity Expansion (Extensible)

DOTS framework currently implements DDoS attack mitigation notification using
BGP. Under the existing mechanism, BGP mode mitigation includes two types of
measures: First, the traffic is drained through the BGP mechanism, and the dedicated
cleaning equipment/cleaning center handle the traffic. Second, black hole routing
(discarding) is performed on the traffic through the BGP mechanism. However, there
are some deficiencies in how to choose these two kinds of measures [11]: in the case of
super-large traffic attack (occupying full bandwidth), it is difficult to schedule the traffic
on a large scale in the BGP shunt mode; However, when the attack intensity is lower
than the limit, the BGP black hole operation drops all the traffic, which directly leads to
the loss of normal traffic of the attacked object.

In SE DOTS, the HTTP request handling module of DOTS framework is extended,
and a traffic shunt policy module is added between the DOTS Server and the Mitigator
to determine which mitigation method is adopted by the DOTS server. The DOTS
system architecture diagram that extends the HTTP mitigation communication
approach is shown in Fig. 2.

Cleaning equipment refers to the equipment specially used for DDoS attack traffic
cleaning, including hardware and software. Cleaning center refers to a centralized
cleaning equipments cluster.

The new process is as follows:

(1) Mitigation request issued by DOTS client;
(2) DOTS server receives the mitigation request, parses the request, transfers the

mitigation parameters to the shunt policy module, and starts the shunt strategy to
select the BGP or HTTP mitigation mode;
(a) When BGP mode is selected, the processing flow is the same as Fig. 1;
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(b) When select HTTP mode, send the mitigation request to the corresponding
cleaning equipment (or cleaning center). The cleaning equipment (or cleaning
center) will trigger the flow lead. After processing, the normal business flow
will be injected back into the attack target link.

The flow of the shunt policy module is shown in Fig. 3 below.

Among them, Mitigator_list is the list library of protection devices, and IP_list is
the corresponding protection IP of the protection device. The main functions of the
shunt strategy module are as follows:

(1) DOTS server parsers parameters, including: target-prefix, target-port-range,
target-protocol, target-fqdn, lifetime, target-bandwidth, and target-attack-type;

Signal Channel

Data Channel

DOTS Server  

AS 1AS 2

DOTS Client(s)

shunt policy module

Fig. 2. The DOTS system architecture diagram extending the HTTP method

Shunt moduleOptimization 
algorithm 

Mitigation 
request

Mitigator_list

HTTP module

BGP module

Http req

BGP req
IP_list

Fig. 3. Processing flow of shunt policy module
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(2) Take the parsed parameters as the input of the preferred algorithm:
(a) Compare the target-prefix with the IP_list of the protection device to find the

corresponding mitigation provider;
(b) Select a cleaning device according to the target-protocol;
(c) Match the bandwidth to the cleaning device capability, and the cleaning

device is completely processed within the cleaning capability range. When the
capacity is insufficient, the shunt part performs BGP processing. If the
cleaning device is selected, select different cleaning devices according to the
target-attack-type.

(3) According to the results of the preferred algorithm to select disposal method:
when the cleaning device is used for protection, the HTTP module is used to
construct an HTTP request, such as POST http://ip:port/traffic/…; when using
BGP disposal, BGP request is sent using the BGP module construct.

4 SE DOTS Technical Advantages Analysis and Experiments

In SE DOTS, the Attack Target can report all the attacked situations to the DOTS
Server through one message sending, while the DOTS Server can release different
types of Attack disposal methods through the shunt module, reducing the communi-
cation overhead and improving the efficiency and accuracy of disposal.

Carry out simulation experiments to simulate the existing network in the following
experimental network:

• The bandwidth of link A where the protection object resides: 10G;
• traffic model of protection objects: normal service traffic 500M, which are HTTP

requests [12] (TCP SYN traffic is generated at the same time); The total limited
bandwidth is 1G, and cleaning is performed when the bandwidth exceeds 1G;

• Total attack traffic: 0–10G, using hybrid attack traffic model; There are four types of
attacks: UDP Flood (20%), MemCached Flood (25%), SYN Flood (30%) and
HTTP Flood [13] (25%). MemCached is not included in UDP and the SYN gen-
erated by HTTP is not counted repeatedly.

• The total bandwidth of BGP traction link B: 20G, the use rate of the flow in this link
accounts is 60% (simulates existing network), the maximum limitation is 90%, that
means that the maximum drainage capacity is 6G;

• Cluster cleaning ability: about 90% of the shunted attack.

Attack Target pre-configured the threshold of SYN, UDP, MemCached, HTTP
Attack [14], (assuming that attacks use these four types), perform joint cleaning
experiment using environment parameters above [15]. The experimental results of
black hole routing (dots-bgp-bhr), bgp-based shunted mode (dots-bgp-fc) and
SE DOTS are shown in Figs. 4 and 5 below.
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In the above scenario, DOTS-BGP-BHR mode can only be discarded according to
the sett type. After the attack of the same type exceeds the normal threshold, it can only
be discarded according to a certain proportion, so that the access success rate of normal
users becomes lower. In the BGP-based DPS-BGP-PC mode, drainable traffic can be
disposed. However, because the type of attack cannot be detected, all traffic need to be
cleaned, resulting in a waste of network resources and cleaning capacity. Compare the
main indicators of DOTS-BGP-BHR, DOTS-BGP-PC, and SE DOTS during the
0–10G attack and calculate the average value. The list is shown in Table 1.

The experimental results show that, under the same disposal mechanism, SE DOTS
can effectively improve the cleaning capacity by 17.0% compared with the existing
mechanism dots-bgp-fc, reducing the mis-cleaning traffic/increasing the user access
success rate by 31.5%. This mechanism effectively cooperates with the protection
capabilities of the existing network and protects the network smoothly and the healthy
operation of the business.

5 Conclusion

In this paper, a comprehensive analysis of DDOS attack protection technology is
carried out. Based on the DOTS mechanism of IETF, an SE DOTS framework with the
capability of sensing and disposing protocol expansion is designed. Based on the

Table 1. SE DOTS attack processing comparative analysis table.

Cleaning
rate

Normal flow rate of false
cleaning

User access success
rate

DOTS-BGP-BHR 80.0% 63.6% 36.4%
DOTS-BGP-FC 77.5% 31.9% 68.1%
SE DOTS 94.5% 0.4% 99.6%

Fig. 4. Cleaning rate comparison during
attack

Fig. 5. Comparison of access success rate
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analysis and experimental results, the SE DOTS linkage disposal technology can better
identify and handle attacks, ensure the success rate of users accessing services. From
the development of the industry, the DOTS linkage disposal technology will be further
extended in the scenarios of operators and IDC service providers. It is necessary to
further promote industry standardization in subsequent work and reduce the risks
brought by DDOS attacks.
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Abstract. In recent years, the mobile Internet has been rapidly devel-
oped and widely used. Aiming at the problems of the weak comput-
ing power of mobile internet mobile terminal equipment, limited energy
supply and high security requirements due to the complexity of mobile
Internet environment, we proposes a secure and efficient server-assisted
verification threshold proxy re-signature scheme, and the correctness
of the program is verified. The proposed scheme includes a threshold
proxy re-signature algorithm and a server-assisted authentication pro-
tocol scheme. Threshold proxy re-signature is a technique of proxy re-
signature using threshold, which can decentralize the proxy’s signature
rights. In the scheme, the verifier and the server send the complex signa-
ture verification operation to a semi-trusted server through the protocol,
which effectively reduces the computational load of the verifier. The secu-
rity analysis results show that the new scheme is safe and it is proved
that the scheme is safe under collusion attack and adaptive selection mes-
sage attack under the standard model. The performance analysis results
show that the new scheme proposed in this paper has shorter signature
length, less computational cost, higher verification efficiency and better
adaptability to the mobile Internet environment.

Keywords: Threshold proxy re-signature ·
Server-assisted authentication protocol · Secret sharing ·
Unforgeability · Robustness · Completeness

1 Introduction

With the advent of the information age and the rapid development of the infor-
mation technology, the Internet has penetrated into all aspects of our daily
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lives. The development of mobile communication technology is changing with
each passing day. Mobile terminals such as Ipad, smart phones, wireless sen-
sors, and electronic keys have become an indispensable part of our lives and
work. The further development of network technology has brought more conve-
nience to our lives. The rise of e-commerce and e-government has brought people
from the real material world into a convenient electronic age. Online shopping,
stock operations, communication and access to network resources can be car-
ried out anytime, anywhere via the Internet. However, due to the limitations
of the mobile Internet terminal device itself, the computing power is generally
weak, which makes it necessary for people to perform a large amount of time
for verification in resource request and resource access. In addition, because the
mobile Internet environment is more complicated, there are higher requirements
for security. Therefore, it is necessary to design a scheme that can solve terminal
computing power, limited energy supply and high security to be applied in the
mobile Internet environment.

Quisquater et al. first proposed a server-assisted verification signature scheme
in 2000, which included a standard signature system and a server-assisted verifi-
cation protocol. The scheme assigned complex signature verification operations
to a semi-trusted server for execution. It effectively reduced the amount of cer-
tifier calculations and adapts to low-end electronic devices such as smartphones,
electronic keys, and wireless sensors. In 2005, Girault et al. presented a formal
security model for server-assisted computing at the Asia-Pacific conference. In
2008, Girault et al. proposed a security definition for server-assisted verification
signatures in [1]. In 2011, a provable secure server-assisted verification signature
scheme was presented in [2], but this scheme could not effectively resist the col-
lusion attack between the server and the signer. Later, combined with the aggre-
gate signature and server-assisted verification signatures, Wu et al. [3] proposed
a cryptosystem for server-assisted authentication of aggregated signatures. This
system consisted of an aggregate signature system and a server-assisted authenti-
cation protocol. It aggregated the different signatures of multiple messages into
one signature, which greatly saved broadband expenditure, saved verification
time and improved verification efficiency.

Proxy re-signature is an important research direction in cryptography, and
scholars who at home and abroad have devoted a lot of work to this direction.
In [4], the security model of proxy re-signature was first proposed and given
two schemes, and a strict security proof was given based on the random pre-
diction model. In [5], the further definition of the security attribute definition
of proxy re-signature was given, and a secure proxy re-signature scheme under
a standard model was constructed based on the literature [6]. The defects of
this scheme were presented and an improvement method was given in [7]. In [8],
the author proposed a one-way multi-purpose proxy re-signature scheme, but
the signature verification overhead increased linearly with the increase of the
number of re-signature layers. In recent years, proxy re-signature has attracted
much attention, and some proxy re-signature schemes with special properties
have been proposed, such as identity-based proxy re-signature [9], lattice-based
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proxy re-signature [10,11]. Although the proxy re-signature scheme has a wide
range of applications, it also has some defects. For example, once the re-signature
key is compromised, the security of the solution will be compromised. In addi-
tion, the agent’s rights are too concentrated and need to be decentralized in
order to make the solution more reliable. Then there is the concept of threshold
proxy re-signature. Threshold proxy re-signature is a technique for thresholding
the proxy re-signature, and dispersing the signature right of the proxy. Between
two signers, the original only one agent is set as n semi-trusted agents, and the
re-signature key is distributed to each agent by secret sharing technology. The re-
signature can only be synthesized when at least t agents send their valid verifiable
signatures. Threshold proxy re-signature schemes could be used to reduce public
key management overhead, space-saving specific path traversal certificates, and
generate manageable weak group signatures [12–14].

With the rapid development of cloud computing and big data, cloud com-
puting providers with powerful computing capabilities have become agents in
proxy re-signing schemes, and low-end computing devices are very important
cloud computing terminals [15]. These devices have weak computing power,
limited energy supply and short response times. However, most of the current
proxy re-signature signature verification algorithms require complex bilinear-
parings operations and cannot be adapted to low-end computing devices with
weak computing power. In addition, we consider that in theory, the trustee
Alice should not bear any security risks, and the risks faced should be borne
by the trustee Bob. In order to solve above problems, this paper combines the
security attributes of server-assisted verification signature and threshold proxy
re-signature, and proposes a formal model of one-way server-assisted verifica-
tion variable threshold proxy re-signature, and constructs a one-way server-
assisted verification variable threshold proxy re-signing scheme that can effec-
tively resist collusion attacks. However, the one-way scheme can achieve two-
way function through the conversion between the trustee Alice and the del-
egator Bob. The verifier completes the verification of the signature with a
small computational cost by executing a server authentication protocol with
the server, which improves the verification efficiency of the signature. The ver-
ification algorithm reduces complex bilinear-parings operations and has lower
computational time overhead, so it can be better adapted to the mobile Internet
environment.

2 Prerequisite Knowledge

2.1 Bilinear Pairings

Bilinear pairings function is a bilinear map between two cyclic groups. As all the
points in elliptic curve gathered into a group, bilinear parings function applies
just in elliptic curve. Let G1 and G2 be two cyclic groups of the prime order
q, where q is a large prime number. Let g is a generator of G1. Assume that
the discrete logarithm problems in both G1 and G2 are hard to solve. Let e :
G1 × G1 −→ G2 is a bilinear map that satisfies the following [16,17] properties:
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a. Bilinear: For any τ1, τ2 ∈ Z, satisfy e(τ1g1, τ2g2) = e(g1, g2)τ1τ2 for all
g1, g2 ∈ G1.
b. Non-degenerate: There is g1, g2 ∈ G1, such that e(g1, g2) �= 1.
c. Computable: There is an efficient algorithm to compute e(g1, g2), for any
g1, g2 ∈ G1.

2.2 Computational Diffie-Hellman (CDH) Problem and
Corresponding Hypothesis

Based on the group, we can define the following hard cryptographic problem:

Definition 1 CDH problem [18]: Give a triple (g, τ1g, τ2g) ∈ G3
1 for τ1, τ2 ∈

Z∗
q , find the elements τ1τ2g.

In order to obtain the following safety analysis results, we introduce the
following hypothesis.

Definition 2 CDH Hypothesis [18]: There is no algorithm that can solve the
CDH problem in group G1 with a non-negligible probability in polynomial time.

2.3 Secret Sharing Model

Distribution Stage: Let q be a prime number and secret s ∈ Z∗
q to be dis-

tributed. Suppose there is a threshold of (t, n): in a group with n members
Pi(i = 1, 2, ..., n), the secret s can be recovered when at least t members cooper-
ate. The basic idea is: first randomly generate α1, α2, ..., αt−1 and generate the
function F (x) = s+α1x+α2x

2 + ...+αt−1x
t−1, then calculate Xi = F (i) ∈ Z∗

Q

and issue (i,Xi) to each member Pi, note that we can get X0 = F (0) = s when
i = 0.

Reconstruction Stage: Let Φ ⊆ 1, 2, ..., n and |Φ| ≥ t, where |.| represents
the order of the set Φ. Then, the function F (x) =

∑
j∈Φ χΦ

xj
xj where parameter

χΦ
xj

=
∏

k∈Φ,k �=j
x−k
j−k and note that χΦ

xj
∈ Z∗

q is the Lagrange interpolation poly-
nomial coefficient [19]. Finally, we can recover the secret s = F (0) =

∑
j∈Φ χΦ

0j
xj

where χΦ
0j

xj =
∏

k∈Φ,k �=j
0−k
j−k .

3 Scenario Model and Security Definition

3.1 Model of Server Auxiliary Threshold Proxy Re-signature
Scheme

The threshold proxy re-signature scheme is a tuple in a polynomial time (Setup,
Keygen, Rekey, Sign, Resign, Verify, Server-setup, Sever-verify) contains the fol-
lowing eight algorithms.

Setup(1k) → cp: Given a constant k, and runs the algorithm to generate a
public parameter cp.
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Keygen(cp) → (pk, sk): Given the system parameter cp, we obtain the signer’s
public and private keys (pk, sk).

Rekey(pkA, skA, pkB , skB): After inputting (pkA, skA, pkB , skB), generate a re-
signature key rA→B . The re-signature key generation algorithm Rekey dis-
tributes the re-signature key rA→B into n shares, and secretly distributes the
n sub-keys rki

A→B to agents n for storage. The agent Pi can generate a re-
signature sub-key rki

A→B and verifiable its public key νkt,i according to the
provided threshold value t. It should be noted that the key skA is unnecessary
here.

Sign (m, skA): Given a message m and the private key skA of the trustee Alice,
an original signature σA(m) of the message m corresponding to the public key
pkA is generated.

Resign: The Combiner collects partial re-signatures from each agent and con-
firms that when at least t are legal, the Combiner synthesizes them into a
re-signature σB(m) and outputs it.

Verify: Given the public key pk, the message m and the signature σ to be
verified, if σ is the valid signature of the message m corresponding to the
public key pk, output 1, otherwise, output 0.

Server-setup(cp): Given the parameter cp, a string V st is generated for the
verifier.

Server-verify(V st,m, pk, σ): For the string V st, the public key pk and the
message signature pair (m,σ), if the server lets the verifier confirm that σ is
a valid signature, output 1, otherwise, output 0.

Because the signer’s computing power is limited, complex cryptographic opera-
tions cannot be performed. Therefore, a large computing task can be transferred
to the server through an interaction protocol with the server, and the signature
verification can be completed by using the server.

3.2 Security Definition

The security of the server-assisted verification threshold proxy re-signature
includes at least the unforgeability and robustness of the threshold proxy re-
signature and the completeness of the server-assisted authentication protocol
Server − verify. Robustness and unforgeability means that even if an attacker
colludes with t − 1 agents, the signature scheme will still work correctly, but
the attacker cannot resign. This ensures that a legal signature of a new mes-
sage cannot be generated in the case of a joint attack. The completeness of the
server-assisted authentication protocol Server − verify ensures that the server
cannot convince the verifier that an illegal signature is legitimate.

Next, based on the definition of completeness given in document [20], this
paper defines the completeness of server-assisted authentication protocol under
joint attack and adaptive selection message attack by designing game rules
between challenger and attacker.

In the Game1 below, since the attacker and the trustee Alice can be colluded,
the attacker can obtain the trustee’s private key and can generate the original



526 Y. Lei et al.

signature of any message. By conducting a limited server-assisted verification
challenge with the challenger, the attacker’s goal is to convince the verifier that
an illegal signature is legitimate. Also in Game2, since the server is allowed
to collude with the agent, the attacker owns the agent’s re-signature key and
can convert the original signature of any message to the re-signature of the
corresponding message. After a limited number of server-assisted verification
queries with the challenger, the attacker’s goal is to convince the verifier that
an illegal re-signature is legitimate. The verifier’s string V st is secret to the
attacker. If the attacker wins in Game1, the verifier cannot judge whether the
original signature provided by the attacker is legal, indicating that the signature
scheme cannot resist the joint attack between the server and the trustee Alice.
Similarly, if the attacker wins in Game2, it means that the verifier cannot judge
whether the re-signature provided by the attacker is legal, indicating that the
signature scheme cannot resist the collusion attack of the server and the agent.
Therefore, if the attacker wins in any of the games, the signature scheme is not
complete. The specific implementation of the two games is as follows:

Game1: In this game, attacker A1 has the private key pair (pkA, skA) of the
trustee Alice, which can represent the original signature of any message by the
trustee Alice.

Establishment: Challenger C first runs Setup,Keygen and Server−setup three
algorithms to obtain the system parameter cp, trustee Alice’s public-private key
pair (pkA, skA) and string V st, then cp and (pkA, skA) are sent to attacker A1.

Query: The attacker A1 can adaptively perform qc verification queries with
the aid of the server. For each query(mi, σi), Challenger C acts as the veri-
fier, attacker A1 acts as the server, A1 and C first perform the server-assisted
authentication protocol, and then return the output as a response to A1.

Output: The attacker A1 outputs a message m∗ and a string σ∗. Let Γm∗ is the
set of all legal signatures of m∗, and σ∗ is not in Γm∗ . If V erify(m∗, pkA, σ∗) = 0
is satisfied and Server − verify(V st,m∗, pkA, σ∗) = 1, it indicates that the
attacker A1 convinces the challenger C that σ∗ is m∗ corresponds to the legal
signature of the public key pkA, and the attacker A1 wins in the game.

Game2: In this game, the attacker A2 has the re-signature key rkA→B between
the trustee and the delegator, which can convert the original signature of the
message to the re-signature corresponding to the same message on behalf of the
agent.

Establishment: Challenger C runs Setup,Keygen,Rekey and Server − setup
four algorithms to obtain the system parameter cp, public and private key pairs
(pkA, skA) and (pkB , skB) of Alice and Bob, the re-signature key rkA→B , and
the character string V st, and send cp, pkA, pkB and rkA→B to the attacker A2.

Query: The attacker A2 can adaptively perform the qc server-assisted authen-
tication query, which is the same as the response method in Game1.
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Output: The attacker A2 finally outputs a message m∗ and a string σ∗. Let Γm∗

is a set of all legal signatures corresponding to the public key pkB of m∗, and σ∗ is
not in Γm∗ . If V erify(m∗, pkB , σ∗) = 0 and Server−verify(V st,m∗, pkB , σ∗) =
1, the attacker A2 lets the challenger C be sure that σ∗ is m∗ legal signature,
and attacker A2 wins in this game.

The probability that an attacker wins the above game depends entirely on
the probability of the coin toss of the challenger and the attacker.

Next, we give two definitions about security.

Definition 3: If the probability of an attacker winning in the above two games is
negligible, then the server-assisted authentication protocol in the server-assisted
verification proxy re-signing scheme is complete.

Definition 4: If a threshold proxy re-signature scheme has both unforgeability
and robustness under adaptive selection message attack, and the server-assisted
verification protocol is complete, the corresponding server-assisted verification
threshold proxy re-signature scheme is said to be secure under collusion attack
and selection message attack.

4 A New One-Way Server Auxiliary Verification
Threshold Proxy Re-signature Scheme

In this part, we construct a one-way server-assisted verification variable thresh-
old proxy re-signature scheme that is both secure and efficient and adapts to
the mobile Internet environment. The participating entities of the new scheme
include the delegator Bob, the trustee Alice, the verifier, the n semi-trusted
agents and the server, where the trustee is responsible for generating the orig-
inal signature of the message, and the semi-trusted agents convert the original
signature into the re-signature of the principal, and the verifier completes the
valid verification of the signature under the protocol of the semi-trusted server.
The specific scheme is as follows:

Setup: Let q be a prime number of length k, G1 and G2 are two cyclic
multiplication groups of order q, let g be the generator of group G1, e :
G1 × G1 → G2 is a bilinear pairings, H() is a public and anti-collision
one-way hash function H : 0, 1∗ → G1. Arbitrarily pick n positive integers
q1 < q2 < ... < qn−1 satisfying the condition gcd(qi, qj) = 1 and gcd(qi, q) = 1,
where 0 ≤ i < j ≤ n − 1, and let F = q0q1...qn−1, public system parameters
(cp) = (e, q,G1, G2, g, h,H, F, q0, ..., qn−1).

Keygen: After entering the security parameter cp = 1k, pick a random number
x from Zq and output the public key pk = (pk1, pk2) = (gx, h

1
x ) and private key

sk = x.

Rekey: Given the public key of the trustee Alice pkA = (pk1
A, pk2

A) = (ga, h
1
a )

and the private key of the principal Bob skB = b, then do the following:
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a. Find two random numbers li,mi arbitrarily in [1, q −1] and calculate αi =
limi

∏i−1
j=0 qjmodF , i = 0, 1, ..., n − 1. From the Chinese remainder theorem,

α0 ∈ ZF can be obtained such that α0 = skB = bmodqi, i = 0, 1, ..., n − 1.
Then construct a n − 1 degree polynomial f(x) = α0 +

∑n−1
i=0 αix

i. Given a
positive integer t(1 ≤ t ≤ n), there exists a t − 1 degree polynomial ft(x) =
f(x)modqt−1 = b +

∑t−1
i=1 αix

i.

b. Broadcast Xj = g
αj
a and Yj = gαj , j = 0, 1, ..., n − 1. By the Chinese

remainder theorem, we can obtain the re-signature key rki
A→B ∈ ZF , namely

rki
A→B = (pk2

A)ft(i)modqt−1 = h
ft(i)

a , t = 1, 2, ..., n. Then, the information
(i, rkI

A→B) is secretly sent to the agent Pi, i = 1, 2, ..., n, where X0 = g
b
a , Y0 =

pkB = gb.
c. The agent Pi(1 ≤ i ≤ n) first calculates rkn,i

A→B = rki
A→Bmodqt−1, then

determines whether the sub-key rki
A→B is valid by verifying whether the

following two formulas are true.

e(rkn,i
A→B , g) = e(

n−1∏

j=0

Xij

j , h), (1)

and

e(
n−1∏

j=0

Xj , pk1
A) = e(

n−1∏

j=0

Y ij

j , g). (2)

If the verifications are established, it indicates that the sub-key rki
A→B is valid.

Given any positive integer t(1 ≤ t ≤ n), the agent Pi can separately calculate
rkt,i

A→B = rki
A→Bmodqt−1 by the initially obtained re-signature key rki

A→B , and
broadcast its verification public key νkt,j = gft(i) =

∏t−1
j=0 Y ij

j .

Sign: Given that the trustee’s private key is a and a nm bit long message m =
(m1,m2, ...,mnm

) ∈ {0, 1}nm , then pick a random constant t and let r = ht,
s = a(H(m||r) + t)(modq), output the strong signature σ = (r, s) and output a
weak signature σ = (r, hs) that cannot be resigned.

Resign:

a. Partial key generation: Assuming the threshold is t, enter a thresh-
old t, public key pk, message m, and signature σA, Verify this equation
V erify(pkA,m, σA) = 0, if it is established, enter the resigned sub-key
rkt,i

A→B , and obtain the corresponding re-signature

σB,i = (r, si) = (r, (rkt,i
A→B)s) = (r, hft(i)(H(m||r)+t)), (3)

if it is not established, output 0.
b. Re-signature generation: After combiner obtains some partial re-
signatures σB,i1 , verify the legality of partial signature by verifying whether
the following equation

e(g, si) = e(νkt,i, rh
H(m||r)), (4)
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is valid. If the composer obtains at least t legally partial duplicate signatures
(σB,i1 , ..., σB,it

), then its re-signature is where is the coefficient of Lagrange
interpolation polynomial.

σB = (r,

t∏

i=1

s
χ0,i

i ) = (r,

t∏

i=1

hχ0,if(i)(H(m||r)+t)
∑t

i=1 χ0,jf(i)) = (r, hb(H(m||r)+t)),

(5)
where χ0,i is the coefficient of Lagrange interpolation polynomial.

Verify: We input the public key pkA = (pk1
A, pk2

A), the message m and the
signature σ to be verified (when σ is the signature under the weak key, let
s = hs), if the equation

e(g, s) = e(pkB , rhH(m||r)) (6)

is established, then output 1, otherwise output 0.

Server-setup: Given a system parameter cp, the verifier picks a random element
x from Z∗

q to make the string V st = x.

Server-verify: Given V st = x, a public key pk and a signed message pair
(m,σ = (σ1, σ2)), the server-assisted authentication interaction protocol between
the verifier and the server is as follows:

a. Firstly, the verifier calculates σ
′

= (σ
′
1, σ

′
2) = ((σ1)x, (σ2)x) = (rx, sx).

Then the verifier sends m,σ
′
to the server.

b. The server calculates η1 = e(g, σ
′
1) and η2 = e(pkB , σ

′
2h

H(m||r)), and sends
η1, η2 to the verifier.
c. The verifier through the calculation to verify whether the equation

η1 = η2 (7)

is established. If the equation is true, the verifier is convinced that σ is the
legal signature of the message m, and outputs 1, otherwise, the verifier is
convinced that σ is an invalid signature and outputs 0.

5 Correctness Analysis

Theorem 1. When the threshold is t, if (1) and (2) are established, the obtained
re-signature sub-key is valid.

Proof. Because of rki
A→B = h

ft(i)
a , t = 1, 2, ..., n, Lagrange polynomial and the

properties of bilinear mapping, we get

e(rkn,i
A→B , g) = e(h

ft(i)
a , g) = e(h

∑n−1
j=0

αij

j
a , g) = e(h, g

∑n−1
j=0 αij

j
a )

= e(h,

n−1∏

j=0

(g
αj
a )ij

) = e(h,

n−1∏

j=0

Xij

j ).



530 Y. Lei et al.

Due to Aj = g
αj
a , we obtain

e(
n−1∏

j=0

Xj , pk1
A) = e(

n−1∏

j=0

g
αj
a , ga) = e(

n−1∏

j=0

gαj , g) = e(
n−1∏

j=0

Yj , g). (8)

In addition, we have

rkt,i
A→B = rki

A→Bmodqt−1 = h
ft(i)

i , (9)

and

νkt,i =
t−1∏

j=0

Y ij

j =
t−1∏

j=0

gαij

j = gft(i). (10)

Theorem 2. When the threshold is t, if (4) is established, the partial re-
signature is valid.

Proof. From si = hft(i)(H(m||r)+t), νkt,i = gft(i) and the properties of bilinear
mapping, we obtain

e(g, si) = e(g, hft(i)(H(m||r)+t)) = e(gft(i), hH(m||r)+t) = e(νkt,i, rh
H(m||r)).

(11)

Theorem 3. When the threshold is t, if (6) is established, the re-signature is
valid.

Proof. From
si = hft(i)(H(m||r))

and the properties of bilinear mapping, we have Displayed equations are centered
and set on a separate line.

e(g, s) = e(g,
t∏

i=1

s
χ0,i

i ) = e(g,
t∏

i=1

hχ0,if(i)(H(m||r)+t)) = e(g, h(H(m||r)+t)
∑t

i=1 χ0,ift(i))

= e(g, hb(H(m||r)+t)) = e(gb, hH(m||r)+t) = e(pkB , rhH(m||r)),

where r = ht.

Theorem 4. If the equation (7) is established, the verifier is convinced that σ
is the legal signature of the message m.

Proof. For the signature of the principal Bob σB = (σB1, σB2) = (r, s) and the
character string V st = x, then we have Displayed equations are centered and
set on a separate line.

η1 = e(g, σ
′
B1) = e(g, (

t∏

i=1

s
χ0,i

i )
′
) = e(g, (

t∏

i=1

s
χ0,i

i )x)
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= e(g, (
t∏

i=1

hχ0,if(i)(H(m||r)+t))x) = e(g, (h(H(m||r)+t))
∑t

i=1 χ0,if(i))x)

= e(g, (hb(H(m||r)+t))x) = e(gbx, hH(m||r)+t) = e((pkB)x, hH(m||r)+t)

= e((pkB)x, rhH(m||r)) = e(pkB , rxhH(m||r)) = e(pkB , r
′
hH(m||r)) = η2.

Through the above derivation process, it can be proved that when the thresh-
old is t, the re-signature sub-key, partial re-signature and re-signature verifica-
tion algorithm are effective, and the correctness of the server-assisted verifica-
tion protocol is obtained. Since the original signature is the same length as the
re-signature, this scheme satisfies transparency and multi-purpose rows. In addi-
tion, since the trustee’s private key, the principal’s private key, and the agent’s
re-signature key are all elements in Z∗

q , the scheme satisfies the key optimality.

6 Security Analysis

The following is an analysis of the scheme proposed in this paper is non-forgeable
and robust, and the server verification protocol Servier − verify of the scheme
satisfies the completeness. Therefore, in order to prove the security of the scheme,
it is necessary to prove that the scheme satisfies the non-forgeable, robustness
and completeness of the server-assisted verification protocol.

The third adversary who wants to forge the proxy re-signature of message m
for the proxy signers and original signer must have the original signer’s signature
σA(m), and it cannot be forged. Next, we will explain by the proof of the follow-
ing Theorem that even if the third adversary knows the pair (r, s) sent by the
original signer, he still cannot make a forgery signature on any other message.
So he cannot make a forgery proxy signature on m either. On the other hand,
the original signer cannot create a valid proxy re-signature, because the proxy
re-signature is obtained by the proxy signers using the CDH signature scheme
and the proxy signers’ secret proxy {rki

A→B} shares which contain the private
key of each proxy signer.

Theorem 5. Assuming the third adversary has the σA(m) = (r, s), our scheme
is still secure.

Proof. If we want to know the re-signature σB = (r, hb(H(m||r)+t)) of message
m, we must know Bobs private key b,H(m||r) and t. Although he has known
the signature σA(m = (r, s)), where r = ht, s = a(H(m||r) + t)(modq), he still
cannot get H(m||r) and t, because this problem is equivalent to the discrete
logarithm problem. Even he cannot get Bobs private key t. Thus, the scheme is
still secure.

Theorem 6. Under the standard model, when n ≥ 2t − 1, our proposed scheme
is robust to any attacker who can collude with the t − 1 agents.
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Proof. The compositor is able to verify the legitimacy of a partial re-signature
and therefore can reject a malicious agent. Since there are at least t honest agents
and each honest agent calculates a legal re-signature σi, the synthesizer Combiner
can obtain the set Φ of the honest agent’s serial number i and |Φ| ≥ t. Therefore,
the compositor can always have a legal partial re-signature to calculate the re-
signature of the message m. From this, we can get the scheme is strong when
n ≥ 2t − 1.

Theorem 7. The server-assisted authentication protocol Servier − verify of
the proposed scheme is complete under collusion attack and adaptive selection
message attack.

We prove this theorem by the following two lemmas.

Lemma 1. Assuming that the attacker of the server and the trustee Alice is
A1, the probability that the attacker A1 makes the challenger C convinced that
an illegal original signature is legal is negligible.

Proof. Let A1 act as the server in the server’s secondary authentication protocol,
and C acts as the certifier in the protocol. Given the illegal original signature of
a message, the goal of A1 is to convince C that the illegal signature is legitimate.
The interaction process between attacker A1 and challenger C is as follows:

Establishment: Challenger C executes the initialization algorithm to generate
the system parameter cp, randomly selects two elements x∗, γ ∈ Z∗

q , makes V st =
x∗, and calculates the public-private key pair of Alice (pkA, skA) = (e(gγ , h

1
γ )) .

Then it sends {cp, pkA, skA} to attacker A1.

Query: Attacker A1 can adaptively perform a limited number of server-assisted
verification queries. For each inquiry (mi, σi), Challenger C and attacker A1

perform a server-assisted authentication protocol, and then return the output of
the protocol as a response to attacker A1.

Output: Finally, the attacker A1 outputs the message m∗ and the string σ∗ =
(σ∗

1 , σ
∗
2). Let Γm∗ be the set of all legal signatures of the message m∗ correspond-

ing to the public key pkA, and σ∗ is not in Γm∗ . After the challenger C receives
(m∗, σ∗), it uses V st to calculate (σ∗)

′
= ((σ∗

1)
′
, (σ∗

2)
′
) = ((σ∗

1)
x∗

, (σ∗
2)

x∗
), and

sends (σ∗)
′

= ((σ∗
1)

′
, (σ∗

2)
′
) to attacker A1. Then the attacker A1 calculates

η∗
1 = e(g, (σ∗

1)
′
) and η∗

2 = e(pkB , (σ∗
2)

′
), and returns η∗

1 = η∗
2 to Challenger C.

The probability of the equation η∗
1 = η∗

2 being established is 1
q−1 .

a. Since (σ∗)
′

= (σ∗)x∗
and x∗ ∈R Z∗

q , Therefore, the probability that the
attacker A1 successfully forged (σ∗)

′
by σ∗ is 1

q−1 .
b. Suppose the attacker A1 returns (η∗

1 , η
∗
2) such that η∗

1 = η∗
2 , then

η∗
1 = e(pkB , rx∗

hH(m||r)) = e(pkB , rhH(m||r))x∗
. For the sake of writing, let

e(pkB), rhH(m||r) = M . Through a simple calculation, we get

x∗ = logM η∗
1 . (12)
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Since x∗ is an element that randomly selected from Z∗
q , the attacker finds x∗

such that the probability that the above equation holds is 1
q−1 .

In summary, the attacker A1 makes the challenger C convinced that the
probability that the message (m∗, σ∗) is a legal signature is 1

q−1 . Since q is a
large prime number, the attacker A1 makes the challenger C convinced that the
probability of (m∗, σ∗) being a legal signature is negligible.

Lemma 2. Assuming that A2 is an attacker colluded by the server and t agents,
A2 makes Challenge C believe that the probability that an illegal re-signature is
legal is negligible.

Proof. Let A2 acts as the server role in the server-assisted authentication pro-
tocol, and C is the certifier role in the protocol. Given the illegal signature of a
message, the goal of A2 is to convince C that the illegal signature is legitimate.
The interaction between the two is as follows:

Establishment: Challenger C runs the system initialization algorithm to get
the system parameter cp, randomly selects the three elements in Z∗

q as x∗, α, β,
and makes V st = x∗. The public-private key pairs of Alice and Bob are calculated
as (pkA, skA) = (e(gα, h

1
α ), α), (pkB , skB) = (e(gβ , h

1
β ), α) and the re-signature

key rkA→B = β/α. Send cp, pkA, pkB , and rkA→B to attacker A2.

Query: Same as the interrogation response process in Lemma 1.

Output: Attacker A2 outputs message m∗ and string σ∗ = (σ∗
1 , σ

∗
2). Let Γm∗

be the set of legal signatures of message m∗ corresponding to public key pkB ,
and σ∗ is not in Γm∗ . Similar to the analysis process in Lemma 1, the attacker
A2 makes the challenger C convinced that (m∗, σ∗) is a legal signature with a
probability of 1/(q − 1), so the probability that the attacker A2 convinced the
challenger C that (m∗, σ∗) is a legal signature is negligible.

In summary, we get the one-way server-assisted verification threshold proxy
re-signature scheme proposed in this paper is safe under collusion attack and
adaptive selection message attack.

Next, we present a performance analysis of the server-assisted verification
threshold proxy re-signature scheme.

7 Performance Analysis

The computational difficulty of the server-assisted verification threshold proxy
re-signature scheme adapted to the mobile Internet proposed in this paper is
equivalent to the CDH problem. In order to compare performance with the cur-
rently existing threshold proxy re-signature algorithm, the following symbols are
defined in this paper. It should be noted that since the calculation amount of the
addition, multiplication, HMAC algorithm and hash function is relatively small,
we only consider the exponential operation and the bilinear pair operation with
large calculation amount when considering the calculation overhead (Table 1).
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Table 1. Calculation symbol representation

Symbol Description

Cm Multiplicationcalculation

Cn Additioncalculation

Co HMACalgorithmcalculation

Ch Hashfunctioncalculation

|G1| ThelengthoftheelementinG1

|G2| ThelengthoftheelementinG2

Cp Indexcalculation

Cq Bilinearpairingcalculation

The following analysis will be carried out from four aspects: secret segmenta-
tion, signature algorithm, re-signature algorithm and signature verification. The
re-signature algorithm includes two parts: partial re-signature algorithm and
synthetic re-signature algorithm. The calculation amount of the server-assisted
verification threshold proxy re-signature algorithm adapted to the mobile Inter-
net is as shown in Table 2.

Table 2. Calculated amount of the program in this paper

Procedure Calculated amount

Rekey (4 + 2t)Cp

Sign Cp

Re − sign 2t(Cp + Cq)

V erify 2Cq

Server − verify 3Cp + 2Cq

The literature [21] and [22] respectively propose the threshold proxy re-
signature scheme. The server-assisted verification threshold proxy re-signature
algorithm proposed in this paper is compared with the existing two algorithms
based on its signature length and computational cost. The comparison results
are as follows:

From the results of Table 3, it can be seen that compared with the literature
[21,22], the computational cost of the new scheme in this paper is much smaller
than that of the literature [21,22]. In the re-signature algorithm, the exponen-
tial operation of this scheme is only 2t operations, far less than other schemes,
and the bilinear pairing operation in this procedure is a bit greater than that
of the literature [21,22]. However, in the verification procedure However, in the
verification process of this scheme, through the interaction protocol between the
verifier and the server, the bilinear pairing operation with high computational
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Table 3. Calculation overhead of the threshold proxy re-signature algorithm

Scheme Signature length Re-signature generation Verification

Alg.in [21] 4|G1| (4t + 6)Cp + 5Cq 5Cq

Alg.in [22] 3|G1| (3t + 2)Cp 4Cq

Ours |G1| 2t(Cp + Cq) 0

complexity is transferred to the server for execution, which reduces the computa-
tional burden of the verifier, thus saving the verification time and improving the
efficiency of verification. In addition, the signature length of this article is much
shorter than that of the literature [21,22], saving storage space. Therefore, the
new algorithm proposed in this paper is more advantageous than the previous
algorithm.

In the new scheme of this paper, the verifier transfers the complex bilinear
pairing operation task to the server through the server-assisted verification pro-
tocol, so the signature verification does not need to perform a computationally
intensive bilinear pairing operation. Therefore, the problem of limited comput-
ing power of mobile terminals in the mobile Internet environment is solved.
In addition, under the standard model, the proposed scheme is non-forgeable
under the adaptive selection message, and the server-assisted verification pro-
tocol process is complete. Therefore, the server-assisted verification threshold
proxy re-signature scheme proposed in this paper is safe under collusion attacks
and adaptive selective message attacks, so as to meet the requirements for high
security requirements due to the complexity of the mobile Internet environment.
In summary, this paper proposes that the server-assisted verification threshold
proxy re-signature scheme can be better adapted to the mobile Internet envi-
ronment.

8 Conclusion

At present, mobile Internet technology and its applications have been rapidly
developed, and some low-end computing devices such as smart phones have been
widely used. However, the corresponding information security mechanism issues
and low-end computing power, limited energy supply, etc. problems have not yet
found an effective solution. Aiming at these problems, this paper proposes a for-
mal model of server-assisted verification threshold proxy re-signature, constructs
a specific implementation scheme, and gives corresponding security proof. The
scheme is based on threshold proxy re-signature and server-assisted authentica-
tion scheme. The threshold proxy re-signature algorithm can resist joint attacks
and overcome various security defects. Verifiers and servers transfer complex
bilinear pairing operations to servers through the interaction protocol between
them, which greatly reduce the computational complexity of verifiers, improve
the verification efficiency, and satisfy the needs of low-end computing devices
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with weak computing power and limited energy supply. The comprehensive anal-
ysis shows that the scheme can be well applied to the application environment
of mobile internet.
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Abstract. Based on the intractable problem of discrete logarithm in ECC and
the intractability of reversing a one-way hash function, this paper presents a
signcryption scheme with public verifiability and forward security. In the pro-
cess of security proof, the unforgeability ensures that the attacker can’t create a
valid ciphertext. We verify the cipher text c instead of the plain text m in
verification phase. We protect the plain text m, which makes the proposed
scheme confidential. Thus, the proposed scheme has the property of public
verification. And the scheme ensures that if the sender’s private key is com-
promised, but the attacker can’t recover original message m from cipher text
ðc;R; sÞ. By the performance analysis, our proposed scheme mainly uses the
model multiplication. Compared with Zhou scheme, the number of model
multiplication has lost one time in signcryption phase, which leads to the sig-
nificant increase in calculation rate. Moreover, the signature length has lost 2jnj
compared with Zhou scheme. In other words, the minimum value of complexity
is reached in theory. This makes the scheme have higher security and wider
applications.

Keywords: Public verifiability � Forward security � Unforgeability �
Model multiplication

1 Introduction

From the invention of public key cryptography to the 1990s, delivering an arbitrary
length’s message in a secure and authenticated way with an expense less than that
required by signature-then-encryption seemed to have never been solved. Fortunately,
Zheng discovered a new cryptographic primitive termed as “signcryption”, which
satisfied both the functions of digital signature and public key encryption in a logically
single step simultaneously, and with a cost significantly smaller than that required by
signature-then-encryption. The saving in cost growed proportionally to the size of
security parameters [1]. Based on elliptic curve cryptosystems, a new signcryption was
presented, and it saved the communication cost at least 1.25 times and enhanced
computation cost 1.19 times over ECDSA-then-PSCE-1 [2]. The signcryption scheme,
which can be verified by the third party after the specific recipient removed his key
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information, was a publicly verifiable scheme. Analysis showed that the proposed
scheme is secure against the adaptive chosen ciphertext attack [2]. Combining digital
signature and encryption functions, an efficient signcryption scheme based on elliptic
curve was proposed [3]. The scheme takes lower computation and communication cost
to provide security functions. It not only provides message confidentiality, authenti-
cation, integrity, unforgeability, and non-repudiation, but also forward secrecy for
message confidentiality and public verification. And the judge can verify sender’s
signature directly without the sender’s private key when dispute occurs [3].

A signcryption scheme with public verifiability and forward security was shown in
[4]. An open problem on the design of signcryption was successfully solved. And the
security properties of this scheme was proved in detail [4]. By using verifiable secret
sharing and secure multi-party computation, the authors proposed a protocol for
threshold generation of the signcryption [5]. Because point addition couldn’t map
coordinate addition directly, a linear sum of coordinates to reconstruct the private
coordinate was introduced. And the complexity is less than the same schemes based on
DLP (Discrete Logarithm Problem) [5]. An enhancement of the e-mail protocol using
signcryption based on Elliptic curve was introduced, and it provided confidentiality,
authenticity, integrity, unforgeability, non-repudiation, forward secrecy and public
verifiability [6]. [7] highlighted limitations of the existing ECC based schemes using
signcryption. These limitations include some missing security aspects as well as high
computation power requirement, more communication overhead incurred and large
memory requirements. Moreover, [7] proposed an efficient lightweight signcryption
scheme based on HECC which satisfied all the security requirements. Compared with
existing signcryption schemes, the scheme reduced significant amounts of computation,
communication costs and message size [7].

New signcryption schemes based on elliptic curve cryptography were introduced
[8]. The security of proposed schemes is based on elliptic curve discrete logarithm
problem (ECDLP) and elliptic curve Diffie-Hellman problem (ECDHP). The proposed
schemes provided various desirable security requirements like confidentiality,
authenticity, non-repudiation and forward security as well as chosen ciphertext attack
and unforgeability [8]. A public verifiable signcryption scheme with forward security
was presented in [9]. In this scheme, the verification process didn’t need the sender’s
private key, a parameter was hided in the index, so attacked who obtained the sender’s
private key wouldn’t get any secret information between these participates before this
communication. And furthermore, authentication and message recovery was not sep-
arated, but in the process of public verify, the message confidentiality won’t be
damaged [9]. An improvement scheme was proposed with public verifiability and
forward security, the correctness and security were proved in [10]. The efficiency of the
scheme was increased significantly compared with two existing schemes. Moreover, a
new signcryption scheme based on elliptic curves was proposed with public verifia-
bility and forward security. In the algorithm, both the numbers of model multiplication
and model inverse were reached the minimum four times and zero times, the efficiency
of the algorithm was increased significantly compared with the existing signcryption
scheme [10]. The authors extended hybrid signcryption technique to the certificateless
setting, and constructed a provably secure certificateless hybrid signcryption (PS-CLHS)
scheme [11]. In the random oracle model,the authors proved that the proposed scheme
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satisfies the indistinguishability and unforgeability under the hardness of the bilinear
Diffie-Hellman problem and computational Diffie-Hellman problem [11].

2 Preliminaries

For convenience of the readers, we will recall some basic facts and some useful
properties. For more details, the readers can refer to [3, 12–14].

2.1 Elliptic Curve

An elliptic curve is defined as a nonsingular cubic curve over finite field in two
variables, f ðx; yÞ ¼ 0, with a rational point (which may be a point at infinity) which
satisfy the equation: y2 ¼ x3 þ axþ b. The field T is generally taken to be the complex
numbers, reals, rationales, or a finite field.

2.2 Elliptic Curves Over GFðpÞ
Elliptic Curve Cryptography (ECC) was discovered in 1985 by Victor Miller
(IBM) and Neil Koblitz as an alternative mechanism for implementing public-key
cryptography based on elliptic curve over finite field.

An elliptic curve E over R (real numbers) is defined by a Weierstrass equation

y2 þ a1xyþ a3y ¼ x3 þ a2x
2 þ a4xþ a6

where a1; a2; a3; a4; a6 2 T . By performing the change of variables, we get one of the
simplified Weierstrass equations

y2 ¼ x3 þ axþ b where 4a3 þ 27b2 6¼ 0;

together with a special point 0 called the point at infinity. G is a generator of elliptic
curve. n is the order of G, which satisfies nG ¼ 0.

2.3 Elliptic Curve Discrete Logarithm Problem

ECC is based on discrete logarithm that is much more difficult to challenge at
equivalent key lengths as compare to other public key cryptography.

Let P and Q be two points of an elliptic curve with order n and n is a prime. The
point Q ¼ kP where k\n. Given these two points P and Q, find the correct k of Q. Up
to now, it is computational infeasible to generate k from P and Q.

2.4 Hash Function

A hash function takes a group of characters and maps it to a value of a certain length
called a hash value or message digest. The hash value is representative of the original
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string of characters, but is normally smaller than the original. Hash function is mainly
used to generate a fixed length of string. Hash function can be divided into weak no-
collision hash function and strong no-collision hash function.

Hash function is weak no-collision if a given an information x and there be an
information which contents is unfeasible.

Hash function is strong no-collision if an information x0 6¼ x which contents to
hðxÞ ¼ hðx0Þ is unfeasible.

3 The Proposed Scheme

Most of existing schemes can’t simultaneously provide public verifiability and forward
security. To solve this problem, based on the intractable problem of discrete logarithm
in ECC and the intractability of reversing a one-way hash function, this paper presents
a public verifiable signcryption scheme with forward security.

3.1 Initialization Phase

In this phase, we should select and publish some parameters as follows:
Set E is an elliptic curve over GFðpÞ, G is a generator of elliptic curve E.

The sender A randomly selects an integer xA 2 Z�
n as her private key. Meanwhile,

A computes her public key yA ¼ xAG. Similarly, the recipient B also selects private
key xB 2 Z�

n and public key yB ¼ xBG, ðE0;D0Þ is the secure encryption and
decryption pair.

3.2 Signcryption Phase

The sender A randomly selects r 2 Z�
n , then R ¼ rG, K ¼ ryB ¼ ðk; lÞ. Generating

cipher text c ¼ E0
kðmÞ. Computing Hash function value e ¼ hðcÞ, Hamming weight

d ¼ ham ðeÞ , s ¼ rþ dþ xA mod n. A Sends the signcrypted text ðc;R; sÞ to B.

3.3 Unsigncryption Phase

B receives the signcrypted text ðc;R; sÞ. Computing K ¼ xBR ¼ ðk; lÞ, Hash function
value e ¼ hðcÞ, Hamming weight d ¼ ham ðeÞ , t ¼ ðs� dÞ mod n. Generating plain
text m ¼ D0

kðcÞ.
Verifying tG� yA is equal to R or not. If it is true then B accepts ðc;R; sÞ which is

sent by A.
The signcrypted text ðc;R; sÞ is a valid one, its correctness is given below.

ðs� dÞG� yA ¼ ðrþ dþ xA � dÞG� xAG ¼ rG ¼ R:
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4 Analysis of the Proposed Scheme

In this section, there is a discussion of the security aspects of the proposed scheme.

4.1 Security Proof

The proposed work not only provides unforgeability and non-repudiation (public
verification) but also forward secrecy.

1. Unforgeability

Unforgeability ensures that the attacker can’t create a valid ciphertext. In the
proposed scheme, the attacker cannot create a valid ðc;R; sÞ without the private key of
the sender A. If an attacker forges a valid ðc0;R0; s0Þ from previous ðc;R; sÞ, the key is to
generate a correct s0. Since s ¼ rþ dþ xA, the attacker must get random r and xA,
which the attacker can’t get obviously. To obtain xA from yA ¼ xAG and r from
R ¼ rG, then the attacker has to solve ECDLP firstly but it is computationally infea-
sible. Therefore, our proposed scheme satisfies unforgeability.

2. Non-repudiation

The proposed scheme provides the non-repudiation property. Namely, the proposed
scheme has the property of public verifiability. When dispute occurs for the sender and
recipient, the recipient can send ðc;R; sÞ to the Third-party Trusted Center for settling
whether the original cipher text c sent by the sender. During this process, the Third-
party Trusted Center can determine whether the signature is generated by the sender,
because only the sender can use her own private key xA to generate correct signature s.
Thus, the proposed scheme satisfies non-repudiation property.

Meanwhile, we verify the cipher text c instead of the plain text m in verification
phase. We protect the plain text m, which makes the proposed scheme confidential.
Therefore, the proposed scheme has the property of public verification.

3. Forward secrecy

The proposed scheme ensures that if the sender’s private key is compromised, but
the attacker can’t recover original message m from cipher text ðc;R; sÞ. In the proposed
scheme if the attacker tries to derive plain text m, he has to get the secret key k because
of m ¼ D0

kðcÞ. There are two ways to deduce k:

(1) We need know r because of K ¼ ryB ¼ ðk; lÞ. However, to obtain r from R ¼ rG,
then the attacker has to solve ECDLP firstly but it is computationally infeasible.

(2) We need know xB because of K ¼ xBR ¼ ðk; lÞ. But as B’s private key, xB can’t be
got.

Therefore our proposed scheme provides forward secrecy.

4.2 Performance Analysis

We compare cost of our proposed work with some elliptic curve cryptography schemes
and try to reduce the cost of computation. Recently, our proposed scheme and Zhou
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scheme [10] simultaneously provide public verifiability and forward security. Same as
Zhou scheme [10], both the numbers of model index and model inverse are reached the
minimum zero times. Compared with Zhou scheme [10], the number of model multi-
plication has lost one time in signcryption phase, which leads to the significant increase in
calculation rate.Moreover, the signature length has lost 2jnj comparedwith Zhou scheme.
In other words, the minimum value of complexity is reached in theory (Table 1).

5 Conclusion

Based on the intractable problem of discrete logarithm in ECC and the intractability of
reversing a one-way hash function, this paper presents a public verifiable signcryption
scheme with forward security. In the process of security proof, the unforgeability
ensures that the attacker can’t create a valid ciphertext. We verify the cipher text c
instead of the plain text m in verification phase. We protect the plain text m, which
makes the proposed scheme confidential. Thus, the proposed scheme has the property
of public verification. And the scheme ensures that if the sender’s private key is
compromised, but the attacker can’t recover original message m from cipher text
ðc;R; sÞ. By the performance analysis, our proposed scheme mainly uses the model
multiplication. Compared with Zhou scheme [10], the number of model multiplication
has lost one time in signcryption phase, which leads to the significant increase in
calculation rate. Moreover, the signature length has lost 2jnj compared with Zhou
scheme. In other words, the minimum value of complexity is reached in theory. This
makes the scheme have higher security and wider applications.
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Abstract. Reversible watermarking is widely used in copyright protection of
relational data. It allows recovering the original data besides claiming copyright.
In current schemes, watermarked data are either completely restored to the
original version or kept unchanged. We present a robust and reversible water-
mark which allows arbitrary portion of the watermark to be removed. Experi-
ments show the robust of the proposed algorithm is robust.

Keywords: Watermark � Reversible � Copyright � Relational data

1 Introduction

Reversible watermarking technique for relational data is an effective method to protect
copyright which is developed from traditional watermarking technique for relational
data [1, 2]. It allows the inversion of watermark embedding to recover the original data.
However, existing reversible watermarking schemes for relational data still have some
problems. Suppose Alice is the owner of some relational data, and embeds a watermark
into her data with a reversible watermarking technique before distributing them to user
Bob. If Bob finds out that the usability of the data does not meet his requirements, he
can purchase relevant keys from Alice to perform the inverse operation of watermark
embedding. Thus, Bob obtains the original data. After that, if Bob sells the recovered
data to others without Alice’s consent, Alice will not be able to claim copyright
because there is no longer a watermark in the recovered data. In the above scenario,
although usability can be enhanced via recovering the original data, the owner loses the
ability to claim the copyright permanently. This problem mainly stems from the facts
that existing schemes cannot control the extent of data recovery and all watermarks are
removed during the data recovery process. Therefore, enhancing the usability of data
while simultaneously preserving the copyright claim has become a new research focus.

In this paper, a robust reversible watermarking scheme for relational data named
GRW is proposed. Quality grade is defined to describe the impact of watermark
embedding on the usability of data. Four fundamental algorithms are designed to
facilitate the processes of watermark embedding, data quality grade detection, watermark
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detection, and data quality grade enhancement. Reversibility can be achieved by
upgrading watermarked data from a low data quality grade to higher grades.

2 Related Work

The first reversible watermarking scheme for relational data were proposed by Zhang
et al. [3]. In this scheme, a histogram with difference values is used to achieve
watermark reversibility. Gupta and Pieprzyk proposed a reversible watermarking
scheme (DEW) [4]. They used difference expansions to achieve the reversibility of the
watermark. However, this scheme is less robust to tuple alteration attacks. Combining
genetic algorithms and difference expansion, Jawad and Khan considered the water-
marking problem as a constrained optimization problem and applied difference
expansion to achieve reversibility (GADEW) [5]. Franco-Contreras proposed a robust
reversible watermarking scheme based on circular histogram transforms [6]. In this
scheme, a circular histogram transform was constructed, and relative angular positions
of some attribute values were changed to implement watermark embedding. Iftikhar
et al. utilized genetic algorithms and a data analysis method in information theory to
deal with the watermarking problem (RRW) [7]. They used genetic algorithms to
generate the optimal watermark to minimize data distortion. However, the generation of
an optimal watermark requires heavy computation, and the efficiency is unsatisfactory
when processing very large volumes of data. Farfoura et al. converted a recognizable
image into a bit stream, which was embedded into the least significant bits of attribute
values (PEEW) [8]. They utilized prediction error expansion of integers to achieve
reversibility of the watermark. Imamoglu designed a reversible watermarking method
using the firefly algorithm and difference expansion [9]. The firefly algorithm was used
to select the optimal attribute pairs, which were then embedded as the watermark. Jiang
et al. divided relational data into blocks, and a watermark was embedded into the
wavelet domain of these data blocks. The wavelet transform was used to implement
watermark reversibility [10]. Although data recovery can be achieved using the above
schemes, they do not allow control of the extent of data recovery. GRW is proposed in
this work to solve this problem.

3 GRW Scheme

GRW consists of four procedures: (1) watermark partition embedding; (2) data quality
grade detection; (3) watermark detection; and (4) data quality grade enhancement.

3.1 Quality Grade

Definition 1. Quality grade, QD, is the quantified value of data usability under the
impact of watermark embedding. QD 2 ½0; k� 1�;QD 2 N, where k indicates the
number of data partitions.
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According to Definition 1, the owner can divide the data into k partitions. When
QD equals 0, all data partitions contain watermarked tuple. When QD is equal to k − 1,
there is no watermark. When the value QD is q, the number of partitions containing
watermarked tuple is k – 1 − q.

3.2 Watermark Partition Embedding

Before the watermark is embedded into the original data, the watermark and an aux-
iliary string S need to be created. The data owner can convert some identification
information into a binary sequence. S is created randomly, but the length of it is equal
to the length of the watermark. S has auxiliary roles in data quality grade detection,
watermark detection, and data quality grade enhancement.

The watermark partition embedding algorithm is shown as Algorithm 1.

Algorithm 1. Watermark partition embedding
Input: original data, data partition key, watermark embedding key, watermark,
auxiliary string
Output: watermarked data, auxiliary data
1 for each tuple in the original data do
2 Calculate the data partition of the tuple
3 if (the tuple is supposed to contain watermark bit) then
4 Calculate the location the watermarked bit;
5 Calculate the watermark bit W[l] 
6 Calculate the corresponding bit in auxiliary string S[l]; 
7 Calculate the auxiliary data bit; 
8 Store he auxiliary data bit in storage structure of auxiliary data; 
9 Obtain the watermark bit with W[l] xor S[l]; 
10 Calculate the original bit in the tuple;
11 Update the  tuple and set the value of wat
12 Update the original bit in the tuple with W[l] xor S[l] 
13 end if
14 end for
15 Return the data watermarked and the auxiliary data 

3.3 Quality Grade Detection

Quality grade detection is the preliminary procedure of watermark detection and data
quality grade enhancement. Its purpose is to confirm data partitions watermarked. The
data quality grade detection algorithm is shown in Algorithm 2.
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Algorithm 2. Quality grade detection
Input: watermarked data, storage structure of auxiliary data, data partition key, 
watermark embedding key, auxiliary string
Output: quality grade
1 Initialize data quality grade QD
2 for each tuple in the watermarked data do
3 Determine which data partition the tuple belongs to; 
4 if (the tuple contains watermark bit) then
1 Locate the watermarked bit;
2 Select a bit from the corresponding auxiliary string;
3 Calculate the auxiliary data bit; 
5 Store the auxiliary data bit in a temporary data structure
6 end if
7 end for
8 for each data partition do
9 if(the bit in temporary data structure matches the bit in auxiliary data for 

current data partition then QD ++;
10 Return QoD;

3.4 Watermark Detection

The watermark detection algorithm is shown as Algorithm 3. We use the majority
voting mechanism [2] to improve the accuracy of detection.

Algorithm 3. Watermark detection
Input: watermarked data, storage structure of auxiliary data, data partition key, 
watermark embedding key, auxiliary string , quality grade
Output: watermarked data
1 Determine which data partitions are supposed contain the watermark accord-

ing to the value of quality grade; 
2 for each tuple in the watermarked data do
3 Determine which data partition the tuple belongs to; 
4 if (data partition is supposed to have watermark) then
4 if (the tuple is supposed to carry watermark) then
5 Locate the watermarked  bit;   
6 Select a bit from the corresponding auxiliary string;
5 Get the auxiliary data bit; 
6 Calculate the watermark bit WD[l] 
7   Use majority voting mechanism to obtain the watermark bit

end if
end for

8 Count the voting result for the intended watermark
9 Return the detection result WD
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3.5 Quality Grade Enhancement

The purpose of quality grade enhancement is to reverse the watermark embedded in
some data partitions. The algorithm is shown as Algorithm 4.

Algorithm 4. Data quality grade enhancement
Input: watermarked data, storage structure of auxiliary data, part of data partition key, 
Watermark embedding keys, quality grade
Output: relational data after enhancing data quality grade
7 for each tuple in watermarked data do
8 if (the tuple belongs to a watermarked partition) then
9 if (the tuple contains watermark bit) then
10 Locate the watermarked bit;
11 Select a bit from the corresponding auxiliary string; 
12 Calculate the auxiliary data bit; 
13 Obtain the watermark bit with xor calculation;
14 Calculate the original bit in the tuple;
15 Update the tuple and set the value of watermark bit to the original bit

end if
16 Return the data after quality grade enhancement 

4 Experiments

To verify the robustness of GRW, we simulated tuple deletion attack on watermarked
data. An adversary randomly deletes some tuples from watermarked data with intention
to destroy the watermark. The setting of the experiments are as follows: 200000 tuples,
20 data partition, 1 water marked tuple in 4, 53 attributes capable for watermark. We
compared GRW with DEW [4], GADEW [5], RRW [7], and PEEW [8].

Watermark Detection. As shown in Fig. 1, the detection accuracy of GRW and RRW
remained at 100% when up to 90% tuples were attacked. When a large proportion of
tuples were deleted, the detection accuracy of other schemes decreased.
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Data Recovery. As shown in Fig. 2, when 50% of tuples were deleted, 48.81% water-
marked tuples could be recovered to the original data as 51.19%watermarked tuples were
deleted by the adversary. All remaining watermarked tuples could be successfully
recovered.

5 Conclusions

Existing reversible watermarking schemes remove all watermarks in the data and do
not allow control of the extent of data recovery. Once the original data is recovered, the
owner loses the protection of copyright. A robust reversible watermarking scheme for
relational data is proposed in this paper. The quality grade can be enhanced incre-
mentally by removing arbitrary portions of the watermark. Experiments showed that
the proposed scheme has high robustness against tuple deletion attack.
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Abstract. Current anomaly-based network attack detection methods
face difficulties such as unsatisfied accuracy and lack of generalization.
The Rule-based Web attack detection is difficult to combat against
unknown attacks and is relatively easy to bypass. Therefore, we propose
a new method to detect Web attacks using deep learning. The method
is based on analyzing HTTP request, where only some preprocessing is
required, and the automatic feature extraction is done by the Bi-LSTM
itself. The experimental results on the dataset HTTP DATASET CSIC
2010 show that the Bi-LSTM has good performance. This method has
achieved state-of-the-art results in detecting Web attacks, and has a high
detection rate while maintaining a low false alarm rate.

Keywords: Web attacks · Deep learning ·
Bidirectional long-short term memory

1 Introduction

Web applications play an extremely important role in people’s daily lives. It
brings great convenience to people. They can use Web applications for shop-
ping, office, learning, entertainment and so on. However, the security of Web
applications has long existed. Hackers can steal user’s private data by attacking
Web applications, disabled Web services, steal sensitive user information, and
bring serious financial loss to both service providers and users.

However, it’s hard to protect Web applications from attack. Even though
developers and researchers have developed many solutions, like Web application
firewalls (WAF), Web intrusion detection systems (Web IDSs), penetration test-
ing, to protect Web applications, Web attacks remain a major threat. Generally,
There are two approaches to detect Web attacks, one is the signature-based
[1], another is the anomaly-based [2]. The signature-based method establish the
detection model from known attacks and any behavior having the same attack
signatures is identified as an attack. Contrarily, the anomaly-based method
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establishes a profile from normal behaviors and any violation is identified as
an attack. The signature-based method is accepted and adopted more wildly
than the anomaly-based method because generally the signature-based one has
lower false alarm rate and achieves higher accuracy. Although it is effective, the
rule-based method is still problematic. On the one hand, It is just as good as the
range of the rule set, which means it is unable to identify attacks which are not
in its signature dataset. On the other hand, bypassing WAF can be done eas-
ily if they replace keywords of existing malicious requests or encode themselves
multiple times [3,4].

Here, based on the BRNN [5] (Bidirectional recurrent neural networks) with
the Bi-directional Long-Short Term Memory (Bi-LSTM) unit, we put forward a
new anomaly detection method to detect Web attacks. Our model takes Uniform
Resource Locators (URLs) and request body in the HTTP POST requests (only
URLs for HTTP GET requests) as the input. After the URLs are tokenized, they
will be mapped to vectors. Then the Bi-LSTM will learn from the normal request
patterns. And then a trained neural network based on the output of the Bi-LSTM
to judge whether given requests are anomalous. Our method has achieved state-
of-the-art results in detecting Web attacks, the experimental results show that
BL-IDS has a high detection rate and maintains a low false alarm rate.

The rest of the paper is organized as follows: Sect. 2 is introduction of Some
related works. Section 3 is description of the method based on deep learning to
detect Web attacks. Section 4 is experimental results and discussions. Section 5
is conclusion of this paper.

2 Related Works

Many machine learning techniques are used to detect Web attacks, Kruegel et al.
have presented a multi-model method to detect Web attacks in [6]. The method
analyzes HTTP requests and uses some different models built on different fea-
tures, like attribute length, attribute character distribution, structural inference,
invocation order and so on. Abou-Assaleh et al. [7] explored the idea of auto-
matically detecting new malicious code using the collected dataset of the benign
and malicious code which is based on N-gram. Moh et al. [8] have put forward a
multi-stage log analysis architecture, which combines both pattern matching and
supervised machine learning methods. It uses logs produced by the application
during attacks to detect detecting SQL injection attacks effectively. Cao built a
system which can avoid false negatives and enhance the efficiency of detecting
work by using a prevailing machine learning algorithm called Adaboost in [9].

In recent years, deep learning, a branch of machine learning, has become
increasingly popular and has been used in the field of information security. Cui
et al. [10] propose an improved NIDS using word embedding-based deep learning
(WEDL-NIDS), which first reduces the dimension of a packets payload via word
embedding and learns the local contentful features of network traffic using deep
convolutional neural networks (CNNs) [11], followed by adding the head features
and learning global temporal features using long short-term memory (LSTM) [12]
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networks. The result they got was quite well. Fredrik Valeur et al. [13] had devel-
oped an anomaly-based system that learns the profiles of the normal database
access performed by Web-based applications using a number of different models.
These models allow for the detection of unknown attacks with reduced false pos-
itives and limited overhead. Zhang et al. [14] have put forward a deep learning
method to detect Web attacks which is using a specially designed CNN. Similar
to our work, the difference is the network architectures, they use the Convolutional
Neural Network while we use the Bi-LSTM based on Bidirectional recurrent neu-
ral network [5]. And the method we have proposed has better performance.

3 BL-IDS

BL-IDS aims to detect Web attack from HTTP request to improve the accuracy
of IDS. Bi-LSTM can be trained using all available input information in the past
and future of a given period of time, word2vec can output high-quality word
vectors from huge dataset and maintain the similarity of semantic words, so we
combine the advantages of both. The implementation schemes are illustrated in
Fig. 1.

Fig. 1. The implementation schemes of Bi-LSTM

The different stages of BL-IDS are described as follows:

– Data Preprocessing: We decode HTTP request, then we split the decoded
HTTP request, the Segmentation character includes /, & and so on.

– Word embedding: We map each word into a word vector using word2vec
[15], The mapped word vectors are used as an input to a model based on a
neural network.

– Training model and detect Web attack: We use the labeled word vectors
to train a model based on neural network. Then use the trained model to
classify the new HTTP request as Web attack or normal.
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3.1 Data Preprocessing

In this section, We decode HTTP request, then we split the decoded HTTP
request, the Segmentation character includes /, &, +, ?, =, @ and so on.

The process of this section is shown as Fig. 2.

Fig. 2. The process of data preprocessing

The following is a HTTP request between a user and a Web application
(Fig. 3):

Fig. 3. A POST request message example by users

This is a request message based on HTTP. The HTTP request consists of
three parts: the request line, headers and request body. The request line is the
first line of the HTTP request message, and its format is as follows:

Method Request-URI HTTP-Version
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Method represents the request method; Request-URI is a uniform resource iden-
tifier; HTTP-Version represents the requested HTTP protocol version. There are
many kinds of methods. The two common methods are as GET and POST. GET
request to get the resource identified by the Request-URI, POST appends new
data to the resource identified by the Request-URI. The format of the Request-
URI is as follows:

http://host[”:”port][abs path]

HTTP indicates that the network resource is located through the HTTP pro-
tocol; Host indicates the legal Internet host domain name or IP address; Port
specifies a port number, and if it is empty, the default port 80 is used; Abs path
specifies the URI of the requested resource. HTTP/1.1 is a version of the protocol
version. Headers is the additional information that the client passes the request
to the server and the information of the client itself. The request body is usually
the form content submitted by the user in the POST mode. The HTTP request
between the hacker and the server may be like Fig. 4, and the main difference of
the HTTP request between the hacker’s and the user’s has been bolded.

Fig. 4. A POST request message example by hackers

The main difference between the two is in the url part of the request line and
the request body part (for the GET method, the main difference is in the url
part), and the rest of the information we do not pay attention to. The reason for
this is as follows: Most Web attacks are implemented by modifying the URL and
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request body, and doing so is convenient. Taking the HTTP request message of
Fig. 2 as an example, our attention is:

http://localhost:8080/tienda1/publico/vaciar.jsp
B2=%27%3B+DROP+TABLE+usuarios%3B+SELECT+*+FROM+datos

First, the contents of our concern is URL decoding, We can get the following:

http://localhost:8080/tienda1/publico/vaciar.jsp
B2=’; DROP TABLE usuarios; SELECT * FROM datos

After that, use some special characters to divide, these special characters
include:,/, &, =, +, etc.

The split data is as follows:

http, localhost, 8080, tienda1, publico, vaciar.jsp,
B2, ’, ;, DROP, TABLE, ususrios, SELECT, *, FROM, datos.

3.2 Word Embedding

The effective representation of words in HTTP request is a critical step. In this
section, we map each word into a word vector using Word2Vec [15]. Word embed-
ding is a key technique in the field of natural language processing, which maps
words into a vector. The mapped word vector can usually be used as an input
to a neural network. Nowadays, more and more people adopt distributed rep-
resentations of words in a vector space, because it can help learning algorithms
to achieve better performance in natural language processing tasks by grouping
similar words. Word2Vec is a excellent toolkit based on distributed representa-
tions of words and phrases. Word2Vec can output high-quality word vectors from
huge data sets. At the same time, it can also maintain the similarity of semantic
words, that is, the distances after similar words are mapped into vectors are simi-
lar. Therefore, in this paper, we adopt the model based on Skip-Gram. As shown
in Fig. 5, the preprocessed HTTP request is mapped to a vector by Word2Vec.

Fig. 5. The preprocessed HTTP request is mapped to a vector

Two popular implementations of Word2Vec are CBoW model and Skip-Gram
model. In this paper, we adopt Skip-gram model. The difference between CBoW
and Skip-Gram is that for a given context, the CBoW predicts input word,
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Fig. 6. The architecture of Skip-Gram model [15]

while Skip-Gram predicts the context for a given input word. The architecture
of Skip-Gram model is shown in Fig. 6.

The Skip-Gram model is actually divided into two parts. The first part is to
build a model, and the second part is to get embedded word vectors through the
model.

3.3 Training Model and Detecting Web Attack

We treat the preprocessed sequence in Sect. 3.1 as a word, map it to a vector using
word2vec as an input of model. And then we train model based on neural network
use train sample. When the model is trained, it can be a classifier to detection Web
attack or normal request. The neural network architecture is shown as Fig. 7.

Fig. 7. The neural network architecture
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The neural network model we adopted is Bi-LSTM. Bi-LSTM is based on
LSTM and bidirectional recurrent neural network [5]. LSTM aims to overcome
vanishing gradient problem of RNN and uses a memory cell to present the pre-
vious timestamp. The details of the memory cell in LSTM is shown in Fig. 8.

Fig. 8. The memory cell in LSTM.

Current improved LSTM usually consists of three gates in each cell: input,
forget, and output. They are calculated as follows:

it = σ(Wi · [ht−1, xt] + bi) (1)

C̃t = tanh(Wc · [ht−1, xt] + bC) (2)
ft = σ(Wf · [ht−1, xt] + bf ) (3)

Ct = ft · Ct−1 + it · C̃t (4)
ot = σ(Wo · [ht−1, xt] + bo) (5)

ht = ft · tanh(Ct) (6)

where xt is the input at time t,Wi,WC ,Wf ,Wb are weight matrices, bi, bC , bf , bo
are biases, Ct, C̃t are the new state and candidate state of memory cell, ft, ot
are forget gate and output gate.

As we all know, LSTM has achieved considerable success on many issues.
But LSTM can only infer the results based on the previous information, and
sometimes it is not enough to just look at the previous information. In order
to detect Web attacks more efficiently and accurately, we not only need to look
at the previous information, but also the information behind, so we took a Bi-
LSTM which is based on bidirectional recurrent neural network. The general
structure of the bidirectional recurrent neural network is shown in Fig. 9.

A bidirectional recurrent neural network (BRNN) can be trained using all
available input information in the past and future of a given period of time.
Therefore, it can overcome the limitations of the conventional RNN.

Finally, we use the softmax layer. The softmax classifier is used to determine
whether the input is normal request or Web attack based on the vectors. For a
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Fig. 9. General structure of the bidirectional recurrent neural network (BRNN) shown
unfolded in time for three time steps [5]

list z, zj , means the j-th element in z, and we set the output function as Softmax
function:

σ(z)j =
ezj

∑K
k=1 ezk

(7)

where K denotes the numbers of different labels.

4 Experimental Results and Discussion

This section we conducted various experiments on the dataset HTTP DATASET
CSIC 2010 [16] to evaluate the performance of our proposed method for detecting
Web attacks.

4.1 Dataset

The HTTP dataset CSIC 2010 includes thousands of automatically generated
Web requests which can be used to test Web attack protection systems. It
was developed at the Information Security Institute of CSIC (Spanish Research
National Council). The HTTP dataset CSIC 2010 includes the generated traffic
targeted to an e-Commerce Web application. The dataset includes 36,000 nor-
mal requests and more than 25,000 anomalous requests. The HTTP requests are
labeled as normal or anomalous.

4.2 Experiment

Experiment Setup. Our experiment software platform uses the Keras (using
tensorflow as backend), all the experiments run on a server machine, whose
operating system is Ubuntu 14.04. The batch size is 128 and training time is
about 10 epochs. The network summary is shown in Table 1. The number of
total params is 2060442, all of them is trainable.
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Table 1. The network summary of BL-IDS

Layer (type) Output shape Param

Embedding (None,56,40) 2053840

Bidirection (None,56,20) 4080

Dropout (None,56,20) 0

Bidirection (None,20) 2480

Dropout (None,20) 0

Dense (None,2) 42

Evaluation Metrics. There are five metrics used to evaluate the performance
of BL-IDS detecting Web attacks method: the detection rate, the false alarm
rate, the accuracy, the precision and F1 score. According to the commonly used
concepts in machine learning methods, we use TP, FP, TN and FN to express the
number of true positive, false positive, true negative and false negative respec-
tively. The binary confusion matrix is shown in Table 2. Detection rate (also
known as recall rate) and Precision are used to evaluate the system’s perfor-
mance in detecting abnormal HTTP requests. False alarm rate is used to evalu-
ate the misclassifications of normal HTTP requests. Accuracy is used to evaluate
the overall performance of the system. The F1 score is used to evaluate the per-
formance of every class of HTTP request, taking into account both precision and
detection rate of the classification model. The five criteria formulas are presented
below.

Table 2. Binary confusion matrix

Actual class:abnormal Actual class:normal

Predicted class:abnormal TP FP

Predicted class:normal FN TN

Detcction rate =
TP

TP + FN
(8)

Precision =
TP

TP + FP
(9)

False alarm rate =
FP

FP + TN
(10)

Accuracy =
TP + TN

TP + FP + TN + FN
(11)

F1 score = 2 · precision · detection

precision + detection
(12)
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4.3 Results and Discussions

We used batch training methods to train the Bi-LSTM for 10 epochs. The batch
size is set as 128 and the validation split is set as 0.1. We Train on 43966 samples
and validate on 4886 samples. The training accuracy and loss and the validation
accuracy and loss every one epoch are recorded. The trends of the metrics are

(a) accuracy

(b) loss

Fig. 10. Accuracy and loss in the training stage
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presented in Fig. 10. Figure 10(a) shows the accuracy trends, where the orange
curve represents the validation accuracy and the dark cyan represents the training
accuracy. It shows that after about 7 epochs of training, both the training and
validation accuracies have achieved above 98%. Figure 10(b) shows the loss trends,
where the orange curve represents the validation loss and the dark cyan represents
the training loss. Clearly, both the training and validation losses decrease rapidly
towards 0. The trends of accuracy and loss reflect the good capability of the Bi-
LSTM.

We evaluate its ability of detecting Web attacks by running the trained Bi-
LSTM on test data after 10 epochs of training, detection rate is 98.17%, false
alarm rate is 1.40%, test accuracy is 98.35%, precision is 99.00% and F1 score
is 98.58%. This illustrates that with a certain amount of training, the Bi-LSTM
has achieved state-of-the-art results in detecting Web attacks, which have both
a high detection rate and a low false alarm rate.

Compared with Zhang [14]’s method, our method has achieved better results.
Our experimental results show that BL-IDS can greatly improve the accuracy
and detection rate while maintaining a low false alarm rate. Our analysis sug-
gests that HTTP requests are more like natural languages, because they can all
be considered as a sequence, and there is a temporal relationship between the
sequences. So HTTP requests are more suitable to be processed by recurrent
neural networks such as Bi-LSTM. However, convolutional neural networks are
better at processing image tasks.

5 Conclusion

Exploring a deep learning method to detect Web attacks, which is based on the
RNN with the Bi-LSTM. The method can detect Web attacks through inspecting
the HTTP request packets. First, studing data preprocessing, which selects useful
information from HTTP request packets and produce many word sequences.
Second, studing the embedding method used to map words to vectors. Finally,
a Bi-LSTM is used to extract features automatically and classify the HTTP
request packets to normal or abnormal class. We conducted experiments on
the dataset HTTP DATASET CSIC 2010 to evaluate the effectiveness of the
method. The results show that the Bi-LSTM can be trained easily and the
detection method have a high detection rate and low false alarms in detecting
Web attacks.
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Abstract. Due to lacking proper theory to accurately describe character-
istics of vulnerability, the existing static detection models are designed for
specific vulnerability is hard to be expanded and the latter often encoun-
ters the state space explosion and with higher false positive rate. This
paper proposes a static detection model of a five-tuple (n0;F ;S;P ;Q): the
vulnerability initial nodes set, program state space, Vulnerability Syntax
Rules, preconditions of vulnerability, and post-conditions of vulnerabil-
ity are accurately described. We design a testing prototype system for the
static detection model and carry out experiments to evaluate the results
with the vulnerabilities disclosed by NIST. Our model find more vulnera-
bilities of Wireshark than published by NIST and shows higher detection
efficiency than that of FindBugs. Formal accurately description is prereq-
uisite of auto-detection of vulnerability.

Keywords: Software vulnerability · Propositional function ·
Static analysis · State space explosion

1 Introduction

With the advent of information society and the popularization of software appli-
cations, more security problems of computer are arising from software vulnera-
bilities. Software vulnerability is weakness in software systems that may cause
the application crash or be exploited by a threat to gain unauthorized access to
information [1,2]. So software vulnerability detection has been a research focus
of information security in recent years [3]. And various detection approaches are
put forward [4,5].

1.1 Motivation and Contributions

All these existing approaches are falling into three main categories: static,
dynamic, and integrated analysis systems. But due to lacking proper theory to
accurately describe characteristics of vulnerability, they are imprecise, resulting
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in a large amount of false positives. Dynamic analysis systems, such as “fuzzers”,
can provide conditional inputs. However, they suffer from exhaustive test cases.

Current researches agree that every software vulnerability is caused by some
flaws or defects of the software [3]. Most software defects and flaws are parts of
software inherent attributes and they always occur regularly [6]. So we believe
that software vulnerabilities follow certain patterns and can be identified by
them if the patterns are accurately be described [7].

Many years of the research on the vulnerabilities detection make us believe
false positives are caused by suspicion or misunderstanding, the both are due
to the lack of an accurate formal description of the vulnerability especially for
some high speed detecting tools.

In this paper, we propose a vulnerability static detection model by abstract-
ing the characteristics of a variety of vulnerabilities in form of propositional
function. We focus on software source code detection and try to formalize pat-
terns of vulnerability. If there is a violation of patterns in a program, there will
be software vulnerability. We discriminate and describe a variety of software
vulnerabilities formally by this model.

1.2 Related Work

In the following, we briefly review the prior work most closely related to our
model in two groups: theoretical approaches and mature tools.

Clarke proposed a formal software vulnerability testing technology which can
judge whether a given program meets the pre-defined characteristics or not by
traversing the state space [8]. Obviously, there will be a state space explosion
when it is used to detect large-scale programs.

Describing vulnerability characters appropriately is a critical step for its
detection. Wilander proposed a generic way to model the security character-
istics of codes by vulnerability dependency graph [9].

B. Liang and K.K. Hou proposed an expanded finite-state machine model
which can traverse the possible executable paths in a program statically and
identify the current operation. This model reduces the false positives to some
extent, but all possible executable paths in the program need to be traversed,
so the detect efficiency still needs to be improved [10].

Compass is a static analysis tool for checking source code designed by ROSE
Team [11]. It does not describe the characteristics of vulnerabilities in depth.

Some lightweight approaches include Rats [12], Prefast [13] as well as Splint
[14], they can not find deep layer vulnerabilities and also require manual anno-
tations. FindBugs is a static analysis tool to find defects in Java code but not a
style checker.

There are some other tools, like Coverity, Fortify, CodeSonar, and IBM Secu-
rity AppScan Source (formerly Rational). Due to the auto scanning, those tools
can make thorough analysis with configurable rule sets. Lack of formal descrip-
tion of vulnerability, thorough scanning need long run time and the false positive
rate is still high [15].
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2 Static Detection Model Based on Propositional
Function

CFG (Control Flow Graph) and PDG (program dependency graph) are two
important useful data structures for program static analysis [16,17]. A CFG is a
directed graph that shows all paths might be traversed through a program during
its execution, whose edges represent possible flow of control between statements
[18]. Amed at describing vulnerability conveniently by the propositional function,
we define the related concepts in CFG and PDG at first.

2.1 Related Definitions in CFG

Let ni and nj be two nodes on CFG:

Definition 1. In a CFG, if there is sequence p = <n0, ..., nm> which meets
(ni−1, ni) ∈ E, where i = 1, 2...m. Then there is an executable path between n0

and nm, denoted by EP (n0, nm). The set of all the executable paths in program
denoted by EP .

Definition 2. If there is an executable path EP (ni, nj) between ni and nj, then
ni is the predecessor node of nj, denoted by Pred(ni, nj); nj is the successor
node of ni, denoted by Succ(ni, nj). Let n be a sentence, and the set of all its
predecessor nodes called the precursor node set of n, denoted by Pred(n). The
set of all its successor nodes is called the successor node set of n, denoted by
Succ(n).

Definition 3. In a CFG, ni is post-dominated by nj if every directed path from
ni to Exit(not including ni) contains nj, denoted by PD(nj , ni). It should be
noted that ni is not the post-dominator of itself. Let n be a sentence, and the
set of all its post-dominator is called the post-dominator set of n, denoted by
PD(n).

Definition 4. There is an executable path EP (ni, nj). nj is data dependent on
ni, denoted by DD(nj , ni, v) if

(1) there is a variable v, the value of v at ni has been used during execution
of nj.

(2) v is not redefined on EP (ni, nj).

Definition 5. There is an executable path between ni and nj. nj is control
dependent on ni, denoted by CD(ni, nj) if

(1) each node on EP (ni, nj) from ni to nj (except ni and nj) is post-dominated
by nj.

(2) ni is not post-dominated by nj.
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2.2 Vulnerability Static Detection Model Based on Propositional
Function

Following the above definitions, we can construct our detection model based on
propositional function.

Definition 6. The detection model is defined as a five-tuple denoted as
V ulnerability = {n0, F, S, P,Q}. It includes the vulnerability initial nodes set,
program state space, Vulnerability Syntax Rules, preconditions of vulnerability,
and post-conditions of vulnerability. The followings are the detailed description
of the five-tuple.

Vulnerability initial nodes set n0. n0 is the initial characteristic nodes of
vulnerability which is the entrance node of vulnerability detection. For a program
M , its sentence is finite. So, the vulnerability initial nodes set n0 is finite and
certain.

Program state space F . F is the program state space extracted from
source code, CFG and PDG. It contains the EP in program, control dependency
and data dependency among nodes. F is an Intermediate Representation which
contains all necessary information for vulnerability detection, and it can not be
empty.

Vulnerability Syntax Rules set S. S is a set of vulnerability syntax rules
which are state transition rules between vulnerability initial nodes set n0 and
vulnerable nodes set N on EP .

Precondition P . P is Precondition which means that any node n(n ∈ N)
must meet these state conditions before executing, where N is the set of nodes
related to vulnerabilities. Otherwise, there will be a vulnerability.

Post-conditions Q. Q is Post-conditions which means that any node n in N
must meet these rules after executing. Otherwise, there will be a vulnerability.

With the model above, the complete process of vulnerability detection can
be described as F :{P}n0

s−−→ N{Q}. This process has two steps:
Step 1. Locate vulnerabilities roughly. n0

s−−→ N means that we find the
vulnerable node which conforms to the Vulnerability Syntax Rules set S from
n0 on EP . For any EPi(EPi ∈ F ), if there is a node n1 conforms to n0

s−−→ n1,
n1 is a vulnerability related node, n1∈N .

Step 2. Locate vulnerabilities precisely. {P}N{Q} means that we detect
the vulnerable nodes set N by Precondition P and Post-conditions Q. For any
EPi(EPi∈F ), if there is node n2 conforms to n1

p−−→ n2 before n1 executing,

and there is node n3 conforms to n1
Q−−→ n3 after n1 executing, the detection

result is TRUE, and n1 does not have a vulnerability. Before n1 executing, if
¬∀n2 conforms to n1

p−−→ n2, or after n1 executing, ¬∀n3 conforms to n1
Q−−→ n3,

detection result is FALSE and n1 has a vulnerability.
Next we will use propositional function to describe some types of software

vulnerabilities.
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2.3 Formal Description of Software Vulnerability Based
on Propositional Function

In this paper, we focus on describing and detecting nine software vulnerabilities
in four types with CWE number which are the most prone to general programs,
as shown in Table 1. Before formulating these software vulnerabilities, we also
need some definitions in the form of propositional function.

Table 1. Software vulnerabilities

Vulnerability CWE number

Null Pointer Dereference CWE-476; CWE-690

Buffer Overflow CWE-119; CWE-120

Uncontrolled Format String CWE-134

Resource Relation Flaws CWE-401; CWE-404; CWE-415; CWE-416

Definition 7. The way to use variable v can be described as definition-use-
check relationships. DEF (v, n) means the statement, definition or assign-
ment of v at sentence n; USE(v, n) means v is used or cited on node n;
CHECK(v, n, Statement) means detect the statement of v on node n. For exam-
ple, CHECK(v, n, Null) means detecting whether the statement of v on n is
Null or not, and the check result will be True or False.

Definition 8. The type of a parameter in program M can be described by corre-
sponding propositional functions. For example: pointer variable v = {v|∃v ∈ M,
type of v is Pointer} is denoted by Pointer(v); function f is denoted by
Function(f), etc.

Definition 9. Use the ResourceAllocateFunctionList to denote the func-
tion set related to resource allocation. In C Programming Language the com-
mon resource allocation functions are malloc(), fopen(), calloc(), new(), etc.
The ResourceAllocateFunctionList(n) denotes resource allocation functions on
node n, abbreviated as RAF (n). ResourceRelease(n) means to release resources
related to resource allocation functions RAF (n) on node n, abbreviated as
RR(n).

Definition 10. The format functions are denoted by FormatFunctionList.
In C Programming Language common format functions include
printf(), strncpy(), fwprintf(), snwscanf(), fprint(), printf(), etc.
FormatFunction(n) means format function which is called on node n, abbrevi-
ated as FF (n).

Definition 11.
The buffer related functions are denoted by BufferFunction(n). The common
buffer related API functions include memcpy(), strcpy(), sprint(), vsprintf(),
gets(), scanf(), strcat(), etc.
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Definition 12. Propositional function CallFunction(n) means the information
of functions called on node n.

Definition 13. Propositional function SharedResource(v, n) means shared
resources on node n in program v. Propositional function SharedResource(v)
means the set of all shared resources in program v.

Definition 14. Propositional function IsIn(n1, n2) means n1 ⊆ n2 and propo-
sitional function ¬IsIn(n1, n2) means n1 � n2.

With these formal definition we can present formal propositional function for
software vulnerability. We summarize the characteristics of these vulnerabilities
and achieve its propositional function.

(1) Null Pointer Dereference. For a target program M , the set of sentence
n which defines or declares pointers in M is vulnerability initial nodes set denoted
by n0. Its propositional function is:

n0 = {n|∃n ∈ M ∧ DEF (Pointer(v), n)}. (1)

On any executable path EPi(EPi ∈ EP ), if there is a successor node n1 of
n0 which calls Pointer(v) and is data dependent on n0 with Pointer(v), n1 is a
vulnerable node s. Its propositional function is:

S = Succ(n1, n0) ∧ DD(n1, n0, Pointer(v)) ∧ USE(Pointer(v), n1). (2)

On this executable path EPi(EPi ∈ EP ), if there is a node n2 which is data
dependent on n0 with Pointer(v) and vulnerable node n1 is control dependent on
n2, and Pointer(v) is Null on n2, n1 does not have any vulnerability. Otherwise,
n1 has vulnerabilities. Its propositional function is:

P = DD(n2, n0, Pointer(v))∧CD(n2, n1)∧CHECK(Pointer(v), n2, NotNull),
(3)

Q on NPD is Null.
(2) Buffer overflow. For a target program M , the set of sentence n which

calls the buffer related functions is vulnerability initial nodes set denoted by n0.
Its propositional function is:

n0 = {n|∃n ∈ M wedgeCallFunction(n) ⊆ BufferFunctionList}. (4)

On any executable path EPi(EPi ∈ EP ), if n0 is data dependent on
Buffer(v1) which is defined on the predecessor node n1 of n0, n0 is a vulnerable
node. Its propositional function is:

S = DD(n0, n1, Buffer(v1, n0)) ∧ DEF (Buffer(v1), n1) ∧ Pred(n1, n0). (5)

On this executable path EPi(EPi ∈ EP ), if there is a node n2 that n0 is
control dependent on, and n1 is the postdominator of n2, and both buffer size
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and input data length are matching, n2 does not have vulnerability. Otherwise,
n2 has vulnerabilities. Its propositional function is:

P =CD(n2, n0) ∧ PD(n2, n1) ∧ CHECK(buffer(v1), input(v2), n1, Size)∪
CHECK(buffer(v1), input(v2), n0, Size),

(6)
Q on Buffer Overflow is null.

(3) Uncontrolled Format String. For a target program M , the set of
sentence n which calls FormatFunctionList is vulnerability initial nodes set.
Its propositional function is:

n0 = {n|∃n ∈ M ∧ CallFunction(n) ⊆ FormatFunctionList}. (7)

On any executable path EPi(EPi ∈ EP ), if n0 is data dependent on variable
v defined on its predecessor node n1, n0 is a vulnerable node. Its propositional
function is:

S = Succ(n1, n0) ∧ DEF (v, n1) ∧ DD(n0, n1, v). (8)

On this EPi, if both the type and the number of parameters in a format
string function are matching on node n0, the result is TRUE, which means n0

does not have vulnerability. Otherwise, n0 has vulnerabilities. Its propositional
function is:

P = CHECK(FF (n0), n0, Parameter), (9)

and Q is null.
(4) Resource Related Flaws. In target program M , the set of sentence n

which defines or declares a variable v belonging to resource allocation functionlist
is a vulnerability initial nodes set n0. Its propositional function is:

n0 = {n|∃n ∈ M ∧ DEF (v, n) ⊆ ResourceAllocateFunctionList}. (10)

On any executable path EPi, if node n1 which is the successor node of n0 calls
resource allocation functions on n0 denoted by RAF (n0) and is data dependent
on n0 which is the precursor node of n1 with RAF (n0), n1 is a vulnerable node.
Its propositional function is:

S = USE(RAF (n0), n1) ∪ Succ(n1, n0) ∧ DD(n1, n0, RAF (n0)). (11)

On this EPi, if there is not resource release operation RR(n2) corresponding
resource allocation functions RAF (n0) on node n2 which is the precursor node
of n1,the precondition P is True. Its propositional function is:

P = Pred(n2, n1) ∧ IsIn(RR(n2), RAF (n0)). (12)

On this EPi, if there is node n3 which is the post-dominator of n1 and is data
dependent on its predecessor node n0 with RAF (n0), and there is resource release
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operation RR(n1) or RR(n3) corresponding RAF (n0), the post-conditions Q is
True. Its propositional function is:

Q = PD(n3, n1) ∧ DD(n3, n1, RAF (n0)) ∧ (IsIn(RAF (n0), RR(n3))
∪ IsIn(RAF (n0), RR(n1))).

(13)

We must consider the case that if n0 can not deduce n1 by the vulnerability
syntax rules set S, the variables or functions defined on n0 belong to redundant
code.

3 Detection Algorithm

Based on this model, we design a static detection process for software vulner-
ability analysis, as shown in Fig. 1. It includes: basic information analysis and
rules.

3.1 Basic Information Analysis

The basic information analysis module is used to generate and extract some
basic static information from target program, as shown in Fig. 1.

Fig. 1. Basic processing module flow chart

Firstly, use lexical and syntax analysis to extract vulnerability initial nodes
set n0 from target program source code. Secondly, use compiler front-end (such
as GCC, java compiler) to generate abstract syntax tree AST , and construct
CFG and CG (call graph).

3.2 Solution of Vulnerable Nodes Set N

Vulnerable nodes set N is a set of nodes which may contain vulnerabilities. Solv-
ing N is the coarse locating process of vulnerability analysis which we described
in Sect. 3.2. Steps of Solving N are as follows:

Step 1. Search the program state space F starting from vulnerability initial
nodes set n0.

Step 2. Insert the nodes which conform to vulnerability syntax rules S into
vulnerable nodes set N .

Algorithm 1 is shown as follow:
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Algorithm 1. The algorithm of solving vulnerable nodes set N

1: Input: space F
2: Output: vulnerable nodes set NEPSi

3: Initialization: NEPSi = {∅}
4: for each n ∈ EPSi , except n0 do
5: if (Relation(n0, n) ⊆ F&&Relation(n0, n) == Si) then
6: NEPSi = NEPSi

⋃
n

7: end if
8: end for
9: return NV EPSi

Algorithm 2. The algorithm of discriminating vulnerability

1: Input: space F , NEPSi , preconditions P , post-conditions Q
2: Output: Vulnerable Nodes
3: Initialization: Vulnerable Nodes= {∅}
4: for each n ∈ NEPSi do
5: for each m ∈ EPSi,m �= n do
6: if (Relation(n,m) � F ) then
7: Vulnerable Nodes=Vulnerable Nodes

⋃
n

8: else if (Relation(n,m) ∈ F&&(Relation(n,m)! = P ||(Relation(n,m)! = Q))
then

9: Vulnerable Nodes=Vulnerable Nodes
⋃

n
10: end if
11: end for
12: end for
13: return Vulnerable Nodes

3.3 Vulnerability Syntax Rules Database

Vulnerability rules database is a database which includes vulnerability
syntax rules set S, vulnerability preconditions P and vulnerability post-
conditions Q. It also contains some API functions, such as ResourceAllocation
FunctionList, FormatFunctionList, BufferFunctionList, and so on.

According to Definitions 2–5 in Sect. 2.1, Definition 6 in Sect. 2.2 and Def-
initions 7, 12, 14 in Sect. 2.3, we summarize the vulnerability syntax rules for
S, P,Q in Table 2.

4 Experiments and Evaluation

To evaluate the effectiveness of our approach, we proceed to evaluate our method
by carrying on experiments from Sep., 2013 to May, 2016 on 4 open resource
software and contrast of detection on CWE-476(Tomcat4.0) of our method with
FindBug 3.0.1.

We have verified and confirmed the vulnerabilities of 4 open source projects
which was disclosed by NIST, shown as Table 3.
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Table 2. Vulnerability syntax rules S, P,Q of the four types of vulnerability

Vulnerability types Syntax rules for S, P,Q

Null Pointer
Dereference

S = Succ(n1, n0) ∧ DD(n1, n0, Pointer(v)) ∧
USE(Pointer(v), n1)
P = DD(n2, n0, Pointer(v)) ∧ CD(n2, n1) ∧
CHECK(Pointer(v), n2, NotNull)
Q = ∅

Buffer Overflow S = DD(n0, n1, Buffer(v1, n0)) ∧ DEF (Buffer
(v1), n1) ∧ Pred(n1, n0)
P = CD(n2, n0) ∧ PD(n2, n1) ∧ CHECK
(buffer(v1), input(v2), n1, Size)
∪ CHECK(buffer(v1), input(v2), n0, Size)
Q = ∅

Uncontrolled Format
String

S = Succ(n1, n0) ∧ DEF (v, n1) ∧ DD(n0, n1, v)
P = CHECK(FF (n0), n0, Parameter)
Q = ∅

Resource Flaws S = USE(RAF (n0), n1) ∪ Succ(n1, n0) ∧ DD
(n1, n0, RAF (n0))
P = Pred(n2, n1) ∧ IsIn(RR(n2), RAF (n0))
Q = PD(n3, n1) ∧ DD(n3, n1, RAF (n0)) ∧
(IsIn(RAF (n0), RR(n3))
∪ IsIn(RAF (n0), RR(n1)))

Table 3. Verify and confirm the vulnerabilities disclosed by NIST

Vtype NPD BF UFS RRF

Chrome 5.0 NISTnum 0 1 0 5

FOLBnum 0 1 0 5

Wireshark1.8 NISTnum 1 43 1 0

FOLBnum 1 40 1 0

ABM1.0 NISTnum 0 58 8 9

FOLBnum 0 49 8 8

Asterisk10.2 NISTnum 5 14 0 0

FOLBnum 5 14 0 0

The accuracy of FOLBˆEPS 100% 88.9% 100% 92.8%

Notation: The accuracy of FOLBˆEPS = FOLBnum/NISTnum

As shown in Table 3, the open source projects that we test covering all types
of vulnerabilities we describe in this paper. Results show that resource operations
flaws, null pointer dereference and format string have high detection accuracy.
And buffer overflow has low false positives rate and false negatives rate. There-
fore, the method that we propose can be applied to detect most of vulnerabilities.
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A Java project tomcat 4.0 is a real software system widely used as serverlet
container, whose vulnerabilities are also disclosed by NIST . Here we use our
method to detect Null Pointer Dereference(CWE-476) and compare the result
with that of FindBugs 3.0.1. Although FindBugs has been around for a long time,
due to its universality and openness, we select the newer FindBugs 3.0.1 as the
experiment tool. The result is shown in Table 4.

Table 4. Null Pointer Dereference (CWE-476) detection results contrast on Tomcat
4.0 between FindBugs 3.0.1 and FOLBˆEPS

Detection
tools

Detection
result

Confirmed Confirmed as
false positives
number

Can’t
confirmed

False
positives
rate

Detection
rate

FindBugs 36 2 22 12 61.1% 5.6%

FOLBˆEPS 42 13 21 8 50% 30.9%

The result shows that the detection rate of our method is higher than that
of FindBugs and the False positives rate is also lower than that of FindBugs.

5 Conclusions and Future Work

In this paper, we proposed a static vulnerability detection model based on propo-
sitional function. Firstly, we defined and described the existing preconditions,
characteristics and properties of vulnerabilities, and gave corresponding discrim-
inant formula in terms of propositional function. Then constructed our detection
model with a five-tuple. Then we designed a static detection process according
to the new model, and used propositional function to described four types of
disclosed software vulnerabilities in CWE. Finally, we carried out experiments,
to verify that our model based on the propositional function realized more accu-
rate description of vulnerability, improved detection rate and reduced the false
alarm rate.
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Abstract. Traditional wireless sensor networks rely on battery power
to operate, but when the node’s energy is exhausted, the node loses its
ability to operate. To enable wireless sensor networks to achieve continu-
ous working, researchers have turned their attention to energy harvesting
wireless sensor networks. The energy harvesting wireless sensor network
has the advantages of energy renewable, low maintenance cost, etc., and
can achieve permanent use of nodes to a certain extent. However, the
energy collected by nodes in such networks will change with the change of
environment and time, so the survival of energy-gathering wireless sensor
networks in environmental detection needs further study and research.
In view of the above problems, we designed a solar energy harvesting
wireless sensor network in this paper, and designed energy harvesting
and energy consumption related experiments to record the energy and
network characteristics under different weather and time, collected under
different conditions, and model the solar energy collected under differ-
ent circumstances, so as to provide basic data for the further research of
network reliability and other characteristics.

Keywords: Zigbee · EH-WSN · Energy model

1 Introduction

As a low-cost, small-sized wireless communication computer network, Wireless
Sensor Networks (WSNs) can be placed in ridiculous areas for environmental
monitoring for a long time [1]. Since the battery energy of wireless sensor net-
works is limited [2], research on wireless sensor networks is now focused on
how to improve the efficiency of energy utilization and extend the service life
of nodes [3]. In addition, there are batteries in the wireless sensor network. In
a harsh environment, the battery may leak, which is serious for environmental
pollution and is not suitable for large-scale deployment [4]. In contrast, energy
harvesting wireless sensor networks can collect energy from the environment,
enable energy in the battery to be recycled, and use energy sources such as
solar, wind, and vibration energy [5]. After the node dies, the energy harvesting
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equipment collects energy from the environment, fills the energy storage device,
and restarts the node, achieving the permanent work of the node to a certain
extent [6]. In this paper, solar panels are used to collect solar energy and convert
it into electrical energy. After the maximum power is tracked, the charging man-
agement module supplies power to the rechargeable battery of the wireless sensor
node. However there are still some unavoidable problems in energy harvesting
wireless sensor networks. The randomness and uncertainty of energy collection
seriously restrict the development of energy harvesting wireless sensor networks.
How to adjust the working state of nodes based on the collected uncertain energy
has become an urgent problem to be solved. In this paper, we mainly design and
implement the solar illuminance collection experiment, to collect the illuminance
data and model the illuminance data of different time and different weather for
the future solar energy collection wireless sensor network.

2 EH-WSN Overall Structural Design

For the whole system, the energy-gathering wireless sensor network platform
designed in this paper is composed of solar energy-gathering wireless sensor
nodes [7], sink nodes and upper computer (as shown in Fig. 1). Among them,
the solar collector wireless sensor node monitors the surrounding environment
information as the terminal node and the routing node. The collected infor-
mation is simply processed and uploaded to the coordinator node. Finally, the
coordinator node uploads the information to the host computer through Rs485.
In terms of energy use, terminal nodes and routing nodes collect solar energy
through solar panels, and the energy comes from clean and pollution-free solar
energy in the environment. The power supply of the sink node is supplied by
the upper computer without considering the energy loss. ZigBee communication
is used between each node. The whole platform realizes the functions of data
acquisition, processing, transmission and display.

Fig. 1. Energy harvesting type wireless sensor overall structure.
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2.1 System Hardware Design

The energy harvesting wireless sensor hardware mainly includes the design of
terminal nodes, routing nodes and aggregation nodes. For the ZigBee wireless
sensor network, it mainly includes the design of routers, coordinators and termi-
nal devices. Among them, the number of terminal devices is the largest, which
is an important information collection device and the network component in the
whole system. The router device is set as a node with both acquisition and rout-
ing functions. The hardware design is the same as the terminal device, and the
software configuration is different. The overall hardware design of the terminal
node and the router node is shown in Fig. 2. It is mainly composed of a solar
energy collection module, an energy storage device, a sensor module, a micropro-
cessor (MCU) module, and a ZigBee communication module. Since the energy
harvesting wireless sensor network is adopted in this paper, this paper focuses
on the energy harvesting module and energy storage part of the sensor node.

Fig. 2. EH-WSN node.

Energy Storage Device. In the solar collector type wireless sensor network,
the most important part is the power supply part. Unlike traditional wireless
sensor networks, power modules for solar-collected wireless sensor networks can
collect energy from the environment and recycle it [8]. Therefore, in this article,
we use a rechargeable battery to replace the ordinary dry battery. Considering
that the MCU and ZigBee modules can work normally in the voltage range of
3.7 V to 7 V, the designed terminal uses a rechargeable lithium battery of 3.7 V
to 4.2 V for the power supply.

Energy Harvesting Device. This article selects 6 V polysilicon solar panels to
charge rechargeable batteries. Since the solar panel voltage output varies depend-
ing on the light intensity, the rechargeable battery cannot be directly charged.
This paper designs the use of maximum power tracking (MPPT) technology to
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power rechargeable batteries and other modules. The overall design is shown in
Fig. 3. The MPPT controller can detect the generated voltage of the solar panel
in real time and track the highest voltage and current values (VI). To allow the
system to charge the battery with maximum power output. It is the brain of
photovoltaic system used in solar photovoltaic systems to coordinate the work
of solar panels, batteries and loads.

(a) Solar collector equipment structure (b) Physical display

Fig. 3. Energy harvesting equipment

Microprocessor (MCU) Module. This paper uses a microprocessor module
that is an enhanced 8051 integrated on the CC2530 chip, with lower power
consumption, 8 kB of RAM, and optional 32/64/128/256 KB flash. Since the
ZigBee stack Z-Stack is required to run, 256 KB of flash memory is selected.

Sensor Module. The sensor module is mainly responsible for collecting infor-
mation such as ambient temperature, humidity and illuminance, directly using
digital sensors or converting analog quantities into digital quantities by A/D
conversion.

2.2 System Software Design

The software used in this paper uses the Z-Stack protocol stack provided by
TI. The Z-Stack protocol stack is a polling task scheduling management sys-
tem, using OSAL (Operating System Abstraction Layer) [9]. ZigBee protocol
stack is a communication protocol formed by ZigBee Alliance, which standard-
izes the network layer and application layer on the physical layer and media
access control layer defined by IEEE802.15.4. In order to make each layer of the
protocol stack work independently, a hierarchical structure is adopted, the pro-
tocol stack is modified appropriately, and the application layer is programmed
to meet the different needs of users. In this paper, the coordinator and terminal
nodes respectively design software programs according to the Z-Stack protocol
stack (see Fig. 4), which realizes the networking requirements of the system.
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(a) Terminal node software flow chart. (b) Coordinator node soft-
ware flow chart.
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Fig. 4. Software flow chart.

3 Network Experiment and System Test

This paper uses a PC, a coordinator and two terminals to form a star network for
temperature acquisition networking experiments. The coordinator receives the
data of each node, and the serial port is connected with the host computer, and
the accepted data is displayed through the upper computer, and the power is
supplied by the upper computer USB port. The terminal equipment is distributed
in the area that needs to be collected and monitored. The energy collection type
equipment designed in this paper is used for power supply, which is responsible
for collecting data and transmitting it through wireless radio frequency signals.
The terminal sends a data to the coordinator every 20S, and the experimental
data is as shown in the Fig. 5.
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(a) Terminal node software flow chart. (b) Coordinator node software flow
chart.

Fig. 5. Software flow chart.

4 Solar Illuminance Collection Experiment

The collection efficiency of solar energy is affected by many factors, such as
geographical location, different seasons, different time of day, the placement of
solar panels, etc. According to the formula for calculating the solar altitude
angle [10]:

sinh = sinφsinδ + cosφcosδcosω. (1)

Where h is the solar elevation angle, φ is the time angle under the system of the
local star, δ is the current solar declination, and ω is the local latitude. According
to the formula, regions at different latitudes will have different solar elevations
in different seasons. The higher the angle of the sun is, the more solar energy is
collected. Therefore, in the same latitude area of the Northern Hemisphere, the
solar energy height angle is large in summer, and the solar radiation collected
is the largest, while in winter, the opposite is true. During different periods of
the day, the amount of radiation collected during the day is large, and at night
the solar radiation is basically 0. In addition, weather is also one of the factors
affecting solar energy collection. Cloud thickness, haze and strong wind will
affect the collection efficiency of sensor-less nodes. Therefore, the energy supply
of solar energy harvesting wireless sensor networks are very unstable. We need
to study the law of solar energy collection under different conditions. We use the
CC3200 and B-LUX-V30B environmental light sensors as shown in the Fig. 5 to
collect the illumination information under direct sunlight, and upload the AP
to the cloud through the WiFi module on CC3200, and draws a line graph. The
experimental site was selected as Hohhot City, with a latitude of 40.48◦ north
latitude, 111.40◦ east longitude and an altitude of 1023 m. The climate type is
mid-temperate and semi-arid with a collection interval of 50 s.

We measured solar illuminance for different weather in August and Decem-
ber, respectively. In Fig. 6, we measure solar illuminance data for two types of
weather on a sunny day and a cloudy day in August, and use the method of
changing the position of the sensor to simulate the data after the illuminance
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(a) Illumination data collection experi-
ment design structure

(b) Physical display

Fig. 6. CC3200 collects illuminance data

sensor is blown by the wind. From the figure, we can see that on a sunny day,
the illuminance value starts to rise from the morning, and reaches about 10000
Lux around noon. As the sunlight shifts, the illuminance value drops again, and
after sunset, the illuminance value drops to zero. On cloudy days, the illumi-
nance data is relatively stable. It floats between 20000 Lux and 40,000 Lux after
8:00 in the morning. The highest value of the data appears at 12 noon, and
the illuminance value drops to 0 after sunset. On a sunny day, we changed the
angle of the sensor so that the sensor angle was facing east. It was found that
the illuminance reached a maximum of 90000 Lux at the beginning of 9 o’clock.
The illuminance was slightly higher than the normal sunny day, and it began
to drop after 11 o’clock. At 12 o’clock, the illuminance is similar to that in the
case of cloudy days, and then the illuminance data is similar to that collected on
cloudy days. In general, in the sunny summer of Hohhot, the average maximum
illuminance per hour can reach 10WLux, while on cloudy days, from 7:00 am to
4:00 pm, the illuminance fluctuates between 2 W and 4WLux, the specific illu-
minance value not only related to time, but also related to the thickness of the
clouds. When the clouds are thick, the illuminance is low, and when the clouds
are thin, the illuminance is high. The illuminance data is similar to that on a
cloudy day when the sensor is not obscured and the illuminance is greatest when
it is perpendicular to the sun. When the sensor is in shadow, the illuminance
data is similar to that on a cloudy day.

In December, due to the continuous sunny days, we collected data for three
consecutive days of sunny days, as shown in Fig. 7. It can be seen that in winter,
the solar irradiance data starts from 8:00 in the morning and reaches a maximum
of 60,000 Lux at noon. Lower, gradually drop to 0 after 5 pm. In the clear
summer, the light level reached 60,000 Lux at 9:00 am and 60,000 Lux above 3
pm. Also in the clear winter, it did not reach 60,000 Lux when the light was the
highest at 1 pm, and the winter illuminance data were significantly lower than
the summer. On the whole, on the one hand, the solar irradiance intensity in
December is lower than that in August. On the other hand, solar energy can be
collected in December shorter than August.
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Fig. 7. Illuminance data for different weather in August.

Fig. 8. Illumination data for sunny days under different months.

In summary, solar energy collection has great instability, which is very dif-
ferent in different weather and seasons. In the subsequent research process, we
need to adopt different energy management and transmission schemes in differ-
ent seasons and weather to ensure the reliability of the entire wireless network
(Fig. 8).

5 Conclusion

This paper introduces the design and implementation of a solar collector type
wireless sensor network based on ZigBee. The designed node has low cost, low
power consumption, and can collect energy from the environment. The use time
is long, and the node can be charged after the sleep, complete the recycling of
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energy, avoid using the disposable dry battery, and reduce the pollution to the
environment. Reduce the design and development time of the EH-WSH platform
with versatile development tools and modules. In addition, this paper designs
an illuminance acquisition experiment, analyzes the illuminance data of different
weather, different time and different angles, and obtains the illuminance infor-
mation under different conditions, which provides a reliable design for the future
solar energy collection wireless sensor network. Actual data support.
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Abstract. The arrival of the era of big data has brought about changes
and impacts on human life, work, and thinking. With the rapid develop-
ment of the scale and number of e-commerce in China, the e-commerce
marketing requires continuous innovation. Big data can tap and utilize
the underlying business value behind the data to achieve more precise
positioning and marketing. This article analyzes the big data theory and
method, discusses the three major challenges of data holding, data pro-
cessing and data security brought by e-commerce in the era of big data.
The era of big data analyzes and accurately updates and changes the tar-
get audience. A case study of JD e-commerce company was conducted
again to analyze JD’s big data platform and the application and practice
of marketing based on the platform. Inspired by the case study, we found
weaknesses and made suggestions.

Keywords: Big data · JD · Butterfly Festival

1 Research Background

Nowadays, with the widespread use of the Internet and the development of the
Internet of Things, information is increasingly large. Behind these data infor-
mation, important information and commercial value are hidden. Because of
technological innovations and applications such as cloud computing, data that
was originally difficult to collect for storage and use began to reflect its value
and was easily used. With the explosion of information and the breakthrough
of modern technology, big data will bring about tremendous changes to life and
business. Big data will gradually create more value for humanity. In recent years,
big data has been increasingly sought after by various industries.

On the Internet, the use of big data can completely describe the trajectory
of each individual’s life, and can completely capture the main behavior of each
individual or consumer. Big data on the Internet carries the most extensive
intentions and needs of consumers. Every search, click, browse, and comment in
life is a real life moment that can directly reflect their personality, preferences,
and wishes. Using data mining and other technologies to describe the data on
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the Internet to describe consumers’ habits, etc., can find and use the commercial
value behind the data and achieve more precise positioning and marketing.

On January 31, the China Internet Network Information Center (CNNIC)
released the 41st “Statistical Report on China’s Internet Development” in
Beijing. As of December 2017, the number of Internet users in China reached
772 million, and the penetration rate reached 55.8% [1]. Modern people have
become more and more dependent on the Internet. The web pages and websites
we have browsed are all recorded in the form of data. This is the source of big
data.

2 The Concept of Big Data

Big data is one of the hottest words in the world. What is big data?
The Gartner Research Institute believes that after an effective processing

model, big data has special values such as better decision-making capabilities,
process optimization capabilities, and insight capabilities [2]. Big data has infor-
mation assets that are diversified in type, have high-speed data growth, and have
a quantity of Shanghai characteristics.

Big data has the following four characteristics that summarize big data: Vol-
ume (large quantity), Variety (variety), Velocity (high frequency speed), and
Value (high value) [3].

Volume refers to the huge amount of data, and the measurement unit of big
data cannot be measured in GB at all. It rises from GB to TB, and TB quickly
rises to PB.

Variety mainly represents the rich and diversified characteristics of data
types. The types of big data include a large amount of unstructured data (pic-
tures, videos, texts, geographic locations, audio files, etc.), different types of data
derived from sensors, recorded data of mobile terminals, search browsing data
on the Internet, and other real-time online data, etc.

Velocity refers to processing speed. The recording of large amounts of data,
etc. imposes higher requirements on the processing technology of big data. It
requires faster and more efficient data distribution and discrete technology pro-
cessing. This is precisely the difference from the traditional nature of data mining
technology [4]. The high-speed and high-accuracy data mining processing of mas-
sive data can only exert its huge commercial value on the results of processing.

Value refers to the low density of value and high value in business. The
21st century is an era of information. With the use of cloud computing and
the production of massive data, the use and use of data in the society will
become increasingly dependent in the future. Many industries and companies
have been keenly aware of the business opportunities and value. However, due
to the inadequacies and limitations of the era and knowledge and technology,
the value of big data could not be fully tapped and used.
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3 Big Data Application in JD

3.1 JD Introduction

On March 2nd, 2018, JD released the financial statements for the fourth quarter
and the full year of fiscal year 2017. The data shows that in 2017, JD net revenue
was RMB 362.3 billion (approximately US$55.7 billion), an increase of 40.3%
year-on-year; net profit was RMB 116.8 million (approximately US$ 18 million)
[5]. JD is currently China’s largest B2C e-commerce company, accounting for
more than half of China’s self-operated e-commerce market share.

In 2017, JD established a strategy for unbounded retail. At the beginning
of this year, JD made major adjustments to its organizational structure and
established three major business groups, namely the Fast Consumer Business
Group, the Electronic Entertainment Group, and the Lifestyle Business Group.
At the cooperation conference of the consumer products division of the Fast
Forward Business Group, JD Supermarkets announced the establishment of a
“brand value community” together with its brand name. They upgraded their
past cooperation to a “symbiotic cooperation” model and evolved toward the
integration of “people, goods, and field” driven by big data and artificial intel-
ligence. And to achieve data sharing, category construction, user win-win situ-
ation, scene symbiosis, and truly realize the symbiosis with the brand business,
cooperation and win-win.

3.2 JD Big Data Platform and Application Framework

JD big data platform is divided into four major modules, namely customer mod-
ules, tool product modules, model modules, and technology modules. As shown
in Fig. 1.

In the customer big data module, the source of customer big data mainly
includes the general consumer, JD partners, and JD internal customer data.
One of the partners with JD is data from merchants, data from suppliers, and
data from other partners, such as Tencent. The data from the JD Group mainly
comes from four parts: customer data from JD Mall, data from JD Finance,
data from international business and patting network. From JD customer big
data module, it can be seen that JD’s acquisition of big data comes mainly from
external data on the one hand, and JD’s internal data on the other hand.

In the tool product module, it mainly includes the data compass of profes-
sional analysis such as recommendation system, search engine, JD hui. There
is also JD independent innovation R&D dispatching platform, data integration
development platform, data knowledge management platform, JD analyst plat-
form, data mining platform, and data quality monitoring platform. The data
compass can be divided into seller version, industry version and so on. Through
the recommendation system, search engine, JD, etc., the data of ordinary con-
sumers in the customer big data module is processed and applied.

The model module mainly includes user portrait, sales forecast, credit model,
merchant rating, distribution grid and wind control model. The user’s portrait is
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Fig. 1. JD big data platform four modules map.

a combination of experienced business staff and engineers after analyzing a large
amount of data, and describes the consumer characteristics of a user group or a
single customer with similar attributes and characteristics. Through the analysis
of the user, the attributes of the user’s portraits are tagged, and the users in
the same tag can use the recommendation system to promote the products in a
unified manner. User portraits are the most important part of achieving accurate
marketing. The rating of the store and the results of the system are displayed on
the front page of the business rating system and the back office system. Users
and operators can quickly and easily find what they need, and both parties
share information. The user clearly understands the performance and level of
service, merchandise and timeliness of the stores in front of him. Rich and clear
quantitative information provides efficient and objective data support for his
decision to enter stores and shopping. The result of the rating is a report card
submitted by the operator. The transcripts detail the good and bad shops, help
operators find their own strengths and weaknesses, and promote their continued
efforts to learn. This will not only improve the operational dead ends, but also
attract more users and improve operational results through better rating results,
creating a virtuous circle. The sales forecast is JD forecasting of the monthly,
or even the entire year’s sales of JD after analyzing the situation and data of
warehousing and distribution, so as to facilitate the preparation and planning of



Application of Big Data Technology in JD 589

cargo warehousing and marketing of JD in the next month or year. Risk control
is through the analysis of user behavior and words and actions to identify the
malicious user, then the corresponding shield and reduce the risk of the mall,
which is the application of big data in risk control.

In the technology module, technologies such as Magpie, Plumber, Storm,
Spark, and JD’s deeply customized version of Hadoop are included [6]. The
technology module in the big data platform is the basic framework of the big
data platform, and JD has many innovations in this technology. Through in-
depth study of Hadoop distributed technology, many innovations are realized in
the localization deployment process, such as:

(1) Directional development, support for index creation based on HDFS;
(2) Directional transformation, combining small files at the Map level, saving

resource consumption;
(3) Support dynamic allocation of resource queues;
(4) Control of the task runtime and HDFS read and write support through

parameters;
(5) Self-developed calculation functions applicable to JD Big Data Service Plat-

form;
(6) Optimize and improve Hadoop storage performance, support more types of

data storage formats, etc.

Fig. 2. JD big data platform implementation mechanism.

In addition to the four major modules of JD Big Data, the implementation
mechanism and basic architecture of JD Big Data Platform are shown in Fig. 2.
First, collect internal data of the company. The data is mainly divided into
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structured data and unstructured data. Due to the characteristics of big data to
be processed in real time, JD has a large number of users who generate a large
amount of data online every day. In order to obtain real-time data processing,
maximum value can be obtained for timely processing and recommendation.
Therefore, the data is divided into real-time data warehouses and ideal data
warehouses to extract, calculate, and query real-time data. For historical data
or offline data, it is also necessary to use HDFS for data storage, and use Map
Reduce, spark, Yarn and other technologies for data processing, and then per-
form data access. In order to better serve enterprises and departments, JD has
established a data mart, which is a line-oriented data production environment
based on JDW. Provides application services for each line, including dozens of
departments such as advertising, recommendation, search, finance, marketing,
operations, BDA, mobile, pat, and supply chain, and thousands of users provide
data services. Compared with the general data warehouse, data marts are more
professional and easy to use. In fact, whether it is a real-time data warehouse or
an offline data warehouse or a data mart, all the data are pre-processed and ana-
lyzed. Data mining is mainly achieved through classification analysis, correlation
analysis, data clustering analysis, data estimation, and data prediction analysis.
It faces big data. JD conducts sampling through distributed computing, iterates
through memory calculations, and abstracts and simplifies common processes to
lower the threshold. After a series of data mining, the data is returned to the
data mart for use, or stored directly. Faced with the needs of different business
departments, there are currently six business models such as user portraits, sales
forecasts, estimation models, credit models, business ratings, distribution net-
works, and risk models. The corresponding business units can then call up to
promote current business.

The above is the module and implementation mechanism of JD Big Data
Platform. JD’s big data platform can be used in many different departments
and businesses, such as supply chain, pricing and risk control.

3.3 JD Big Data Application and Practice

JD has built its own precise marketing framework based on the big data platform,
as shown in Fig. 3 below:

In JD big data precision marketing framework, collecting user data through
log data, transaction-related data and non-transaction-related data left by users
on the Internet has become the bottom of the precision marketing framework.
User behavior modeling is then performed, such as user attribute recognition,
user interest modeling, user relationship modeling, user life cycle, and user credit
model [7]. Above these users behavior modeling, the user is portrayed to achieve
user marketing value and user risk rating assessment, and is provided as the
underlying data to various marketing systems. Finally, after knowing the portrait
of the user, it uses EDM, SMS, APPPUSH, and product packaging advertise-
ments to promote and achieve accurate marketing. Based on precision marketing
on big data platforms, marketing methods are cross-platform, cross-terminal, and
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Fig. 3. Marketing structure.

cross-channel, with real-time, on-site, accurate, and interactive marketing fea-
tures. Big data precision marketing is a dynamic and cyclical process. Continuous
precision marketing is implemented before, during, and after implementation [8].

Among them, the user portrait is the most important foundation and part
of big data precision marketing [9]. After the user’s portrait is an analysis of
a large amount of data, the data is used to describe the individual user as a
basis or prediction of sales or product recommendation, which is also a solution
for converting data into commercial value. Users’ long-term behaviors such as
page views and shopping are all multi-dimensional and huge data measured in
terabytes, and these data constitute the basic data of user portraits. The data
of user portraits can be roughly divided into three major parts. One is the
basic demographic attributes, including natural attributes and social attributes
such as age, gender, occupation, income, and life stage. The other is behavioral
preference. This data mainly comes from the user’s behavior when browsing the
page to infer its preferences, such as the personal attention field. The last one
is the data purchased by the user, the purchased goods, unit price, return rate,
and evaluation feedback. The user’s basic data and behavioral preferences are
excavated with data and labeled with different labels to characterize the user’s
personal characteristics. In addition, by analyzing the crowd of the same tag, or
by analyzing the user behavior preference characteristics in different dimensions
of different business scenarios, the data is directly converted into the user image.
A user may be portrayed by a 3000+ tag to match between the product and the
user. The prediction of the user’s future behavior leads to the user’s behavior so
as to obtain a huge business opportunity.

Logically speaking, JD portraits of users are mainly based on the data min-
ing and analysis of massive data, forming a benchmark learning method or
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criterion, and iterating continuously through machine learning methods until
the best solution is finally formed, and the program is promoted [10]. However,
in actual applications, user portraits are not simply relying on model building.
The final step is to provide front-line personnel with business experience descrip-
tion portraits for proofreading and supplementation. This is a combination of
the model and the actual market. The user’s portrait will be based on the actual
application scenarios of the user’s portrait model and business experience to
give different weights to show priorities. The user’s portrait is declared success-
ful after the business person takes the user’s portrait and repeatedly verifies the
modification in reality. The engineer will promote this portrait to the JD sta-
tion application. Extracting and summarizing the user’s portrait from the basic
data, after being verified by the actual situation, it is extended to the application
of the whole station. This continuous and rapid iterative approach enables JD
to face up to changes and produce a large number of products with excellent
performance. The user image is shown in Fig. 4.
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Fig. 4. User portraits.

Through the big data platform’s acquisition and analysis of big data, JD will
give each user a different label. Each user will have a lot of labels and images,
and these labels will be dynamically updated according to the user’s browsing
and trading behavior. In this way, the user can be recommended for the product
that the user is interested in, and the recommendation effect can be obtained
from the user’s feedback after the transaction, and the tag is updated again.

After applying big data, JD can get a variety of consumer shopping habits
and preferences, find similar people and potential customers, and forecast and
launch popular products in the market. Compared with traditional e-commerce
providers, JD advantages are obvious, and it also reflects the extremely high
value of big data technology. According to JD big user data [11], over the past
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five years, the number of female online shopping users has grown by more than
200%, making JD more focused on women’s shopping habits. In the past five
years, the transaction volume of the JD platform has grown by a factor of 10,
from RMB 86.9 billion in 2012 to RMB 939.2 billion this year. In addition to
the success of brand building and the purchasing power of users, big data has
played a big role.

Through the analysis of big data, corresponding accurate marketing strate-
gies and personalized services are provided. Take JD Beauty-Butterfly Festival
data as an example to analyze.

According to the latest JD Big Data, the sales volume of JD Beauty Cos-
metics Co., Ltd. increased by 102% year-on-year.. In 2011–2017, the penetration
rate of online beauty and makeup consumption continued to increase, and the
online shopping habits of products have been formed. The proportion of online
sales of major cosmetics groups has increased substantially.

The consumption growth index for each tier-one city in 2016 (the index
reflects the relative level of each tier-level region and does not reflect the absolute
value of growth) shows that in 2016, the “value-added consumption” in the
Five-line area region grew fastest, reaching 203% year-on-year. The year-on-year
growth of the six-wire region and the year-on-year growth of the fourth-line
region were as high as 186% and 160% respectively. In contrast, the first-tier
regions, second-tier regions and third-tier regions maintained rapid growth in
2016 compared with the same period in 2015, but the growth was only 100%,
118% and 139% respectively.

In 2017, consumers’ skin care and beauty awareness increased significantly. In
terms of specific categories, as consumption upgrades continue to ferment, from
January to April 2017, from the perspective of year-on-year sales growth, the
number of make-ups occupied four, and the “beauty of the eyebrows” category
was highly favored. It is well known that the outbreak of makeup is closely
related to the degree of economic development.

With the rise of “Men Color” era, men are also becoming one of the main
consumers of beauty makeup. According to the comparative analysis of 2015–
2016 big data, in the aspect of skin care beauty, the per capita consumption gap
between male users and female users has decreased from 26.6 RMB in 2014 to
13.7 RMB.

According to the “Fine Beauty User Map”, Guangdong, Beijing, and Jiangsu
are the largest gathering places for young people (ages 19–25) who are keen on
value-for-money consumption, ranking the top three. In addition, big data also
shows that white-collar workers have become the main force of the “Appearance
Association”, and over 29% of users come from white-collar workers and general
staff. It is worth noting that in 2016, both male and female users, facial skin
care products accounted for more than 50%.

The big data analysis based on user evaluation found that the cost-
effectiveness and service have become the most important factor for online
beauty consumers, and the proportion of perception evaluation is over 70%.
In addition, presenting a beauty care product is becoming a way of expressing
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family care. The role of the wife is very important. Among the top five keywords,
“wife likes” and “wife bought” occupy the top two.

4 Conclusion

In the context of big data, consumers can be divided into multiple groups. For
each group, they can provide targeted services. The increase in the amount of
data such as consumer behavior can provide a certain basis for e-commerce users
to accurately screen and consume. Through the big data window, e-commerce
companies can carry out more personalized and intelligent ad-push services, and
can create more accurate business models. In addition, e-commerce through big
data, can also better increase the viscosity of users to better carry out new
product development and service, and ultimately reduce operating costs.

E-commerce providers can better drive and operate data. For internal links,
companies can use data to analyze and evaluate them, and then use these data
views for management. Taking JD as an example, it integrates its resources
such as JD Mall, JD, and JD Logistics, and then uses these data resources to
accurately target customer groups and consumer behavior. At the same time,
it also elevates the competition for e-commerce from a simple price war to a
differentiated competition. At present, JD has formed a data platform product,
such as Data Cube and Quantum Hengdao, which includes operations analysis of
stores, product analysis and buyer behavior analysis, industry analysis, financial
analysis, and supply chain analysis.

In the context of big data, data assets have become a consensus and have
become a relatively core industrial trend. In the future of enterprise competi-
tion, it is a competition of scale and activity. The economic benefits and effects
of data generation have become more important for companies, and thus have
spawned various data-related businesses. Data assets are a kind of capital man-
ifestation of the current Internet ubiquity. Its role in the Internet is not only
reflected in the service itself, but also has a certain degree of financial value.
The data function not only reflects the use value in the product, but also can
grow into a kind of real value. Currently, leaders of data assets, such as Apple,
Google, etc., are using different forms of software development to better collect
different types of data and better play the commercial value of big data. This
new type of integration will eventually form a four-in-one pan-Internet company
with “terminal + application + platform + data”, which can better survive in
the fierce big data competition.
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Abstract. This paper proposes a trusted international settlement solution based
on Cross Check of CDRs, improving the credibility and verification efficiency of
international settlement, and preventing fraud and tampering. Based on the
distributed settlement architecture of blockchain and cloud database, the solu-
tion confirm the CDRs of home operator, roaming operator, transit operator,
third-party operator and user to form a trusted consensus. Based on smart
contract reducing the duplication check of CDRs and bills, the solution improve
the operational efficiency. Using cloud database and blockchain deposits tech-
nology, the solution solve the data storage capacity limitation and data tam-
pering problem of blockchain. The solution effectively solves the problems of
CDRs fraud, data tampering and disclosure, CDRs/bill duplication check in the
existing international settlement service of operators. Experiment proves that the
settlement efficiency of the single operator in the solution can be improved to
hour level to realize the fully automation of settlement process.

Keywords: Settlement � Blockchain � CDRs

1 Background

With the continuous advancement of globalization, exchanges between countries and
personnel exchanges has become more and more frequent, and operators’ international
settlement business has become more and more arduous. Taking an operator as an
example, it has international roaming services with nearly 400 foreign operators and
nearly billion CDRs service per day, which requires a lot of manpower and resources to
carry out CDRs and account confirmation.

Blockchain technology is an integrated innovation of P2P (peer to peer) network,
consensus algorithm, cryptographic algorithm, and smart contract. Telecom operators
can use blockchain technology to establish mutual trust and cooperation between
operators, communication industry. They also can try to apply blockchain technology
to roaming settlement [1], security, IoT, electronic payment, copyright protection and
many other fields [2].
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2 Existing Technologies and Shortcomings

In the scenario (as shown in Fig. 1) of existing international settlement business (in-
cluding user visiting/visited SMS, telephone service, traffic service, etc.): David of
home operator (Operator A) visits country B and uses roaming operator(Operator B)
service of country B. David calls Emma of third-party operator (Operator C) in country
B. In this scenario, the settlement parties include home operator, roaming operator,
third-party operator, transit broker 1 between home operator and roaming operator, and
transit broker 2 between roaming operator and third-party operator.

According to the contract, home operator shall pay roaming charges to roaming
operator, third party operator, transit broker 1, and transit broker 2 within the contract
period. The existing international roaming settlement process is as follows:

(1) Roaming operator and third-party operator create a roaming CDRs of home
operator.

(2) Submit CDRs to home operator daily or monthly.
(3) Home operator performs the CDRs format check according to CDRs standard of

GSMA (whether the format meets the standard, whether the logical correlation
between the CDRs values is correct, etc.), returns confirmation if the verification
succeed. If there is an objection, roaming operator and third-party operator per-
forms step 1 again to generate the revised CDRs.

(4) According to the contract, roaming operator and third-party operator generate a
bill based on the CDRs, then send the bill to home operator.

(5) Home operator validate the bill according to the previously confirmed CDRs and
agreements. If there is any objection to the statement, roaming operator and third-
party operator are sent a report, and step 4 is executed to generate the revised bill;
if there is no objection, the confirmation would be sent.

Fig. 1. Roaming call scenario
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(6) After receiving the confirmation, roaming operator and third-party operator shall
generate the amount bill based on bill receivable and bill payable.

(7) Home operator performs payment with other operators and the transit brokers.

In the existing international settlement process, the main problems are as follows:

• The CDRs is provided by a roaming operator, and the CDRs is easy to be distorted.
If the system of roaming operator has a clock inconsistency failure or the data flow
process is artificially modified, the CDRs data will be distorted

• Duplication check of CDRs/bills consumes a lot of manpower. Home operator
check the CDRs, bills which provided by roaming operator. Both CDRs and bills
need to be checked separately by both parties, and it takes a lot of manpower.

• No user participation in the settlement process, complaints are easy to occur. Due to
the long time period, it is easy to make doubts about the consumption and lead to
complaints.

• Lack of credit evaluation system for operators and transit brokers. The lack of a fair
and open credit evaluation query platform among operators increases the cost of
new business development.

3 Proposed Blockchain Framework

This paper uses the characteristics of blockchain, which is decentralized trust, dis-
tributed accounting and consensus mechanisms, combined with smart contracts,
introduce blockchain technology into existing international settlement processes, and
provide an efficient and reliable blockchain platform solution for international settle-
ment business [3, 4]. The overall architecture of the solution is shown below (Fig. 2).

Fig. 2. Architecture
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The solution is based on the consortium blockchain. Each participant (home
operator, roaming operator, third-party operator, transit broker, user) participates in the
blockchain platform to implement the CDRs Cross Check, Bill Output, Credit Eval-
uation and display through the blockchain platform.

The key processes of this solution are: (1) Smart Contract Maintenance, (2) CDRs
Format Check, (3) simple CDRs Generation, (4) CDRs Upload, (5) CDRs Cross
Check, (6) Unified Bill Output, (7) International Settlement, (8) Credit Rating Evalu-
ation, (9) Credit Inquiry.

(1) Smart Contract Maintenance

Maintenance word of Credit Rating Evaluation smart contract, Billing smart con-
tract, CDRs Cross Check smart contract in the process [5].

Billing smart contract is mainly used for the generation of unified bills. It is pre-
pared by home operator according to the contract signed between operators and transit
brokers, and is confirmed to be stored in the blockchain by the roaming operators and
transit brokers. Home operator updates the smart contract synchronously when the
billing contract is updated.

Credit Rating Evaluation smart contract calculates the credit rating according to the
format check, the tariff rate check, the false CDRs, the timely settlement rate, and the
user complaint rate of the international roaming participants.

(2) CDRs Format Check

Roaming operator, home operator, third-party operator need to perform format
check by format standard of GSMA.

(3) Simple CDRs Generation

Roaming operator, home operator, third-party operator will generate the original
CDRs to simple CDRs (including the necessary fields for generating bills, such as the
calling number, called number, home operator code, duration, etc.) in accordance with
format standard of GSMA, and fields of simple CDRs of all operators should be
consistent.

Home operator, roaming operator, and third-party operator will perform the simple
CDRs generation according to the following rules [6].

• Simple CDRs of roaming operator. The original CDRs are classified according to
the operator ID of the calling number, and then classified again by operator ID of
called number.

• Simple CDRs of home operator. The original CDRs are classified according to the
operator network identification used by the calling number.

• Simple CDRs of third-party operator: The original CDRs are classified according to
the operator ID and the operator network ID used by the calling number.

A Trusted International Settlement Solution Based on Cross Check of CDRs 599



(4) CDRs Upload

Roaming operator, home operator, third-party operator upload the original CDRs
and the simple CDRs into the cloud database every 30 min (the time period can be set,
such as 30 min, 1 h).

Roaming operator, home operator, third-party operator upload access URLs, hash
value of original CDRs and simple CDRs into the blockchain.

(5) CDRs Cross Check

The CDRs Cross Check smart contract validates the hash value of simple CDRs
uploaded by home operator, roaming operator, third-party operator in 5 min after every
30 min CDRs uploaded. If the hash value is consistent, the user’s CDRs are valid; if
the hash value is inconsistent, the CDRs need to be reprocessed (Fig. 3).

(6) Unified Bill Generate

After the agreed period (such as one month), Billing smart contract generates a
unified bill for the previous month, and records the bill in the blockchain.

(7) International Settlement

The international roaming participants (home operator, roaming operator, third-
party operator, transit broker 1, transit broker 2) perform offline settlement based on the
generated unified bill. Operators and transit brokers shall submit the settlement
vouchers to the system.

(8) Credit Rating Evaluation

According to the format check, tariff rate check, CDRs authenticity, settlement
status (settlement certificate) and user complaint rate of the stakeholders during the
settlement process, Credit Rating Evaluation smart contract carry out credit rating of
international roaming participants [7, 8].

Fig. 3. CDRs cross check model
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The credit scores in the model (as shown in Fig. 4) are calculated as follows:

Credit score ¼ base score� a � CDRs authenticity � b � settlement status� c � user

complaint rate� d � format check � e � tariff rate check

a[ 0; b[ 0; c[ 0; d[ 0; e[ 0; aþ bþ cþ dþ e ¼ 1ð Þ

The five parameters a, b, c, d, and e in the formula are configurable.
Credit score: Calculated by Credit Rating Evaluation smart contract on a daily

basis, the value range of the credit score is (0, 100). When the lower or upper limit is
reached, the score is no longer deducted or increased.

Base score: The base score of the participant is divided into 80 points. When the
participant of the node has no deduction in one day, add 0.1 to the original base score.
If there is a serious deduction (the deduction of 10 points (including more than
10 points)), the base score will remain at 80 points in the calculation period of the
current month and the next month (Table 1).

CDRs
Authenticity

Settlement Status

User Complaint 
Rate

Format Check

Tariff Rate Check

Credit Value Credit Rating

Credit Value 
Calculation

Credit Rating 
Standardization

Fig. 4. Credit rating evaluation model

Table 1. Deduction rules of credit rating evaluation

Items Deduction rules

CDRs
authenticity

• Found 1 false CDRs record, 10 points;
• Each additional false CDRs record, 10 points

Settlement
status

International roaming participants shall complete all fee settlements
according to the bill within the agreed time;
• Settlement exceeded time <5 days, 2 points
• 5 days <= settlement exceeded time <10 days, 5 points
• 10 days <= settlement exceeded time <30 days, 10 points
• Settlement exceeded time >= 30 days, 20 points

(continued)
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(9) Credit Inquiry

Participants of the blockchain platform can query the credit status of each node in
the system, as a reference for launching new services; users can also query the oper-
ator’s credit status through the system as a reference for selecting operators.

4 Advantages Analysis and Experiment

In this paper, the trusted international settlement solution based on Cross Check of
CDRs can reduce duplication check and the risk of user complaints, improve the
settlement efficiency of roaming services, and provide a unified, open and transparent
credit evaluation platform.

• Home operators, roaming operators, third-party operators and users are involved to
contribute to CDRs, with cross check to enhance the trustiness. The validated CDRs
are recorded in the blockchain to prevent tampering.

• The user provides CDRs data and participates in cross check to reduce user com-
plaint behavior.

• Only hash value of the simple CDRs is stored in the blockchain platform, which can
prevent the risk of the original CDRs leakage, protect the user’s data privacy and
solve the problem of data storage capacity limit in blockchain.

• Credit Rating Evaluation smart contract achieve a unified credit rating method in the
blockchain system. Participants in blockchain can query the credit rating, which
prevent the information leakage.

Table 1. (continued)

Items Deduction rules

User complaint
rate

• The number of user complaints to the number of roaming visitors <10%,
1 point

• 10% <= The number of user complaints to the number of roaming visitors
is <40%, 3 points

• 40% <= The number of user complaints to the number of roaming visitors
is <60%, 5 points

• 60% <= The number of user complaints to the number of roaming visitors
is <90%, 10 points

Format check • The number of CDRs with incorrect format check: 5–20, 1 point
• The number of CDRs with incorrect format check: 21–50, 3 points
• The number of CDRs with incorrect format check: 51–100, 5 points
• The number of CDRs with incorrect format check: more than 100, 10 points

Tariff rate
check

• The number of CDRs with incorrect tariff rate check: 5–20, 1 point
• The number of CDRs with incorrect tariff rate check: 21–50, 3 points
• The number of CDRs with incorrect tariff rate check: 51–100, 5 points
• The number of CDRs with incorrect tariff rate check: more than 100,
10 points
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In the experiment, based on the Hyperledger Fabric platform, 4 operators were selected to
carry out experiments. All 4 operators have international roaming serviceswith each other
and carry out roaming settlement atmonthly. The offline contracts should be transferred to
the smart contract, and the CDRs of all operators and users should be uploaded to the
cloud database and blockchain for automatic processing. CDRs Cross Check, Billing
smart contract check the CDRs and generate bills automatically.

Assuming that international settlement is carried out at monthly, it takes an average
of 4.5 days to complete the clearing and settlement of a single operator with the current
processing method. In the experiment, the clearing and settlement can be improved to
the hourly level, which greatly reduces the manual checking workload and improves
the clearing and settlement efficiency of roaming services (Fig. 5).

5 Conclusion

This paper introduces the blockchain technology into international settlement business,
and the characteristics of distributed network architecture, cryptographic algorithm,
consensus mechanism, smart contract of the blockchain technology with cloud data-
base. It provides an efficient and reliable blockchain platform solution for the inter-
national settlement business between operators.

Based on the analysis and experimental results, it is shown that the clearing and
settlement of international roaming service based on CDRs Cross Check can reduce the
duplication check, improve the clearing and settlement efficiency of roaming service,
reduce the risk of user complaints, and provide open and transparent credit evaluation
platform for all operators.

Fig. 5. Prototype of solution
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Abstract. In recent years, much attention has been paid on the design and real-
ization of smart campus, which is a miniature smart city paradigm consisting of its
unique infrastructures, facilities, and services. Realizing the full vision of smart
campus needs an instrumented, interconnected, and intelligent cyber physical
system leveraging ICTs and physical infrastructures in the campus. Moreover, the
study of a smart campus could pave a way for studying smart cities. In a smart
campus, heterogeneous big data is continuously generated by the different func-
tional sensing devices. This poses great challenges on the computation, trans-
mission, storage, and energy consumption of traditional sensor-to-cloud
continuum, which typically incurs huge amount of network transmission, high
energy consumption, and long (sometimes intolerable) processing delay. Based on
these observations, we propose a fog-enabled smart campus to enhance the real-
time service provisioning. An architecture of smart campus is put forward, in
which multiple fog nodes are deployed to guarantee the real-time performance of
services and applications by performing tasks at the network edge. Furthermore, a
lot of open research issues regarding to this architecture are discussed in hope to
inspire to expand more research activities in this field.

Keywords: Smart campus � Fog computing � Architecture � Internet of Things

1 Introduction

1.1 A Subsection Sample

Sensor-cloud (SC), i.e. the sensor-to-cloud continuum, has received increasing atten-
tion recently, which integrates WSN and Cloud Computing and aims to enable the
processing of sensed data with a variety of types in the remote cloud centers [1, 2]. The
development of Internet of Things (IoT) and the Information and Communication
Technology (ICT) help accelerate the development of Sensor-cloud. IoT defines a new
connection paradigm, where people and things can connect and communicate at any-
time, in anyplace, and with anything as well as anyone, ideally using any network and
any services [3]. The development of IoT gives rise to great changes in the Information
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and Communication Technology (ICT), which can provide services to greatly promote
the living standards of urban residents. As an application of SC, the concept of smart
cites was proposed by different researchers in the past few years, which utilizes ICT as
well as physical infrastructures (e.g., IoT devices and sensors) to fulfill the vision of an
instrumented, interconnected, and intelligent city [4, 5].

Smart cities include many areas, such as smart homes, smart vehicles, smart
campuses, smart factories, and smart offices. Of all these areas, the idea of smart
campuses is the most similar to that of smart cities because in essence a smart campus
is a relatively smaller ecosystem of a smart city in terms of population and engaged
activities. Many researchers who study smart cities starts with smart campuses, since
the smart campus research can directly apply to other territorial initiatives, such as
smart cities and smart factories. On the other hand, smart campuses also have their own
characteristics. For instance, the actors are mainly students, teachers and office staffs,
and the engaged activities are mainly teaching activities. To the best of our knowledge,
there is still no a widely accepted definition of smart campuses, but as far as we are
concerned, the smart campus can be described as follows: As a small-scale, but self-
contained model of a smart city, a smart campus aims to provide intelligent, human-
ized, convenient services for students, teachers and staffs with daily activities in a
campus community via ICT and physical infrastructures.

Note that the activities facilitated by services delivered by a smart campus are not
restricted to academic aspects, other nonacademic activities, such as smart parking,
smart grid management, and smart alarm systems, are also involved. All these intel-
ligent services cannot be realized without the use of IoT devices/sensors which collect
and transmit data for further processing and analysis.

The amount of data generated from time to time by these sensing devices is sig-
nificantly large (e.g., the surveillance cameras), which poses issues such as the costs on
latency, storage, and energy consumption for communication. SC cannot guarantee the
efficiency when coping with these big data, especially for some latency-sensitive
services/applications (e.g., real-time incidents warnings) [6]. Based on these observa-
tions, we in this paper propose a fog computing based architecture of a smart campus
with regards to service provisioning and application management.

Fog computing paradigm, also known as edge computing, is considered as one of
the key enablers of IoT and big data applications [7, 8]. It brings computation and
storage resources to the edge of a network, enabling the execution of highly demanding
applications while meeting strict delay requirements. It usually acts as an intermediate
layer between cloud data centers and IoT devices/sensors; it brings cloud-based ser-
vices closer to IoT devices [9]. Thus, data can be processed in real-time and the
efficiency of service provisioning can be guaranteed.

2 Related Works

Since an amount of the similarity exists between a smart city and a smart campus, we in
this section review some existing works about smart campuses as well as smart cities.
A smart campus offers an integrated, comfortable, intelligent environment for working,
study and living via ICTs, IoT, mobile internet, and cloud computing. A smart campus
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involves many subareas such as smart parking, smart building, smart teaching, smart
learning, and smart energy grid [10–12]. We in this section mainly focus on the
architecture design and techniques to implement a smart campus as well as a smart city.
A number of papers paid attention to the concept of a smart city and a smart campus
and proposed the corresponding architectures as well as the domain applications
[13–16]. Since huge quantity of data is generated continuously in a smart city and
green city, how to manage these big data is crucial to the fulfillment of a smart city.
Wei et al. have applied ant colony optimization for the task scheduling optimization
problem in the mobile cloud computing scenarios [13].

Perera et al. have surveyed the application of fog computing in smart cities, and
reviewed existing approaches proposed to tackle challenges in fog computing domain
[3]. In addition, they identified major functionalities that fog computing platform can
support, with the purpose of shedding light on further directions on fog computing
based smart cities. Newaz et al. have proposed a web-based energy cloud platform
framework for analyzing energy consumption behavior of campus environment, and
predicting energy demand in the future [17].

To improve the educational environment and the comprehensive management level
of universities, Bi et al. have constructed a smart campus system based on Building
Information Modeling and 3D Geographic Information System platform [18]. A 3D
visualization campus information system called “smart campus” was constructed,
which provides feasible solutions for constructing smart campus. Bates et al. have
discussed big data in the smart city by a case study which uses the existing IoT
infrastructure to create a campus-scale “living laboratory.” This kind of living labo-
ratory can promote energy savings [19]. Atif et al. have constructed a ubiquitous
learning model in the context of a pervasive smart campus [20]. They defined a model
of a smart campus, and advocated learning practices in the light of new paradigms such
as context-awareness, ubiquitous learning, and pervasive environment. A progress
report about China’s smart city is given in [21]. Liu et al. have constructed an archi-
tecture of China’s smart city with four layers, i.e., sensing layer, transmission layer,
processing layer and application layer, respectively.

For latency-sensitive tasks and applications, a cloud computing based smart cam-
pus does not provide a satisfactory solution due to the latency related tasks/applications
uploading. To the best of our knowledge, very few work that brings fog computing into
the smart campus research. In this paper we propose a fog computing-based archi-
tecture of a smart campus, where some time-critical tasks/applications can be deployed
and utilized efficiently in a smart campus.

3 Architecture

In a smart campus, various types of data are collected by sensors employed widely all
the time. The large volumes of data are then processed and analyzed, with the purpose of
benefiting teachers and students in both daily teaching and leisure activities. For some
latency-sensitive services in smart campuses, the response time of data processing in
campus cloud data center may not be fast enough due to the limited bandwidth and many
concurrent accesses to the cloud center. Therefore, fog computing, as an intermediate
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layer in between cloud data centers and IoT devices, is introduced to facilitate data
collection, processing and analysis so that time-sensitive services can be performed in
real-time.

3.1 Fog Computing in Smart Campus

To illustrate the application of fog computing in a smart campus, an example is pre-
sented in Fig. 1. While in reality, varieties of smart devices with computational
capabilities deployed at the edge of network (e.g., gateways, routers) can serve as fog
nodes, we recommend those special servers with appropriate computational capabilities
as fog nodes in this paper. This is because services with different goals usually have
different requirements for fog nodes in terms of computational and storage capabilities.

In Fig. 1, we list enumerate eight typical application scenarios where fog computing
is employed for decision making. For instance, from the view point of energy savings in
a smart campus, lights in classrooms should be controlled automatically– they can be
turned off automatically when classrooms are empty. This is an essential part of func-
tionalities which a smart building is supposed to have. Another interesting observation is
that sometimes classrooms are not empty, but occupied by only a few students studying.
In such case, the power consumption is still not negligible. Interestingly, this case has
been becoming the main cause of unnecessary electricity wastes compared to the former
case for most universities in China. However, with fog computing introduced in smart
campus, we can avoid this situation and greatly reduce unnecessary power consumption.
For instance, the fog nodes gather the information collected by various sensors such as
surveillance cameras in each classroom and analyze it with suitable algorithms to decide

IoT devices IoT devices

Fog Nodes

Campus Cloud 
Datacenter

Sports ground

Parking lot

Classroom lights

Water faucet

Teaching area

Entertainment area

Emergency events

Outdoor/indoor positioning

Fig. 1. An example of applying fog computing based smart campus.
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which classroom(s) the lights should be turned off. Then students in the classroom with
lights being turned off can be guided to specific classrooms with lights on. Thus, the
power consumption can be reduced to a great extent. In essence, this student reallocation
problem is a special 0/1 multiple knapsack problem, and it is known that this combi-
natorial optimization problem is NP-hard.

Similarly, fog computing can also be used to control the air condition in each class-
roombased on temperature and the humidity of a classroom detected by sensors. By doing
this, the carbon dioxide emission can be reduced and thus meaningful steps can be taken
for environment protection, which at the same is also aligned with the major purpose of
applying campus smart grid. In addition, in emergency events like car collision or persons
injured in sports facilities, the fog nodes can start an emergency preplan and sometimes
initiate direct communication with the campus rescue center for further assistance.

Due to space limitation, we do not dwell on other applications one by one here.
However, in the section of case studies, we study three scenarios in more details to
underline the necessity of applying fog computing to smart campus.

3.2 Architecture Design in Smart Campus

Figure 2 presents an architecture of fog computing based smart campus proposed in
this paper, which consists of four layers – cyber physical layer, data management layer,
data processing layer, and domain application layer. Note that we separate data pro-
cessing and data management for the sake of information sharing and resource reuse.
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Data Processing Layer

Data Analysis

Data Classification

Data Mining

Vehicle Route Plan

Image Recognition

Video Recognition

Outdoor/Indoor Positioning

Student Route Plan

Cyber Physical Layer

Monitoring Data

Emergency Data

Sensing Data

Camera Data

Data Description Data Storage Data Fusion Data Updating

Data Management Layer

Domain Application Layer

Teaching Service Grid ManagementEmergency ServicePositioning Service Waste Management

Fog Nodes

Zigbee

WSN

IP Cam

RFID

Fig. 2. The architecture of fog computing based smart campus proposition.
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Cyber Physical Layer. In a smart campus, various types of information can be
leveraged to improve the teaching and study environments and the living environments
with the help of ICT and physical infrastructure. The cyber physical layer is composed
by a densely distributed ecosystem which covers various sensors. Thus data from
multiple sources can be sensed and collected, e.g., by surveillance cameras, GPS, RFID
tags, etc. The core technology in the cyber physical layer is IoT, which enables direct
interactions among various entities (e.g., sensors, routers, gateways).

Data Management Layer. Enormous amount of information is continuously col-
lected by the cyber physical layer. To make data processing more efficient in the next
stages, we add an intermediate layer called data management layer in between the cyber
physical layer and the data processing layer. Data management layer is responsible for
data preprocessing such as data description, data fusion. The same event can be cap-
tured by sensors of different types while data from different sensors usually have a
variety of formats. Thus, redundancy of data may exist when storing them. To manage
data efficiently, it is necessary to process the sensed data in advance, such as redun-
dancy removing. In addition, data fusion is also an essential part in data management
layer, which integrates data from multiple sources to provide much more consistent,
accurate and meaningful information than that provided by any individual data source.

Data Processing Layer. Data processing layer is the core of the fog computing based
architecture in a smart campus; it integrates the application of fog computing and
remote campus cloud data centers. This layer is in charge of processing the sensed data
of different types via fog computing. Many time-sensitive services and tasks can be
processed in this layer. Typical tasks include vehicle route planning and student route
planning which requires powerful computation capacities and at the same time
demands a real-time response. It is sometimes very difficult for a single IoT device to
perform these tasks. With fog computing based architecture, these tasks can be
uploaded to the fog nodes at the edge of networks, thus achieving almost real-time
performance and requirements. Moreover, the data and tasks can even be uploaded to
cloud data centers for further processing in case fog nodes are overloaded.

Domain Application Layer. The domain application layer offers specific intelligent
applications and services in a smart campus. For example, regarding the learning
activities, students can be guided to suitable classrooms with vacant seats in a smart
campus, thus saving the classroom/seats finding time. Smart parking service is another
example to reduce the parking space finding time while cycling around the campus,
especially for newcomers.

4 Challenges and Open Issues

While a fog computing based smart campus leverages several key techniques that are still
in the early stages of development such as V2V and V2I in smart parking, smart gird and
smart building, we can envision a promising prospect in the near future. Nonetheless,
there still exist many challenges and open issues about this fog computing based
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architecture. In this section, we present and discuss some challenges and open issues, with
the purpose of serving as an inspiring guidance for future research within this field.

4.1 Quick Decision Making for Fog Computing

Bringing fog computing into a smart campus is intended to guarantee the real-time
performance of time-sensitive applications deployed in a smart campus. For instance,
for smart parking in campus, the key to maintaining the real-time response is to
perform most of computations locally. Specifically, a parking slots allocation scheme is
computed by fog nodes based on some objective function. The campus cloud center
would start to function when the performance of fog nodes degrades due to overheads
or increasing need for coordination among fog nodes. As a result, designing suitable
thresholds below which the uploading is activated, for various applications, is very
important to ensure the real-time performance. In addition, how to make efficient
strategies and deploy algorithms at the fog nodes for time-sensitive applications also
affects the quality of service.

4.2 Deep Learning Based Middleware Design

Deep learning has been widely adopted for supporting many applications in the data
processing layer of our smart campus architecture, such as image/video recognition,
route planning, and data mining. Compared with traditional methods, deep learning-
based algorithms perform much better but require much more computation capacity
and energy consumption. An efficient way to incorporate deep learning into the smart
campus architecture is to design a deep learning-based middleware and leverage it to
support the applications. The challenge here is how to design a middleware that can
support heterogeneous applications at the same time.

4.3 Efficient Security Enhancement and Privacy Protection

Smart applications are supported by information sharing and processing among diverse
sensing and processing devices located at one or multiple trust zones in a timely
manner. It is worth noting that many identity, location, and health related data will also
involve in this process. Many security concerns may arise in this process. The major
challenges include how to ensure that only authenticated users can acquire particular
data, and how to fulfill users’ privacy requirements, on the condition that the energy
consumption and processing latency are still acceptable for the whole system.

4.4 Cooperation Between Fog Nodes and Campus Cloud Nodes

Cooperation between fog nodes and cloud nodes is also an import issue. There is a
tradeoff between fog node computation offloading and transmission latency. On one
hand, to overcome the resource constraints in fog computing, computation offloading
mechanism is often adopted for the computation-intensive tasks, in which some
computing modules of the application are offloaded to powerful nodes in a campus
cloud center. On the other hand, since task offloading results in transmission latency,
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computation should be performed locally in fog nodes as much as possible. Therefore,
the key to cooperation between fogs and clouds is that there should exist a tradeoff
between fogs and clouds, where the fog nodes should decide which behaviors at what
granularity level under what conditions should be offloaded to the cloud computing.

4.5 Data Fusion in Smart Campus

With the rapid development of ICTs and increasing application of various sensors
deployed for smart campuses, sensed data with a variety of types and formats will show
an explosive growth. How to integrate these data from multiple sources to generate
more consistent, accurate, and meaningful information is very important in smart
campuses. Data fusion techniques should be applied to supporting better service pro-
visioning in smart campuses.

4.6 Campus Smart Grid

To respond to increasing demands for energy saving –including renewable energy and
environments protection, smart grid in campuses aims to reduce the total overall energy
while satisfy more campus’ energy demands by innovating the current electrical power
system via ICTs. However, a few issues still need to be addressed concerning the
campus smart grid. For instance, there is still no clear consensus on smart grid design
methodology in smart campuses. On another hand, how to develop efficient strategies
and algorithms which is capable of analyzing and processing the sensed data from
smart grid devices is crucial to achieve the expected goals of campus smart grid.

4.7 Testbed Construction

To realize a practical fog computing based smart campus architecture requires a signifi-
cant investment on the deployment, operation andmaintenance at both fog computing and
cloud computing center. Accordingly, it is necessary and cost effective to design and
develop a testbed before implementing the full-scale architecture. A testbed allows var-
ious data reduction, data fusion, task offloading, and service optimization algorithms to be
deployed and tested, and various domain applications to be evaluated and characterized.

5 Conclusions

Smart campuses offer an integrated, comfortable, intelligent environment for working,
study and living via incorporating Information Communication Technologies, Internet
of Things, mobile internet, and cloud computing paradigms. However, traditional
sensor-to-cloud continuum may incur long transmission delay, high energy con-
sumption, and privacy leakage when the tasks/applications are uploaded to a campus
cloud for execution. To break this stalemate, we propose a fog computing based smart
campus architecture, in which a few fog nodes are deployed to process the data near the
data source. Furthermore, a few challenges and open research issues are outlined in
hope to inspire more future research activities within this field.
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Abstract. Mobile edge computing has always been a key issue in the devel-
opment of the mobile Internet and the Internet of things, how to efficiently
schedule tasks has gradually become the focus of mobile edge computing
research. Task scheduling problem belongs to the NP-hard optimization prob-
lem. Many traditional heuristic algorithms are applied to deal with the task
scheduling problem. For improving the problem that ant colony algorithm has
slow convergence speed, an ant colony optimization fuzzy clustering algorithm
is proposed in this paper. In this algorithm, the fuzzy clustering algorithm is
used to reduce the search space range in order to reduce the complexity of
the scheduling algorithm and the number of iterations. And the optimal solu-
tion of the scheduling is found using the strong global search ability of ant
colony algorithm. The simulation results show that the performance of the
ant colony optimization fuzzy clustering algorithm is better than that of the
First-Come-First-Served algorithm and the traditional ant colony optimization
algorithm.

Keywords: Mobile edge computing � Task scheduling �
Ant colony optimization algorithm � Fuzzy clustering algorithm

1 Introduction

With the rapid development and popularization of mobile Internet and the Internet of
things (IoT), various applications such as augmented reality (AR) and virtual reality
(VR) has greatly expanded the functions of mobile devices. Meanwhile, IoT businesses
such as smart city, environmental monitoring, and intelligent agriculture are emerging.
However, due to the limited storage, computing and perceived capabilities of mobile
devices, mobile applications face many challenges in quality of service (QoS), mobility
management and security. In this case, a new computing paradigm, i.e. Mobile Edge
Computing (MEC), has been paid much attention by researchers due to its wide
employment in several scenarios, such as IoT and Vehicular Network.
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A typical mobile edge computing architecture consists of MEC servers and mobile
devices [1, 2]. Compared to mobile devices, MEC servers are deployed at the edge of
the network and have more available resources, which can process some computation-
intensive, storage-intensive or latency tolerant tasks. And mobile devices can reduce
their own computing load and energy consumption by offloading some tasks to MEC
servers. Therefore, it is very important to design an efficient task scheduling strategy
under MEC architecture. Previous works have investigated heuristic algorithms to deal
with scheduling problem in MEC such as genetic algorithm and ant colony optimization
(ACO) algorithm. However, traditional heuristic algorithms have some shortcomings
such as high complexity, long iteration time and local optimum. When a large number of
tasks need to be processed, the traditional scheduling algorithm is used to iterate for too
long and cannot meet the requirements of tasks’ deadline, which affecting mobile device
user’s quality of experience (QoE). Moreover, When the traditional task scheduling
algorithm selects the resource, its target is the total service resource, which does not
consider the characteristics of the resource itself and the preferences of the user or task,
which leads to the large cost of the resource selection and the blind interest. Therefore, it
is important to find a suitable method to reduce the resource selection range, thereby
reducing the task scheduling spending.

Inspired by the above motivations, an ant colony optimization and fuzzy clustering
(ACOFC) algorithm is proposed in this paper. Firstly, according to the tasks’ prefer-
ence for resources, the fuzzy clustering algorithm is used to divide the resources in
order to reduce the space of the resource search and the complexity of the algorithm.
Afterwards, the ACO algorithm is used to find the optimal scheduling solution in the
divided spaces. At last, a series of numerical tests are conducted to illustrate the
performance of the ACOFC algorithm is better than that of the First-Come-First-Served
algorithm (FCFS) and the ACO algorithm.

The rest of paper is organized as follow. Section 2 overviews related studies on task
scheduling. the system model is presented and, the joint scheduling problem is for-
mulated in Sect. 3. The calculations of collision probability and access delay are dis-
cussed in Sect. 4. Section 5 presents a series of numerical test. Finally, the contributions
of this paper are concluded in Sect. 6.

2 Related Work

In the previous work, Wei et al. formulated the joint scheduling problem as a 0-1
knapsack problem for the deadline-constraint tasks and the ACO-based method was
employed to maximize the profits for the service providers [3]. In [4], They put forward
a scheduling algorithm based on MAX–MIN Ant System (MMAS) considering multi-
dimensional resources. Then, the load balancing of mobile devices was considered
when scheduling the results [5]. Later, Wang et al. modified the algorithm while taking
the types of tasks with deadline-constraint into consideration [6].
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Although amounts of heuristic traditional scheduling algorithms have been pro-
posed to scheduling problems with different targets, how to improve the traditional
algorithm to solve scheduling problem is rarely studied in the MEC system. In [9],
Wang et al. proposed an improved genetic algorithm method where the min-min and
max-min algorithm are used to boost the search efficiency. For improving ACO
algorithm’s shortcomings in task scheduling, a task scheduling algorithm based on
simulated annealing ant colony Algorithm is put forward in [10]. In this algorithm, the
local optimal solution is constructed by ACO algorithm, the strong local search ability
of simulated annealing algorithm (SA) is utilized to avoid algorithm trapped in local
optimum at a certain probability.

3 System Model and Problem Formulation

3.1 MEC System Model

Before introducing the scheduling problem, our system model is presented in Fig. 1.
The service providers, including MEC servers and mobile devices, can run the tasks
concurrently. MEC servers are attached to the access point of the mobile devices to
achieve low response latency, and mobile devices can offload tasks to the mobile
servers. Both mobile devices and MEC servers have limited resources. MEC servers
have more available resources than mobile device so that the processing time for task
on MEC servers is shorter. Assume that each task cannot be further partitioned. The
general working process is as follow:

• Each mobile device sends offloading requests to the decision maker in MEC servers
by the wireless access network.

Edge computing plane

Access network

Edge servers

Uses’ plane

Fig. 1. System model
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• According to the collected offloading requests of all the mobile devices and the
property of each task, the decision maker executes the scheduling algorithm to
decide where should the tasks be processed (in the mobile device locally or in the
MEC server).

• The mobile devices offload the chosen tasks to the MEC servers.
• The MEC servers handle the tasks received and send their results to the mobile

devices.

3.2 Problem Formulation

Assume that the resource dimension is three dimensions the resource for each MEC
server i can be represented as a vector c!i ¼ ðccompi ; cstori ; ccommi Þ, where cicomp, cistor and
ci
comm represents computing resources, storage resources and communication resources
respectively. The set of tasks to be scheduled is represented as I ¼ f1; 2; . . .; ng, the
value of each task in I is expressed as ðp1; p2; . . .; pnÞ. And when the task i is running
on the MEC server j, the resource that it consumes is represented as a vector
rij
!¼ ðrcompij ; rstorij ; rcommij Þ. Assuming that all the task scheduling requests reach the
decision maker at the same time and each task can only be offloaded to one MEC
server. Under the constraints of the resources of each MEC server, the scheduling goal
is to maximize the total profits, namely:

Maximize
Xn
j¼1

Xm
i¼1

pj � xij ð1Þ

Subject to:
Xn
j¼1

xij � 1; i ¼ 1; 2; . . .;m ð2Þ

Xm
i¼1

rij
!� xij � ci

!; j ¼ 1; 2; . . .; n ð3Þ

xij 2 0; 1f g; i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; n ð4Þ

From the above scheduling problem, we can see that this is a three-dimensional 0-
1knapsack problem, and is NP-hard.

4 Tasks Scheduling Algorithm

The simple ACO algorithm has the advantages of parallelism, synergism and positive
feedback, but when solving the complex NP-hard problem of task scheduling, the
algorithm has some shortcomings such as poor local search ability, easy to fall into the
local optimal solution and slow convergence speed.
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For solving this NP-hard scheduling problem, we propose an ACOFC algorithm,
which can be widely utilized to solve this kind of combinational optimization problem.
At first, fuzzy clustering algorithm is used to divide the tasks to be scheduled can be
divided into three categories by tasks’ preference for resources: computational task set,
bandwidth task set, and storage task set. Similarly, MEC servers can be divided into
three categories: computational server set, bandwidth server set and storage server set.
By using fuzzy clustering algorithm, the tasks and the MEC servers are divided
respectively, which reduces the spatial space of the search and the complexity of the
algorithm. Afterwards, Because of the strong global search ability of ACO algorithm,
the ACO algorithm is used to find the optimal scheduling solution in the space of task
set and MEC server set with the same resource preference.

4.1 Resource Fuzzy Clustering

Fuzzy c-means clustering method (FCM) is a data clustering method based on the
optimization of objective function. Given the data set X = {x1, x2,…, xn}, the objective
of FCM algorithm is to find a fuzzy partition cluster Uc�n of the data set, that is, divide
the original data into c fuzzy groups, and minimize the non-similarity index between
each group of samples and its clustering center. The general definition of clustering
objective function is as follows.

JðU; c1; � � � ; ccÞ ¼
Xc

i¼1

Ji ¼
Xc

i¼1

Xn
j

uaijd
2
ij ð5Þ

where Uij represents the membership degree of data j to fuzzy group i, the value of Uij

is between 0 and 1. ci is the clustering center of fuzzy group i, and dij ¼ jjci � xjjj is the
Euclidean distance between the i clustering center and the j data point. a 2 ½1;1Þ is a
weighted index.

4.2 ACO Tasks Scheduling Algorithm

After fuzzy clustering of tasks and MEC servers, the task set and MEC server set,
which have the same resource preferences, are respectively taken as tasks to be
scheduled and service providers for ACO algorithm.

The basic principle of ACO algorithm is to release pheromones on the path of the
natural ants, and the following the concentration of the remaining pheromones in the
path of the left pheromones is higher, and the higher the concentration of the remaining
pheromones, the greater the probability of selecting the path, which gradually converts
to the process of the optimal solution of the entire company.

Local Heuristic Information and Path Selection.
In the ACO algorithm, the path can be determined by pheromone concentration and
local heuristic values. Resource consumption is an important factor influencing the
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scheduling goals. Therefore, the local heuristic value can be determined by the
remaining resources. This means that the corresponding path of a host with a larger
remaining resource has a higher priority. ACOFC algorithm considers the task profit
and the resource consumption of the task, and defines the local heuristic information as

giðtÞ ¼
hi

Pm
j¼1

j ci
!

ci
!�rij!j

ð6Þ

where hi represents the profit of task i. And the probability that ant q selects the next
task i is

Pq
ij ¼

sijðtÞ½ �a gijðtÞ½ �bP
k2allowedqðtÞ sikðtÞ½ �a gikðtÞ½ �b

0; otherwise

8<
: ð7Þ

where a and b are the weighted factors of the pheromone and heuristic value. sijðtÞ
presents the pheromone concentration on the path from i to j at time t.

Pheromone Update.
After each cycle of ACO algorithm, the pheromone needs to be updated according to
the partial solutions. At first, the pheromone applied on the link would decline at a
certain rate according to the volatile characteristics of pheromone. Besides, the solu-
tions will increase its value for the ants. Assume that sijðtÞ will be updated to be
sijðtþ 1Þ at time t +1.

sijðtþ 1Þ ¼ ð1� qÞsijðtÞþDsijðtÞ ð8Þ

where q represents the evaporation rate of the ant. DsiðtÞ is the increment of the
pheromone, which can be determined according to the partial solution. The calculation
of DsjðtÞ is:

DsijðtÞ ¼
XQ

q¼1
DsqijðtÞ ð9Þ

where Q is the ants’ number. DsqijðtÞ is determined by the partial solution at time t:
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4.3 Algorithm Description

Algorithm: ACOFCalgorithm
1: For tasks and MEC servers 
2: Set the number of clusters c, the maximum number of iterations T, accuracy of convergence 

and initialize the membership matrix U0

3: If the current iteration number t T and 1|| ||t tU U
4: Calculate the distance between the centroid and the data point; 
5:          Calculate the FCM objective function; 
6:          Update the membership matrix Ut; 
7:      End 
8: End 
9: According to the obtained membership matrix, the task and MEC servers are divided into 
  different categories 

10: For each group of the task set and MEC server set which have the same resource 
 preference. 

11: For each cycle of ACO
12:        For each ant
13:                     Determine the available links between tasks and MEC servers according to the 

resource’s consumption; 
14:  Place pheromone on paths based on the path’s priority; 
15: If there is at least one path
16:     Calculate local heuristic value for each path; 
17:          Choose the path with highest selection probability; 
18:           Add the path to the partial solution; 
19:     Update the paths set and remaining resource of hosts; 
20:                 End
21:             Calculate the profit of the partial solution; 
22:             Update the best value of the solution; 
23:           Update the pheromone of each path;
24:           End
25:      End 
     End 
26: Return the total optimal value. 

5 Numerical Tests

In this section, we conduct a series of numerical tests to analyze the ACOFC algorithm
by MATLAB simulator. In order to better evaluate the performance of the ACO
algorithm, two typical scheduling algorithms, i.e. FCFS algorithm and ACO algorithm
are utilized to compare with our proposed algorithm under different experimental
settings.
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In this simulation, the dimension of the resource is three, which represents com-
puting resources, communication resources, and storage resources. There are m MEC
servers and n tasks in the MEC system. Assume that these tasks arrive at the same time
and each task has a large demand for a certain resource. The task’s consumption of
three-dimensional resources is in the range [a1, a2] on a MEC server. And the three-
dimensional resource capacity of MEC servers is evenly distributed within the interval
[a3, a4]. The profit of the task is subject to uniform distribution [a5, a6] within the
interval. The number of loops is set to 5. The main parameters employed in the
simulation process are illustrated in Table 1.

Figure 2 shows the impact of b, which is defined as the local heuristic value in the
path section process, on the result of ACOFC algorithm. The x-coordinates are the b,
and the y-coordinates are the total profit. As b increases, the total profit increases with it
linearly. While total profit is little reduced when b is larger than 5.

Table 1. Related parameters

Parameters Value Parameters Value

a 1 a2 50
b 1 a3 50
n 100 a4 100
m 20 a5 10
q 0.3 a6 40
a1 10
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The performance of ACOFC algorithm is illustrated in Fig. 3. by comparing with
ACO algorithm and FCFS algorithm. the x-coordinate represents the cycles and the
y-coordinate represents the total profit. From the figure, we can see that the total profit
of ACOFC algorithm is close to that of ACO algorithm.

In Fig. 4, the x-coordinates are the number of tasks, and the y-coordinates are the
run time. We compare the run time of ACPFC algorithm with that of ACO algorithm
under different number of tasks. We can see that the running time of ACOFC algorithm
is much shorter than ACO algorithm, especially in the case of a large number of tasks
to be scheduled
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6 Conclusion

In this paper, by combining the ACO algorithm and the fuzzy clustering algorithm, we
have proposed an ant colony optimization fuzzy clustering algorithm to deal with a
NP-hard scheduling problem. At first, according to the tasks’ preference for resources,
fuzzy clustering algorithm is used to divide the resources in order to reduce the space of
the resource search and the complexity of the algorithm. Afterwards, the ACO algo-
rithm is used to find the optimal scheduling solution in the divided spaces. At last, a
series of numerical tests are conducted to illustrate the performance of the ant colony
optimization fuzzy clustering algorithm is better than that of the FCFS algorithm and
the ACO algorithm.
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Abstract. With the rapid development of the Internet, the combina-
tion of outsourcing and Internet has produced an overturning mode for
labor cooperation – crowdsourcing. Crowdsourcing outsource the work
that used to be done by internal staffs of a company or organization
to non-specific people in a free and voluntary way, which concentrates
the wisdom of public to solve difficult problems, greatly optimizes the
rational allocation of human resources and thus improves the social pro-
ductivity. In the environment of crowdsourcing market, how to set an
“appropriate” price to recruit workers to complete a given task at a
reasonable quality and cost is a key problem which restricts the develop-
ment of it. Therefore, this paper proposes a posted pricing method based
on the Random Forests (RF) algorithm in crowdsourcing market. The
proposed mechanism is described theoretically and the actual crowd-
sourcing date is acquired from Taskcn by python spider firstly. Then,
based on these empirical data, serval typical machine learning methods
have been compared, which proves that RF is a very suitable method for
posted pricing in crowdsourcing market. Finally, extensive experiments
have been conducted and analysed for optimizing the parameters in RF
and a set of parameters suitable for posted pricing in crowdsourcing is
given to construct the corresponding RF model.

Keywords: Crowdsourcing · Pricing mechanism · Random Forests ·
Machine learning · Web spider

1 Introduction

In recent years, as the rapid development of Internet technology and combing
with outsourcing, a innovative mode of labor cooperation – crowdsourcing [7]
has emerged, which means that the work previously performed by employees in
a company or institution can be outsourced to non-specific mass groups in a free
and voluntary way through Internet technology. In practice, whether in domestic
or abroad, there are many crowdsourcing platforms, thus the crowdsourcing
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market formed. Currently, crowdsourcing has been applied on a large scale and
there are still unlimited market opportunities to be explored by the further
developing of it.

A typical crowdsourcing structure [13] universally consists of three subjects:
the requester, the worker, and the crowdsourcing platform, as shown in Fig. 1.
Requester is the initiator of a specific crowdsourcing activity, which mainly
releases the task and provides rewards. Workers who complete tasks and receive
rewards are the group composed of individuals or teams to solve problems. As
an intermediary, the crowdsourcing platform hosts the rewards and connects
requesters and workers. In the whole process of crowdsourcing, rewards is the
most important incentive approach to enable workers completing tasks on time
and with a high quality.

Fig. 1. The typical structure of crowdsourcing.

If the pricing for rewards is too low, the number of workers involved in the
task will be insufficient, which will affect the completion of the task or make the
quality lower. On the contrary, it will cause the waste of economic resources,
increase the cost of employers and platforms, and thus reduce their benefits.
Therefore, how to set an appropriate price to recruit groups to complete the task
at a reasonable quality and cost, namely the crowdsourcing pricing problem, is
the core issue restricting the development of crowdsourcing [4,5].

To solve the problem of posted pricing, [5] proposed a posted pricing mecha-
nism based on quality-aware Bayesian model (assuming that the cost and com-
pletion quality of workers can be obtained from the probability distribution of
historical data) in crowdsensing. [10] proposed a multi-parameter posted pricing
mechanism based on collection-behavior by applying all-payment auction. [11]
studied the using of autoregressive method with market sentiment indicators
to predict American oil prices, and concluded that autoregressive method was
not strong in predicting, so that the Machine Learning (ML) method should be
considered to solve such problems. [8] converted the posted pricing problem into
MAB (multi-armed bandit) problem to solve, and designed an optimal algorithm
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to exploit the unique features of microtask crowdsourcing. This paper adopted
the actual data of Amazon MTurk platform. Since a crowdsourcing platform will
generate a large amount of historical data after running for a period of time, we
can use ML to make empirical price prediction. Obviously, although each of the
above methods proposed innovation to solve the posted pricing problem, ML
method was not taken into account for such a typical price prediction problem
(although mentioned in [11], not implemented). Therefore, this paper proposes a
posted pricing mechanism based on the Random Forests (RF) [2] which belongs
to an ensemble ML method in the crowdsourcing market.

The rest of paper is organized as follows. Section 2 discusses the theory of
RF. Section 3 obtained the actual history transaction data in a crowdsourcing
platform by using python spider technology. In Sect. 4, on the one hand, RF and
other ML methods in price predicting are compared by means of data mining. On
the other hand, RF is adjusted and optimized via experiments, and appropriate
parameters are given. The final section summarizes the full paper and outlooks
future work.

2 Random Forest

2.1 Basic Concepts

As a new rising, highly flexible ML algorithms, the Random Forests (RF) have
a broad application prospects, e.g. it can be used to simulate marketing, analyze
customer source, retention and loss, and also to predict the risk of disease as well
as susceptibility. In recent years, the using of RF by participants in international
and domestic competitions have been quite high.

RF’s basic unit is Decision Tree (DT) and it is an algorithm that integrates
multiple DTs by the idea of ensemble learning, a large branch of machine Learn-
ing. There are two key words in the name of RF. One is “random” and the
other is “forests”. “Forests” represents many DTs to be generated in the algo-
rithm, while “random” represents random sampling and random selecting fea-
tures. Intuitively, each DT is a regressor or classifier, so that n trees will have
n regression or classification results for an input sample. The RF integrates all
the regression results or voting results and calculates the mean value or specifies
the category with the most votes as the final output.

For a DT in RF, in order to determine the order of feature selection, the
concepts of Information (I), Entropy (E) and Information Gain (IG) need to be
introduced. If there is a group of things waiting for classified that can be divided
into a number of categories, the information of a certain class xi can be defined
by Formula (1). Where p(xi) is the probability when xi occurs.

I(X = xi) = − log2 p(xi) (1)

In information theory and probability theory, entropy is a measure of random
variables’ uncertainty. Combined with the information above, entropy is the
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expected value of information, which can be denoted as follow.

E(X) =
n∑

i=1

p(xi)I(xi) = −
n∑

i=1

p(xi) log2 p(xi) (2)

IG is an indicator used to select features in DT algorithm. The larger the IG
is, the better the selectivity of this feature will be. In the probability theory, it
is defined as the difference between the entropy of the set to be classified and
the conditional entropy of a selected feature, as in the Formula (3).

IG(Y |X) = E(Y ) − E(Y |X) (3)

where
E(Y |X) =

∑

x

p(x)E(Y |X = x) (4)

2.2 The Algorithm

In the RF, the generation rules of each DT are as follows:

• Step1 : For each DT, if the size of training set is n, n training samples are
randomly and reversely (known as bootstrap sampling) extracted from the
training set as the specific training set for this DT;

• Step2 : If the dimensions of each sample are M , specify a constant m < M ,
and randomly select m features in M as subset. Each time the DT dividing,
select the optimal one of the m features;

• Step3 : Each DT grows to its maximum extent and there is no pruning
process.

It can be seen that the training set of each DT is different and contains
repeated training samples. Therefore, the classification effect (error rate) of RF
is related to two factors: the greater the correlation between any two DTs in the
forest, the greater the error rate; the stronger the classification ability of each
DT in the forest, the lower the error rate of the whole forest. If the number of
feature selection m is reduced, the relevance and classification ability of each
DT will be reduced correspondingly and vice verse. So it is a key issue how to
choose the optimal m. At the same time, increasing the number of DT in RF can
improve the precision and regression results, but the algorithm efficiency will be
reduced.

In addition, the Minimum Number of Sample Leaves (MNSL) of a DT, i.e.
the minimum number of end nodes in a DT, will have an important impact on
its prediction effect. This is because smaller MNSL will make it easier for the
model to capture the noise in the data, which will result in the problem of over-
fitting. In the same way, the maximum depth of DT can cause similar problems
if not limited. Therefore, we will adjust and optimize these four parameters in
the experiment (Sect. 4).
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3 Data Acquisition

In this paper, the python spider [12] technology is used to acquire the historical
transaction data from the crowdsourcing platform Taskcn [1], one of the earliest
crowdsourcing platforms in China. The program flow of python spider used for
this work is shown in Fig. 2. First, we have made a deep analysis to the source
code of target site’s webpage, identified URL format and the structure of each
label. Secondly, the directory list of all completed tasks is traversed, and the
URL to be visited is spliced by task ID. Then, regular expression and the third-
party open source library Beautiful Soup [3] are used to parse the webpage and
obtain the content of it. Finally, each transaction data acquired is processed into
CSV format and stored on the hard disk. In addition, in the process of web
page parsing, the spider also handle the issues such as messy code, task deleted,
content confidential etc.

Fig. 2. The program flow chart of python spider.

Finally, after a period of crawling, 35, 622 transaction data of all completed
reward tasks on Taskcn from year 2006 to 2018 had been gotten. Each piece of
data contains 18 attributes such as task ID, task category, requester’s credit,
task price etc. After data preprocessing such as data cleaning, useless attribute
deleting and abnormal data eliminating, 34, 805 pieces of valid data were finally
obtained, and each had 11 available attributes.
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4 Experiment

4.1 The Comparison of Machine Learning Methods

For the task data from the above section, each task contains multiple attributes
(such as category, time limit, workload etc.). The ML methods can be used to
predict its price by its attributes. Since the price is a continuous value, this is a
typical regression problem, and we use the general process of data mining [9] to
research.

The open source machine learning and data mining software Weka [6] had
been used to compare the predicting results of some ML methods (e.g., M5
Model Tree (M5MT), Artificial Neural Network (ANN), k-Nearest Neighbour
(KNN), Linear Regression (LR), etc.) that are suitable for dealing with regression
problem. Mean Absolute Error (MAE) is used as the evaluation index, which
defined as Formula (5). The verification method adopts k-fold cross validation
and k = 10.

MAE =
∑n

i=1 AEi

n
i ∈ {1, 2, ..., n} (5)

where
AEi = |actuali − estimatedi| i ∈ {1, 2, ..., n} (6)

where n is the total number of data, actuali is the actual value of the ith data
in the test set, and estimatedi is the estimated value.

As shown in Fig. 3, it can be seen that RF has almost the smallest MAE.
In another words, compared with other ML methods, RF (and M5MT) has the
best price prediction power with crowdsourcing data. Therefore, RF is a method
that is very suitable for posted pricing in crowdsourcing market.

Fig. 3. The comparison between ML methods for price prediction in crowdsourcing.
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4.2 Parameter Adjusting for Random Forests

In order to study the influence of four parameters (tree number n, the number of
feature selection m, the minimum number of sample leaves l, the maximum depth
of each DT d) discussed in Sect. 2.2 on regression results, this section specially
designed two experimental schemes, using MAE of k-fold cross validation and

Table 1. The parameter setting in two experiment schemes.

Parameters Scheme-A Scheme-B

n {5, 10, 15, ..., 60} 40

m {1, 2, ..., 7} 5

l 2 {10, 20, 30, 40}
d ∞ {3, 6, 9, ..., 30}

(a) MAE

(b) Training Time

Fig. 4. The changing curve of MAE and training time as m and n increasing.
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evaluating the training time of all data (34, 805). Both schemes are implemented
by python on a PC with i5 CPU, 8 GB RAM and Win-7 (64 bit) operating system
and designed via the control variable method, as shown in Table 1. In Scheme-A,
{l, d} are fixed values and {m, n} changes, while in Scheme-B reversed.

When m increases gradually, MAE decreases (see Fig. 4(a)), while m increases
to a certain value, MAE does not change significantly (m = 5, m = 6, m = 7
almost overlap). When m is large, the value of n has little influence on the
prediction error. Both m and n have a linear effect on the training time (see
Fig. 4(b)). Therefore, the prediction ability and training time of RF are contra-
dictory corresponding to the setting of m and n. It should be tried to use smaller
m and n when ensuring that MAE meets the requirements.

Then turn the lens to how l and d for a single DT affect the overall perfor-
mance of RF. As can be seen from Fig. 5, when d is relatively small, the curve

(a) MAE

(b) Training Time

Fig. 5. The changing curve of MAE and training time as l and d increasing.
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of MAE and training time almost overlapped, which is because l and m have
a conflict. Due to the limiting for the maximum depth of DT, DT cannot be
further divided, so only m works. When m becomes larger, l starts to act and
thus the curve starts to differ. In Fig. 5(a), when m is about 10, MAE reaches
the minimum. When m < 10, MAE curve is steep and training time curve is
relative slow and MAE is not changing after m > 10. Besides, l has little effect
on MAE and training time. In summary, {m,n, l, d} = {5, 40, 40, 10} is a relative
better setting of parameters in the case talked in this paper.

5 Conclusions

At present, the development speed of crowdsourcing is extremely rapid, from the
traditional task crowdsourcing to the emerging mobile crowdsensing. However,
rewards pricing as the most important incentive factor in crowdsourcing is the
core issue that restricts its development. This paper firstly analyzed the impact of
higher or lower pricing, and then investigated and summarized the posted pricing
methods for crowdsourcing proposed so far. Secondly, aiming at solving the
pricing problem for crowdsourcing, this paper innovatively adopted a machine
learning method – Random Forests, and made a detailed theoretical description
with in-depth analysis of the four parameters that affect the performance of this
algorithm. Python spider technology had been used to acquire real crowdsourcing
transaction data. In the final experiment, the actual effects of 8 ML methods in
price prediction had been compared, and it can be confirmed that RF almost
has the best pricing possibility. In order to adjust and optimize the RF model,
two additional experimental schemes is designed, and a comparison between the
algorithm’s pricing results and training times for modeling with four parameters
is made. Finally, by in-depth analysis of the experimental results, a parameter
setting suitable for the case in this paper is given. What’s more, although it is
feasible to solve posted pricing problems with RF, the posted method’s results
are slightly unsatisfactory. In the future, we will try to regard posted pricing as a
classification problem and hope it can perform well in the accuracy of predicting
recommended price range.

Acknowledgement. This work was supported by a grant from the National Natural
Science Foundation of China (No. 41761086).

References

1. Taskcn (2006). http://www.taskcn.com/
2. Breiman, L., Cutler, A.: Random forests (1999). https://www.stat.berkeley.edu/

%7Ebreiman/RandomForests/cc home.htm
3. Chunmei, Z., Guomei, H., Zuojie, P.: A study of web information extraction tech-

nology based on beautiful soup. J. Comput. 10(6), 381–387 (2015). https://doi.
org/10.17706/jcp.10.6.381-387

http://www.taskcn.com/
https://www.stat.berkeley.edu/%7Ebreiman/RandomForests/cc_home.htm
https://www.stat.berkeley.edu/%7Ebreiman/RandomForests/cc_home.htm
https://doi.org/10.17706/jcp.10.6.381-387
https://doi.org/10.17706/jcp.10.6.381-387


636 L. Hao et al.

4. Han, K., Huang, H., Luo, J.: Quality-aware pricing for mobile crowdsensing.
IEEE/ACM Trans. Networking 26(4), 1728–1741 (2018). https://doi.org/10.1109/
TNET.2018.2846569

5. Han, K., Huang, H., Luo, J.: Posted pricing for robust crowdsensing. In: ACM
International Symposium on Mobile Ad Hoc Networking and Computing (Mobi-
Hoc 2016), Paderborn, Germany, pp. 261–270, July 2016. https://doi.org/10.1145/
2942358.2942385

6. Holmes, G., Donkin, A., Witten, I.H.: WEKA: a machine learning workbench. In:
Proceedings of ANZIIS 1994 - Australian New Zealand Intelligent Information Sys-
tems Conference, pp. 357–361, November 1994. https://doi.org/10.1109/ANZIIS.
1994.396988

7. Howe, J.: Crowdsourcing: why the power of the crowd is driving the future
of business. J. Consum. Mark. 26(4), 305–306 (2009). https://doi.org/10.1108/
07363760910965918

8. Hu, Z., Zhang, J.: Optimal posted-price mechanism in microtask crowdsourcing.
In: Proceedings of the Twenty-Sixth International Joint Conference on Artificial
Intelligence, IJCAI 2017, pp. 228–234 (2017). https://doi.org/10.24963/ijcai.2017/
33

9. Kantardzic, M.: Data-Mining Concepts, Chap. 1, pp. 1–25. Wiley, Hoboken (2011).
https://doi.org/10.1002/9781118029145.ch1

10. Sun, J., Ma, H.: Collection-behavior based multi-parameter posted pricing mech-
anism for crowd sensing. In: 2014 IEEE International Conference on Communica-
tions (ICC), pp. 227–232, June 2014. https://doi.org/10.1109/ICC.2014.6883323

11. Tariq, S.: Developing market sentiment indicators for commodity price forecasting
using machine learning. Master thesis, The University of Manitoba (2018)

12. Xiaojuan, Z.: Application of crawler technology based on python. Office Informa-
tization (2018)

13. Yan, J., Liu, R., Liu, H.: A literature review of domestic and foreign crowdsourcing
research. Forum Sci. Technol. China 1(8), 59–68, 151 (2017)

https://doi.org/10.1109/TNET.2018.2846569
https://doi.org/10.1109/TNET.2018.2846569
https://doi.org/10.1145/2942358.2942385
https://doi.org/10.1145/2942358.2942385
https://doi.org/10.1109/ANZIIS.1994.396988
https://doi.org/10.1109/ANZIIS.1994.396988
https://doi.org/10.1108/07363760910965918
https://doi.org/10.1108/07363760910965918
https://doi.org/10.24963/ijcai.2017/33
https://doi.org/10.24963/ijcai.2017/33
https://doi.org/10.1002/9781118029145.ch1
https://doi.org/10.1109/ICC.2014.6883323


A Reverse Auction Incentive
Mechanism Based on the Participant’s

Behavior in Crowdsensing

Tao Zhou1,2, Bing Jia1,2(B), and Wuyungerile Li1,2

1 Inner Mongolia A.R. Key Laboratory of Wireless
Networking and Mobile Computing, Hohhot 010021, China

jiabing@imu.edu.cn
2 College of Computer Science, Inner Mongolia University, Hohhot 010021, China

Abstract. Crowdsensing has been integrated into many aspects of
human life. Compared with the general mode of perception which need
to arrange a large number of sensors in advance, crowdsensing uses the
idea of crowdsourcing to distribute tasks to participants carrying mobile
sensing devices with them, which can save the cost of deploying sensing
nodes. Therefore, how to make people actively participate in perception
has become a hot issue. The existing incentives mainly include bonus
incentives, game entertainment incentives, and social relationship incen-
tives. This paper proposes a reverse auction incentive mechanism based
on the participant’s behavior. Specifically, we analyze the user’s behav-
ior and build a model of participant competency assessment firstly; then,
according to the above analysis, each user is scored and the reward is dis-
tributed using the improved reverse auction algorithm. The experimental
results show the effect of the proposed method.

Keywords: Crowdsensing · Incentive mechanism ·
The participant’s behavior · Privacy protection

1 Introduction

With the development of wireless communication and smart mobile devices, life
is becoming more and more intelligent. From smart homes to smart cities, Inter-
net of Things (IoT) technology has been integrated into all aspects of human
life. Crowdsensing is also a new perception mode of IoT. Crowdsensing is a way
which uses people carrying mobile sensing devices with them as the basic unit of
perception. Compared with the general mode of perception, crowdsensing need
arrange a large number of sensors in advance. The crowdsensing system assigns
the task to the participants. Participants upload their own sensing data with
the mobile devices and act as sensors. The most important thing in crowdsens-
ing is how to improve the enthusiasm of user participation. In the crowdsensing
system, there are many different incentives. It can be divided into money-based
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incentives and non-money-based incentives. Krontiris, Lee and Rula et al. have
proposed some incentives for bonus incentives [1–3] and the money-based incen-
tive mainly to encourage participants to participate through the payment of
rewards. The monetary incentive is the auction mechanism which is to complete
the quotation of the perceived data by the participants and select the subset of
participants with lower payment cost. And the remuneration payment incentives
is the main incentive currently [4]. Non-money-based incentives mainly include
entertainment game incentives, social relationship incentives and virtual point
incentives. Entertainment game motivation refers to the use of the game’s enter-
tainment and attraction to motivate users to complete the perception task by
introducing the game strategy into the group perception system such as Kawajiri
et al. proposed Steered crowdsensing: incentive design towards quality-oriented
place-centric crowdsensing [5] and Han et al. proposed an enhancing motivation
in a mobile participatory sensing project through gaming [6]. Social relationship
incentives refer to a certain social network relationship built by the existing or
server platform in which the participant is located [7,8]. The participants are
motivated to maintain a sense of belonging in the social relationship. The vir-
tual point incentive means that the participant will In the perceived task, virtual
points are rewarded [9,10]. The real money converted from virtual points, some
kind of physical object or the virtual reward sent by it will encourage users
to participate in the perception task. However, many scholars have ignored the
issue of user behaviour and user privacy. In this paper, we propose a reverse
auction incentive mechanism based on the participant’s behavior which consider
the user privacy.

The rest of the paper is organized as follows. Section 2 construct the model of
participant competency assessment. Section 3 presents a reverse auction incen-
tive mechanism based on participant’s behavior. Section 4 describes the experi-
ment and results. Finally, we conclude our work in Sect. 5.

2 The Model of the Competency Assessment of the
Participant

2.1 Evaluate the Participant’s Positional Participation Ability

Dividing the Area. When the crowdsensing system plans to perceive the data,
the first thing that needs to be done is the determination of the geographic loca-
tion. Most researchers use GPS positioning to determine the geographic location
of a participant. However, the GPS positioning is accurate, which poses a threat
to the participant’s location privacy, thus affecting the participants’ enthusiasm
for participation. In this paper, we considers the characteristics of the above
situation to divide the geographical location into regions. When the region is
divided, the adjustment parameters can be modified to arbitrarily enlarge and
reduce the region, which is more flexible than the traditional division method.
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Calculate the number of longitude partitions (longitudezone) and latitude par-
titions (latitudezone) based on the measuring range. The method is defined as
follows:

longitudezone =
longitudemax − longitudemin

α
, (1)

latitudezone =
latitudemax − latitudemin

β
. (2)

Where, the longitudemin, longitudemax, latitudemin, latitudemax is the maxi-
mum and minimum values of the measurement range. α, β is the parameter
of partition.

Fig. 1. Divided area.

As shown in Fig. 1, the partitioning formula can be obtained from the parti-
tioning formula latitudezone×longitudezone. Record the partition as Zonei,j , i ∈
[0, latitudezone], j ∈ [0, longitudezone], and calculate the area where the partic-
ipant is located according to the coordinates of the participants. Methods as
below:

Zonej =
lo − longitudemin

α
, (3)

Zonei =
la − latitudemin

β
. (4)

Where lo is the longitude of the location where the participant uploaded the
data and la is the longitude of the location where the participant uploaded the
data. α, β is the parameter of partition.



640 T. Zhou et al.

Hot Spot Area. The crowdsensing task requires participants to collect infor-
mation about each location. The more participants and the more data collected
by the participants, the more data the server gets, and the better the data needed
for the location. In this paper, we define the participant’s location activity ability
according to the distance between the participant’s data area and the hot spot
area. The farther away the participant is from the hotspot area, the more mean-
ingful it is for data users, and the stronger the participant’s positional activity
ability. Most of the participants will collect the data which from hotspots. So,
the closer the participant is to the hot spot area, the more meaningless it is
for data users, and the weaker the participant’s positional activity ability. It
will encourage more participants to collect data in remote locations. It is also
possible to collect as much data as possible from remote areas to more realisti-
cally reflect the situation at that location. As shown in Fig. 2, the partition type
can be roughly divided into four types according to the daily activities of the
participants:

Type 1: uploading intensive information.
Type 2: uploading more information.
Type 3: uploading less information.
Type 4: uploading no information.

The hot spot area is area which has the most number of participants and the
most number of data uploads. The type 1 will appear in sub-area and the hot
spot area. Before defining a hot spot area, the first thing that need to define is
the participation status of participants in each area, which is defined as follows:

Zone(i, j) =
N Zone(i,j)

N all
+

NU Zone(i,j)

NU all
, (5)

Where N all is the number of data uploaded by all users of a task. N Zone(i,j)
is the number of data in the area numbered (i, j) for all users in the area. NU all
is the number of users participating in a task. NU Zone(i,j) is the number of
users participating in the task in Zonei,j .

Calculate the Zone(i, j) value for each region and define the maximum value
in Zonei,j as max(i, j). Usually there is only one hot spot area which named
as ZoneHoti,j , we define the maximum value in Zonei,j , that is, max(i, j) as
the hot spot area. However, it does not rule out that there is a case where
the maximum value and the next largest value of Zonei,j are extremely small.
In this case, it is obviously inappropriate to define a hot spot area, so both the
maximum value and the sub-value area are defined as hotspot areas. By analogy,
multiple hot spot areas (ZoneHoti,j) can be set, but depending on the size of
the area, the hot spot area is limited in number. The specific definition is as
follows:

Zonehot(i, j) ∈ {Zone(i, j)|max(i, j) − Zone(i, j) ≤ a}, (6)

Where a is the difference between max(i, j) and Zone(i, j), and all regions
in which the difference is within this range are defined as hot spot regions,
Zonehot(i, j) is the Zone(i, j) value of the hot spot area (ZoneHoti,j).
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(a) One Hot Spot. (b) Multiple Hot Spots.

Fig. 2. Hot spot area. (Color figure online)

Assessment Method. According to the regional hot spot [11], the participant’s
positional activity ability can be defined by calculating the distance between the
participant and the hot spot area. As shown in Fig. 2(a), the hot spot area (the
area marked by the triangle in the figure) is the center of the circle. In this
study, the farther away from the center of the circle (hot spot), the more active
the participants are, and the more information is collected. value. When there
is only one hot spot area, since the blue circle is farther away from the hot spot
area than the yellow circle, it is considered that the positional activity ability of
the participants in the blue circle is stronger than the positional activity of the
participants in the orange circle. As shown in Fig. 2(b), when there are multiple
hot spot areas, the average distance between the area where the point is located
and the hot spot area is taken. Commonly used methods for calculating dis-
tance include Euclidean distance, Manhattan distance, standardized Euclidean
distance, cosine distance, and Chebyshev distance. In this study, the area mea-
sured by the task is divided into equal-sized areas. This structure is closer to
the definition of Chebyshev distance [12], so the participant’s position activity
ability is defined as follows:

PZone =
∑nhot

m=1 |Zonei,jZoneHoti,j |
nhot

× τ, (7)

|Zonei,jZoneHoti,j | = max{|i − ihot|, |j − jhot|}, (8)

where τ is the capability parameter and nhot is the number of hot spots.

2.2 Evaluate the Participant’s Time Participation Ability

In the crowdsensing task, the time the participants spend on the task is also
an important indicator to measure the ability of the participants. The longer
the participation time, the stronger the participant’s time participation ability.
Every task posted by the server has an expiration date. As shown in the Fig. 3,
this article divides 24 time zones into 24 time zones. The time the participant
participates in the task and the amount of information the user uploads after
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Fig. 3. Assess the participants time participation ability.

accepting the task will affect the evaluation of the user. Therefore, the time
participation ability is defined as:

TTPR =
e∑

i=1

Taski, (9)

Task =
Actask

Atask
× χ, (10)

where AcTask represents the actual participation time of each user. ATask
indicates the time of a task. Task is the proportion of time each user participates
in the task, and χ is the adjustment parameter. e is the number of times collected
by the user.

2.3 The Competency Assessment of the Participant

According to the above description, the participant’s ability is mainly divided
into the participant’s time participation ability and the participant’ s positional
activity ability, which are defined as follows:

Capacity = θ ×
∑n

i=1 PZonei
n

+ μ × TTPRi, (11)

where TTPRi is the participant’s time participation ability, PZonei is the par-
ticipant’s position participation ability, n is the number of data collected by
the participant in a certain task, and θ, μ are adjustment parameters which
θ + μ = 1.

3 A Reverse Auction Incentive Mechanism Based on the
Participant’s Behavior

3.1 The Participant’s Comprehensive Ability Value

In the reverse auction incentive mechanism based on participant behavior, the
participants’ comprehensive capabilities are defined as the average comprehen-
sive ability value of all participants is taken as the threshold value of the bonus,
which is defined as follow,

Threshold =
∑N

i=1 Capacityi
N × ϕ

, (12)

where Threshold is the critical value, N is the total number of participants, and
Capacityi is the comprehensive ability of each participant. ϕ is the adjustment
parameter.
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3.2 An Incentive Mechanism Based on the Participant’s Capacity

The reward given by the crowdsensing task is ω. When the participant’s capacity
is lower than the threshold value, the participant does not receive the bonus.
When the participant’s capacity is above the threshold, the participant’s bonus
will be paid. The higher the participant’s total ability value, the more the reward
Wi the task pays to the participant. The relationship is as shown in the following
formula.

Wi =
Capacityi

∑k
j=1 Capacityi

× ω, (13)

where Wi is the bonus paid to the participant i for the task. k is the number of
participants whose comprehensive ability is higher than the threshold. Capacityi
is the comprehensive ability of each participant. ω is the total compensation of
the participants given by the task.

4 Experiment and Result Analysis

4.1 Set Up

In this paper, we use the Gowalla data set which is a location-based social
networking website where users share their locations by checking-in and consists
of 196,591 nodes to analyze the experiment [13]. It have collected a total of
6,442,890 check-ins of these users over the period of Feb. 2009–Oct. 2010. In
experiment, we selected two groups of data which user number is 0−49. The one
is the data in 8. Oct. 2010–10. Oct. 2010 interval named Task1, the other is
the data in 1. Oct. 2010–31. Oct. 2010 interval named Task2. The experimental
parameters are set as Table. 1. Then, we divide latitude and longitude partitions
and mark the user point in the partition which are shown in the Figs. 4 and 5.
Figure 4 is the distribution of users in Task1 and Fig. 5 is the distribution of
users in Task2.

Table 1. The simulation parameters

No Parameter Value No Parameter Value

1 α 0.5 7 m 1

2 β 2 8 n 50

3 a 5 9 θ 0.5

4 τ 0.1 10 μ 0.5

5 χ 100 11 ϕ 1

6 nhot 2,4 12 ω 1000
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Fig. 4. Latitude and longitude partition of Task1.

Fig. 5. Latitude and longitude partition of Task2.

4.2 Result Analysis

By the data set in the experiment, we can not accurately evaluate the user
participation, so we only evaluate the user bonus. As shown in Fig. 6 that the
benefits obtained by the two tasks are similar for each user. However, the total
number of bonuses in Task2 is much less than the total number of bonuses in
Task1. Figure 7 shows the average bonus and number of participants for Task1
and Task2 users. Task1 has more bonuses than Task2, but Task1 has fewer
participants than Task2. It can be seen that the more participants, the better
the incentive effect, the more the number of bonuses can be reduced.
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Fig. 6. Bonus analysis.

Fig. 7. The average bonus & number of participants.

5 Conclusion and Future Work

In general, reverse auction incentive mechanism based on the participant’s
behavior proposed in this paper has certain effects on user incentives. The cur-
rent experiment is mainly based on the data set. Then we will collect the data
in the field for experimentation and add the contrast experiment to reflect the
excitation effect.
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Abstract. Lightweight ciphers have a wide range of applications such as IoT,
anti-counterfeiting labels, and passive RFID, which drawing loads of attention
in recent years. Obviously, the most significant metric of lightweight cryptog-
raphy is the area. To implement the smallest area lightweight cipher, to the best
of our knowledge, the bit-serial structure is used. However, the bit-serial pro-
vides a possible access for the small area occupied hardware Trojan to steal key
information at the same time, which makes lightweight ciphers vulnerable to
Trojan attack. In this paper, we introduce a general hardware Trojan scheme
targeted on ciphers based on bit-serial technique, which can leakage secret key
through only one flip-flop at least with ease. This paper will alert cryptographic
designers not implement the ciphers only based on design specifications,
without taking hardware security into account.

Keywords: Hardware Trojan � Hardware security � Lightweight cryptography �
Bit-serial

1 Introduction

The integrated circuit (IC) foundries are now wilder-distributed. As the perplexity of
third-party companies and vendors involved increased, hardware security is facing
more serious safety threats from various malicious attacks and modifications in terms of
Hardware Trojans. A Trojan is usually embedded into a very small part of the circuit
from all design phases, such as layout level, gate level and register-transfer level
(RTL) and any parts of an untrusted IC supply chain. Additional, avoiding been
detected by circuit test technique easily, the hardware Trojan may always-on or be
activated by hard conditions or rare signals. Due to the concealment of those malicious
circuits, the detection of hardware Trojan is a tricky issue [12–17].

Subsequent paragraphs, however, are indented.
A directly common idea to hunt for hardware Trojan is to relay on the very-large-

scale integration (VLSI) test architectures, whose main idea is to run different test
patterns and observe the output and behavior of the circuit, since circuit faults are
similar to hardware Trojans in some degree. However, this VLSI testing scheme can
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work well for defects detection but not for ingenious hardware Trojan. The reasons for
that are concluded as follow: (1) hardware Trojan has no uniform Trojan models as
defects’ fault models; (2) to enhance target circuit’s testability i.e. controllability
together with observability, structured Design for Test (DFT) are widely used to control
and observe the internal states of circuits, whereas DFT itself can induce potential
safety hazard [3]. In addition, traditional automatic test pattern generation (ATPG)
algorithm either general Random testing strategy are not effective for Trojan, especially
for sequential Trojan activation and detection, cause the sequential testing is extremely
time- consuming with low fault coverage rate [8].

In general, Trojan designers may pursuit Trojan area as small as possible, on one
hand, the actual spare space of the target chip is always limited, on the other hand, a
smaller Trojan inducing weaker side-channel physical parameter information, such as
power, time delay, electromagnetic emission and so forth [4], can avoid been detected
by side-channel analysis (SCA) based hardware Trojan detection method. Since SCA
based detection may be strongly influenced by fabrication variations or measurement
errors i.e. sensitive to noise and errors.

In order to cause damage influence leakage key information, hardware Trojan
trends to attack all sorts of crypto hardware, especially lightweight ciphers, which are
universally employed in both commercial and military applications. For instance,
Internet of Things (IoT), which will have 4 billion connected users, anti-counterfeiting,
RFID tags, sensor networks, distributed control systems, etc. are increasingly providing
convenience and service for our daily life [1]. And those successful working smart
devices aforementioned highly depend on lightweight ciphers to provide secure and
private communication. Therefore, the research on lightweight cipher’s hardware
security issue is very valuable and necessary [5, 6].

Considering the requirements for both low cost and security application back-
ground, lightweight ciphers have already obtained more attention in the past few years.
In general, a lightweight cipher contains a single encryption function or both
encryption and decryption function based on either Feistel structure or Substitution-
Permutation Network (SPN) to ensure the security [9]. The significant criteria for
lightweight cipher contain reliability, cost i.e. chip area, and throughput [9]. A natural
idea to reduce area is to limit the data path. In 2017, Jean, Moradi et al. propose the first
strategy called bit-sliding, with which the authors first implement the smallest imple-
mentation of AES-128 to date [9]. Nevertheless, bit-sliding structure aforementioned
can be applied to other lightweight cryptography like PRESENT and SKINNY, without
loss of its generality [9]. However, the hardware aspect security issue of bit-sliding was
overlooked by its authors. Note that our hardware Trojan technique is just targeted on
this state of art structure, revealing its potential hardware security weakness.

2 Preliminaries

In this section, we first use AES hardware implement as an example cipher circuit to
clarify the difficulties encountered by hardware Trojan insertion. And then we cover the
core idea of bit-sliding techniques designed for state-of-art lightweight ciphers. Next, a
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few main metrics of a practical hardware Trojan are presented so as to address the
craftiness of our hardware Trojan.

2.1 The Bit-Serial Implementation Strategy

In general, to reach small area occupation desire, cipher designers trend to cut the data
path, but that is really tough to make the data path smaller than the Sbox size. The bit-
sliding strategy that we mentioned here, make the extremely small bit-serial Applica-
tion Specific Integrated Circuit (ASIC) implementations of SPN based ciphers come
true and the strategy could reduce the data path to a single bit, in the case throughout
allows.

The conducting idea of the bit-sliding technique is to serially implement the SPN-
based cryptographic algorithms instead of parallel implementing in order to decrease
the data path to only one bit and replace scan flip-flop by regular flip-flop, since the
scan flip-flop is more about 25% area expensive than regular flip-flop. Here, we just
recall the 1-bit-serial implementation, but this strategy also supports other data-path
like 2-bit or 4-bit.

Moreover, the overview of the bit-serial data path architecture for AES-128 is
shown in Fig. 1 [9], in which the white block indicates regular flip-flop, the scan flip-
flop is highlighted by green, black arrows refer to data flow direction and the blue ones
represent shift direction during ShiftRows operations. As we know, AES contains
KeyExpansion, SubBytes, MixColumns, ShiftRows, and AddRoundKey steps [11].
Under bit-serial architecture, KeyExpansion, AddRoundKey, ShiftRows together with
plaintext input step are performed in a bit serial style. In [9], the authors introduce the
details of the timing control of the circuit, so for the sake of space, we will not present
them here. Note that both the serial form of KeyExpansion and AddRoundKey step
bring hidden dangers to hardware security, and our Trojan is aimed the KeyExpansion
step exactly to steal the secret key.

2.2 The Bit-Serial Implementation Strategy

First, it should be remarked that a hardware Trojan usually consists of two parts,
trigger, and payload [15]. The payload is the action or the damage which a hardware
Trojan will do when it is activated [16]. And the trigger refers to the singles or the
special condition that could activate the hardware Trojan [16].

In order to hide from being discovered by detection algorithms and achieve dam-
ages, a well-designed hardware Trojan should have the following metrics.

Controllability. This characteristic is used to measure whether a hardware Trojan is
able to be activated at a desired time and at a presupposed position. From the Trojan
designer point of view, we want the Trojan has good controllability.

Concealment. We hope that the insertion of hardware Trojan will make as small as
possible changes to the host circuit, no matter at the functional level or back-end layout
level. In this case, a hardware Trojan with good concealment can avoid being detected
by logic test algorithms, SCA-based detection algorithms easier.
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Rare Trigger Condition. If the trigger condition of the hardware Trojan is too easy to
satisfy, then the hardware Trojan is more likely to be found during functional test or
ATPG based logic test as we have mentioned in the Introduction section. In this regard,
to make the hardware Trojan better hidden, the selection of trigger signals and timing
control are crucial issues.

Destructiveness. The implantation of hardware Trojans has special purposes, which
are often destructive. Generally, the destructiveness of hardware Trojans can be
summarized as the following three aspects [7].

(1) Stealing confidential information or sensitive internal signals to attackers.
(2) Disturbing or interrupting the normal function of the chip, and causing errors

during the execution.
(3) Maliciously leaking battery energy to shorten system life or even havocking the

whole system directly or indirectly.

Taking into account the malicious nature of hardware Trojan, a powerful hardware
Trojan may have as much damage as possible.

It should be noticed that the above four hardware Trojan metrics are often con-
tradictory, and the Trojan designer should make a trade-off according to the actual
situation.

3 Trojan Design

Our Trojan design technique is a general strategy targeted on bit-serial structure
lightweight ciphers. And the objective of the hardware Trojan is the task of stealing the
RoundKey or the secret key directly of the lightweight cryptographic algorithm in the
KeyExpansion circuit bit by bit. It is noteworthy that, using the RoundKey, the attacker
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Fig. 1. The data path architecture based on bit-serial technique [9]. (Color figure online)
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can easily obtain the secret key of the lightweight cryptography [11]. Both the trigger
theory and the payload implementation details are presented, respectively.

3.1 Mechanism of Trojan Payload

To explain clearly we use the bit-sliding architecture proposed in [9] to illustrate our
Trojan approach. The overview architecture of our Trojan scheme is shown in Fig. 2
[9], where the host circuit is the KeyExpansion block, and the Trojans are highlighted
in red, the victim flip-flop is highlighted in yellow, and the green blocks indicate the
scan flip-flop same to Fig. 1.

First, we will focus on Trojan1 shown in the top left of Fig. 2. The Trojan payload
working process can perform as follows. In this case, during the first 128 clock cycle
128-bit plaintext is shifted in the registers which are illustrated in Fig. 1, at the same
time the first round has been generated bit by bit serially per clock cycle based the bit-
serial architecture as shown in Fig. 2. In order words, after 128 clock cycles, the first
round RoundKey is already prepared and registered in the flip-flops. Next operation is
AddRoundKey, which is carried out serially as well. Simultaneously, the Trojan enable
signal T_EN is tied to 1, that is to say, the Trojan is triggered.

The main circuit structure of the hardware Trojan is a drop edge triggered D-type
flip-flop, which takes the output of the victim flip-flop, highlighted in yellow, as its
input and uses the ciphertext output port that is idle during the AddRoundKey
encryption process as its output. Note that the area of the Trojan according to manu-
facturing process, and might be further reduced for the using of back-end layout design
strategy Therefore, while the RoundKey is shifted bit by bit to complete the
AddRoundKey operation, our hardware Trojan accurately propagate the RoundKey
serially to the output port and leaks the key information to the attacker cat likely
without disturbing the normal encryption operation.

Note that, it is easy to see that the hardware Trojan can be implanted on any of the
128 flip-flops and any round through the key path indiscriminately, as long as the
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Fig. 2. The mechanism of hardware Trojan architecture based on [9].
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correct trigger signal T_EN is given in time. Therefore, from a practical point of view,
the designer of hardware Trojan can implant the Trojan to a more reasonable place after
considering the actual situation, whether space is enough or the routing resource is
sufficient, of the physical layout. In this sense, our hardware Trojan scheme has some
flexibility. Furthermore, Trojan2 is another example of our Trojan scheme. As shown
in Fig. 2, Trojan2 use the secret Key signal as its input directly, so, in this case, to
obtain the Key, the T_EN needs to be tied to logic 1 during the first 128 clock cycle.

We remark that our Trojan payload contains only one register and one NAND gate,
and it does not affect the normal operation of the host circuit during either activated
mode or unactivated mode, i.e. it has ideal concealment characteristics. In addition, the
security of a cryptography algorithm totally depends on its secret key. However, once
our Trojan is activated it has the ability to transfer the secret key to the attacker, which
reflects the destructive ability.

3.2 The Mechanism of Trojan Payload

Before proceeding to discuss the details of the trigger mechanism of our Trojan
technique, one significant term “don’t-care states” should be mentioned ahead. The
objective of the physical structure of a circuit is to meet the specification and to achieve
the goal, the circuit should provide sufficient states, whereas the states a circuit can
supply are usually more than its function needed. In other words, the circuit designer
always unconsciously introduces some irrelevant states, so-called the “don’t-care
states”. In this sense, those “don’t-care states” is really difficult to be detected due to the
lack of relevant research and automation test tools [12]. The activation of the “don’t-
care states” always along with illegal operations, which the customs rarely touch when
the circuit system is normally executed. As a result, it would then be beneficial to
attempt to use those “don’t-care states” as the trigger signals for hardware Trojans, by
which the rare trigger condition metric of the hardware Trojan can be dramatically
improved.

The trigger signals of our hardware Trojan take advantages of “don’t-care states”
aforementioned. As for our Trojan trigger mechanism, the hardware Trojan is activated
when the last three digits of the input 128-bit plaintext equal to “110” and the plaintext
input port has high-level illegal signals within two clock cycles after the end of the
plaintext stream input.

The circuit of trigger circuit could be realized in various forms, and Fig. 3 illus-
trates a simple implementation consisting of host circuit’s control logic, to simplify the
description, which is abstracted as an 8-bit counter highlighted in blue recording the
encryption timing process, and the trigger cone. First, in the process of plaintext
feeding, when the 126th clock cycle arrives, G1 outputs a high level that is connected
to one input pin of G4. Simultaneously, the other pin of G4 is always monitoring the
input port of plaintext, hence if the 127th plaintext bit equals to “1”, G4 will supply a
pulse through a 4–input OR gate, G8, to the 3bit-Counter illustrated in Fig. 3, and the
counter will plus one. Subsequently, during the 128th clock cycle, once the plaintext bit
is “1”, G5 will carry out a plus to the 3bit-Counter, and the counter plus one again. In
the same way, when the 128th plaintext bit equals to “0”, the 3bit-Counter will reach
“011”.
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So far, the process of plaintext input is completed, and then the lightweight cipher
will perform the step of AddRoundKey whose internal control signal EN4 acts as the
enable signal of G7. To put it differently, in the next 128 clock cycle, the plaintext input
IO port is idle. Therefore, in the first two clock cycles of the AddRoundKey operation,
if two logic 1 are continuously fed to the plaintext input port, the 3-bit counter will
reach to “101”, next then the hardware Trojan enable signal T_EN will turn to logic 1
i.e. the Trojan payload will be activated, nor the 3-bit counter will be reset and waiting
for next possible trigger change. Note that, in this example implementation, to obtain
the two bits external off-chip trigger signal, we have to lose the first two digits of the
RoundKey, but that does not matter since we can recover the complete 128-bit key by
the exhaustive method. To emphasize that, since the trigger signals including internal
signal and external signal and “don’t-care states”, and related to sequential circuit
implementation, we say that our Trojan has rare trigger condition.

4 Verification

In order to verify the effectiveness of our hardware Trojan technique, we have
embedded the hardware Trojan into the key path of AES-128 bit-serial architecture [9],
which is an extremely small area lightweight cipher architecture, according to the
mechanisms we presented in Sect. 3. It is to be noted that, due to intellectual property
reasons, we did not get the implementation detail of its AES-128 control logic in [9],
but this does not affect our analysis of the area of our Trojan, by synthesizing the
Trojan as a separate module.

Taking the implantation of Trojan1, which is highlighted in red in Fig. 2, as an
example. Plotted in Fig. 4, the input-output characteristic waveforms of the Trojan
circuit displays that the payload part of Trojan1 could steal the RoundKey bit by bit
once it was triggered by the Trojan trigger enable signal T_EN. Furthermore, we
synthesized Trojan payload circuit with the GSMC 180 nm Mixed-Signal 1P7M
process, and from the cell report provided by the synthesizer, we can find that only one
register, i.e. 8 GE (Gate Equivalent), is required to achieve the stealing function. In
addition, using the data reported in [9], the smallest implementation of AES-128
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Fig. 3. The trigger mechanism architecture.
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encryption only 1560 GE, we could get the Trojan’s payload area occupancy ratio is
about 0.0051%.

In the light of the mechanism of trigger signals introduced in Sect. 3 plotted in
Fig. 3, we have implemented the Trojan trigger cone circuit, and we have synthesized
the cone circuit with the GSMC 180 nm Mixed-Signal 1P7M process as well. From the
cell report supplied by the synthesizer the whole cone needs 49 GE, so its area
occupancy ratio over the lightweight cipher is around 3.04%. Therefore, the total area
occupancy ratio of our Trojan is 3.0451%. We have to emphasize that the area of the
hardware Trojan is related to the process, and can be further reduced by the choice of
the cells and superb layout design skills.

5 Conclusion and Discussion

In this paper, we introduce a general hardware Trojan design technique targeted on
lightweight ciphers which are based on bit-serial structure such as SKINNY, PRESENT,
AES and so forth. And four main metrics a sophisticated hardware Trojan should be
equipped with have been discussed briefly. The function of this Trojan is to steal the
RoundKey/Key serially and leak it to the attacker without causing any malfunction of
the host circuit. The payload circuit of the hardware Trojan can be constructed by only
one register and a NAND gate. As for the trigger signals of the hardware Trojan, we take
advantage of the “don’t-care states” of the host circuit, in the same time internal logic
control wires are utilized to shrink the changes of the host circuit. To put it differently,
we use both internal and external signals together to activate the hardware Trojan, which
helps the Trojan avoiding been detected by the traditional functional or structural testing
techniques. Moreover, though the examples in this paper are targeted on the 1-bit-serial
scenario, this Trojan scheme can tackle 2-bit serial cipher easily as well. In order to
demonstrate the effectiveness of this Trojan scheme, we inserted our Trojan into the key
path of a lightweight cipher and the results are in line with expectations. We hope that
through the introduction of this general hardware Trojan technique, we can alert the chip
designer to the consideration of hardware security.

Acknowledgement. The authors would like to thank Professor Hu He for early discussions.
And we would like to thank Amir Moradi et al. for sharing their SKINNY codes. This work was
supported by the National Science and Technology Major Project of China under Grant
2017ZX01030301.

Fig. 4. The input-output characteristic waveforms of Trojan1.

654 Y. Yang et al.



References

1. http://www.rcrwireless.com/20160628/0pinionlreality-check-50b-iot-devices-connected-
2020-beyond-hype-reality-tag10

2. Da Rolt, J., Di Natale, G., Flottes, M., Rouzeyre, B.: New security threats against chips
containing scan chain structures. In: 2011 IEEE International Symposium on Hardware-
Oriented Security and Trust, San Diego CA, p. 110 (2011)

3. Rostami, M., Koushanfar, F., Rajendran, J., Karri, R.: Hardware security: threat models and
metrics. In: Proceedings of the International Conference on Computer-Aided Design
(ICCAD 2013), Piscataway, NJ, USA. IEEE Press, pp. 819–823 (2013)

4. Kelly, S., Zhang, X., Tehranipoor, M., et al.: Detecting hardware Trojans using on-chip
sensors in an ASIC design. J. Electron. Test. 31(1), 11–26 (2015)

5. Qu, G., Yuan, L.: Design things for the internet of things: an EDA perspective. In:
Proceedings of the 2014 IEEE/ACM International Conference on Computer-Aided Design
(ICCAD 2014), pp. 411–416. IEEE Press (2014)

6. Gao, M., Wang, Q., Arafin, M.T., Lyu, Y., Qu, G.: Approximate computing for low power
and security in the Internet of Things. Computer 50(6), 27–34 (2017)

7. Jin, Y., Kupp, N., Makris, Y.: Experiences in Hardware Trojan design and implementation.
In: 2009 IEEE International Workshop on Hardware-Oriented Security and Trust, Francisco,
CA, pp. 50–57 (2009)

8. Wang, X., Tehranipoor, M., Plusquellic, J.: Detecting malicious inclusions in secure
hardware: challenges and solutions. In: 2008 IEEE International Workshop on Hardware-
Oriented Security and Trust, Anaheim, CA, pp. 15–19 (2008)

9. Jean, J., Moradi, A., Peyrin, T., Sasdrich, P.: Bit-sliding: a generic technique for bit-serial
implementations of SPN-based primitives. In: Fischer, W., Homma, N. (eds.) CHES 2017.
LNCS, vol. 10529, pp. 687–707. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-
66787-4_33

10. Beierle, C., et al.: The SKINNY family of block ciphers and its low-latency variant MANTIS.
In: Robshaw, Matthew, Katz, Jonathan (eds.) CRYPTO 2016. LNCS, vol. 9815, pp. 123–
153. Springer, Heidelberg (2016). https://doi.org/10.1007/978-3-662-53008-5_5

11. Stallings, W.: Cryptography and Network Security: Principles and Practice. Pearson, Upper
Saddle River (2017)

12. Lv, Y.Q., Zhou, Q., Cai, Y.C., et al.: Trusted integrated circuits: the problem and challenges.
J. Comput. Sci. Technol. 29(5), 918–928 (2014)

13. Zhang, J., Yuan, F., Xu, Q.: DeTrust: defeating hardware trust verification with stealthy
implicitly-triggered hardware Trojans. In: Proceedings of the 2014 ACM SIGSAC
Conference on Computer and Communications Security, pp. 153–166. ACM (2014)

14. Zhang, J., Xu, Q.: On hardware Trojan design and implementation at register-transfer level.
In: 2013 IEEE International Symposium on Hardware-Oriented Security and Trust (HOST),
pp. 107–112. IEEE (2013)

15. Jin, Y., Makris, Y.: Hardware Trojan detection using path delay fingerprint. In: 2008 IEEE
International Workshop on Hardware-Oriented Security and Trust HOST, pp. 51–57 (2008)

16. Wolff, F., Papachristou, C., Bhunia, S., et al.: Towards Trojan-free trusted ICs: problem
analysis and detection scheme. In: Design, Automation and Test in Europe, pp. 1362–1365.
IEEE (2008)

17. Wang, Q., Wang, A., Qu, G., Zhang, G.: New methods of template attack based on fault
sensitivity analysis. IEEE Trans. Multi-Scale Comput. Syst. 3(2), 113–123 (2017)

A General Hardware Trojan Technique Targeted on Lightweight Cryptography 655

http://www.rcrwireless.com/20160628/0pinionlreality-check-50b-iot-devices-connected-2020-beyond-hype-reality-tag10
http://www.rcrwireless.com/20160628/0pinionlreality-check-50b-iot-devices-connected-2020-beyond-hype-reality-tag10
http://dx.doi.org/10.1007/978-3-319-66787-4_33
http://dx.doi.org/10.1007/978-3-319-66787-4_33
http://dx.doi.org/10.1007/978-3-662-53008-5_5


Identification and Trust Techniques
Compatible with eIDAS Regulation

Stefan Mocanu1(&), Ana Maria Chiriac2, Cosmin Popa2,
Radu Dobrescu1, and Daniela Saru1

1 University Politehnica of Bucharest, Splaiul Independentei 313, Bucharest,
Romania

stefan.mocanu@upb.ro
2 Ingenios.ro, George Constantinescu 2C, Bucharest, Romania

Abstract. This study presents the current situation (starting with January 2015)
related to EU Regulation eIDAS. eIDAS represents the latest EU initiative to
build a common framework for electronic identification and trust services. It was
the intention of European Council to elaborate and impose a minimal legislation
which should guarantee compatibility and interoperability of national identifi-
cation and trust systems while still allowing the existence of local legal flavors.
It is expected that eIDAS will offer safer interactions between various entities
(such as private enterprises, public enterprises, citizens, administration) thus
contributing to the growth of European market and the improvement of cross-
border transactions. Exposure of the current state is combined with suggestions
and discussions about improvements to the former eID resulting from the new
regulation. A section on the implementation of interoperability framework in
some member states gives a first insight into the work which will be required in
the next few years for completing the implementation. This paper presents a
thorough review of the main identification and trust techniques in eIDAS and the
differences to previous or more local similar frameworks.

Keywords: eIDAS � eID � Trust � User identification � Interoperability �
Electronic signature � Remote signing

1 Introduction

1.1 What Is eIDAS?

The EU eIDAS (Electronic ID and Trust Services) regulation [1] has been developed to
support the existence of a single European market and secure electronic commerce. For
organizations making online transactions with European citizens, the Regulation brings
not only significant opportunities but also raises many new requirements.

EIDAS imposes standards for electronic identity, authentication and electronic
signature. The main purpose is to encourage and support e-commerce by introducing
measures to increase its security. EIDAS replaces an old European Commission
directive. It is the 1999/93/EC Directive which regulates the electronic signature and
has been implemented in many EU countries. As a result, all national implementations
related to the electronic signature need to be re-evaluated in order to comply with
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eIDAS. Unlike the Directive governing the use of electronic signatures, eIDAS has
been developed in the form of a Single Regulation, which implies the existence of a
single set of rules applicable to all EU countries [1, 2].

The European Council requested the Commission to create a digital single market
[9, 13] by 2015, with the aim of rapid progress in the digital economy, but also because
legal certainty is absolutely necessary for both citizens and businesses before they
interact digitally. Figure 1 presents an overview of eIDAS framework.

In the previous figure, one can identify the most important components of eIDAS
environment. The Regulation itself along with other European normative acts will ensure
the compatibility and interoperability of all local or national subsystems. At this level,
othermandatory aspects are decided. It is the case of building andmaintaining a global list
of trust service providers (or TSPs) or issuing technical infrastructure requirements (for
example: the format of the electronic signature or the functionality of hardware devices
used for generating signatures or seals). It is also the case of amending and/or adopting
various standards elaborated by industry or R&D entities to cover the requirements of the
Regulation. Another component of the eIDAS legislation is given by national/local
legislation. The restrictions, in this case, demand that national requirements cannot be
lower than global ones if the interaction with a fully compliant eIDAS entity is aimed.

Fig. 1. eIDAS framework
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The Digital Single Market features digital identification (eID) and e-Trust Services
(eTS). The old directive has led to a confusing situation with regard to the multiple
types of signatures of individuals and their verification methods when dealing with the
issue of interaction with other parts of each Member State of the European Union.

Thus, the purpose of the regulation is that both individuals and legal entities can use
their national electronic identity (eID) in any of the EU Member States to access
various government services and to be able to make secure electronic transactions,
taking advantage of their rights in all Member States [3].

The eIDAS regulation applies both to government entities and to private compa-
nies offering online services to EU citizens who recognize or use elements such as
electronic identity, authentication, or electronic signature. For this reason, all entities in
question must be able to recognize the electronic signature formats as well as the
electronic identities of EU citizens, regardless of their country of origin.

These restrictions and provisions apply to services related to: tax returns (or taxes),
insurance contracts, bank contracts, medical or pharmaceutical records or commercial
relationships between private companies. Although on November 25th 2018, the EU
leaders signed the final agreement for BREXIT [4] it is expected that UK will make
efforts to be part of eIDAS environment [5] just like other non-EU countries such as
Switzerland [6], Iceland or Norway [7].

1.2 Current State of Implementation in EU

At EU level, there are entities whose responsibility is to implement this regulation and
secondary legislation has been developed to that end. Therefore, according to the
Commission document, the situation at Union level is as follows:

• There are 9 member states that have defined the accreditation scheme for digital
certificate providers according to the standards in force (ISO 17065/ETSI EN
319403). These states are: Spain, Belgium, Czech Republic, Austria, Slovakia,
Luxembourg, Italy, Poland and Latvia.

• 15 of the member countries already have the national legislation needed to
implement eIDAS. These countries are: Sweden, Estonia, Latvia, Finland, Austria,
Croatia, Belgium, Malta, Poland, Slovakia, Spain, Netherlands, Czech Republic,
Italy and Slovenia

• Among the member countries, 3 are in the process of developing the necessary
legislation: Luxembourg, Lithuania and Germany

• Instead, Romania (along with Portugal, Greece, Bulgaria, Hungary and Ireland) is
among the 6 countries where there is no detailed information on the implementation
stage of eIDAS.

Although the Regulation does not require a national law to adopt the legislative
decision, there are certain responsibilities that each member state of the Union has,
responsibilities that need to be achieved by internal legislation. These include setting
means for identifying citizens, defining sanctions and appointment of a supervisory
body that will define how to check the providers and help cooperation with other
Member States.
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2 Essentials of eIDAS

There are two essential aspects of eIDAS Regulation. The first part is related to the
identification services of an entity and deals with the electronic identification
schemes. The second part addresses the requirements for eIDAS trust services,
including e-signature, web authentication and other e-mail services.

Much of the eIDAS Regulation is focused on requirements for electronic signa-
tures, as set out in Directive 1999/93/EC. A simplified eIDAS architecture is presented
in Fig. 2.

As depicted in the previous figure, there are 3 key elements related to the eIDAS
working environment [8]. First is related to electronic signature and aims to define a
structure and the format of the electronic signature as well as the means to place the
signature in various document formats. The second is related to Trust Service Providers
(TSPs) which are certified entities that can provide the necessary information to
develop and support trust services. The third is related to various hardware devices
(hardware security module - HSM) that will be used to generate secure electronic
signatures. Since these devices will be manipulated by regular users, they must be
reliable, easy to use and user friendly.

Figure 3 presents a possible scenario for integrating eID with trust services as
presented in eIDAS.

Figure 3 describes the following situation: Ion is a Romanian citizen that is using
the services of a German bank. When logging on the e-banking application, Ion’s
e-identity must be confirmed. After this, Ion can fill banking documents but, in order
for these to become effective, they must be signed via a Qualified Trust Service
Provider. Based on Ion’s interactions with the National Identity Provider and the

Fig. 2. Simplified eIDAS architecture
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Qualified Trust Service Provider, he can use a third’s party services (in this case, a
bank) without needing additional means (such as a token) to authenticate. This sce-
narios has a lot of advantages since it can be easily replicated and scaled to an
undefined number of relations without the need for the client to use supplemental eID
and trust services. In other words, it is easy to avoid the situation in which a client
works with several banks, for example, and is forced to carry with him and use all the
time many tokens. This is very close to “one size fits all” philosophy.

2.1 User Identification and Trust in eIDAS

Electronic Identification (e-Identification or eID)
With the increase of online services now available even in remote regions, methods of
uniquely identifying users had to be developed. It is the case of eID which must ensure
secure access to online services and electronic transactions made by each individ-
ual. eID maps the virtual presence of a person to his or her physical identity so this will
be allowed to use various online services. Until now, existing eIDs across Europe could
not be used in other countries but the one they were issued in. Lack of an unitary
legislation framework obstructed or, at least, did not facilitate cross border transactions,
banking or healthcare transactions or other similar processes between entities located in
different countries [9]. eIDAS Regulation comes to fix this problem by giving the eIDs
the legal validity for cross-border transactions [11, 12] and allowing them to have the
same legal status as traditional paper-based processes.

Previous aims and scopes of eIDs are not only preserved but also extended in
eIDAS. The user must benefit from a fast, easy and secure access to electronic services
regardless of their supplier (that can be local or national administrative entities [18],
public or private enterprises, individuals etc.) under a strict protection of his personal

Fig. 3. eID and trust services in eIDAS
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data. The extensions refer to accessing transnational services that may include: Euro-
pean wide identity (which will improve frequent border crossing based transactions),
European travel or health insurance (which will reduce time wasting and formalities in
case of critical events), banking (as presented in Fig. 3), business and many other
situations in which various short or long term exchanges and transactions. Let’s take,
for example, the case of students that are involved in programs like ERASMUS. Today,
in many European countries, for these students temporary local ID cards are issued.
Once eIDAS will be fully operational, these formalities will no longer be necessary,
saving a lot of time and resources. In this respect, a survey [2] was initiated by the
European Commission in May 2017.

Although the electronic identification of the citizen musts be done by their national
authority, eIDAS Regulation imposes that electronic IDs of all EU citizens must be
recognized in all EU countries, regardless their place of issue. In this respect, eIDAS
regulation does not aim to level national standards on identity management so it allows
different eID methods as long as they are interoperable. These provisions will apply to
government services and any other services that rely on identities issued by national
authorities. For these reasons, there is more pressure on the public entities and less to
the private entities since the latter will only need to use information not generate it.

There are three levels of safety of eIDAS identification schemes: low, substantial
and high. All EU entities must accept the level of safety considered by the issuing
authority. This will generate the possibility of giving individual access to services that
require a certain level of safety.

Prior to eIDAS, several similar initiatives were carried, some of their ideas being
imported into eIDAS. One of the projects, STORK (Secure idenTity acrOss boRders
linked [10, 11], failed to be implemented due to the lack of legislative support. With the
lesson learnt, eIDAS came not only with the technical aspects necessary for the
implementation of cross-border identification but also the necessary legal framework.
There are reports [14] which reveal the fact that some national eID systems are already
classified as “high” on the safety scaled of eIDAS.

Web Authentication
With web authentication, eID users can be recognized anywhere when they need
certain services. The Regulation stipulates the use of verification and validation cer-
tificates for website authentication, as means to guarantee a trust service [1, 16].

Online services dedicated to integrating digital security providers, managers and
consumers at high levels of security must, in turn, meet certain standards of identity
certification. In this regard, we investigated several studies conducted by the European
Network and Information Security Agency (ENISA) on Qualified Web Authorization
Certificates [16, 17]. These specifications are an integral part of the eIDAS Regulation
and provide standards on which Digital Identity Providers can qualify for TLS
(SSL) identity as well as the security conditions that a website has to meet to qualify as
provider of secure online services.

Electronic Signature (eSignature)
User identification, electronic or physical, is, most of the times, not enough for guar-
anteeing that a transaction or agreement is valid and will be carried out without
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problems. For this reason, the handwritten signature is applied on paper documents and
an electronic equivalent is needed for electronic documents.

The use of electronic signatures has grown steadily in electronic transactions, both
in the governmental/local administration and private environments. As presented in [8]
the usage of electronic signature had an increase rate of 2.5 from 2012 and 2014
(interval for which certain data is available) and is estimated to have an increase rate of
4 (between 2012 and 2015) and of about 6 (between 2012 and 2016). By the moment
this study was elaborated, no certain data for 2015, 2016 and 2017 were published.
Other statistics reveal that, in present, over 43.3% of private companies use electronic
signature,

The electronic signature must fulfill two functions:

– Authenticate signer
– Offer the guarantee that a document was not been modified in any ways after the

signature was inserted.

The signature itself (container and content) can be presented in various forms:
email signature, scan or picture of a written signature, signature generated by a dedi-
cated device or application. For a higher level of trust, eIDAS brings two new types of
electronic signature: Advanced Electronic Signature (AES) and Qualified Electronic
Signature (QES).

The advanced electronic signature must meet the demands of a regular electronic
signature by uniquely identifying the signer and guarantying that the signed document
was not altered after the signing but also it must guarantee that the signer himself was
in control of the signing process. Simply put, the AES must exceed a simple electronic
signature by containing elements capable to eliminate identity theft.

The qualified electronic signature is a particular case of advanced electronic sig-
nature. The QES must be supported by a qualified creation device and, in addition, by a
qualified “public key” certificate issued by a TSP. It has been mentioned before that
TSP and the generator devices list is managed at global level so they must undergo a
sever assessment process before being invested as “qualified”. The qualified electronic
signature is the only type of electronic signature that will have the same legal value
with the written signature so it will not be subject of a potential legal dispute. The other
types of electronic signatures may have the same functionality but they are not as
strong so a possible legal dispute related to a signed document must be settled in a court
of law.

Remote Signature
eIDAS allows the use of remote signing services. In the case of a local signature, the
user will create it by using a security hardware device. Remote signing is an alternative
to local signature creation by providing a remote signature creation mechanism. For
this to be possible, the signing keys are no longer on a portable device but are provided
remotely via a service that simulates a physical HSM. Thus, the user is no longer
dependent on a physical device that can be lost, stolen, or deteriorated. Currently, this
approach appears to be largely preferred by the general public.

The general idea is to replace the physical HSMs with an online service provided
by a TSP where the user’s signing keys are held. A similar idea was presented in [15].
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The signature functionality and recognition by third parties is totally the same but the
signing process can be done by using a smartphone or computer with a minimal web-
browser. This novelty approach introduced by eIDAS is highly supporting the online
transactions which exhibit continuous growth. Another important help is coming from
the high degree of penetration and use of smartphones which eliminate any constraints
when it comes to mobile access of web services.

A remote signing procedure is presented in Fig. 4. As one can see, the procedure is
simple and requires very few resources from the user. The TSP receives requests from
the users via a safe channel (for example, HTTPS), is generating electronic signatures
and sends them back to the users. The generation process is based on the users’ signing
keys stored on the HSMs hosted by the TSP. Upon request, each user is activating his
own signing key based on some secure credentials. Since the entire signature gener-
ation process is at the TSP level, it is mandatory that a high level of security is
implemented on site. Users’ devices (smartphones or computers) must have multiple
layers of security when are being used for remote signing purposes. For example, the
access for regular non-critical applications (phone, Waze, weather etc.) can be granted
based on a simple PIN but the access for credentials should require stronger security
(longer passwords, biometric features etc.).

Depending on the security of the signature request and signing key activation,
eIDAS refers to 2 levels of remote signing. In fact, this is related to the entity where
signing key activation is done at the TSP. In case of Level 1 remote signing, the key
activation is made inside the signing application (see Fig. 4). This makes the signing
application the only entity where user’s activation request is received, processed and
executed. Level 1 remote signing does not impose special restrictions to HSMs which
can be any certified module. This approach may raise some questions or suspicions
related to the fact that TSP’s signing application obtains the user’s activation key.
Higher level of security is granted by Level 2 remote signing. In this case, the signature
activation is done by the HSMs (see Fig. 4), whilst the signing application only
receives and passes the user’s activation data without executing it. This way, the risk of
compromising the user’s data is reduced to minimum.

Fig. 4. eIDAS remote signing procedure

Identification and Trust Techniques Compatible with eIDAS Regulation 663



3 Conclusions

In this paper, an investigation over the electronic identification and trust techniques
from eIDAS is presented. The eIDAS Regulation seeks to create a unique and safe EU
market for government agencies, public and private enterprises and online service
providers.

Prior to eIDAS adoption, the heterogeneity of national or local electronic identity
and trust systems prevented any efforts of making them compatible and interoperable.
The solution for these problems came under the form of a mandatory legislative act
issued by EU for harmonizing electronic identification and trust services.

The functionality and philosophy behind eIDAS are presented together with the
stages of implementation in various countries of EU. The main electronic identification
techniques and differences to the former ones are analyzed and presented in detail.
Trust aspects related to the user, as individual, are also presented under various forms
of electronic signature.

Although eIDAS aims to unite the European legislation in its field, it must be
pointed that eIDAS will not enforce a common, unique identification system but will
ensure the compatibility and interoperability of national systems. This should be totally
transparent to the end user which should only benefit from the advantages derived from
the implementation of the new regulation.

Acknowledgement. The work has been funded through the research project COOPID mySMIS-
115656.
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Abstract. Moving object gathering pattern refers to a group of incident or case
that are involved large congregation of moving objects. Mining the moving
object gathering pattern in massive and dynamic trajectory data streams can
timely discover the anomalies in the group moving model. This paper proposes a
moving object gathering pattern mining method based on trajectory data stream,
which consists of two stages: clustering and crowed mining. In the clustering
stage, the MR-GDBSCAN clustering algorithm is proposed. It uses the grid to
index moving objects and uses the grid as a clustering object and determines the
center of each cluster. In the crowed mining phase, the sliding time window is
used for incremental crowed mining, and the cluster center is used to calculate
the distance between different clusters, thereby improving the crowed detection
efficiency. Experiments show that the proposed moving object gathering pattern
mining method has good efficiency and stability.

Keywords: Gathering pattern � Trajectory data streams � Clustering � Crowed �
Sliding time window

1 Introduction

In recent years, with the development of mobile positioning, Internet, cloud computing,
big data technology and the popularity of smart terminals. Location-based information
services are increasingly enriched, and moving object trajectory data is continuously
concentrated in many information service platforms, such as website check-in data,
mobile signaling data, vehicle-mounted GPS data, RFID data, etc. The moving object
gathering pattern mining of massive and dynamic trajectory data can timely find some
moving object groups that are close to each other and move together [1], and provide
services for traffic dispatching, public safety and other fields.

Many researchers have studied the moving object gathering pattern, such as flock
[2, 3], moving cluster [4], convoy [5, 6], swarm [7], companion [8]. As the research
progresses, its conditional constraints are more in line with human behavior patterns.
Zheng et al. [1] proposed a gathering pattern, which consists of clusters of at least n time
slices, and requires at least mp participator in each cluster. This method firstly establishes
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a grid index on the trajectory data, then clusters themoving objects on each time slice, and
proposes a closed crowed concept to detect the moving object gathering pattern. The
concept of participator proposedmakes the patternmore suitable for the behavior patterns
ofmoving objects in real life. Zhang et al. [9] proposed a gathering patternminingmethod
based on spatio-temporal graph. It finds the largest complete subgraph that satisfies the
spatiotemporal constraints in the spatio-temporal graph composed of clusters, and then
mines the gathering pattern at a given time or position. Zhang et al. [10] considered that
the gathering pattern is defined based on the “co-occurrence” pattern. It has a “parking
problem”, and the mining results are mixed with a large number of non-moving aggre-
gated objects. To solve this problem, a converging pattern based on groupmotion process
modeling is proposed. Yang et al. [11] used a quadtree to index data in the DBSCAN
clustering algorithm to improve the mining efficiency of the converging pattern.

It can be seen that themoving object gathering pattern miningmethod is continuously
improved with the change of data characteristics such as static data, dynamic data, big
data, and streaming big data. Therefore, how to conduct efficient gathering mode mining
in big data and streaming environment is the current research hotspot. This paper focuses
on trajectory big data with streaming features, and relies on the Spark Streaming [12]
framework to efficiently mine the gathering pattern of moving objects from the trajectory
data stream. In the streaming environment, data is continuously received and gathering
results are continuously output. If only the closed-crowed [1] is found, it often requires a
large delay to obtain the gathering result, and it is not well adapted to the service
requirements with high timeliness such as road condition analysis and route planning.

The main contributions of this article are: (1) A grid-based clustering algorithm is
proposed. The algorithm first maps each moving object into a unique grid, and records
the number of moving objects in the grid as weight, and then clusters the weighted grid
to improve the efficiency of clustering. (2) An incremental open crowed detection
algorithm based on sliding time window is proposed. First, set the sliding time window
width and the window sliding distance, then cluster each time window data in the sliding
time window, and then mine the crowed in the sliding time window. With the newly
arrived time window data, the crowed detection result of the last sliding time window is
multiplexed to update the crowed detection result of the current sliding time window.

The remainder of the paper is organized as follows. The relevant definitions of the
moving object gathering pattern are given in Sect. 2. A gathering pattern mining method
based on trajectory data stream is described in detail in Sect. 3. We evaluate the effi-
ciency and scalability of the method in Sect. 4, and summarize the full text in Sect. 5.

2 Definition

For the convenience of description, the related concepts and symbols are first defined.

2.1 Snapshot Trajectory

Given themoving object databaseODB and the time domain of database TDB, the snapshot
trajectory Slii ¼ oi; tið Þjoi 2 ODB; ti 2 TDBf g, Slii is the snapshot trajectory of themoving
object oi in the ti time slice. It belongs to a subset of the snapshot trajectory set Sli.
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2.2 Core Grid

Given the distance threshold r, and the cluster density threshold mc, the grid x;yð Þ is a
core grid when any of the following conditions are satisfied:

1. The number of moving objects in the grid grid x;yð Þ is more than mc.
2. The grid in the neighborhood of the grid grid x;yð Þ contains more moving objects

than mc.

2.3 Snapshot Cluster

Let the set ci ¼ o1; o2; . . .; oif g be a set of moving objects of a time slice i 1� i� kð Þ.
For a given cluster density threshold mc, and a distance threshold r. ci is a snapshot
cluster when the following conditions are satisfied:

1. size cið Þ�mc.
2. The distance between the members of ci in the grid gk and gp is not greater than r,

Dist gk; gp
� ��r.

2.4 Crowed

Given the moving object database ODB, the cluster density threshold mc, the distance
threshold r, and the lifetime threshold kc, a crowed Cr is a sequence of snapshot
clusters at consecutive timestamps, i.e., Cr ¼ cta ; ctaþ 1 ; . . .; ctb

� �
. The following con-

ditions need to be satisfy [1]:

3. The lifetime of Cr is defined as Cr:s, is not less than kc, i.e., Cr:s ¼ b� aþ 1� kc.
4. There are at least mc objects at any time, i.e., 8a� i� b; ciij j �mc.
5. The distance between two consecutive snapshot clusters is not greater than 2r, i.e.,

dH cti ; ctiþ 1

� �� 2r; 8a� i� b� 1.

2.5 Participator

In crowed Cr, a moving object can be referred to as a participator, which appears at
least kp times in the crowed [1].

2.6 Gathering

A crowed is a gathering, which has at least mp participator in each snapshot cluster [1],
i.e., 8ct 2 Cr; ojo tð Þ 2 ct; o 2 Par Crð Þf gj j �mp.

Figure 1 is an example of the movement trajectory of seven moving objects in
seven time slices. By definition, o1; o2; o3; o4 form a gathering, and o5; o6; o7 form an
another gathering. The symbols used in this paper are listed in Table 1.
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3 Gathering Pattern Mining Method Based on Trajectory
Data Stream

In the streaming environment, the trajectory data is continuously received, we contin-
uously cluster in each time window, and perform crowed detection in the sliding
time window. If the crowed is detected in turn for each time window in each sliding
time window, the efficiency is often unsatisfactory. Therefore, it is considered to use
the incremental detection method to perform crowed mining on the real-time arrival
time window. The structural framework of the method described in this paper is shown
in Fig. 2, which mainly includes two parts: moving object clustering and crowed
detection.

Fig. 1. Moving object gathering pattern.

Table 1. Table of notations.

Notation Definition Notation Definition

ODB Moving object database dH ci; cj
� �

Distance between clusters ci; cj
TDB Time domain of database kc Lifetime threshold of a crowed
ti A time point in TDB mc Cluster density threshold
oi A moving object Par Crð Þ Participator set of a crowed Cr

Slii A snapshot trajectory at time ti kp Lifetime threshold of a participator
ci A snapshot cluster at time ti mp Support threshold of a gathering
Cr A crowed r Distance threshold
Cr:s The lifetime of a crowed

Fig. 2. Spark Streaming-based trajectory data stream gathering pattern mining method frame-
work.
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3.1 Grid-Based Clustering Algorithm

Clustering is the key to crowed mining. In order to improve the clustering efficiency, a
grid-based clustering algorithm (Grid-based MR-DBSCAN, MR-GDBSCAN) is pro-
posed based on MR-DBSCAN [13], which clusters moving objects in each time
window. Given the data set ODB, the algorithm is divided into four steps:

The first step is to generate a grid structure grid x;yð Þ, where x represents the abscissa
and y represents the ordinate. The grid structure determines that the maximum number
of grids does not exceed x � y. For each moving object, it is assigned to the corre-
sponding grid according to its latitude and longitude coordinates.

The second step is data partitioning. In the distributed environment, data parti-
tioning may make the results of clustering inaccurate, especially those that are close to
the partition boundaries. For example, the objects o1; o2; o3 belong to ci, but if the data
is partitioned, o1; o2 are partitioned in the same partition, but o3 is in another partition.
It causes the clustering results in the partition to be inconsistent with the clustering
results on the entire snapshot cluster, but it is less efficient if all the data is clustered on
one partition. Therefore, the partitioning method in the MR-DBSCAN algorithm is
used for processing.

The third step is local clustering. Using grids as clustering objects instead of
moving objects can greatly improve clustering efficiency.

The fourth step is to merge clusters. Using the MR-DBSCAN algorithm, the
clusters in each partition are combined to obtain the global clustering result.

Grid Construction. Given a data set ODB, each point has its own grid. It is calculated
as follows:

x ¼ x� xmin
@

l m
; y ¼ y� ymin

@

l m� �
ð1Þ

where @ is the length of the grid, the value is half of r, xmin and ymin are the minimum
longitude and minimum latitude of ODB. We define nxy to represent the weight of
grid x;yð Þ, which is the number of moving objects contained in the grid. Once all the data
has been mapped to the corresponding grid, the weight of the grid can be determined.
Then, the average value of the latitude and longitude is calculated by the coordinates of
all the moving objects of the grid as new grid coordinates, so that the grid coordinates
changewith the distribution of the objects in the grid. The final data format looks like this:
newgrid; time; oldgrid; nxy
� �

, where newgrid represents the grid id (including x coordi-
nate and y coordinate), which is the average calculated grid coordinate, time indicates the
time slice number, oldgrid indicates the old grid id. Figure 3 is an example of a grid
construction where the number is the weight of the grid.

Local Clustering. The DBSCAN clustering algorithm can identify whether the subset
is a cluster based on the subset density of a data set, and can identify cluster clusters
of arbitrary shapes, but its time complexity O n2ð Þ is unacceptable when clustering
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massive amounts of data. In the process of local clustering, using the grid as the
clustering object instead of using the point as the clustering object makes the clustering
efficiency greatly improved. Figure 4 shows an improved local clustering algorithm.

The algorithm starts from any unvisited grid p in the dataset and traverses in order.
Second find all the grids in the neighborhood of the grid p as its neighbor grid, and then
sum the weight of its neighbor grids. If the sum is smaller than the parameter Minpts,
the grid p is marked as a noise grid, and then turn to next grid. Otherwise p is a core
grid, build cluster cp based on grid p, and then perform the same detection and
expansion on its neighbor grid.

The time complexity of the algorithm is OðPpartition
i¼1 ð Sij j � getNeighbor-GridðÞÞ

where partition is the number of partitions, Sij j is the number of grids in each partition,

Fig. 3. Grid construction

Fig. 4. Local clustering algorithm
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and GetNeighborGridðÞ is the time to get its neighbor grids. Therefore, the time
complexity of the algorithm depends on the number of partitions, the number of grids
in the partition, and the time it takes to find its neighbors.

3.2 Incremental Crowed Mining Algorithm Based on Sliding Time
Window

In the detection process of the crowed, the concept of sliding time window is used, and
the crowed is mined in the sliding time window. When the new time window arrives, it
will reuse the crowed mining result of the last sliding time window to update the
crowed result of the current time window, which saves space and reduces the amount of
calculation. Figure 5 is a sliding time window model, which uses three times windows
as the calculation window of the sliding time window, and slides one time window
distance. Figures 6 and 7 briefly describe the func function and the invFunc function
for incremental mining crowed that rely on the reduceByKeyAnd Window (func,
invFunc, windowLength, interval) functions of the Spark Streaming framework, where
windowLength represents the length of the sliding time window, interval represents the
sliding distance.

Relying on the reduceByKeyAndWindow function, it will call the func function to
perform crowed mining for each time window. When the sliding time window size is
equal to its set value, the mining result of the current sliding time window will be
output. When the fourth time window comes, the invFunc function is called to process
the candidate crowed result of the last sliding time window, which will get a new
crowed candidate set. Then, this new crowed candidate set will be combined with the
cluster in the current time window to expand into a new crowed.

In daily life, a large gathering, parade and other activities, the flow of people is
often very slow, gradual, rather than mutated [1], the shape and size of the population
changes relatively slowly. Therefore, the cluster center can often represent the position
of the cluster and can be used to calculate the distance between the cluster and the
cluster, which can improve the calculation efficiency.

Fig. 5. Sliding time window model
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4 Experiment

The experiment used data provided by Datacastle’s Traffic Line Time Prediction
Competition [1], which contains more than 1.4 billion GPS records for more than
14,000 taxis in Chengdu. The data is recorded from August 03, 2014 to August 30,
2014, and the upload interval is one minute. We attach a time attribute to the car id to

2. addClaster
3. for each crowed candidate cc in CC do
4. Cr’ FindCluster(cc, CW) //find the set if clusters that are within 

distance to cc.
5. addClaster addClaster Cr’
6. if Cr’ = then
7. CS CS cc
8. else
9. for each c in Cr’ do
10. cc cc c
11. CS CS cc
12. CS CS notAddedCluster(addCluster, CW) //the clusters cann-ot 

be appended to any current crowed camdidate will become new 
crowed camdidate. 

13. return CS 

Algorithm 2 func (CC, CW) 

Input: Crowed candidate set for the current sliding time window CC  
Cluster set of the next time window CW 

Output: Crowed set within the current sliding time window CS
1. CS

Fig. 6. Crowed detection algorithm

Algorithm 3: invFunc (CC, CW) 
Input: Crowed mining results from the last sliding time window CC

The cluster in Time window that is discarded in the current sliding 
time window CW

Output: Duplicate crowed set DC
1. DC
2. for each window w in CW do
3. for each cluster c in w do
4. DC  updateCrowed(c, CC) //find the cluster in the Crowed 

and delete it in the Crowed.
5. return DC

Fig. 7. Update crowed algorithm
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bring all the data to one day. In this experiment, we generate 3 sets of data, D1 has up
to 250,000 moving objects, D2 has up to 600,000 moving objects, and D3 has up to
1 million moving objects. As shown in Fig. 8, the amount of data processed in each time
window in each data set simulates a business activity, with a flow of people from more to
less. In the data stream, we send data to Kafka at intervals of 1 min, and then read the
data through Spark Streaming for processing. The experimental cluster consists of four
hosts. Its CPU is 4-core Intel(R) Xeon(R)E2430@2.2 GHz, 8G memory, running Linux
operating system, building Hadoop 2.60 and Spark1.60 distributed cluster.

4.1 Efficiency Evaluate

Given the data set D1, the time database ODBj j contains 30 time slices, First set the
cluster density threshold mc = 10, sliding time window = 6 min, window sliding dis-
tance = 1 m, time threshold = 4 min, distance threshold r take GPS coordinate
interval = 0.002, the distance is about 200 m, crowed clustering distance threshold
l = 2r. Figure 9 shows the gathering pattern mining processing time in which the
sliding time window has six-time windows and the sliding distance is one time win-
dow. The processing time is obtained by observing the Spark UI. As can be seen from
the figure, as the amount of data in each time window increases, the change of the
mining time of the gathering pattern based on the MR-DBSCAN algorithm and the
Crowed-TAD algorithm (abbreviated as Crowed-TAD) is consistent with the change of
the data amount. It has good mining efficiency when the amount of data is small.
However, with the change of data volume, the processing time of the gathering pattern
detection method (abbreviated as Proposed) based on MR-GDBSCAN algorithm and
incremental open crowed detection algorithm based on sliding time window remains
stable, and the gathering pattern mining is more efficient.
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4.2 Scalability Evaluate

On the datasets with different data volumes, the Proposed method is evaluated for
scalability, and its parameters use the parameter settings in the efficiency evaluation. As
can be seen from Fig. 10, as the amount of data in the data set continues to increase,
although the detection time increases, the gathering pattern mining efficiency remains
within an acceptable range.

5 Conclusion

Moving object gathering pattern is a research hotspot in mobile object pattern mining.
In order to adapt to the efficient gathering pattern mining requirements in big data and
streaming environment, this paper proposes a moving object gathering pattern mining
method based on trajectory data stream. The method first optimizes the traditional
DBSCAN clustering algorithm, which uses grids to cluster and make clustering more
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efficient. Then incremental crowed detection is performed on the sliding time window
to improve the efficiency of the gathering pattern retrieval. Experiments show that this
method has better advantages in mining efficiency and scalability.
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Abstract. With the acceleration of urbanization and motorization, the charac-
teristics and rules of residents’ travel are constantly changing. Analysis of this
information provides reference and guidance for transportation planning, urban
management and residents’ travel. With the development of mobile positioning
and wireless communications, GPS signals, mobile phone signaling data and
other data have established the foundation for obtaining wide-area travel
information. This paper proposes a travel mode recognition method based on
mobile phone signaling data. In the data preprocessing stage, the method
effectively identifies and processes exceptions such as “ping-pong switching”
effect and “data drift” effect through time-space threshold filtering, and accu-
rately recognizes key points in the trajectory segmentation stage through feature
analyses. In the recognition stage, this method utilizes the road network con-
straints to improve the calculation of features. The experimental results show
that the method can effectively recognize the mode of residents’ travel according
to the mobile phone signaling data.

Keywords: Travel mode recognition � Mobile phone signaling �
Clustering analysis � Data preprocessing � Road network constraints

1 Introduction

Travel mode analysis is one of the important categories in traffic analysis. It provides
reference and guidance for traffic planning, urban management and residents’ travel.
Travel mode refers to a group of vehicles or means used by residents to complete a trip,
such as walking, bicycles, motorcycles, cars, taxis, buses and rail transit. GPS signals
and mobile phone signaling are the main data sources for travel trajectory analysis.
Some researches extract position information from mobile phone GPS and other
modules to calculate characteristic parameters, and use machine learning and other
methods to recognize modes [1–3]. However, not all mobile devices have enabled GPS
module in real time, and such methods are less robust to the analysis of residents with
larger time spans and spatial extents.
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The signaling data reflects the user’s communication information such as mode,
time and location. The location information is obtained by collecting a cell identifi-
cation number or by a cellular positioning technology. Since the signaling data can
reflect the location information in a wide range of time and space, it is widely used in
urban computing, especially in the field of travel analysis.

On the other hand, the current methods for analyzing the travel modes use the
research framework made up of trajectory data preprocessing, trajectory segmentation
and recognition models [2]. But there are still several problems. Firstly, the data
anomalies are not fully considered in the preprocessing. The second is that it’s not
comprehensive enough in the trajectory segmentation, so that only one travel mode is
adopted for a single travel. This is often not practical enough. The third is that the
feature calculation method needs to be improved to enhance the accuracy of recog-
nition. Therefore, based on the existing methods, this paper improves these three steps
of data preprocessing, trajectory segmentation and mode recognition respectively to
improve the accuracy of travel mode recognition.

This paper consists of four sections. Section 1 is an introduction. Section 2 states
the problem, expounding the necessity of steps such as data preprocessing and tra-
jectory segmentation, and roughly introduces the solutions. Section 3 proposes the
recognition framework and proposes the solutions for each stage. Section 4 demon-
strates the effectiveness of the recognition method through experimental analysis.
Section 5 makes a summary.

2 Statement of Problem

Mobile phone signaling data cannot be directly used for analysis, since it is affected by
factors such as terrain fluctuations, building distribution and multipath effects during
propagation. And the uneven distribution of base stations makes the signaling data low
in positioning accuracy and poor in quality. Therefore, in this paper, data prepro-
cessing, trajectory segmentation and recognition models need to pay special attention to
the problems caused by these effects.

2.1 Mobile Phone Signaling Data

The signaling data includes fields such as MSID, Data_time, CELL_ID, etc. The MSID
is the unique identification number of the mobile phone user; Data_time indicates the
generated time of current signaling; The CELL_ID is the connected base station
number. The location of the base station is determined when the base station is planned
and constructed. Each base station number uniquely determines its coordinates, so the
user’s location information is hidden in the CELL_ID. Therefore, a single piece of
signaling data can be defined as Eq. 1.

signaling ¼ \MSID;Data time;CELL ID; . . .[ ð1Þ
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A set of signaling data for a user can be represented as Eq. 2, where the signaling
sequence is arranged in chronological order of Data_time.

userDATA ¼ signaling1; signaling2; signaling3; . . .f g ð2Þ

2.2 Track Definition

The mobile phone user number (id) can be determined by the MSID and stored in the
users, which contains the MSIDs of all mobile phone users, so the user number set
definition is as shown in Eq. 3.

users ¼ fid idj 2 MSIDg ð3Þ

The location point of a single user corresponding to a single piece of signaling data.
The location point definition is as shown in Eq. 4, where lng and lat respectively
represent the longitude and latitude of the location point corresponding to the piece of
signaling data, and t represents the signaling generated time, that is, t 2 Data_time.
The s is the velocity of each point. Use P to collect all points.

point ¼ \id; lng; lat; t ; s[ ð4Þ

A trajectory is a sequence of a series of position points of a single user stringed up
by time. The trajectory is defined as track, shown in Eq. 5. Where pointi 2 P, pointi.t >
pointi+1.t, and pointi.id = pointi+1.id.

track ¼ \point1; point2; . . .; pointi; . . .; pointn [f g ð5Þ

The sub-track is defined as travel in Eq. 6, which contains the sequence of the sub-
track points of the corresponding user.

travel � track ð6Þ

2.3 Data Preprocessing

Due to factors such as uneven distribution of base stations and obvious terrain dif-
ferences, the original signaling data has exceptions such as “data drift”, “ping-pong
switching”, and backtracking during recording [4]. It is necessary to accurately identify
these exceptions in the data preprocessing stage and properly handle them to guarantee
the data quality for subsequent operations.

2.4 Track Segmentation

“A trip” of a resident usually corresponds to multiple modes of travel [5], such as the
order of “walking” – “transit” – “railway” – “walking”. The different modes are
connected by “staying” or “transferring”. Therefore, it is necessary to identify these
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“key points” (stay points and transfer points) in advance, and then divide the travel
trajectory into several sub-tracks. Because different travel modes have large differences
in speed change and time consumption, it can be identified by means of travel distance
and travel time.

2.5 Travel Mode Recognition

In the study of travel mode recognition, the choice of travel feature variables has a great
influence on the accuracy. Literature [6] uses the sensor data collected by the spiral
instrument module in the mobile phone to analyze whether the user is in the bus or in
the car. Literature [7] selects two travel feature variables, travel distance and maximum
acceleration, to identify the four modes of travel including walking, bicycle, bus and
car. Through analyzing the historical trajectories and similar research results, it is found
that there are obvious differences on 5 feature variables such as travel distance, average
speed, median speed, 95% quantile speed and low speed rate in each travel mode [8].
Therefore, the above five eigenvalues of each sub-track are calculated separately, and
the SVM, C4.5 decision tree, BP neural network, convolutional neural network and
other methods can be used to identify better results [8–10]. In addition, some researches
have used the swarm intelligence algorithm such as particle swarm optimization to
optimize the recognition mode to solve the problems of local optimum and precocity
[8, 11]. On the other hand, most of the above identification methods use the labelled
data to train the recognition model and then identify the unknown data. This supervised
machine learning approach requires a lot of up-front work to label the mode of travel
and lacks adaptability to signaling data in other regions.

Therefore, this paper considers the five travel features as the input variables of the
recognition model, which are travel distance, average speed, median speed, 95% quantile
speed and low speed rate. And recognize four travels modes of “walking”, “rail transit”,
“buses” and “cars”. At the same time, it is considered to use the less-cost unsupervised
machine learning method to recognize the travel mode, conducting a cluster analysis to
divide the sub-tracks of different travelmodes by the internal differences of the travel data,
to achieve the purpose of travel mode recognition.

3 Overall Process Design

Based on the above analysis, the overall process of recognize the travel modes of
residents using signaling data is designed as shown in Fig. 1.

It mainly includes two stages: data preparation and travel mode recognition. The
data preparation stage includes two steps of data preprocessing and track segmentation,
and the travel mode recognition stage recognize the travel mode by cluster analysis of
the travel feature data.
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3.1 Data Preprocessing

The data preprocessing firstly uses the user number to divide all the signaling data into
users and integrates them into the user track data set. Then the time and space
thresholds are used to sequentially remove noise points, repetition points, “ping-pong
switching” points, and “data drift” points for each user.

User Division. The user division step generates the signaling trajectory data set
userDATA for each user, using all the given signaling sets, according to the user
number id. In this process, the signaling data of all users is firstly sorted in ascending
order according to the id, and it’s arranged in the order of time stamp Data_time in the
same id group. After that, the first signaling is read and a trajectory data set userDATA
belonged to the user is created, then each subsequent signaling will be traversed in turn
through the loop: if the user trajectory set of the next signaling does not exist yet, the
user’s userDATA will be created and the current signaling will be added; if it already
exists, adds this signaling to the user’s userDATA. When the next signaling is empty,
the loop ends, and finally the userDATA collection of different users is generated. The
single user’s trajectory dataset userDATA is defined as the travel trajectory track for
this user, and each signaling in is defined as a point.

Removing Duplicate Points. For a given user trajectory sequence track, the repeated
points point* in the set are deleted, as defined by Eq. 7.

point * ¼ pointjpointi:lng ¼ pointi�1:lng; AND pointi:lat ¼ pointi�1:latf g ð7Þ

Fig. 1. The overall process of travel mode recognition
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“Ping-Pong Switching” Processing. For a given track, if there is a “ping-pong
switch”, only the first and last points are retained. That is, any adjacent k time-adjacent
track points in the track, pointi+1, pointi+2, …, pointi+k, set the threshold thr1. If the
travel speed of the k track points s = (di+1,i+2 + di+2,i+3 + … + di+k-1,i+k) / (ti+1,i+2 +
ti+2,i+3 + … + ti+k-1,i+k) > thr1, then pointi+1, pointi+2, …, pointi+k is the sequence of
track points for “ping-pong switching”, excluding the i+2th to i+k−1th track points,
leaving only pointi and pointi+k.

“Data Drift” Processing. For a given user track, if there is drift data, such points are
eliminated. That is, for a given track, if pointi exists, making the distance between
pointi+1 and pointi and the distance between pointi+1 and pointi+2 are both bigger than a
given distance threshold thr2, and the distance between pointi+2 and pointi is less
than 2 * thr2, then the pointi+1 in the middle is a “drift” point, and such points are
eliminated.

3.2 Track Segmentation

Since the user may adopt multiple travel modes in his trip, in the travel mode recog-
nition, the user’s travel, after preprocessing, is not directly used, and the track needs to
be converted into segments (sub-tracks). This process is to find the key points in the
travel trajectory first, then use them to segment a series of continuous data track points
and divide the user track into several travel segments indicating different travel modes.

Road Network Constraints. In the communication system, the precise location of the
user needs to be estimated using multiple pieces of signaling data and various posi-
tioning algorithms. In general, users travel on the road, so the user’s travel distance is
measured by calculating the road network distance of the travel.

First, use the coordinate generation function to generate the latitude and longitude
coordinates of the specified two points as A (lat, lng), B (lat, lng). Then use the road
network data to solve routes between the two points path1, path2, path3 … pathn, and
the distances corresponding to each route. Since the adjacent two track points A and B
in the travel trajectory are not far apart from each other, the solved distances of the
navigation paths of the n paths between A and B are not significantly different, so the
shortest navigation route among the n paths is extracted as the road network distance of
the two track points. This function’s input is the latitudes and longitudes of the two
points, and the output is the road network distance of the two points, defined as
function d ().

Key Points Recognition. The definition s represents the instantaneous velocity of each
point, and d () represents the distance function between adjacent points. The speed
calculation of the i+1th point is defined as shown in Eq. 8.

siþ 1 ¼ d pointi; pointiþ 1ð Þ = pointiþ 1:t�pointi:tð Þ ð8Þ

Key points are not exactly one point, but a set of points in a continuous time range.
The speed of the stay points is closed to 0, and the speed before and after the stay range
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is not closed to 0. So the stay points are defined as any adjacent k time-adjacent points
pointi+1, pointi+2,…, pointi+k in the track, if pointi+1.s = pointi+2.s =… = pointi+k.s = 0,
and the time spans between i + 1th and i + kth exceeds th3, all points from i + 1 to
i + k are stay points.

Another type of key points is the transfer points. Transfer is a form of transition
from one mode to another. There are two situations when transferring. One is to
transfer to another mode without waiting, such as taking a taxi immediately after
walking or getting off the bus. The another needs to wait in its place, such as waiting
for a bus after walking or recruiting taxis. The first transferring may not have points
with a speed of 0, but there are adjacent points i and i+1, and the difference between the
average velocity before i and the average velocity after i+1 is bigger than thr4. The
second transferring has points where the speed is 0, and the continuous time does not
exceed the time of thr5, and the difference of average speed before and after the transfer
range exceeds thr4.

Sub-track Generation. After recognizing a certain set of key points, the track can be
divided into two different travels by the first key point and the last key point. Therefore,
the user’s travel track is divided into several segments of travel using key points. Then
users’ travel segment set T is generated, which contains the all chronological sorted
users’ sub-tracks. The definition is as shown in Eq. 9. And each sub-track travel is
unique numbered by tID = id_i, that is, a combination of user number and sequence
number. The set T contains all the travel sub-tracks of all users and is distinguished by
tID. The five features of each travel are calculated and included in the set.

T ¼ \travel1; travel2; travel3; . . . ; traveln [ ð9Þ

3.3 Travel Mode Recognition

Feature Calculation. The travel distance is calculated by using the cumulative
method, which is the sum of the road network distances between the two points. The
travel distance D is calculated as shown in Eq. 10.

D ¼
Xn

i¼1
d iþ 1; ið Þ ð10Þ

Since the speed of travel is not evenly distributed, the average speed cannot be
calculated by dividing the total travel distance by the total travel time, but the average
of the speeds between adjacent sets of track points. The calculation method of the
average travel speed �S is as shown in Eq. 11.

�S ¼ 1
n

Xn

i¼1

d iþ 1; ið Þ
tiþ 1 � ti

ð11Þ

The speed set S of travel is arranged as SN from small to large, and the median
speed takes the middle number of the speed set SN. When the number is even, the
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median speed takes the average of the middle two speeds. The 95% quantile speed
takes the speed stands at the 95% position of the speed set SN. The low speed rate takes
the ratio of the speed less than 30 km/h in the set S. Therefore, the data set T is a table
of n rows and 6 columns, each row represents a travel, and each column represents the
feature value of the corresponding travel as the travel number tID, the travel distance
tTLen, the average speed tAvS, the median speed tMdS, and the 95% quantile speed
tNFS and low speed rate tLSR.

Recognition Method. The core of the recognition model is to use the inherent dif-
ferences of the data to divide the data T into four different categories, each representing
different modes of travel, namely walking, cars, buses and rail transit. Due to the
improvement of feature extraction and eigenvalue calculation, T has significant dif-
ferences in the five feature values. Therefore, the data set T can be effectively divided.
In this paper, K-means clustering algorithm is used to divide the data T to reflect the
rationality of the data preprocessing and data preparation process. Then, based on the
analysis of the characteristics of the travel segments in the clusters, the travel mode can
be inferred.

4 Experiments

The signaling data used in the experiment was provided by Chongqing Transport
Planning and Research Institute. It contains 11587 records as signaling information of
14 users during the week from May 11 to May 17, 2015. The experiment was per-
formed on the MATLAB platform. This paper uses three fields: MSID, Data_time and
CELL_ID.

Data Preprocessing. After data preprocessing, exceptions are eliminated. The results
are shown in Fig. 2. The Fig. 2(a) is the trajectory point of a user on the day of May 12,
2015. Figure 2(b) is the user’s trajectory connected with the points that removes the
repeated positioning and drift points, and Fig. 2(c) is the user’s trajectory after
removing the “ping-pong switching”. Through data preprocessing, the user trajectory is
smoother and clearer without losing the spatial distribution information of the location,
and the real travel route is more effectively expressed.

Fig. 2. The preprocessing results
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Road Network Constraints. The distance between two location points is calculated
by calling the Baidu Map API’s calculation method (RouteMatrix API). Firstly, the
interface address of the Baidu Map API is accessed. The latitudes and longitudes of the
two points, the return text type, the user’s AK are transmitted and request a response.
Then, the required distance data is extract according to the returned text result. The
system automatically calculates the nearest route between the two points. The returning
distance is the road network distance between the two points, and the time consuming
is the time required for a corresponding travel mode.

Figure 3 shows the change of the track speed of the user 4 before and after the road
network constraint. Figure 3(a) shows the velocity distribution generated by directly
calculating the Euclidean distance using the coordinates of the user, and Fig. 3(b)
shows the speed distribution of the user after utilizing the road network constraint. The
two distributions consistently have a similar trend in the speed change, but the distance
calculation method is improved by the road network constraint in the Fig. 3(b), getting
a better reflection of the difference of different travel modes in the speed distribution,
and the key points can be more intuitively reflected in Fig. 3(b).

Track Segmentation. Figure 3(b) above shows the user’s travel trajectory divided
into five sub-tracks using indicators such as speed. Figure 4 below shows the trajectory
segmentation process and results for User 1. The velocity turning occurs in the area in
the red circle in Fig. 4(b) and the leftmost point’s velocity approaches zero, so this
point is recognized as a key point. As shown in Fig. 4(c), the key points split the track
into two sub-tracks. The original data contains 14 users’ signaling data, segmented
resulting in 33 sub-tracks.

Fig. 3. The speed change after road network constraints
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Travel Mode Recognition. Through the road network constraint and eigenvalue
calculation, the 33 sub-tracks include five travel characteristics. Because the difference
of features among similar sub-tracks is obvious, the K-means clustering algorithm is
implemented to divide the 33 travel, which target number of the cluster is set as 4. The
result is shown in Table 1. The number of travel segments in each cluster is shown in
the second column. The analysis of the travel segments in each cluster shows that
cluster 1 has a long travel distance, a low speed rate, and an unstable speed. The travel
mode can be estimated as buses. The travel segments in cluster 2 have a uniform
velocity and a low rate of low velocity, which can be inferred to be rail transit. Cluster
3 has the characteristics of long travel distance, high speed and stability, and can be
inferred to the travel mode of cars. The remaining cluster 4 has a short travel distance
and a low speed rate, corresponding to the walking mode. The clustering results show
that the characteristics of each category are obviously different, and the data charac-
teristics of the same category are similar, which embodies the rationality of data pre-
processing, track segmentation, feature selection and eigenvalue calculation.

Through cluster analysis, the 33 users travel segments include 5 bus travel,
26 travel by car, 1 travel by walking and 1 travel left by rail transit, which embodies the
effectiveness of the method of clustering and analyzing travel modes. Table 2 shows
the recognition result of 14 users’ signaling data by using the travel mode recognition
method proposed in this paper.

Fig. 4. Key point recognition result

Table 1. Numbers in each cluster

Cluster number Number of travels

1 5
2 1
3 26
4 1
Total 33
Missing 0
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5 Conclusion

This paper proposes a travel mode recognition method based on mobile phone sig-
naling data. In order to solve the data quality problems caused by uneven distribution
of base stations and terrain differences, this method firstly recognizes and processes the
exceptions in the data preprocessing stage through time and space threshold screening.
In order to compensate for the calculation error caused by the inaccurate positioning of the
base station, it is proposed to improve the feature calculation method by using the road
network constraint, to improve the accuracy of the distance and speed. At the same time,
the key points are accurately recognized through feature analysis, and the trajectory is
segmented by using these key points to solve the “One Travel, One Mode” problem in
traditional travel analysis. Finally, this paper uses the unsupervised machine learning
method to cluster the sub-tracks after segmentation and combine the indicators of the data
samples to recognize the travelmodes. The experimental results show that themethod can
effectively recognize the travelmode according to themobile phone signaling data.Due to
the limited data samples, the modes are mainly recognized through the combination of
unsupervised learning and empirical analysis. Subsequent research will conduct col-
lecting volunteer data sets to validate the proposed method.
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Abstract. In view of the fact that some attacks have low detection
rates in intrusion detection dataset, a two-level feature selection method
based on minimal-redundancy-maximal-relevance (mRMR) and informa-
tion gain (IG) was proposed. In this method, irrelevant and redundant
features were filtered preliminarily to reduce data dimension by using
mRMR algorithm, and highly correlated features to low detection rate
attacks were obtained based on the calculation of information gain, and
finally these features were integrated together to get final feature sub-
set. The experimental results showed that the classification result of the
feature subset filtered by this method had a better classification per-
formance than the current filtering methods and improved the testing
results of some attacks with low detection rates effectively.

Keywords: Feature selection · Information gain · mRMR ·
Intrusion detection

1 Introduction

Network security is more and more prominent with the rapid expansion of Inter-
net and computer technology. In recent years, intrusion detection system (IDS),
which plays an increasingly important role in the network security engineering,
has been widely studied. As a key technology of network security active defense
system, intrusion detection can detect the malicious of network users without
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compromising the security of host and network [1]. It is a classifier designed
to detect and classify network and host behaviors to identify whether they are
normal or abnormal, and sent corresponding alerts. Therefore, improving the
detection speed and accuracy is the key problem to be solved in IDS.

However, most of the results show that when there is a better whole detection
rate, the detection rates of each classes may have great differences. This may
cause the existence of low detection rate attack (LDRA). There are two reasons
for LDRA: one is that the class distribution is nonuniform, the samples of lower
detection rate classes are not enough and they are overwhelmed by other classes,
so that these classes with a large sample size are dominant. This problem can
be solved through increasing the number of their samples, but when there is a
great disparity between samples sizes of each classes, this method may increase
a great number of samples in the dataset, which can reduce the efficiency of
the classifier; The other reason is that the selected features are not relevant to
the low detection rate classes. To solve this problem, the most relevant feature
subset should be found by improving the feature filtering method [2].

In order to prevent LDRA in intrusion detection from being ignored and
having a tendency to give rise to security threat, a feature selection method
for LDRA was proposed in this paper to improve their detection rates. In this
method, irrelevant and redundant features were filtered preliminarily to reduce
data dimension by using mRMR algorithm; in order to obtain the features most
relevant to LDRA, we gathered them into a small dataset, then calculated the
information gain in it and select some features greater than a given threshold.
Finally these features were unioned together to get final feature subset. Exper-
imental results show that our method can improve the detection rate of these
classes effectively without affecting the overall and other class detection rates.

The rest of this article is divided into the following sections: Sect. 2 describes
the related works; Sect. 3 introduces the feature selection method for LDRA;
Sect. 4 reports the experiment and its results and Sect. 5 is the conclusion.

2 Related Work

In intrusion detection, reducing data dimension is an indispensable step in data
preprocessing, so feature selection has become the focus of current research.
Feature selection algorithms can be classified into 2 modes: filter and wrapper.
The filter mode doesn’t consider the learning algorithm and has a small compu-
tation. It can remove the noise and redundant features effectively. Information
gain, mutual information, chi square distribution and mRMR [3] are the common
filter method. The wrapper mode needs to determine the classification algorithm
in advance, and then use the classifier to evaluate feature sets, which tends to a
better classification performance, but has a higher computational cost. Aggarwal
et al. [4] conducted a further research on the familiar intrusion detection dataset
KDD 99, divided its features into 4 different classes according to the content
and experimented with each combinations in classes to find the most influential
combining class on detection rate and false alarm rate; Wu et al. [5] combined
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the two modes, filtrated noise and irrelevant features by Fisher score and infor-
mation gain respectively, then use the sequential backward selection algorithm
to select feature subset; Cui et al. [6] proposed a feature selection method based
on RS-PSO-SVM which can shorten time consumed greatly. However, the above
methods just divided the dataset into 2 classes: normal or abnormal. They only
thought about a better whole detection rate but made no comparison with each
classes. If there are an obvious gap to the detection rates of each classes, it means
that the whole detection rate cannot represent detection levels of each attack so
that the whole detection rate should not be the main reference and evaluating
standard.

In that case, Tang et al. [7] screened features through information gain
and established an intrusion detection model with FCM clustering algorithm
to improve its detectability; Huang et al. [8] proposed an intrusion detection
method based on principal component analysis (PCA) increase its efficiency; Jia
et al. [9] put forward a K-means based feature reduction method and reduced
feature attributes by multiple clustering iterations; Mao et al. [10] integrated
filter and wrapper methods. The filter method based on mutual information was
firstly used to remove irrelevant attributes and the wrapper method based on
improved adaptive genetic algorithm and improved evaluation function is used
to select optimal attribute subset. For some situation that low detection rate
classes are caused by the imbalance dataset, Feng et al. [11] combined SMOTE
and GBDT algorithms, which were used to balance the dataset and make the
classification respectively. These approaches took into account and improved the
detection rates of each classes and had a better experimental results.

This paper makes some improvements based on the above researches, propos-
ing a two-level selection method based on mRMR and information gain for the
lower detection rate attacks. The experimental results show that the method
has better detection rates than other methods whether in whole dataset or each
class.

3 Two-Level Feature Selection Method

A good feature selection method can improve the performance of machine learn-
ing algorithm, simplify the model and increase the speed. A common feature
selection method is to maximize the correlation between the feature and the
classification variable, which is to select the first k variables with the highest
correlation to the classification variables. However, in feature selection, the com-
bination of these features does not improve the performance of the classifier,
because it is possible that features are highly correlated with each other, and
these features are redundancy features. Therefore, feature selection filters not
only the unrelated features but also the redundant features [12]. The mRMR
algorithm is used to remain the maximum relevance feature as well as filter the
redundancy features.
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3.1 Minimal-Redundancy-Maximal-Relevance

Minimal-Redundancy-Maximal-Relevance (mRMR) is a filter feature selection
method based on mutual information, aiming at obtaining a subset contains
features that are highly correlated with the class vector and uncorrelated with
other features. Mutual information is a concept in information theory which is
used to express the relationship and measure the correlation between features.
Suppose there are two random variables x and y, their mutual information is
defined as Eq. 1.

I (x; y) =
∫∫

P (x, y) log
P (x, y)

P (x) P (y)
dxdy (1)

Maximal-relevance is the measure of selecting features correlated with class and
its computation is based on the mutual information between individual feature
and class vector; Minimal-redundancy is the criterion of screen out redundancy
features which is based on the mutual information between two features. Suppose
the feature subset is S and C is the classification variable, the two formulas are
Eqs. 2 and 3.

maxD (S, c) ; D =
1

|S|
∑
xiεS

I (xi; c) (2)

minR (S) ; R =
1

|S|2
∑

xi,xjεS

I (xi, xj) (3)

Define Φ(D,R) as the mRMR value of feature which is used to screen features,
the formula is Eq. 4.

maxΦ (D,R) ; Φ = D − R (4)

3.2 Information Gain

Information gain is an important index of feature selection, which is defined as
the amount of information that a feature can bring to the classification system.
The more information it brings, the more important it is, the greater its infor-
mation gain value is. In order to improve the accuracy of LDRA, we gather them
into a new dataset and obtain the most important features to these classifications
by calculating information gain of each features in this dataset.

Entropy represents the uncertainty of a feature. Suppose there are n classes
in dataset, and class set C = {C1, C2, · · · , Ci, · · · , Cn}, |Ci| is the number of
samples of class Ci, |D| implies sample size of dataset, P (Ci) indicates the prob-
ability that class is Ci. We use H to represent entropy and the formula is Eq. 5.

H (C) = −
n∑

i=1

P (xi) log2P (xi) = −
n∑

i=1

|Ci|
|D| log2

|Ci|
|D| (5)

If feature T has m different values, divide the dataset into m subsets according
to these values, that is T = {T1, T2, · · · , Tk, · · · , Tm}. Define |Tk| as the number
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of subsets Tk and |Tkci | as the number of class Ci in Tk. The conditional entropy
satisfies Eq. 6.

H (C|T ) = −
m∑

k=1

|Tk|
|D| H (Tk) = −

m∑
k=1

|Tk|
|D|

n∑
i=1

|Tkci |
|Tk| log2

|Tkci |
|Tk| (6)

Make the subtraction to get the information gain value according to Eq. 7.

IG (T ) = H (C) − H (C|T ) (7)

3.3 Two-Level Feature Selection Method

The flow diagram of the two-level feature selection method presented in this
paper is shown in Fig. 1. The method is mainly divided into 4 stages, they are:
preparation stage, execution stage, selection stage and integration stage. Detailed
procedures for each stages are described as below:

Fig. 1. The method flow diagram

• Preparation stage: define raw dataset as S1 and duplicate LDRA classes from
S1 to a new dataset, namely the LDRA dataset S2. Then quantize, normalize
and discretize the data in dataset.

• Execution stage: mRMR feature selection method is used to select the fea-
tures of the data in S1 and calculate the mRMR values of each features;
Information gain is used to select the features of the data in S2 and calcu-
late the entropy values of each features in LDRA. Both of the two values are
sorted in descending order.

• Selection Stage: The results of the previous stage are further selected. Features
whose mRMR value is greater than 0 are put into the feature subset R1, which
can guarantee the great reduction of data dimension; Features whose entropy
value is greater than the specified threshold are put into the feature subset
R2, which can select out the features have high correlations with classification
in LDRA.

• Integration stage: Integrate R1 and R2 as the final feature subset R. R =
R1 ∪ R2.
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4 Simulated Experiment

4.1 Data Preprocessing

The dataset used in the experiment is the KDD 99 [13]. It contains 5 million
network connection records and is composed of 41 features. Each connection is
labeled as normal or abnormal. As for abnormal class, 39 types of attacks are
summarized into four categories:

• DoS: Denial of Service.
• Probe: Monitor and other detection activities.
• R2L: Remote to Local. Illegal accesses from remote machines.
• U2R: User to Root. Unauthorized accesses to local superuser privilege by

ordinary users.

The data distribution of dataset is shown in Table 1. From Table 1, the ratio of
normal to abnormal is 1:4, but in abnormal class, DoS attack account for nearly
80% of the entire dataset and the remaining attack classes (especially R2L and
U2R) account for a very small proportion so that this is an imbalanced dataset.
To improve the classifier performance without drastic change about dataset sam-
ple size, we increase the sample of U2R to guarantee the basic classification. In
order to reduce the time of experiment, the dataset is divided into two parts,
50000 samples are taken as training set and 30000 unduplicated samples as test
set to verify the experimental results.

Table 1. Percentages of each classes in KDD 99

Class Normal DoS Probe R2L U2R

Percentage 19.69 79.24 0.83 0.23 0.01

4.2 Results and Analysis

According to the classification results before feature selection, Probe, R2L, U2R
has a relatively low detection rate, so we gather the three types into a new
training set DR Train. Then utilize mRMR to screen out the features into the
feature subset mRMR Sub and select the features in DR Train through the
calculated information gain values to the feature subset IG Sub, at that time
we can obtain the final optimal feature subset Final Sub. Features contained in
each subsets are shown in Table 2.

Our method is compared with the methods of literature [5,6,10] and the 41
attributes without any feature selection in the same experimental environment.
The results will be considered not only in part but also in whole so the detection
rates of each types of attacks and abnormal will be focused on. For the reason
that the approaches we compare with are based on SVM, LibSVM was used
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Table 2. Features contained in each subsets

Feature subset Number of features Features contained in subset

mRMR Sub 15 3,24,12,32,31,37,6,23,1,2,40,38,5,39,36

IG Sub 8 3,5,4,35,2,12,40,33

Final Sub 19 1,2,3,4,5,6,10,12,23,24,31,32,33,35,36,37,38,39,40

Table 3. Comparison of feature selection methods

Methods Normal Dos Probe R2L U2R Abnormal

Literature [5] 99.8 99.9 86.6 78.1 50.8 99.60

Literature [6] 99.8 99.4 81.6 51.6 24.6 98.95

Literature [10] 99.7 100 73.9 50 70.5 99.51

All features 100 100 89.3 68.8 68.9 99.75

Our method 99.9 99.9 93.1 81.3 83.6 99.78

as the classification and testing algorithm and experiments were conducted on
Weka. The results of the experiment are shown in Table 3.

Table 3 shows the validity and accuracy of our method. Compared with lit-
erature [5], literature [6] and literature [10], our method has good classification
effect both from whole and part. Compared with all features, class probe, R2L
and U2R classes have significant improvements. Therefore, our method wipes out
the redundancy while preserves the correlation features, reduces the dimension
and keeps the detection rate at the same time.

In order to test the stability of the method, define the abnormal detection
rate, accuracy, false report rate (FNR), false alarm rate (FAR) and modeling
time as evaluating criteria for further comparative testing. The experimental
results are shown in Table 4. As can be seen from Table 4, though the methods
of literature [5] and literature [10] have the smaller feature dimension and the
shorter modeling time, their accuracy rate is low and FNR and FAR are also
higher than our method, which shows that the number of features is not the
less the better. Compared with all features, it maintains the detection rate of
abnormal. Although the FAR has increased, the accuracy hold the level with
all features in the case of shortening nearly 50% of the time, and it reduce the
FNR, so our method is more stable.

Table 4. Comparison of stability of feature selection methods

Method Number of features Detection rate Accuracy FNR FAR Modeling time

Literature [5] 13 99.60 99.61 0.5 0.19 8.45

Literature [6] 17 98.95 99.08 1.04 0.22 16.22

Literature [10] 7 99.51 99.52 0.45 0.27 9.82

All features 41 99.75 99.76 0.27 0.03 17.5

Our method 19 99.78 99.77 0.2 0.1 10.1
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5 Conclusion

Feature selection can effectively reduce the data dimension and improve the
efficiencies of classifiers. However, the detection rates between categories may
have great difference in a dataset. In this paper, a two-level feature selection
method based on mRMR and information gain is proposed for LDRA in intru-
sion detection. The method uses mRMR to filter irrelevant features, reduces the
data dimension, and improves some classes detection rates by information gain
calculation, and finally combine these features together. Finally, the validity and
expansibility of the method are proved.
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Abstract. This paper proposed a malicious node detection model based on
reputation with enhanced low energy adaptive clustering hierarchy (Enhanced
LEACH) routing protocol (MNDREL). MNDREL is a novel algorithm, which is
aimed at identifying malicious nodes in the wireless sensor network (WSN) more
efficiently. Cluster-head nodes are first selected based on the enhanced LEACH
routing protocol. Other nodes in WSN then form different clusters by selecting
corresponding cluster-head nodes and determine the packets delivery paths. Each
node then adds its node number and reputation evaluation value to the packet
before sending it to the sink node. A list of suspicious nodes is then formed by
comparing the node numbers, obtained through parsing with the packets by the
sink node, with the source node numbers. To determine the malicious nodes in
the network, the ratio of the suspect value to the trusted value of each node is
further calculated and compared with a predefined threshold. The simulation
experiments show that the proposed algorithm in this paper is more efficient in
detecting malicious nodes in WSN with lower false alarm rate than other state-of-
the-art methods.

Keywords: Wireless sensor network � Network security � Malicious node �
Reputation evaluation � Cluster-head node

1 Introduction

In recent years, Wireless Sensor Networks (WSN) [1, 2, 10] has been widely used in
surveillance of military operations, medical secure, construction and other fields. Due
to the special working environment, WSN is vulnerable to threats as the internal nodes
of it may be controlled as malicious nodes. Therefore, the detection of the malicious
nodes in the Wireless Sensor Networks (WSN) has become a research hotspot.

This section addresses the existing related literatures on wireless sensor malicious
node detection. Prathap et al. [3] have presented a scheme of Catching Packet Modifiers
with Trust Support (CPMTS). In CPMTS scheme, the identity of the node and the
reputation value of the parent node were added into the packet, which was encrypted
and transferred to the base station, as a tag and the reputation value obtained by
analyzing the information decrypted from the packet which was received by the base
station was compared with the threshold to identify the malicious node. Though the
scheme improved the detection rate of malicious nodes to an extent, the consumption of

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
J. Li et al. (Eds.): SPNCE 2019, LNICST 284, pp. 697–706, 2019.
https://doi.org/10.1007/978-3-030-21373-2_59

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21373-2_59&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21373-2_59&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21373-2_59&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21373-2_59


the node energy was too excessive during data transmission. Althunibat et al. [4] have
proposed an algorithm for detecting the malicious nodes in wireless sensor networks
regardless of the type and the number of the nodes. To identify malicious nodes in
networks, the algorithm used the real report of the node to master the intelligent
behavior of malicious nodes. With the high complexity of the algorithm, the detection
effect is unsatisfactory when there are more malicious nodes. Cui et al. [5] have
presented a detection method based on reputation with a voting mechanism for wireless
networks. The method gave suspect voting on neighbor nodes by analyzing the
behavior of neighbour nodes forwarding packets and the malicious node was judged
according to the suspect value. However, when the bad mouthing attack frequently
comes to the same normal node, the method will fail.

Though research into malicious nodes detection has achieved some results, the
efficiency of above methods is still unsatisfactory. Further research needs to be carried
on. Thus, the major contribution of our work will be:

• We proposed a Malicious Node Detection algorithm based on Reputation with
Enhanced LEACH [6], MNDREL. To improve the detection efficiency, the model
will combine the Enhanced LEACH routing protocol with a reputation evaluation
mechanism and identify the malicious nodes in WSN effectively.

• We compared the efficiency of MNDREL, FMATM and HRTM methods through a
series of simulation experiments and demonstrated that the proposed method in this
paper stands out with higher detection rate and lower false alarm rate.

The remainder of the paper is organized as follows. Section 2 discusses the related
work on malicious node detection. Section 3 shows the whole structure of the MNDREL
model. In Sects. 4, 5 and 6, the sub-modules, which are the cluster construction module,
the packet forwarding module and the malicious node detection module, are illustrated
separately. The proposed model is compared with other two methods through the
experiment in Sect. 7. Finally, Sect. 8 summarizes the conclusion.

2 Related Work

2.1 Fuzzy Logic Based Multi-attribute Trust Model

Because of the uncertainty of the decision taken according to some specific behavior of
a node, a fuzzy logic based multi-attribute trust model (FMATM) [9] was proposed to
improve the trust based security model. The final trust value of a node is calculated
with fuzzy computational theory based on four trust metrics: message success rate
(MSR), elapsed time at node (ETN), correctness (CS) and fairness (FS). The final trust
value is classified as low (l), medium (m) and high (h). According to the simulation
results, the FMATM model is more efficient in detecting malicious nodes than the
Hierarchical Trust Management Protocol (HTMP).
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2.2 High-Reliability Trust Evaluation Model

Gong et al. proposed a high-reliability trust evaluation model (HRTM) [1] for secure
routing to refine the trust evaluation result of a node and improve the related routing
trust evaluation model. The HRTM evaluated the trust of routing nodes according to
the inner states of a node and the outside interaction behaviors between nodes. With
high detection efficiency and fast responding, the HRTM was able to defense internal
and external attacks on a router.

The above two methods are relatively efficient in identifying the behavior of a node,
however, the information of a node considered is not enough, so we utilize the
FMATM and the HRTM to detect malicious nodes in WSN and compare the simu-
lation results with the model proposed in this paper. Details of the comparison are
discussed in Sect. 7.

3 Model Structure Design

The MNDREL model consists of a Clusters Construction (CC) module, a Packets
Forwarding (PF) module, and a Malicious Nodes Decision (MND) module, which
contains two sub-modules, the packet analysis sub-module and the integrated decision
sub-module (as shown in Fig. 1).

Firstly, the CC module determines the Cluster-Head node (CH) and divides the
network into clusters to form a transmission path of packets; Secondly, the PF module
transmits the packet containing the reputation value of the parent node evaluated by the
current node to the Sink Node (SN); Finally, the MND module analyses the reputation
value in the packet to determine the malicious node.

In the MNDREL model, the detection steps for the malicious nodes of the network
are designed as follows:

Step 1. According to the remaining capacity of the node, the distance to the sink
point, the signal strength and other conditions, a number of cluster heads from the
network nodes are selected;
Step 2. The selection results of the cluster-head are broadcast by each cluster-head
to notify the remaining nodes. With the distance of each node to each cluster-head
calculated separately, one round of clustering is completed after the nodes join the
cluster with the minimum distance;

Cluster Construction 
module

Cluster head 
node selection

Cluster 
formation

Packet analysis sub-
module

Comprehensive 
decision-making 

sub-module

Malicious Nodes 
decision module

Packet Forwarding 
module

Send the data 
packet

The packet adds 
credit rating

Fig. 1. MNDREL model structure
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Step 3. In way of sharing the key with the sink node, each node adds the reputation
evaluation value of its parent node to the data packet and encrypts the data
information;
Step 4. The packet is transmitted from the cluster nodes to the cluster-head by one
or several hops, thus forwarded to the sink node by the cluster-head.
Step 5. After the sink point receives the data packet, the data packet analysis sub-
module of the MND module will extract parameters such as the node number and
the reputation value of the parent node in the packet. The suspicious node list is
constructed by comparing the node number and the source node number and the
reputation value from the packet and the reputation value calculated by other nodes
are combined as the input of the integrated decision sub-module;
Step 6. The reputation value of various nodes is calculated by the integrated
decision sub-module and it is compared with the threshold to determine whether
there are malicious nodes in the network.

4 Cluster Construction Module

4.1 Cluster Head Node Selection

The approach of cluster-head selection is defined as follows:

RBavg ¼
Pn
i¼1

RBi

n
ð1Þ

DBavg ¼
Pn
i¼1

DBi

n
ð2Þ

Pi ¼ w� RBi

RBavg
� DBavg

DBi
ð3Þ

where RBavg represents the remaining power of all nodes, DBavg represents the average
distance of each node and the sink node in WSN, RBi denotes the current remaining
power of node i, DBi represents the distance of node i and the sink node, n represents
the number of live nodes at present time, Pi represents the probability that node
i becomes a cluster-head.

Formula (3) satisfies the condition (RBi/RBavg) > 1, (DBavg/DBi) > 1 and
SBi > SBTh. SBi is the quantized value of the signal strength of node i; SBTh is the
critical value of the signal strength, which is assigned as the value of the weakest
intensity of signal strength of the nodes that the sink node could sense. w is a fixed
constant greater than 1.
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4.2 Clustering Process

The clustering process is as follows:

Step 1. The cluster-head node notifies other nodes of Head_Msg;
Step 2. After receiving the Head_Msg, the non-cluster-head node chooses the cluster
in which it expects to join. According to the distance from different cluster-head and
the received signal strength of a cluster-head, the non-cluster-head node sends the
Join_Clu_Msg to the cluster-head. The Join_Clu_Msg includes the number of the
node that sends the application and the number of the specified cluster-head number.
Step 3. Each cluster-head summarizes the Join_Clu_Msg and determines the nodes
that can join the corresponding cluster based on the maximum transceiver capacity
of the cluster-head, thus forming different clusters of WSN;
Step 4. The packet is transmitted from the cluster nodes to the cluster-head by one
or several hops, thus forwarded to the sink node by the cluster-head, thereby
determining the routing path of the packet in the network.

5 Packet Forwarding Module

5.1 Packet Delivery

With the division of clusters in WSN finished, the sink node sets the time slice length
of the packet transmission and notifies other nodes in the network and the nodes in each
cluster forward the packet to the cluster-head within the specified time slice.

The process of packet transmission is shown in Fig. 2. When the source node P
sends data, P creates the packet m1 = <Pid, Mid, TQ, D>, and the packet m0

1 is then
generated by encrypting m1 using the key Pkey shared between the packet and the
cluster-head node CH1. Where Pid is the number of node P, Mid is the number of packet
m1, TQ is the reputation value evaluated by node P for its parent node Q and D is the
data get by source node P.

Node Q generates packet m2 by adding the node number, the packet number and the
reputation evaluation value of the parent node R into packet m0

1 and it generates packet
m0

2 by encrypting m2 with the shared Qkey of node Q and CH1. Following the similar
process, CH1 finally gets the packet, encrypts it and sends it to the sink node within the
specified time slice.

(a) Cluster node deployment   (b) Intra-cluster data transfer

Fig. 2. Process of packet transmission
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5.2 Reputation Evaluation

The process of reputation evaluation is designed as follows:

Step 1. Each node records the number of the parent node to which it forwards the
packet. The sink point establishes a tree topology including all parent-child node
relationships according to the information collected from each node and decrypts
the data packet based on the topology to detect the malicious node in the network;
Step 2. After the network node is deployed, each node adds a reputation evaluation
table to the parent node in the data packet, and the reputation evaluation value for
the parent node calculated by the child node includes the credibility evaluation
value and the suspicion evaluation value (as shown in Table 1), the credibility
evaluation value and the suspicion evaluation value are initialized to 0. k represents
the node number in the network, k = 1, 2, …, n; n represents the number of nodes
participating in the packet transmission;

Step 3. After the parent node receives the packet from the child, the behavior of the
packet forwarding by the parent node within the pre-set time slice will determine the
credibility evaluation value and the suspicion evaluation value of the parent node.
If malicious behaviors such as the packet dropping, packet modification, packet
misrouting or packet delay appear in the parent node, the child node sets the
suspicion evaluation value to 1 and the credibility evaluation value to 0. Con-
versely, the credibility evaluation value is set to 1 and the suspicion evaluation
value is set to 0;
Step 4. After a round of packet delivery, the child node can perform corresponding
operations according to the behavior of the parent node: If the parent node is not
the cluster-head and malicious behaviors appear in its packet forwarding process,
the child node notifies the neighbor one-hop node of the malicious behavior by
broadcast. If the parent node is the cluster-head and malicious behaviors appear
in its packet forwarding process, the child node joins other clusters in the next
round of selection and deletes the original parent node number from the node
number list.

6 Malicious Node Decision Module

The malicious node decision module is combined of two parts: the packet analysis sub-
module and the integrated decision sub-module.

Table 1. Parent node reputation evaluation table

Parent node number k

Credible evaluation value 0 or 1
Suspect evaluation value 0 or 1
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6.1 Packet Analysis Sub-module

When packet m is passed to the sink point, the analyzing step for m is designed as
follows (the packet analysis process is shown in Fig. 3):

Step 1. The sink point encrypts packet m on the basis of the key shared with the
cluster-head and produces packet m′;
Step 2. Parse packet m′ and remove the node number, packet number and the
reputation evaluation value of the cluster-head, if other data in the packet is
unencrypted, then m′ is from the source node;
Step 3. If the data of packet m′ is partly encrypted, then backtrack the upstream node
according to the routing path of packet m′, and decrypt the data packet through the
upper layer shared key until the data of the source node is obtained;
Step 4. If the information of all the child nodes of a parent node does not match the
packet information, illustrating that malicious packet modification appears in the
parent node or any corresponding child node, then the parent node and all the child
nodes are added to the suspicious node list;
Step 5. If the node number in the packet does not match the decryption key number
in the decryption process, check the sibling node of the current node to see if there is
a matching one and determine whether the identity of the sibling node is imper-
sonated by the current node. If the impersonation exits, add the current node to the
suspicious node list.

Start

Data pack

Parse the data 
package

Cluster head matchDiscard 
the packet

N

Extract the data part 
of the packet

Y

Data encryption

Get the source node 
data

N

Find data matching 
child nodes

Y

Child nodes match

Key match

Y

Y

Find the current 
node siblings Brothers match

Add a list of 
suspicious nodes

N

Node false identity 
information

N

N

Y

End

Fig. 3. Packet analysis flowchart
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6.2 Integrated Decision Sub-module

Node Reputation Value
When the data packet has been delivered, the sink point parses the packet, gets the
reputation value of the parent node evaluated by the child node and generates the
reputation value of each node in WSN (as shown in Table 2).

In Table 2, the trusted value Tk represents the sum of the credibility evaluation
value of node k, that is, the sum of all the numbers for the node’s credibility evalua-
tion value of 1; similarly, the suspect value Sk represents the sum of the suspect
evaluations of the node k; n is the number of nodes participating in the packet
transfer.

Reputation Decision Algorithm
In order to determine the malicious node based on the trusted value of the node and the
behavior of the node in the process of data packet transmission, this paper proposes a
reputation decision algorithm. The algorithm determines the malicious node by ana-
lyzing the suspect value and the trusted value of each node and comparison with the
detection threshold.

According to the literature [4], the detection rate is higher and the false alarm rate is
lower with the detection threshold set as 1.2. Therefore, the detection threshold RTh is
set to 1.2 in this paper. Calculate the ratio Rk (k is the node number, k = 1, 2, …, n) of
suspect value to trusted values for all nodes:

Rk � RTh, if node k is in the suspicious node list, determine k as a malicious node;
if node k is not in the suspicious node list and no impersonation of the identity of other
nodes appears, node k will be added to the suspicious node list, waiting for the next
round of detection.

Rk < RTh, if node k is in the suspicious node list, retain it and wait for the next
round of detection; if node k is not in the suspicious node list and no impersonation of
the identity of other nodes appears, then k is determined as a normal node.

In the above process: If node k is determined to be malicious, the sink node will
broadcast its number and the nodes with a forwarding relationship with it will delete its
number from the parent node list. If node k is added into the suspicious node list after a
round of detection, however, it satisfies the relation of Rk < RTh in several other rounds
of detection, then move it out of the suspicious node list and use it as a normal node in
packet delivery activity.

Table 2. Network reputation table for each node

Node number 1 2 3 … k … n

Trusted value (Tk) T1 T2 T3 … Tk … Tn
Suspect value (Sk) S1 S2 S3 … Sk … Sn
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7 Experiment and Analysis

The experiment was conducted on the OPNET (opnet-14.5) platform. The MAC layer
adopts the 802.11 wireless communication protocol, and the network layer adopts the
Enhanced LEACH routing protocol. The number of nodes in the network simulation
experiment is 50, 100,…, 400, and the number ofmalicious nodes generated randomly is 5,
10, …, 40. The source node generates a data packet of 4000B every 100 ms to be trans-
mitted to the cluster-head through the parent node, and then sent to the sink node by the
cluster-head. Based on the experimental conclusions of [7] and [8], the network simulation
time of this experiment is set to 50 s, and the time slice length of data packet transmission is
set to t = 2 s. After the OPNET sends the packet based on the Enhanced LEACH routing
protocol, the experimental data is processed throughMATLABprogramming bywhich the
algorithm and the module function mentioned above are realized.

In the same environment, we compared efficacy of theMNDRELdetectionmodel, the
Fuzzy logic based Multi-Attribute Trust Model (FMATM) [9] and the High-reliability
Trust evaluation Model (HRTM) [1]. The number of nodes is set to 50, 100,…, 400, and
the number of malicious nodes generated randomly is set to 5, 10,…, 40. The detection
rate and the false alarm rate are shown separately in Fig. 4.

It can be seen from Fig. 4(a) and (b) that with the increase of the number of
malicious nodes, the detection rate of malicious nodes in HRTM method decreases, the
false alarm rate increases while the detection rate of MNDREL model and FMATM
model increases and the false alarm rate decreases. Compared with FMATM, the
detection rate and the false alarm rate of the MNDREL model is more stable.

The experimental results show that theMNDRELmodel canmaintain a high detection
rate and a low false alarm rate when the number of malicious nodes in the network
changes. The reason is that the MNDREL model is based on the Enhanced LEACH
routing protocol.With the relativelyfixed routing path of the packet, themalicious node in

(a) Malicious node detection rate (b) Malicious node false alarm rate

Fig. 4. Detection comparison of MNDREL, FMATM and HRTM
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the network is easier to be tracked and located, thus leading to high detection efficiency. In
addition, theMNDRELmodel judges the suspicious node generated during the process of
packet transmission and with the increasing of nodes and packets, the information
extracted from the reputation evaluation is more, so the malicious node is easier to be
found, thus leading to gradual rising of the detection rate and the gradual descending of the
false alarm rate.

8 Conclusions

To improve the effect of malicious nodes detection, we proposed a novel algorithm,
MNDREL. The malicious nodes can be effectively identified according to the suspect
value and the trusted value evaluated by MNDREL. Simulation experiments proved
that the MNDREL model outperformed in detecting malicious nodes in WSN with
lower false alarm rate than FMATM and HRTM. However, the real time performance
of the MNDREL model has to be improved. By adding time stamps into the model, we
will monitor the dynamic changing situation of malicious nodes in WSN, moreover, the
distribution of malicious nodes within a certain time can be predicted.
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Abstract. Clustering is an important data processing tool, which can be used to
reveal the distribution structure of unfamiliar domain data, or as preprocess
methods to magnify data object to accelerate subsequent processing or simplify
models. However, the distribution of many real-world data in feature space is
very complex or uneven. Besides, the similarity/distance is not easy to be
properly defined in feature space with different dimensional quantity. Therefore,
many existing clustering algorithms are not stable in real datasets, and better
performance of different datasets relies on artificial special design, such as scale
normalization. In this paper, we propose a bidirectional hierarchical clustering
(BHC) algorithm with two phases. In the first phase (Top-down), based on the
probability density function of data in different dimensions, the feature space is
divided into over-segmented grids to adapt to the complex distribution of data.
In the second phase (Bottom-up), based on statistical information, a robust
distance instead of geometrical distance is defined to agglomerate the grids into
a dendrogram. Compared with the individual data points, grids created in the
first phase can carry more statistical information, and the magnified processing
objects can accelerate the clustering process. The second phase enhances the
algorithm’s ability by the ability of recognize arbitrary shape data clusters. The
effectiveness of BHC is compared with 20 popular or recent clustering algo-
rithms on 8 artificial datasets and 6 real-world datasets. And the results show
that our algorithm can achieve good results on most datasets. In particular, BHC
surpasses all the comparison algorithms involved in the experiment on all real-
world datasets. In addition, in order to test the efficiency of the algorithm, we
design an experiment which can test the influence of dimension and data size on
the operation time.
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1 Introduction

As an unsupervised learning tool, without additional label information, clustering has a
wide range of applications, such as biological gene classification [1–3], chemical
molecular structure [4, 5], astrophysics [6–8] and business market analysis [9]. It can be
used to demonstrate the inherent structure of spatial distribution of data, helping people
explore unfamiliar areas from the perspective of data distribution. In addition, in the
computer field, clustering technology is often used as a preprocessing method to reduce
the complexity of subsequent processing or models [10]. Since a variety of data with
different types and sizes are constantly generated, clustering algorithm has always been
a hot research topic. At present, the research of clustering algorithm mainly focuses on
three aspects: overcoming the effects of high-dimensional data and big data on
experimental effect and efficiency [11, 12], processing complex data clusters [13–16]
and reducing the dependence of algorithms on user-specified parameters [17, 18].

However, most of the above studies are lopsided without an integrated manner,
which may lead to two problems: (1) Clustering algorithms using global partition
strategy cannot process data with complex and uneven distribution. For example, the
DBSCAN [19] algorithm can handle clusters of arbitrary shapes. But it cannot perform
well when encountering data with uneven distribution. (2) Considering different
dimensional quantity, it is very difficult to define a reasonable point-to-point distance,
especially in high-dimensional data. For example, DPC [13] algorithm and its improved
algorithms [14–16], which need to calculate the distance between points, are not robust
on real-world datasets.

In this paper, we propose a bidirectional hierarchical clustering algorithm called BHC.
As the point-to-point distance definition is unreliable and the data distribution is complex
and uneven, we can divide the data into over-segmented subsets, where data points in a
subset have the same spatial distribution and statistical information. That is the basic idea
of BHC. Leveraging the statistical information of subsets to calculate robust distance
between subsets, those over-segmented subsets can be re-agglomerated into a dendro-
gram. Accordingly, our bidirectional clustering algorithm consists of two opposite-
directional phases: Top-down and Bottom-up. In the first phase, based on OptiGrid [20]
algorithm, a coarse grid partition is performed recursively in dividing the feature space
into non-interfering grids. Even if the data distribution is uneven or complex, the points in
a grid have the same distribution characteristics. In the second phase, through the sta-
tistical information shared by the data points in the grid, a grid-to-grid distance is defined.
And grids are agglomerated successively according to the order of the number of points in
grids. Although the grids in the first stage are simple rectangles, the algorithm can handle
clusters of arbitrary shapes through the second phase. The benefit of Top-down process is
that a robust distance can be defined regardless of data size, dimension and distribution. In
addition, statistical information in grids can be applied to identify outliers and noise. The
major contributions of this paper are summarized as follows:

1. We proposed a spatial grid partitionmethod based on data distribution, where points in
same grids have the same distribution characteristics. In this method, performing
coarse grid partition recursively results in over-segmented grids while the validity of
segmentation is guaranteed. In addition, feature compositor is applied to select fea-
tures that have more contributions to the formation of a particular cluster.
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2. We defined a robust distance between grids that can be used to agglomerate the
divided grids into dendrogram. This distance is calculated from the statistical
information of the data points in the grid instead of the geometric information, thus
avoiding the effects of high dimensional quantity.

3. We benchmark BHC with 20 popular or recent clustering algorithms on 8 artificial
datasets and 6 real-world datasets, and our algorithm achieves the best result far
superior to the comparison algorithms on all real-world datasets, which proves the
stability and superiority of our algorithm in dealing with practical problems. What’
more, our algorithm is less affected by the data size and data dimension in the
efficiency experiment. An example of BHC flow is shown in Fig. 1.

2 Methodology

In this section, we will introduce BHC with two component phases which are in
opposite directions: Top-down and Bottom up. These two phases are respectively
described in detail in Sects. 2.1 and 2.2.

2.1 Top-Down for Grid Partition

Partitioning the feature space into grids is a feasible strategy for big data, as magnified
processing objects can accelerate the clustering process. Additionally, grids can carry
more statistical information than individual data points. Therefore, this strategy is
robust against outliers, since grids containing outliers are highlighted as their data
points are relatively less. Besides, in BHC, the statistical information is used to define a
robust distance between grids.

In this process, the feature space is partitioned recursively by the Top-down
approach into multilevel coarse-grained grids to form a Top-Down (TD) tree structure,
(see Fig. 2). However, axes-parallel partitions are not suitable for high-dimensional
data due to data sparseness problem. Namely, the number of data points in each grid is
so few that it may lose statistical significance. Hence, we adopt as wide a bandwidth as
possible in one-dimensional Gaussian kernel estimation to promise a robust grid par-
tition. And each partitioning is performed in some particular dimensions, which are
selected from all dimensions according to their contribution of individual dimensions to
the formation of a particular region or grid. Through recursive partitioning, an over-
segmented grid set is created, while the validity of segmentation is guaranteed.

Fig. 1. An example of BHC flow
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Specifically, for a partition processing, based on OptiGrid [20] algorithm, the kernel
density function is applied in the training set to calculate the probability density
functions (PDFs) of all dimensions. For each kernel density estimation, the bandwidth
is selected under the guidance of statistical information and a coarse-granularity
approach. Then the partitioning is done by some cutting planes which are perpendicular
to the point with minimal point densities in selected dimensions. These dimensions are
obtained by selecting top part of the ordered dimensions, which are sorted by the
difficulty of dividing the dimensions.

One-Layer Coarse-Grained Partitioning
OptiGrid provides a powerful framework for grid-partitioning by optimal cutting planes
which are located at the minimal density points of PDFs in the corresponding contracting
projection. In BHC, contracting projections are specifically referred to as axes projection.

For a dataset D = {X1, X2, …, Xn} with n d-dimensional points and Xk = {xk,1, xk,2,
…, xk,d}, the PDF of D in the i-th dimension can be approximated by the one-
dimensional Gaussian kernel g(xk,i, ki) respect to the bandwidth ki:

fiðD; kiÞ ¼ 1
n

Xn
k¼1

g xk;i; ki
� � ¼ 1ffiffiffiffiffiffi

2p
p

nki

Xn
k¼1

exp
ðx� xk;iÞ2

2k2i

 !
ð1Þ

When data points spread sparsely in a dimension, a number of spikes (maxima) would
appear in the PDF (see the top two graphs in Fig. 4). Obviously, such PDFs is not what
we want as too many minimal density points for cutting planes. In DENCLUE [21] and
OptiGrid, a threshold is defined to cut the impact of spikes, where the spikes with a
density below the threshold would not be taken into account.

Fig. 2. An example of Top-down flow

Fig. 3. One-layer partitioning processing
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As shown in Fig. 4, with the increase of the bandwidth, the curve of the PDF
becomes smooth and a number of useless spikes disappear. Hence, a larger value of
bandwidth can filter the impact of sparse data. In this method, we attempt to use coarse-
grained bandwidth to alleviate the existence of spikes. When estimating PDF, the value
of the bandwidth decreased from one initial bandwidth, until more than one peak
appears in the PDF. Determining cutting plane by fewer density peaks, the grids are
more robust since fewer bad partitions would be done. As shown in Fig. 3, a one-layer
partitioning is performed to divide a grid into four sub-grids by two cutting planes.
Especially, over-segmentation is guaranteed by performing partitioning recursively.

A key problem in our method is the preset of the initial bandwidth. When setting a
large value, a lot of computation is invalid; when setting a small value, the bandwidth
cannot filter the impact of sparseness. To determine a proper initial bandwidth, we
introduce a definition: statistical linkage.

Fig. 4. PDFs with different bandwidth of two dimension of data points in Fig. 3
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Definition (statistical linkage): dataset D is of statistical linkage in i-th dimension
respect to ki as long as the PDF fiðD; kiÞ of D in i-th dimension has one maximal point
at most.

According to the statistical linkage, the initial bandwidth of i-th dimension can be
set as the minimal bandwidth making D is of statistical linkage in i-th dimension.
However, such bandwidth is hard to be directly obtained. In an ideal situation where
only two points X1, X2 exist in D (see in Fig. 5), it is easy to prove that the condition
makes D of statistical-linkage in i-th is ki � (x2,i − x1,i)/2, while ki � (x2,i − x1,i)/2 is
the standard deviation ri of D in the i-th dimension. Therefore, the initial bandwidth in
BHC is initialized as the standard deviation ri of dataset D in the corresponding
dimension.

When estimating PDFs of d dimensions, each dimension would get a separated
bandwidth ranging from its standard deviation to 0, which has the maximal value
making the PDF be not of statistical linkage. Obviously, data points in the dimension
with a relatively large bandwidth are better divided. Hence, based on the bandwidth of
a dimension, a variate can be defined to measure the difficulty of partitioning data
points in this dimension.

Definition (partitioning degree): A partitioning degree for the i-th dimension of the
dataset D is defined as follows:

degreeDi ¼ argmax H dð Þ 0\d� M ð2Þ

H dð Þ ¼ d; if fi D; dM ri
� �

has two or more maxima
0; else

�
ð3Þ

where an interval [0, ri] is divided into M segments and the bandwidth of the i-th
dimension ki is assigned to ri degreei /M. Figure 6 shows the calculation order of
partitioning degree.

Fig. 5. Function graph of an ideal situation
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As for how to find the minima in PDFs, a stride detection approach is applied in our
method, where the stride is set as half of the bandwidth (see Fig. 7). For two adjacent
detection points xk, xk+1, if the first derivative of point xk+1 is less than or equal to 0
while the first derivative of xk is bigger than 0, a minimum between xk and xk+1 is
approximated as follows:

xmin ¼ xkþ 1 þ xk
2

þ k2

xkþ 1 þ xk
� ln ykþ 1

yk

� �
ð4Þ

Dimension Sorting
When a coarse-grained partitioning is done in dataset D, each dimension gets a par-
titioning degree, which can be used to measure the contribution of individual dimen-
sions to the formation of a particular sub-grid. According to the partitioning degree,
part of dimensions is selected to reduce the impact of high dimensions. Since the
partitioning degree is an integer within a certain range (0,M], there may be a number of
equal degrees over dimensions, which results in a confusion of selecting dimensions.
Hence, an extra variate is defined as supplementary.

Fig. 6. Calculation order of partitioning degree.

Fig. 7. Minima detection through stride detection approach
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Definition (partitioning faith): a partitioning faith for a partitioning set {D1, D2, …,
Ds} over the i-th dimension of dataset D is defined as:

faithDi ¼
Xs
j

rDj

i

,
s � rDi
� � ð5Þ

Where rDi denotes the standard deviation of the i-dimension of dataset D. After the
partitioning degree of a dimension determined, the partitioning faith is confirmed.
Obviously, the smaller the partitioning faith is, the better the partitioning performs. By
the partitioning degree and faith, all dimensions of dataset D can be sorted according to
the performance of partitioning, and only the former P dimensions are involved in grid-
partitioning. In this way, not only can we reduce the computation of high dimensional
data, but also avoid the data sparse problem.

Recursive Partitioning
One-layer partitioning processing is not enough to separate points belonging to dif-
ferent data clusters into different grids. Therefore, we need to partition data space
recursively to guarantee data points in a grid have similar distribution characteristics,
while different dimensions would be selected in each partition. Recursively partitioning
stops for a sub-grid if the data points in this grid are below a threshold max_data or the
depth of this node in TD tree is above a threshold L. A sub-grid is discarded if the data
points in this grid are below a threshold min_data to alleviate the effect from outliers
and noise. Hence, a total of five parameters need to be confirmed by the user:

• max_data: the maximal data points that a grid can contains
• min_data: the minimal data points that a grid need contains
• L: the threshold of the depth of TD tree
• P: the number of selected dimensions
• M: the number of partitioned segments of candidate interval

Although five parameters need to be defined by users, all those parameters are
integers and are easily selected by cross-validation. In practice, the selection of
min_data and max_data rely on the test dataset. Usually, max_data is less than the
minimal number of data points belong to defined clusters and min_data is determined
by the proportion of outliers in the dataset. As for parameter L and P, if we select a
relatively large P and a small L can guarantee the precision of grid-partitioning, and
algorithm runs faster; if we select a relatively small P and a large L can guarantee the
precision, and algorithm is more robust. Therefore, we need to make a tradeoff between
the running speed and the robustness of the algorithm when we preset L and P. The
selection of M is usually unwarranted, while a range [5, 30] can be taken as a reference.

2.2 Bottom-Up for Grid Agglomeration

In this process, the leaf nodes in the TD tree created in the Top-down phase are
agglomerated successively by the Bottom-up approach to form a hierarchical structure.
In many multilevel grid-based clustering algorithms such as STING [22], grids that
belong to different parent grids cannot be merged directly, so that may result in error
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accumulation. In addition, the traditional 4/8-collection strategy is not suitable for
coarse-grained and feature-selected grids in our algorithm. Hence, in BHC, a robust
statistical-based distance of any two grids is proposed, so that any leaf grids can be
merged. Besides, adopting the corresponding strategy in the DPC, the agglomerative
sequence of grids is sorted according to the number of data points in the grids.

For any two leaf grids g1, g2 in the TD tree (see in Fig. 8), g is the lowest common
ancestor of g1 and g2, and the distance of g1 and g2 is defined as follows:

dis g1; g2ð Þ ¼
Xd
i¼1

degreegi
faithgi

� Fi g1; g2ð Þ ð6Þ

where Fi(g1, g2) is a discriminant function that determines if g1 and g2 are linked in the
i-th dimension. The criterion of Fi(g1, g2) in the i-th dimension is whether the distance

between the centers lg1i , lg2i of g1 and g2 is greater than the sum of the bandwidth kg1
0

i ,

kg2
0

i of their parent nodes of their parent g10 and g20 instead of g:

Fi g1; g2ð Þ ¼ 1; if lg1i � lg2i

��� ���� kg1
0

i þ kg2
0

i

0; else

(
ð7Þ

In DPC, an attractive idea is of a novel definition of the nearest point: the nearest
neighbor of a node is defined as a node with the nearest distance and a higher density
concurrently. Besides, data points in DPC are agglomerated in ascending order of their
local density, which provides a novel agglomerative chain. This agglomerative chain is
more robust in the result than that of the traditional definition of the nearest neighbor
chains [26], since more typical data centers are detected.

Based on DPC, in our method, the nearest grid of gi is defined as a grid gt with the
nearest distance and more data points:

t ¼ argmin
j:num gjð Þ[ num gið Þ

dis gj; gi
� �� � ð8Þ

Fig. 8. An example of TD tree
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where num(gj) denotes the number of points in grid gj. In BHC, leaf grids are
agglomerated in ascending order of the number of data points in grids. In other words,
the smaller gird agglomerates with its nearest center first, since the effect of mis-
agglomeration of smaller grids is more acceptable than that of larger grids. With the
grid-partitioning and the agglomerative chain, we are now able to describe BHC
generally.

3 Experiments

We designed three experiments to demonstrate the superiority of our proposed method.
We first benchmark the algorithm on 8 artificial datasets. Then 6 real-world datasets
from UCI datasets [23] are tested. At last, we test the efficiency of our method in
datasets Dim-sets [25] with different sizes and dimensionalities. The concentrated
introductions of above test datasets can be found in [24]. Each experiment is compared
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with several well-known clustering algorithms. Note that the results of unstable clus-
tering algorithms whose clustering results are different with each clustering, including
K-means [31], K-medoids [32], K-medians [33], are the averages of the results of
repeated 50 times.

3.1 Experiment on Artificial Datasets

In this part, we benchmark the algorithm on 8 artificial datasets, and the results are
presented in Fig. 9. The accuracies of our method and 20 well-known clustering
algorithms for 8 artificial datasets are shown in Table 1. In Table 1, the corresponding
database for each column are aggregation, compound, pathbased, spiral, D31, R15,
jain and flame; the corresponding clustering algorithms for each row are Single [26],
Complete [26], UPGMA [26], WPGMA [26], Ward [26], UPGMC [26], WPGMC
[26], Rock [27], Chameleon [28], Cure [29], Birch [30], K-means [31], K-medians
[33], K-medoids [32], DBSCAN [19], DPC [13], PERCH [11], DSets-DBSCAN [17],
SNN-DPC [16], KNN-DPC [14], and our method BHC.

In the first column in Table 1 for dataset aggregation (see Fig. 9(a)) with 7 clusters
of different shapes and varying size, UPGMA (100%), UPGMC (100%), KNN-DPC
(99.23%) and our method (99.23%) can handle the dataset very well. Database com-
pound (see Fig. 9(b)) contains 6 clusters of different shapes, sizes, and densities, where
the lower-left ring-like cluster encircles another cluster, and the upper-right corner has
two compounded clusters of different density. Due to its complex distribution structure,
no algorithm can handle database compound well, and DSets-DBSCAN (93.98%),
BHC (89.72%) perform best. Dataset pathbased (see Fig. 9(c)) and spiral (see Fig. 9

Fig. 9. Results of artificial datasets: (a) aggregation, (b) compound, (c) pathbased, (d) spiral,
(e) D31, (f) R15, (g) jain and (h) flame
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(d)) has non-convex clusters with large curvature, which are not what our method can
deal with. Only SNN-DPC can cluster pathbased well and Single, Chameleon, Cure,
DBSCAN, DPC and SNN-DPC perform well in dataset spiral. For dataset D31 (see
Fig. 9(e)) and R15 (see Fig. 9(f)) with data points located with high overlap, our
method successfully divides data points into correct clusters. Similar to pathbased and
spiral, Dataset jain (see Fig. 9(g)) and flame (see Fig. 9(h)) also has non-convex
clusters, while our method achieves considerable performance over those two datasets.

In Table 1, we can find that in artificial datasets with unified dimensions, DPC and
its improved algorithms performed stable, which proves their ability to handle
complex-shaped clusters. Due to the distortion caused by axes-parallel grid-
partitioning, our algorithm cannot achieve best accurate results over test cases. This
distortion is more likely to be an inherent defect of grid-partitioning, which can be
released by increasing the depth of TD tree. However, a TD tree with a huge depth will
reduce the number of data points in the leaf nodes to lose statistical significance, which
may affect the precision of grid distance. Even though BHC is not the strongest
algorithm when dealing with complex-shaped clusters, our algorithm achieves com-
petitive results on all datasets except spiral.

Table 1. Results of artificial datasets

Method A C P S D R J F

Single 83.88 84.46 80.67 100 76.03 95.67 99.73 91.25
Complete 91.37 78.70 72.67 39.42 95.42 99.00 86.06 63.75
UPGMA 100 86.72 75.33 37.82 96.23 99.50 86.06 63.75
WPGMA 90.86 87.72 67.33 38.78 88.58 98.83 93.83 65.42
Ward 100 86.72 73.33 40.38 96.61 99.50 93.83 63.75
UPGMC 86.55 84.21 67.67 35.26 84.48 99.33 91.15 63.75
WPGMC 85.41 75.69 73.33 37.20 75.00 99.17 78.55 96.00
Rock 55.20 61.65 71.67 48.40 11.45 18.33 85.52 92.50
Chameleon 85.41 60.65 69.00 100 97.68 99.67 73.99 97.92
Cure 94.16 88.47 92.67 100 50.45 73.33 100 97.08
Birch 77.28 85.96 37.33 37.20 90.23 74.83 100 93.33
K-means 77.92 71.43 69.33 35.90 81.39 7332 78.55 75.42
K-medians 71.57 63.91 73.33 40.38 79.29 77.17 73.99 63.75
K-medoids 73.85 79.45 65.00 40.38 80.61 81.17 73.99 63.75
DBSCAN 95.18 81.45 68.67 100 77.97 97.33 92.49 96.67
DPC 89.72 88.22 78.00 100 78.10 99.33 95.17 98.33
Perch 75.29 66.04 69.03 44.70 84.61 95.65 67.86 67.04
DSets-DBSCAN 82.49 93.98 94.33 55.77 82.54 72.33 92.76 97.92
SNN-DPC 97.84 86.21 97.67 100 97.39 99.67 87.67 98.75
KNN-DPC 99.23 86.71 65.33 69.87 96.38 99.67 70.78 100
BHC 99.23 89.72 82.00 59.29 94.74 99.16 95.97 98.33
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3.2 Experiment on Real-World Datasets

To illuminate the performance of our method on real-world problems, 6 real-world
datasets from UCI datasets: iris, wine, glass, breast cancer, yeast, thyroid, are chosen to
verify the effectiveness ofBHC.The accuracy of ourmethod and the compared algorithms
on those datasets are shown in Table 2. It is obvious in Table 2 that ourmethod is superior
to all compared algorithms on all test datasets. Especially in dataset wine and glass, our
algorithm achieved 97.19% and 51.75% clustering accuracy, while the second-best
results of rest algorithms were 93.26% (Chameleon, Birch) and 58.88% (K-means)
respectively. It proves the advantage of our method to deal with real-world problems.
Besides, among these algorithms shown in Table 2, Single, Rock and DBSCAN have the
worst performance, evenSingle andDBSCANachievedgood results on artificial datasets.

Considering Tables 1 and 2 together, we can find that many algorithms that per-
formed well on artificial datasets performed poorly on real-world datasets. For DCP
algorithm and its improved algorithm SNN-DPC, KNN-DPC, they achieved consid-
erable results in all artificial datasets due to their ability of handling complex-shaped
clusters. However, the dimensions of artificial datasets are simple and uniform in size.
So, when applied in real-world datasets, those algorithms needing distance matrix, such
as DPC, K-means, performed poorly, as point-to-point distance is difficult to be
properly measured. In addition, for DBSCAN and other algorithms that use the global

Table 2. Results of real-world datasets

Method I W B Y G T

Single 82.67 55.05 63.09 31.94 43.46 77.67
Complete 96.00 89.89 79.61 36.05 42.52 85.12
UPGMA 96.67 89.33 91.39 41.37 48.60 81.86
WPGMA 96.00 86.52 92.44 41.51 50.47 69.77
Ward 96.67 84.83 91.39 44.74 43.46 87.44
UPGMC 96.00 88.20 89.81 41.85 47.20 87.44
WPGMC 96.00 65.73 85.59 38.48 45.79 82.79
Rock 66.67 59.55 78.91 34.37 43.46 70.70
Chameleon 96.67 93.26 93.32 43.94 57.48 83.26
Cure 96.67 91.01 91.74 43.80 55.14 92.09
Birch 97.33 93.26 91.92 43.16 56.54 88.84
K-means 94.00 92.13 92.27 38.41 58.88 86.98
K-medians 94.00 92.69 92.62 40.78 46.73 93.02
K-medoids 96.00 86.46 92.41 37.69 50.00 84.65
DBSCAN 84.00 60.67 62.92 31.94 45.79 77.67
DPC 96.00 91.01 91.74 37.40 51.40 88.37
Perch 80.13 60.28 74.48 34.47 50.93 57.81
DSets-DBSCAN 96.00 78.88 68.19 48.88 32.24 71.63
SNN-DPC 97.33 73.03 90.68 42.72 48.60 78.61
KNN-DPC 96.67 64.04 82.60 37.06 57.01 63.25
BHC 97.33 97.19 94.20 51.75 62.62 94.42
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partitioning strategy, stable results can be obtained only when the data is evenly
distributed. From Table 2, a conclusion can be drawn that BHC is robust and effective
in processing real-world datasets.

3.3 Efficiency Analysis

To demonstrate the efficiency of our method, we performed analysis in datasets with
different sizes and dimensionalities. We first test the clustering algorithms in dataset
Dim-sets with six kind of dimensionalities: 32, 64, 128, 256, 512, 1024. We then draw
several various-size datasets by copying the 1024-dimensional data points in Dim-sets.
Figure 10 shows the running time of clustering algorithms versus dimensionality and
data size. Note the run time is recorded when the algorithm obtains a 100% accuracy
rate on the dataset.

As shown in Fig. 10(a), the running time has linear dependency with the increase of
dimensionality, and Birch have a relatively small growing rate. The reason that the
growth rate of running time of our method is higher than Birch, is our method takes a
more time-consuming process in each dimension to perform grid-partitioning. As
shown in Fig. 10(b), the running time of SINGLE, CHAMELEON, DBSCAN and
DPC increases with the size of datasets by exponential growth; the running time of our
method and Birch has been kept at a very low level. In addition, with the increase of
data size, the running time of Birch exceeds our algorithm gradually.

Generally, our method and Birch are both good at handling high-dimensional data
and big data, while our method is better at big data and Birch is better at high-
dimensional data.

4 Conclusions

In this paper we proposed a bidirectional hierarchical clustering algorithm called BHC
where the Top-down and Bottom-up processes are performed to form a dendrogram.
Through the strategy of over-segmentation and the definition of distance between grids,
BHC can process complex and uneven data and avoid the influence of unstable

Fig. 10. Running time comparison: (a) with different data dimension, (b) with different data size
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geometric distance. Our method is good at large-scale and high-dimensional data, and
is robust to outliers and noise. Experiment results verified the superiority of our method
in efficiency and effectiveness over common clustering algorithms. However, one
limitation of our algorithm is distortion caused by grid-partition. As a follow-up work,
we will develop the kernel function as the projection to deal with nonlinear problems.
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Abstract. With the widespread popularity of cloud storage, cloud storage
security issues have also received much attention. A provable data possession
(PDP) scheme can effectively help users to verify the integrity of data stored
remotely in the cloud. For this reason, the client’s PDP scheme is constantly
improving and developing. In view of the problem that the existing PDP scheme
pays less attention to the clients deceiving the cloud server, a non-repudiable
dynamic PDP scheme based on the Stern-Brocot tree (SB-NR-DPDP) is pro-
posed. We put forward a dynamic storage structure and dynamic operation
algorithm based on the Stern-Brocot tree, so that it can satisfy the client’s
dynamic data operations and realize the non-repudiation feature of the scheme.
This scheme can resist hash value attacks, delete-insert attacks and tamper with
cloud return value attacks. The theoretical analysis shows that the proposed
scheme has less computing and storage overhead than other schemes.

Keywords: Cloud storage � Provable data possession � Stern-brocot �
Dynamic operation

1 Introduction

As cloud storage can provide users with high-quality data storage and computing
services [1], cloud storage has gradually gained wide popularity among users. Cloud
storage not only provides convenience for users but also raises serious security prob-
lems for them. Cloud storage not only makes users relinquish physical control of the
data but also increases the risk of data being leaked by, tampered with and deleted by
cloud service providers. In addition, the security of cloud storage is threatened by
external attackers, hardware failures and other factors. Therefore, research on the
integrity verification of users’ cloud data is urgently needed.

A provable data possession (PDP) scheme can effectively help users to verify the
integrity of data stored remotely in the cloud. However, research on PDP has paid little
attention to user deception by cloud service providers. For example, a user once issued
an order to delete a certain piece of data to the cloud service provider, but the user
denied that order when authenticating the integrity and blamed the cloud service
provider, resulting in disputes between the user and the cloud service provider. For this
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reason, by introducing the Stern-Brocot tree type of dynamic data structure, this paper
proposes a non-repudiable dynamic provable data possession scheme (SB-NR-DPDP).

2 Related Work

To solve the problem of users checking cloud data integrity, researchers have proposed
a provable data possession (PDP) scheme. In 2007, Ateniese et al. [2] first proposed the
PDP scheme. To support user dynamic operations and to improve the scheme’s flex-
ibility of the scheme, the researchers proposed dynamic PDP scheme. For example, [1,
3, 4]. To eliminate complex key and certificate management and to improve PDP
scheme efficiency, Zhao et al. [5] proposed the first identity-based PDP scheme in
2013. To solve the problem of user unreliability and improve the credibility of both
parties in a PDP scheme, in 2014, Mo et al. [6] proposed a non-repudiation PDP
scheme based on the Merkle hash tree and timestamps. Feng [7] et al. found that the
existing dynamic data structure could not satisfy the non-repudiation feature of the PDP
scheme very well. By introducing a logical index table (ILT), they proposed the non-
repudiation and identity-based, non-repudiable dynamic PDP scheme (ID-NR-DPDP)
in cloud storage.

3 The System Model

An SB-NR-DPDP scheme model contains four primary entities: the private key gen-
erator (PKG), the data owner (User), the cloud server provider (CSP), and the unbiased
judge. As shown in Fig. 1, their functions are as follows.

• PKG: A trusted third party, which is called the private key generator. It can help
users generate private keys.

• User: The data owner who uses cloud storage services to outsource data to remote
clouds.

Fig. 1. SB-NR-DPDP scheme model
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• Cloud server: A semi-trusted entity that stores and processes the user’s data. It can
prove data integrity to clients, but sometimes the cloud server can destroy data
integrity and trick clients into believing that the data are still intact in the cloud.

• Judge: A trusted third party that resolves disputes when they arise between the user
and the cloud service provider.

4 The Dynamic Operation Algorithm of the Stern-Brocot
Tree

The Stern-Brocot tree [8] is a binary tree used to construct a set consisting of all non-
negative minimal fractions. It was discovered independently by German mathematician
Moritz Stern and French watchmaker Achille Brocot. The dynamic operation algorithm
in the Stern-Brocot tree includes an insert, delete and modify algorithm. Users and the
cloud server initialize the tree: the root node is 1

1 and is used to form a tree structure that
is symmetric to the root node. The left child of the root node is N

M, which is the seed
node. The right child is M

N . Using a seed, a Stern-Brocot tree with a symmetric root node
can be established. As shown in Fig. 2, all the fractions in the tree are in the simplest
form.

The algorithm calculates the height of the tree that needs to be established
according to the number of seeds and the number of data blocks n. Each leaf node in
the tree corresponds to a unique pointer variable, and each pointer variable points to the
user’s corresponding data block Fwx.

Insert algorithm: When data blocks Fwx need to be inserted, an update from the
most recent operation starts after the largest leaf node. The pointer variable wx cor-
responding to the appropriate insert block position is found. It then points to the file
block F0

wx. The number of blocks is updated at the same time.
Deletion algorithm: To delete the correspondence between pointer variables and file

blocks, it needs to delete the wx pointer to Fwx, and let wx ¼ 1 as failure node that is to
add wx as a global pointer variable for the dynamic operation algorithm. Finally,
update the number of blocks at the same time, n ¼ n� 1. The purpose of marking the
failure node is that when the tree is built again, wx conflicts with the global variable

Fig. 2. Partial Stern-Brocot tree with seed (N, M)
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value, indicating that the position is the failure position. Continue to look for the
insertion position, so as to prevent the deletion - insertion attack. If the deleted position
is at the last block, a new block will be inserted after the newly deleted position to
avoid the delete - insert attack. When there are not enough leaves in the tree, a row will
be generated again and the global variable will be cleared after initialization.

Modify algorithm: First, it removes the relationship between the pointer variable
wx and the file block Fwx, and makes pointer variable value wx ¼ 1. It then adds wx as
a global pointer variable for the dynamic operation algorithm. Then, it follows the
insertion algorithm to find pointer variable wx0 corresponding to the insertion location,
and points to modify the file.

5 Details of the SB-NR-DPDP Scheme

The SB-NR-DPDP scheme include six algorithms: Setup, Extraction, Tagging,
Processing, Proof, and Judgement, which are described in detail in the following
sections.

5.1 Setup

This algorithm is executed by the PKG. Let G1;G2 be a cyclic multiplication groups
with prime order, and g be a generator of G1. The map e : G1 � G1 ! G2 is a bilinear
pairing. The PKG defines three hash functions: H : 0; 1f g�! G1, h : 0; 1f g�! Z�

q ,
h1 : 0; 1f g�! Z�

q ; a pseudo-random function: £key : key� 0; 1f g�! Z�
q ; and a

pseudo-random permutation: pkey : key� 0; 1f glog hð Þ! 0; 1f glog hð Þ. The PKG then
selects a random number c 2 Z�

q and computes C ¼ c � g. The identity-based signature
algorithm of Galindo and Garcia [9] where sign skID; fð Þ ! ‘ generates the signature for
the message, and verify ID; f; ‘ð Þ is used to verify the signature validity. PKG publishes
the public parameters Gg ¼ fG1;G2; q; g; e;H; h; h1;C; p;/; signðÞ; verifyðÞg and
keeps the msk ¼ c secret.

5.2 Extraction

The PKG selects a random number j 2R Z�
q and computes R ¼ j � g, Z ¼ jþ

c � hðIDjjR)mod q; therefore, skID ¼ R; Zð Þ. The PKG uses this algorithm to generate the
client’s secret key, skc, or the cloud server’s secret key, sks.

5.3 Tagging

Given an F, the client chooses a random file name NI from some large domain and splits
the file into n blocks, F ¼ F1 F2k k. . .Fn, givenFx; 1� x� n,Fx ¼ Fx1 Fx2j jj j. . .Fxs. Then,
the client selects s random values u1; u2; . . .us 2 G1;U ¼ u1; u2; . . .usð Þ, and then ini-
tializes the tree by the dynamic operation algorithm of the Stern-Brocot tree to obtain wx.
It then calculates the signature ‘c and label Twx, where ‘c ¼ sign skc;NI Uj j nj jj j N;Mð Þð Þ
and Twx ¼ Zc � H NI wxj jj jUð Þþ PS

K¼1 Fwx;k � uk
� �

. Then, the client uploads
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Fwx; Twx; NI, U, n, N,Mð Þf g to the cloud server. Next, the cloud server uses equations
e
Pn

x¼1 Twx; g
� � ¼ eðPn

x¼1 H NI wxj jj jUð ÞþPs
K¼1

Pn
x¼1 Fwx

� � � uk;Rcþ hðIDcjjRcÞ � CÞ
and 1 ¼ verify IDc;NI Uj j nj jj j N;Mð Þ; ‘Cð Þ to check the validity of Twx, 1� x� nð Þ and
‘c. If one of them does not hold, the operation stops. Otherwise, the cloud server stores
them, computes the signature ‘s ¼ sign IDs; ‘cð Þ, and returns ‘s as a receipt to the client.
The client receives the receipt from the cloud server, and then checks the validity of the
receipt ‘s by using the equation 1 ¼ verify IDs; ‘s; ‘cð Þ. If it is invalid, the operation stops.
Otherwise, the client stores NI; n; N,Mð Þ; ‘s; ‘cf g and deletes data blocks and tags from
local storage.

5.4 Processing

• Insert

The client wants to insert a new block F0. First, the client obtains the pointer variable wx0

corresponding to the new insertion location and the number of file blocks n by using the
dynamic operation algorithm. Then, the file F0 is divided into s sections, F0 ¼
F0
1 F0

2

�� ��. . .F0
s

� �
. The client computes the new label T 0

wx and signature ‘0c, by using the

equations T 0
wx ¼ Zc � H NI wx0j jj jUð Þþ Ps

k¼1 F
0
k � uk

� �
and ‘

0
c ¼ signðskc; IN NIj jj j

wx0jjnÞ. Next, the client uploads IN; F0; T 0
wx;U, n, ‘

0
c

� �
, to the cloud server. Then, the

cloud server checks the validity T 0
wx and ‘0c, by using the equations 1 ¼

verifyðIDc; IN Uj jj jwx0jjn; ‘0cÞ and e T 0
wx; g

� � ¼ eðH NI wx0j jj jUð Þþ Ps
k¼1 F

0
k � uk;Rc þ

hðIDCjjRcÞ � CÞ. If one of them does not hold, the operation stops; otherwise, the cloud
server updates n, ‘0c. Then, the signature ‘0s ¼ sign IDs; ‘

0
c

� �
is computed and ‘0s is

returned as a receipt to the client. The client receives the receipt from the cloud server and
then checks the validity of the receipt ‘0s by using the equation 1 ¼ verify IDs; ‘

0
s; ‘

0
c

� �
. If it

is invalid, the operation stops; otherwise, the client updates n, ‘0c; ‘0s, and deletes F
0; T 0

wx
from local storage.

• Delete

The client wants to delete block Fwx. First, the client obtains the pointer variable wx
corresponding to the delete location, and the number of file blocks n by using the
dynamic operation algorithm. The client computes the signature ‘0c, by using the
equation ‘0c ¼ sign skc;NI Uj j wxj jj jnð Þ. Then, the client uploads NI;U; n;wx; ‘0c

� �
to the

cloud server. Next, the cloud server checks the validity by using the equation
1 ¼ verify IDc;NI Uj j wxj jj jn; ‘0c

� �
. If it holds, the cloud server updates n, ‘0c. Then, the

signature ‘0s ¼ sign IDs; ‘
0
c

� �
is computed and ‘0s is returned as a receipt to the client. The

client receives the receipt from the cloud server and then checks the validity of the
receipt ‘

0
s by using the equation 1 ¼ verify IDs; ‘

0
s; ‘

0
c

� �
. If it is invalid, the operation

stops; otherwise, the client updates n, ‘0c; ‘
0
s.
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• Modify

The client wants to modify the file block value into F0. First, the client obtains the
pointer variable wx0 corresponding to the new insertion location of the new block by
using the dynamic operation algorithm. Then, the file F0 is divided into s sections -
F0 ¼ F0

1 F0
2

		 		 . . .j j		 		F0
S

� �
. The client computes the new label T 0

wx and signature ‘0c, by
using the equations T 0

wx ¼ Zc � H NI wx0j jj jUð Þþ Ps
k¼1 F

0
k � uk

� �
and ‘0c ¼ signðskc;

NI Uj jj jwx0jjnÞ. Then, the client uploads F0; T 0
wx;NI;U;wx0; n; ‘0c

� �
to the cloud server.

The cloud server checks the validity T 0
wx and ‘0c, by using the equations 1 ¼

verifyðIDc;NI Uj jj jwx0jjn; ‘0cÞ and e T 0
wx; g

� � ¼ e H NI wx0j jj jUð Þþ Ps
k¼1 F

0
k � uk;Rc þ

�
hðIDcjjRCÞ � CÞ. If one of them does not hold, the operation stops; otherwise, the cloud
server updates ‘0c. Then, the signature ‘0s ¼ sign IDs; ‘0c

� �
is computed and ‘0s is

returned as a receipt to the client. The client receives the receipt from the cloud server
and checks the validity of the receipt ‘0s by using the equation 1 ¼ verify IDs; ‘0s; ‘0c

� �
.

If it is invalid, the operation stops; otherwise, the client updates ‘0c; ‘0s, and deletes the
file block and its labels.

5.5 Proof

The client wants to verify the integrity of the file NI. First, the client selects a random
number i, where 1� i� n and s1; s2 2 R Z�

q . The client computes S2 ¼ s2 � g; ‘̂c ¼
signðskc;NI s1j jj jS2jjiÞ and sends the challenge chal ¼ i; s1; S2;NI; ‘̂c

� �
to the cloud

server. Upon receiving the challenge, the cloud server stops the dynamic operations of
this file, selects s3 2 R Z�

q , computes S3 ¼ s3 � g, S ¼ s3 � S2, Y ¼ fy ps1 qð Þð Þj1
� q� ig, ay ¼ /S yð Þ, y 2 Y, F̂k ¼

P
y ayFyk , 1� k� s, T ¼ P

y2Y ay � Ty, ‘̂s ¼
sign sks; S3 nj j N;ðjjð MÞj F̂1

		 		jF̂2 . . .j j F̂S

		 				 		T̂Þ, and sends re ¼ S3; n; N;Mð Þ; F̂1; F̂2; . . .
�

F̂s; T̂; ‘̂sg to the client as a response. Then, the client computes S ¼ s2 � S3,
Y ¼ fy ps1 qð Þð Þj1� q� ig, ay ¼ /S yð Þ, and y 2 Y, and then checks the validity

of response by using the equations e T̂ ; g
� � ¼ e

P
y2Y ay � H NI yj jj jUð Þþ Ps

k¼1

�

F̂k � uk;Rc þ hðIDcjjRcÞ � CÞ and 1 ¼ verify IDs; S3; n; N;Mð Þ; F̂1; F̂2; . . .F̂s; T̂; ‘̂s
� �

.

When the equations are true, the data are proven to be complete.

5.6 Judgement

When there is a dispute between the client and the cloud server, they each send the

latest data information to the judge. The cloud server sends the latest chal ¼
i; s1; S2;NI; ‘̂c

� �
and response re ¼ S3; n; N;Mð Þ;wx0; F̂1; F̂2; . . .; F̂s; T̂; ‘̂s

n o
, s3; ‘c to

the judge. Then, the judge checks the validity of ‘s. If it is invalid, the cloud server is
the winner. Otherwise, the judge checks the validity of ‘c and re. If one of them is
winner, the client is the winner.
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6 Efficiency Analysis

We perform an efficiency analysis of the storage and computational overhead of the
scheme, and compare it with two of the best alternative schemes. Let
TH ; Tadd ; Tmul; Tp; Texp denote the running time of a hash function instruction, an
addition instruction in G1, a multiplication instruction, a bilinear pairing instruction,
and an exponentiation instruction. The PRF, PRP and other operations are omitted in
our evaluation, because their computational costs are negligible. Suppose the data are
split into n blocks. Each block of data is divided into s parts, and the number of
challenge blocks is c. Table 1 presents the comparisons between our scheme and two
other schemes [1, 7].

From Table 1, we can see that our scheme’s computational overhead is the same as
scheme [7], so the computational cost is mainly compared with scheme [1]. Our
scheme is more efficient because we use a bilinear pairing operation with less com-
putational overhead instead of using exponential operations, and the time expended by
TH ; Tadd ; Tmul; Tp is less than Texp: On the other hand, we can see that when the value of
n is fixed, the computational cost of the two schemes is linear with the number of s.
Moreover, as the s grows, the growth rate of tag generation computational overhead in
scheme [1] is significantly higher than ours. Though comparison, we found that the
computational overhead of our scheme is reduced, so our scheme is more efficient.
Since both schemes [1, 7] need to maintain the table structure, the scheme, the clients
and cloud server do not need to maintain the table structure, and the storage overhead is
fixed. Only the number of data blocks n and the seed of the tree can be stored, and the
storage overhead is independent of the file size. For this reason, the storage overhead of
our scheme is significantly lower than that of the schemes [1, 7], which reduces the
storage overhead of the clients and the cloud server.

7 Summary

The scheme enables the clients and the cloud server to dynamically manipulate out-
sourced files, making the PDP solution more suitable for practical application. The
program supports identity authentication, enabling the PDP solution to eliminate
complex certificate management. The program supports non-repudiation and solves the

Table 1. Comparison with other schemes.

Schemes Ref. [7] Ref. [1] Ours

Computational cost
in tag generation
phase

Client
side

nsþ 2ð ÞTmul þ nsTadd
þ nþ 1ð ÞTHash

nsTmul þ nTHash
þ n sþ 1ð ÞTexp

nsþ 2ð ÞTmul
þ nsTadd þ nþ 1ð ÞTHash

Computational cost
at generates proof

Cloud
side

2cþ 4ð ÞTmul þ c� 1ð ÞTadd
þTHash

2c� 1ð ÞTmul
þ c� 1ð ÞTadd þ cTexp

2cþ 4ð ÞTmul
þ c� 1ð ÞTadd þTHash

Computational cost
at verifying the proof

Client
side

cþ sþ 4ð ÞTmul þ cþ sþ 2ð ÞTadd
þ 3THash þ Tp

cþ s� 1ð ÞTmul þ cTHash
þ cþ sþ 1ð ÞTexp

cþ sþ 4ð ÞTmul
þ cþ sþ 2ð ÞTadd þ 3THash þTp

Storage cost ITL list ORT list Fixed
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disputes between the client and the cloud server. the proposed scheme has less com-
puting and storage overhead than other schemes. As such, it has high efficiency.
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Abstract. Due to the huge volume of image data generation in numerous
domains, image compression has got the attention of researchers to minimize
redundant image contents for efficient handling and transmission. However, a
small region of interest (ROI) in the whole image is a major challenge in image
compression. In this perspective, lossless image compression techniques have a
low compression rate, and lossy image compression approaches, like JPEG,
JPEG2000 and HD Photo, slightly loose data with high compression ratio. High
compression ratio of lossy image compression helps in saving storage and fast
transfer of data. In this paper, we proposed new DWT based zoning technique in
combination with DCT for image compression. DWT divides an image into LL,
LH, HL and HH frequencies and Zoning is further dividing these images into
four parts as an input to DCT one after another. The output of DCT on each zone
is then combined into a compressed bitstream image. Extensive experimentation
is performed on various common images to compare the results with JPEG,
JPEG2000 and HD Photo methods. Our ZDD methods remarkably performed
better than the aforementioned techniques.

Keywords: Lossy image compression � Discrete Cosine Transform �
Discrete Wavelet Transform

1 Introduction

Rapid growth of multimedia applications and increasing of the high-resolution images
on a large scale create the problem of storage and transferring of data [1–3]. Com-
pression techniques are the application of image processing that deals with the
reduction of bits to represent the image. Attractive part of image compression is the
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resolution of the image. Nowadays, it plays a leading role in many application i.e.,
quality improvement in satellite images [4], enhancement of resolution in a video [5]
and feature computation [6]. Generally, two kinds of resolution methods exist in image
processing, single image super-resolution and multi-image super-resolution method.
The algorithms [7–9] of multiple-image super-resolution accept the low-resolution
images of same scene in the form of input and perform registration technique to
transform images for their size reduction. The output information is then combined
with the distorting constraints of low-quality input images to develop a high-quality
framework for showing the output of the high-resolution image. For appropriate
working of super-resolution image algorithm, the smaller pixels in low-resolution
images should be repositioned. It is very crucial to reposition the smaller pixels; these
pixels can be repositioned by registration techniques. The repositioning of pixels in
objects like a model of a human being is more complex.

Perhaps, algorithms in [10] achieve high-quality output; though, the enhancement
aspects are constraint by factors near to 2. The algorithms [11–13] for single-image
super-resolution cannot relocate smaller pixels due to the only input. In replacement,
these algorithms make the learning model on the basis of low resolution and high-
resolution images counterpart through training. Consequently, in the later stage, these
models predict the missing pixels of the low-resolution image. Indeed, based on trained
features between high-quality and low-quality images, the tested output of these
algorithms is much better to enhance compression of the input image. Therefore, the
reduction and regeneration of high-quality images are very essential. In compression of
an image, there is a very vital part of information theory. Importantly, the dimension of
the data i.e. histogram can be decreased by using information theory [14, 15]. Lossy
and Lossless are the two methods for compressing the image [16, 17]. In lossy com-
pression technique, the compressed image cannot be restored to its original image
because of losing some information due to compression while on the other hand in
lossless compression method, the compressed image can be restored to its original
image. Lossy image compression technique is renowned for compression; it gives
higher compression than lossless compression. Lossless compression technique con-
siders risk with an aim to avoid loss of information, for example in medical image
processing, high information required related patient to identify the disease. The pri-
mary purpose of this technique is to decrease the image size as much as possible
without losing the content of the image [18]. However, in case of lossy compression,
loss of information is acceptable within the boundary.

Wavelets importantly involved in Internet-based applications. It deals with the
image compression and signal processing. Usually, this method compressed image in a
large manner than other techniques like JPEG [11, 19]. In Discrete Wavelet Transform
(DWT), initially, an operation performed on the row of the image to get the input value
and then used on the columns. This procedure is called two-dimension wavelet
breakdown of the image [20, 21]. This procedure accomplishes the image into four
smaller bands including High-High (HH), Low-Low (LL), High-Low (HL) and Low-
High (LH). The frequency of the original image is wrapped completely by the fre-
quency of the smaller bands.
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In this work, we proposed a new way of lossy image compression technique,
named as ZDD, which is based on DWT and Discrete Cosine Transform (DCT) by
performing zoning on result of DWT. The objective of the ZDD method is to improve
the PSNR while compressing an image. In our research work, the basic ingredient is
zoning that helps in recognizing the deep parts of the image and that can be focused
more accurately for better and efficient results. The goal of ZDD is to reduce the size of
original image to make more space for storage of a variety of images. The quantitative
and visual results prove that the proposed methodology is more helpful for lossy
compression of an image. Our lossy image compression method can be used as it leads
better results in comparison to the existing ones. We used benchmark dataset contains
15 colour based images for experimental purpose. On the basis of PSNR values, the
results are evaluated to validate our proposed research. DCT decreases the psychovi-
sual dismissals of any image and the DCT lossy compression image is a quantization
method [22, 23]. The quality of the decompressed picture can be improved by using
DWT. While DCT works with the boundary points and for producing accurate cal-
culation results cosine is used instead of sine. It takes different frequencies and makes a
flow for data points and then summing those points by using cosine. Furthermore, DCT
works better for smaller high-frequency bands [24]. Therefore, DCT is chosen to get
the input of DWT based four zones with deep information.

2 Related Work

This section introduces the background information and related work of image com-
pression technology. Many states of the art image compression techniques are avail-
able, such as Wavelet Compression Technique (WCT) [19], Discrete Wavelet
Transform (DWT) [4] etc. All of these techniques play an important role in many
image processing applications.

2.1 Wavelet Compression Technique (WCT)

Wavelet Compression Technique is often used in many image processing applications.
It is specifically used for resolution enhancement-based applications.

Different authors have proposed different image enhancement models based on
wavelet transform. In [25], the author proposes a technique to improve image reso-
lution by interpolating the high sub-bands of SWT and DWT. Initially, SWT was used
to improve the boundary of the image. Then, DWT is used in parallel with SWT to
decompose the image into four sub-bands. After that, the input image plus high-
frequency bands are interpolated and the estimated high-frequency sub-bands are
generated through SWT high sub-bands. Lastly, the inverse of discrete cosine trans-
formation (IDWT) is used to combine all sub-bands to produce a new high- quality
image. The block diagram of [25] is illustrated in Fig. 1.
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2.2 Discrete Wavelet Transform (DWT)

In order to obtain a high-resolution image using DWT, a new learning-based technique
is proposed [26]. This method’s novelty comes in the domain of wavelet-based specific
application design. Initially, super-resolution image approximation is achieved by filter
coefficients and high-frequency wavelet information in the wavelet domain (WD). On
this basis, the regularization framework based on sparse distribution is used to degrade
the image. Finally, output image is calculated from initial super-resolution and wavelet
coefficients. The one advantage of this algorithm is; it learns from initial approximation
rather than using registered image. Moreover, this method uses sparse priority to
preserve neighbourhood dependencies. Another advantage of the method is to use
wavelet coefficients to present the best point range function to simulate the achieve-
ment process of the image.

A learning-based approach is presented in Fig. 2 proposed by [28]. This method
takes a database of low-resolution and high-resolution images as input. Initially,
authors acquired the high-frequency sub-bands from database images by using DWT.
Using high-frequency details, an initial high-resolution image was destroyed and then

Fig. 1. The framework proposed in [25]
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Fig. 2. The framework of Discrete wavelet transform in [27]
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images were modelled with aliases and noise. In the next step, the original image and
test image was used to determine the aliasing entries. The early model of the super-
resolution image was selected as an In-homogeneous Gaussian Markov Random Field
(IGMRF). At the final stage, maximum posterior (map) approximation method was
applied in order to get the minimum cost function.

In article [29], authors used DWT to divide the image into four sub-bands (HH, HL,
LH, and LL). They used DWR to compress the Low-Low (LL) subband and SVD to
compress high-frequency subbands (HH, HL, and LH). The proposed approach has
been validated in a number of well-known images, including airfields, peppers, Lena
and boats. The results were compared with WDR and JPEG2000. This technique
showed improvement in term of PSNR and visual result than these existing methods.

2.3 Zoning

This technique refers to divide the image into N parts which can grab discriminative
depth detail of image as much as possible. Suppose I is an image, zoning method
generally divide the image into N zones i.e., Z1, Z2 … Zn (N > 1). Each zone provides
depth information of an image. Zoning is not only useful for the lossy type of image
compression but also useful in medical image compression when each pixel is critically
essential. In medical imaging, initially zones defined the depth location of an image and
then further operation has been performed over those zoned areas. When compression
technique is applied then zones can neglect the most irrelevant information, the useful
information still remains there. Hence, it is a more useful technique in many lossy
image compression applications. Different authors have proposed zoned based models
for different problems such that character recognition, identifying facial expressions
from the images. Jin et al. [28] divided the image 4 � 4, 4 � 9, 4 � 16, 8 � 8 and
10 � 10 zones in recognition of Chinese characters. They computed the directional
features from those separated grids. One more study [29] has also done on Chinese
character recognition through zoning. In this work Liu et al. used a direct decompo-
sition method on 4 � 4 grids. Pal and Chaudhuri et al. [30] presented their work on
character recognition on the base of zone information. In this work, the authors sug-
gested the Indian language for their character recognition on the base of zoning. In
[31], authors worked on the recognition of car plates. They divided the car plate image
into 4 � 4 zones to compute pixel depth feature. In [6], the authors proposed a zone-
based model for identifying the facial expressions from an image. In this work, authors
fetched the required information from the marked regions or zones and then apply their
proposed technique to recognize facial expression. Authors in [14] proposed a model to
the visual objects within an image based on the frequency domains and the region-
based zones. In this work, a hybrid model is presented to visualize objects within an
image. For this, the authors divided an image into two different parts such that fre-
quency domains and region-based zones. Firstly, the authors applied frequency domain
features on the grids; secondly, a region-based part was highlighted. They made more
clear visualization among the various images which were tested and utilized in their
research work. Hence the zone-based approach makes work more easily with high
accuracy comparatively.
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2.4 Discrete Cosine Transform (DCT)

DCT plays a vital role in lossy image compression. DCT actually works with the
boundary points, to get accurate results cosine is used instead of sine. It takes different
frequencies, makes a flow for data points, and then sums those points by using sum
function of cosine. If there is a need to skip smaller high-frequency sub-bands then
DCT works better and that is the reason to choose DCT in proposed research work.

The DCT for 2D image I of size M � N can be calculated from below equation:

Dct ¼ bcbt
XM�1

i¼0

XN�1

j¼0
Iij cos

p 2iþ 1ð Þc
2M

cos
p 2jþ 1ð Þt

2N
0� c�M � 1
0� t�N � 1

�
ð1Þ

Where

bc ¼
1ffiffiffi
M

p ; c ¼ 0
ffiffiffi
2
M

q
; 0� c�M � 1

8
<

: bt ¼
1ffiffiffi
N

p ; t ¼ 0
ffiffiffi
2
N

q
; 0� t�N � 1

8
<

:

The original image can get by using the inverse of DCT, the following equation can
calculate IDCT:

Iij ¼
XM�1

i¼0

XN�1

j¼0
bcbtDct cos

p 2iþ 1ð Þc
2M

cos
p 2jþ 1ð Þt

2N
0� c�M � 1
0� t�N � 1

�
ð2Þ

Where

bc ¼
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M

p ; c ¼ 0
ffiffiffi
2
M

q
; 0� c�M � 1

8
<

: bt ¼
1ffiffiffi
N

p ; t ¼ 0
ffiffiffi
2
N

q
; 0� t�N � 1

8
<

:

Authors [24] proposed a lossy image compression technique based on DCT, in
which an image is divided bases of frequencies, where the low frequencies are dis-
carded. The authors applied proposed technique on various images like pepper image
with quantization. Landge et al. [15] proposed a comparison technique based on DCT,
in which only grayscale images of different sizes (256 � 256, 64 � 64 and 8 � 8)
were taken. Their method achieved compressed image less in size than the original one.
In this work, they used the MATLABXILINX-MATLAB methodology for their pro-
posed compression technique. The reconstruction was done by using inverse of DCT to
get the original image. Uma et al. [32] used the DCT method for the 2-D grayscale
image to increase the storage space for saving more images at a time. They used VLSI
architecture for parallel computation of images with the DCT and report satisfactory
results. The authors mentioned that DCT is a moderate and best technique for image
compression in terms of parallel programming.

3 Proposed Methodology

Our presented method, i.e. ZDD, compresses images with losses to save storage space
as well as to transfer image files.
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For better understanding, encoding block diagram is shown in Fig. 3 and decoding
block diagram is presented in Fig. 4. It is obvious from Fig. 3, Discrete Wavelet
Transform (DWT) is applied on the input image to decompose an image into four equal
parts on basis of their frequency sub-bands. The four-equal frequency sub-bands consist
of high-high (HH), high-low (HL), low-high (LH) and low-low (LL). These four images
are then saved into a folder with their names as LL, LH, HL, HH gained through DWT.
In the next step, each frequency sub-bands decomposed into four chunks, for example
sub-band LL is divided into zone low low 1 (ZLL1), zone low low 2 (ZLL2), zone low
low 3 (ZLL3), and low low 4 (ZLL4) respectively as shown in Fig. 3. Similarly,
remaining three sub-bands are divided into four zones each. Then, DCT 2D were applied
to each zone, as we had 2D images, therefore we applied DCT 2D instead of 1D.

Compressed
Bit stream

ZHH1
ZHH2
ZHH3
ZHH4

ZLH1
ZLH2
ZLH3
ZLH4

ZHL1
ZHL2
ZHL3
ZHL4

ZLL1
ZLL2
ZLL3
ZLL4

DCT

DCT

DCT

DCT

DWTM×N

ZLL1 ZLL2

ZLL3 ZLL4

ZLH1 ZLH2

ZLH3 ZLH4

ZHL1 ZHL2

ZHL3 ZHL4

ZHH1 ZHH2

ZHH3 ZHH4

Input Image

Fig. 3. Encoding framework of proposed work

Compressed
Bit stream

ZLL1 ZLL2

ZLL3 ZLL4

ZLH1 ZLL2

ZL3 ZLH4

ZHL1 ZHL2

ZHL3 ZHL4

ZHH1 ZHH2

ZHH3 ZHH4

ZHH1
ZHH2
ZHH3
ZHH4

ZLH1
ZLH2
ZLH3
ZLH4
ZHL1
ZHL2
ZHL3
ZHL4

ZLL1
ZLL2
ZLL3
ZLL4

IDCTbits IDWT

LL

LH

HL

HH

Compressed
Image

Fig. 4. Decoding framework of proposed work
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A similar mechanism is being applied for the rest of all 3 frequency sub-bands. Finally,
each sub-band zones are passed to DCT 2D to combine the output in the form of a
compressed image. In order to decompose the compressed bits initially, IDCT technique
was applied on bits stream of the zone. After this, we had sixteen bits stream exists in the
form of four, four zones i.e., ZLL1, ZLL2 … ZHH4 (see Fig. 4). To get back the four
bands from the zone layer, every four parts of zones are combined. For example to
construct sub-band LL zone (ZLL1, ZLL2, ZLL3, ZLL4) were combined, for recon-
struction of LH sub-band zone (ZLH1, ZLH2, ZLH3, ZLH4) were merged. Similar
combinations are made for the construction of HL and LH sub-bands. Lastly, the inverse
of DWT operation is applied on four sub-bands to obtain the final decomposed image.
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4 Experimental Results and Discussions

Our proposed methodology consists of two parts. First, Encoding is used to reduce the
bandwidth for quick transfer of data. Second, Decoding is the inverse process of
encoding. The encoding and decoding of the ZDD method is implemented by the
algorithm as presented in the previous section.

In this section, we presented the effectiveness of our proposed ZDD methodology
results for lossy image compression. We used real-world images for experimental
purpose as shown in Table 1. All the results are compared with the standard state of the
art of previous techniques such as JPEG, JPEG 2000 and HDR photos. The funda-
mental concept of JPEG technique was to eliminate the unnecessary information from
an image. Generally, in JPEG compression, the visual appearance of an image can be
seen different from its original image. However, it does not lose any useful information.
Moreover, a tradeoff exists between the quality of image and storage size. Second,
JPEG2000 is used to compare results with the ZDD method. This technique was
developed on the basis of JPEG, and the aim of JPEG2000 was to obtain more accurate
compression. The comparisons were made on the state-of-the-art images used in JPEG,
JPEG 2000 and HDR photos to ensure the consistency of results. Our methodology
(ZDD) showed competitive results with well-known JPEG, JPEG2000 and HDR
Photos. Quantitative comparisons were made for the analysis by using PSNR values
and can be computed by Eq. 3. PSNR refers to Peak Signals to Noise Ratio, precisely it
depicts the quality of regenerated compressed matrix with respect to the original
images. Thus, Mean Square Error (MSE), as computed by Eq. 4, is the total squared
error between the input image and the compressed image while PSNR measures the
peak error

PSNR ¼ 10 log10
r2

MSE
ð3Þ

MSE ¼ Sum I1 m; nð Þ � I2 m; nð Þð Þ2 ð4Þ

In Eq. 4 while calculating MSE, I1(m, n) is the matrix to represent the original
image, I2(m, n) represents a compressed matrix, m and n describe the dimensions of
image and r in Eq. 3 depicts the maximum value of the matrix image. The detailed
PSNR values for compression ratio 20:1 of ZDD method is mentioned in Table 1 along
with other proposed techniques (JPEG, JPEG2000, and HD) with respect to PSNR
values. In comparison with JPEG 2000, results were improved on 9 images out of 15
tested images as shown in Table 1. However, the results of 7 images out of 15 images
by ZDD are found better than JPEG. For visual results, we compared the compressed
image with the original image as shown in Fig. 5. We have compared our work with
existing methods and gained better results as that of previous ones on the basis of
PSNR values. The PSNR values and visual results clearly show that our method
performed better than existing methods.
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Table 1. Represents the comparative evaluation of the ZDD method with existing methods

Image Method
JPEG
PSNR

JPEG 2000
PSNR

HD photo
PSNR

ZDD method
PSNR

big_building.jpg 34.7226 25.266 21.7518 34.5036584
Big_tree.jpg 32.166 34.839 27.2198 34.6955269
bridge.jpg 32.1607 34.452 26.2629 32.5471716
Cathedral.jpg 34.3605 33.218 28.2349 37.7619170
Deer.jpg 31.7454 47.1979 36.6806 36.0143370
Fireworks.jpg 40.7422 37.1857 32.4577 40.3344634
Floer_foveon.jpg 37.8429 35.4603 29.1615 35.6577277
hdr.jpg 39.6114 39.0162 34.7 35.8046278
leaves_iso_200 35.6442 26.9464 22.6741 33.7354433
leaves_iso_1600 35.3111 39.0855 31.6836 33.6628123
Nightshot_iso_100 40.4402 40.4049 34.959 36.4697993
Nightshot_iso_160 35.1703 41.9129 38.2821 36.9412316
Spider_web.jpg 36.1093 35.1134 28.691 33.4924241
Zartificial.jpg 39.3692 23.2222 20.7011 34.1076934
Zone_plate.jpg 36.4246 42.4073 39.8255 35.1559657

Fig. 5. (a). Original Image (b). ZDD method compressed image
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5 Conclusion

In this research paper, new lossy image compression technique, named as ZDD is
presented. ZDD compresses the images with an objective to reduce the image size for
transmission of lossy images. ZDD is composed of DWT and DCT for image com-
pression. DWT based bands are divided into zones to get the deep knowledge of pixels.
Each band of DWT is decomposed into zones and then passed to DCT by combining
all zones into a compressed image. After compressing input images, image is
decompressed by using IDCT, applied on zone bitstream. Zones bit streams were
merged in order to get the four DWT sub-bands (LL, LH, HL and HH). These fre-
quency sub-bands are then transformed into a single by using IDWT. Experimental
results of ZDD performed better and competitive to existing technologies such as
JPEG, JPEG2000 and HD photos. However, DWT describes the frequency and spatial
picture of an image with low energy on lower frequency sub-bands and edges and
texture on high-frequency sub-bands. Therefore, we intend to consider edges and
texture at high sub-bands including energy concentrated on lower sub-bands of images
for better image compression.

Acknowledgment. This paper is supported by National Natural Science Fund NSF: 61272033
& 61572222.
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