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Abstract. The existing capacity to collect, store, process and analyze huge
amounts of data that is rapidly generated, i.e., Big Data, is characterized by fast
technological developments and by a limited set of conceptual advances that
guide researchers and practitioners in the implementation of Big Data systems.
New data stores or processing tools frequently appear, proposing new (and
usually more efficient) ways to store and query data (like SQL-on-Hadoop).
Although very relevant, the lack of common methodological guidelines or
practices has motivated the implementation of Big Data systems based on use-
case driven approaches. This is also the case for one of the most valuable
organizational data assets, the Data Warehouse, which needs to be rethought in
the way it is designed, modeled, implemented, managed and monitored. This
paper addresses some of the research challenges in Big Data Warehousing
systems, proposing a vision that looks into: (i) the integration of new business
processes and data sources; (ii) the proper way to achieve this integration;
(iii) the management of these complex data systems and the enhancement of
their performance; (iv) the automation of some of their analytical capabilities
with Complex Event Processing and Machine Learning; and, (v) the flexible and
highly customizable visualization of their data, providing an advanced decision-
making support environment.

Keywords: Big data warehouse � Data governance � Data profiling �
Event processing � Performance

1 Introduction

Current advancements in Information Technologies motivated organizations to look
towards increased business value and more efficient ways to perform their daily
activities. This is usually achieved with data-driven decision-making processes that are
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based in the collection, storage, processing and analysis of huge amounts of data [1].
Also, it is usually associated to characteristics like volume, velocity, variety, variability,
veracity and value [2–4], among others, trying to call our attention to the complexity of
this area and the difficulties in the integration of such diverse set of data sources, as
well as the multiple technologies needed to handle them. Big Data as a research topic is
facing several challenges, from the ambiguity and lack of common approaches to the
need of significant organizational changes [5], despite some existing efforts of stan-
dardizing constructs and logical components of general Big Data systems (e.g., NIST
Big Data Reference Architecture [6]). In particular, the research community is looking
into the role of a Data Warehouse (DW) in Big Data environments [7], as this data
system is usually based on strict relational data models, costly scalability and, in some
cases, inefficient performance, opening several opportunities for emerging theories,
methodologies, models, or methods for designing and implementing a Big Data
Warehouse (BDW) [8]. This can be seen as a flexible, scalable and highly performant
system that uses Big Data techniques and technologies to support mixed and complex
analytical workloads (e.g., streaming analysis, ad hoc querying, data visualization, data
mining, simulations) in several emerging contexts [8]. Although its relevance for
supporting advanced analytical processes, research in this area is yet at an early stage,
with increased ambiguity in the constructs that can be used, and lacking common
approaches.

With the goal of advancing the state-of-the-art and tackle the lack of conceptual
guidelines, some of our previous work [8–10] addressed the proposal of models
(representations of logical and technological components, data flows, and data struc-
tures), methods (structured practices), and instantiations (with demonstration cases
based on prototyping and benchmarking) on how to design and implement BDWs.
Although filling a major scientific and technical gap, these works were focused on the
BDW itself and on its main architectural components, technologies and design patterns,
not considering all the additional components, processes and frameworks that must
interact with, feed, support (for data analysis and visualization), manage and evaluate
this data asset. For advancing data analytics and enhancing the role of the BDW in
organizations, this paper presents an overview of the current challenges and some
research directions in Big Data Warehousing (BDWing) systems, looking for a con-
tinuous practice that allows:

• The integration of new business processes and data sources (how this integration
should be done to provide an integrated view of the organizational business pro-
cesses and data?);

• The proper way to achieve this integration, based on adequate data models (how
existing data models should evolve to seamlessly integrate new data sources
avoiding uncoordinated data silos?);

• The management of these complex data systems and the enhancement of their
performance (how can BDWs be monitored in terms of their evolution - business
processes and data - and in terms of their performance?);

• The automation of some of their analytical capabilities (how can Complex Event
Processing and Machine Learning automate and enhance BDWs with advanced
real-time events processing?); and,
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• The flexible and highly customizable visualization of their data, providing an
advanced decision-making support environment (how can visualization tools be
extended to allow the development of highly interactive and customized data
visualizations?).

Although some of these challenges and open issues may also be relevant for the
traditional DW, the complexity associated with the volume, variety and velocity of the
data, the variability in data collection and processing, the veracity of the data sources,
the complexity of integrating diverse sets of data, the types of analytical workloads
(batch, streaming, and interactive), and the diverse and complex technological land-
scape, impose addressing them with the specificities and needs of Big Data contexts.

This paper is organized as follows. Section 2 presents some background concepts
and related work. Section 3 describes the overall framework for advancing BDW
research. Section 4 concludes with some highlights of the presented research topics.

2 Background and Related Work

The concept of Data Warehousing (DWing) has a long history, mainly associated to the
need to access, analyze and present data to support fact-based analytics [11]. Its aim is
to access multiple records at a time. A DW structure is optimized for processing
analytical tasks, such as repeatedly queries, reports, Online Analytical Processing –

OLAP, data mining or other data science approaches. In a Big Data context, some
challenges arise such as inadequate governance of data, lack of skills, cost of imple-
menting new technologies, and difficulties in addressing a modern solution that can
ingest and process the ever-increasing amount or types of data [8]. The concept of
BDW has been constrained by the fast technological evolution around Big Data, giving
short time for developing and maturing research contributions in this area [3].
The BDW can be implemented using two main strategies: (i) the “lift and shift”
strategy [12], amplifying the capabilities of relational DWs with Big Data technologies,
such as Hadoop or NoSQL databases, proposing particular solutions for specific use
cases that may lead to possible uncoordinated data silos [12]; (ii) the “rip and replace”
strategy, in which a traditional DW is completely replaced by Big Data technologies
[13]. These non-structured practices and guidelines are not sufficient [8], as practi-
tioners and researchers need well-established approaches or guidelines, based on
rigorously evaluated models and methods to design and build BDWs [14].

Some existing works explore implementations of DWs on top of NoSQL databases,
such as document-oriented [15], column-oriented [16] and graph databases [17],
despite the fact that these databases are mainly oriented towards Online Transaction
Processing (OLTP) applications [18]. Other works look into storage and processing
technologies, discussing SQL-on-Hadoop systems like Hive [19] and Impala [20], or
improving these technologies with the use of new storage and processing mechanisms
[21]. Moreover, advancements in analytical and integration mechanisms suitable for
BDWs are also available [22–24]. In [25], the authors present a framework for eval-
uating methodologies to design BDWs, defining a set of criteria like application,
agility, ontological approach, paradigm, and logical modeling. The authors also divide
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the methodologies into classes (e.g., automatic, incremental, and non-relational) and
define the characteristics being addressed by the methodologies (e.g., value, variety,
and velocity).

Taking this into consideration, we have been proposing several prescriptive
BDWing contributions grounded on a “rip and replace” strategy and other relevant
general contributions in the area of Big Data (e.g., NIST Big Data architecture), to
fulfill an emerging gap within the literature, namely the lack of a prescriptive approach
to guide practitioners in the design and implementation of BDWs, wherein they can
follow rigorous models and methods in real-world projects. Supported by our previous
work with: (i) methodological guidelines on the design and implementation of
BDWing systems, with proof-of-concepts in the context of Industry 4.0 at Bosch Car
Multimedia Braga [9, 10] or Smart Cities [26]; (ii) the extensive evaluation of SQL-on-
Hadoop systems for data processing [8, 27–29]; and, (iii) the relevance of extracting
value from data, moving from Big Data to Smart Data [30, 31], the next section
presents a set of research directions in this field.

3 Big Data Warehousing Systems

Researching in BDWing lacks from reference frameworks and methodological
guidelines that help researchers and practitioners in the process of enhancing this
valuable data system. Figure 1 depicts the vision proposed in this paper for an inte-
grated BDWing environment supporting the decision-making process. For the current
challenges and research directions identified in the introduction of this paper, five main
components are here proposed to address them: (i) BDW Entities Resolution, including
tasks such as data collection, preparation, enrichment, profiling, and lineage; (ii) BDW
Modelling and Implementation; (iii) BDW Management; (iv) BDW Intelligent Event
Broker; and, (v) BDW Visualization. Currently, the design and implementation of a
BDW is mostly based on use-case driven approaches, preventing a long-term view of
the BDW evolution and performance, reason why this proposal looks into a data
lifecycle that continuously assists the integration of new data sources, the monitoring of
the BDW as a valuable organizational asset, and the enhancement of the decision-
making process throughout an innovative and interconnected approach.

3.1 BDW Entities Resolution

The BDW Entities Resolution component addresses the adequate integration of new
business processes and data in the BDW, providing a unified and relevant view of the
organizational data for decision-making, see Fig. 1. This includes tasks for data sources
identification, data understanding, data cleansing, data fusion, data transformation,
among many others, with the aim of understanding how new business processes and
data can be integrated in the BDW. This is seen as a complex process that is able to
deal with the variety of data sources usually available in Big Data contexts, providing
adequate and efficient processes to give structure to unstructured or semi-structured
data sources (using Data Science techniques and technologies), and to identify relevant
entities for analysis, with the Collection, Preparation and Enrichment (CPE) Pipeline,
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which can be seen as part of a general approach of Big Data management, such as SILE
(Search, Identify, Load and Exploitation) proposed in [30], aiming to systematize the
search and identification of relevant data to be loaded, analyzed and exploited by a
Genomic Information Systems. Although in this case the method is proposed and
applied to a specific domain, genomics, the principles are transversal to any application
domain: search for relevant data sources; identify relevant datasets; load the relevant
data; and, exploit the value of data. From the identification of new business processes

Fig. 1. BDW for efficient, integrated and advanced analytics
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and data to their adequate integration in the BDW, there is the need to devise automatic
or semi-automatic approaches that are able to take them as input and evaluate how they
can be integrated in an already existing data structure, which is highly complex and that
needs to comply with demanding workloads and performance issues.

With structured data, Data Profiling characterizes the new business processes
(helping in the integration of the new data sources [32] with the already existing data in
the BDW), the new data sources, and the attributes that define the events associated to
those business processes, addressing their possible values, distribution, and quality.

To seamlessly integrate the arriving data (either in batches or in streaming), Data
Tagging and Lineage is complemented with the computation of a set of semantic
indicators that verify the affinity and joinability of the attributes [33], showing how
they relate to each other and how their integration in the BDW is possible. This is
represented by the Inter & Intra Data Sources Knowledge. The Inter Knowledge helps
in integrating new data sources with the ones already available in the BDW, whereas
the Intra Knowledge gives a conceptual overview of the new data sources. Information
for Data Tagging and Lineage can be automatically collected from CPE workloads,
Structured Query Language (SQL) scripts, databases’ metadata, among others. As a
result, for the identified business processes and data, a graph data structure makes
available the Inter & Intra Data Sources Knowledge with their characterization and the
semantic information that guides their integration in the BDW.

3.2 BDW Modelling and Implementation

In the vision proposed in this paper, BDW Modelling and Implementation must be
guided by appropriate methodological guidelines, and not by ad hoc or use case-driven
approaches, identifying the suitable data model to integrate the new data in the BDW,
ensuring efficient query processing, mixed complex workloads, and an adequate
decision support environment (see Fig. 1). As seen in [8], different data modeling
approaches can be followed for designing and implementing BDWs, such as com-
pletely flat (denormalized) data tables, star schema models, or hybrid approaches that
use flat tables and star schemas depending on the data cardinality and distribution. For
these different design patterns, which can optimize query processing [27], and for the
new business processes and data, the data modelling constructs need to be inferred
using the information available from the BDW Entities Resolution. Here, the charac-
teristics of the data and the data modelling constructs are mapped, identifying:

• Analytical objects (such as sales, inventory management, purchases, among others);
• Complementary analytical objects (similar to conformed dimensions in the Kimball

approach [11]);
• Descriptive and analytical attributes, where descriptive attributes add a meaning to

the analytical attributes, like product descriptions for the value of sales;
• Materialized objects (views) that increase efficiency for complex and long-running

queries.

With these, a Design Patterns Knowledge Base is used to derive a data model and
to later implement it using (semi)-automated procedures, adding the new physical
structures and data to the BDW. This knowledge base stores information about the data
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modeling design patterns, as well as their performance attending to the characteristics
of the data. This way, a data model can be derived, suggesting its implementation by
following a specific design pattern. Afterwards, as will be seen in the next subsection, if
the volume of data increases, if the data distribution changes, or if performance in
query processing is not satisfactory, the BDW Management component can recom-
mend changes to the data model, suggesting the adoption of different design patterns.
The model implementation, having the data model and the CPE workloads, can be
optimized leveraging agile and performant BDW’s updates.

3.3 BDW Management

As the number of business processes and data sources starts to increase in the BDW,
there is the need to know which tables and attributes were stored, to which business
processes they are related, when they were created or added, and how they are evolving
over time, such as how many rows were added, and when were they added. This gives
real-time information about the BDW and its evolution. For the adequate BDW
Management, the BDW Catalogue (see Fig. 1), a graph-based structure with the
BDW’s metadata, includes information about the business processes, tables, attributes,
loading processes, among others. This structure also complements the semantic
knowledge needed for Data Tagging and Lineage in the BDW Entities Resolution,
establishing the Inter & Intra Data Sources Knowledge, as it complements the
knowledge of the existing data with the one obtained from the new business processes
and data sources.

Besides cataloguing the BDW, supporting its governance, it is also relevant to
monitor its performance, verifying its efficiency in query processing. This challenge is
not seen here as a process of adopting more performant processing tools [28], but as an
architectural change in terms of the data models, adjusting the design patterns attending
to the characteristics of the available data [8]. This is important to devise strategies for
improving the BDW’s efficiency. In this case, a recommendation system can analyze
the current state of the BDW, using descriptive statistics, affinity measures, joinability
measures, metadata, query performance and query repetition, for instance, and propose
changes to the BDW data model, through the implementation of additional analytical
objects or structures like complementary analytical objects or materialized objects [10],
thus increasing the overall efficiency of the system. With this, data models can evolve,
changing the previously adopted design patterns, if that is advantageous for the BDW’s
efficiency. Moreover, the BDW Performance must use a Key Performance Indicators
(KPIs) tree that assists this monitoring task, providing a list of objective metrics and the
corresponding targets. As the data models evolve, the KPIs can show the impact of
those changes in the overall performance of the BDW.

3.4 BDW Intelligent Event Broker

For processing real-time data in the BDW, as a relevant functionality of an analytical
system in a Big Data context, there is the need for automated decision-making pro-
cesses through Complex Event Processing and Machine Learning, adopting innovative
ways to process complex events in a streamlined, scalable, analytical and integrated
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way [34, 35]. The BDW Intelligent Event Broker, see Fig. 1, is a just-in-time data
dissemination system using highly flexible business rules and Machine Learning
models to handle the event data that is available mainly due to the proliferation of IoT
devices. Therefore, there are several contexts in which this system can be used
(industry, smart cities, logistics, agriculture, among others), preventing possible
problems by using the data produced by several sources and processing it in real-time.
The monitoring of a production line is a relevant example where the verification of the
rules in a defect product can result in the application of Machine Learning models to
predict if the next products will also be defective, and then activating the needed
actions. Consequently, for this system, several components are needed, such as the
following:

• Business Rules Engine for defining a set of business rules to be applied to the
data/events, as well as the actions that must be taken as a consequence of triggering
a specific rule. A repository of business rules for managerial actions at different
organizational levels (mainly tactical and operational) feeds the Intelligent Event
Broker and uses data that arrives to the BDW (in streaming or batch), combining
real-time and historical data in the decision-making process;

• Machine Learning Engine for importing previously trained Machine Learning
models from a Models Lake, using a Machine Learning as a Service approach, in
order to predict future events and, if needed, provide corrective or optimal actions
regarding the event;

• Broker Monitoring to automatically track the functioning of the Intelligent Event
Broker, by collecting metadata regarding rules, triggers, KPIs, among others. This
component is used to monitor the performance of the broker and devise strategies to
improve it; and,

• Mapping and Drill-down Visualization to: (i) inspect the rules that have been
activated and drill-down into the data that activated those rules; and (ii) visualize
KPIs about the broker itself and drill-down into their relationship with the rules, the
triggers and the corresponding data.

Considering the analyzed related work [36, 37], some concepts and components
here mentioned are widely recognized for this type of system (e.g., rules and triggers).
However, these works do not consider: (i) the inclusion of concepts similar to the
Machine Learning Models Lake component that can be helpful for patterns discovery
in Complex Event Processing systems for Big Data contexts; and, (ii) the relevance of
the system monitoring through an innovative visualization platform, as its evolution
can quickly become untraceable in Big Data contexts.

3.5 BDW Visualization

Visualization is one of the key components to take advantage of the data made
available through the BDW, enhancing decision making with appropriate visual ana-
lytics tools. Technological developments in Big Data contexts are mainly driven by
open source initiatives, but as the open source Big Data Visualization landscape is still
very limited when compared to commercial solutions, practitioners have mainly two
alternatives, namely, use open source solutions or custom-made Web visualizations.
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In both cases, existing applications usually provide an environment for static and/or
more dynamic analyses, with classical or more advanced visualization methods [38], or
with the identification of interaction patterns for designing user interfaces oriented
towards extracting knowledge from Big Data [39]. In open source tools like Superset
(https://superset.incubator.apache.org), base functionalities are provided but improve-
ments are still needed regarding customization. When using commercial solutions,
usually including a wide variety of visualization methods and functionalities, there is
still the lack of customization and interaction that can be achieved with custom-made
Web platforms, like real-time access to data, highly customized events and interactions,
or calculations involving multiple sources. Taking this into consideration, there is the
need for BDW Visualization (see Fig. 1) platforms oriented towards dashboard
development by advanced data analysts and data scientists, providing a way to create
custom-made and interactive dashboards using small portions of reusable code that can
be easily integrated (like HTML, CSS and JavaScript code), including rich, highly
flexible, customizable and interactive charts or other visualization components.

4 Conclusions

This paper highlighted the research topics associated with current challenges and open
issues in BDWs as highly flexible, scalable and performant systems for supporting
decision-making processes. In this work, some proposals were refined and structured to
become a roadmap for the research community for the next years. This vision tries to
highlight were value can be added to a BDW, by approaching a fast-changing world
that needs to deal with the constant integration of new business processes and data
sources, and by understanding the proper way to adjust the BDW and its data model as
this evolution occurs. Also, it is crucial to deal with the management of these complex
data systems to enhance their performance, as well as addressing real-time analytical
capabilities through the use of Complex Event Processing and Machine Learning.

In this paper, all these challenges were instantiated with research areas. For the
integration of new business processes and data sources, approaches from research
areas like Entities Resolution, Data Profiling, Data Tagging, and Data Lineage can be
applied to provide information for the proper way to achieve this integration, based on
appropriate data models, with the attempt to provide a data model in a semi-automated
way, based on a Design Patterns Knowledge Base. This type of contribution will help
organizations that deal with huge amounts of data arriving from several sources and
will help them to manage these complex data systems and to enhance their perfor-
mance, reducing the time needed for tasks such as the BDW management and mod-
eling, allowing their users to focus on retrieving value from data. Moreover, the
capability to deal with other contexts, like events and streaming processing, automating
the analytical capabilities of a BDW, is another way to enhance the BDW and its value.

Currently, streaming data is constantly being produced in different contexts by the
several interconnected devices and people within the organizations. Its efficient pro-
cessing and usage are relevant to promote better decisions for decision makers, or,
sometimes, take decisions in an automated way. To accomplish this goal, the Intelligent
Event Broker is responsible for the real-time application of business rules and Complex
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Event Processing, allowing the identification of events and problems that can be dis-
patched by several triggers that take semi-automated actions. The Machine Learning
component is a core component of the Broker, making available the problems iden-
tification and recommendations even before these problems occur, based on the data
that arrives to the system. For this kind of system, its complexity needs to be managed,
being a monitoring and visualization component proposed to understand and track what
happens in the system.

In addition, the flexible and highly customizable visualization of data, for extracting
value from BDWs, is tightly-coupled with an adequate data visualization mechanism,
reason why this work discusses flexible, highly customizable, and interactive visual-
ization mechanisms based on portions of reusable code, which will provide an
advanced decision-making support environment based on rich Web-based user
interfaces.

Therefore, reference frameworks and methodological guidelines are strictly
required in this domain to provide effective solutions intended to manage adequately
the studied problem. After analyzing relevant research directions, the paper proposes
and introduces a framework that takes into account the most significant aspects of the
domain, and that can be used as a starting point to characterize BDWs for efficient,
integrated and advanced analytics as expressed in the work title. It is our firm intention
to apply, improve and extend it (where necessary) using challenging examples as the
Genome Data Science domain and the Industry 4.0 environment with the Bosch Car
Multimedia case, in which we already have at the moment some initially, encouraging
results.
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