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Preface

The objective of the CAiSE conferences is to provide a platform for the exchange of
experience, research results, ideas, and prototypes between the research community and
industry in the field of information systems engineering. Over almost three decades, the
conference has become the yearly worldwide meeting point for the information system
engineering community. This year, the 31st edition of the CAiSE conference was held
in Rome, Italy, during June 5–7, 2019.

The CAiSE Forum is one of the traditional tracks of the CAiSE conference.
Intended to serve as an interactive platform, the CAiSE Forum aims to present
emerging new topics and controversial positions, as well as a demonstration of
innovative systems, tools, and applications. The CAiSE Forum sessions facilitate the
interaction, discussion, and exchange of ideas among presenters and participants. In
accordance, two types of submissions have been called to the forum:

– Visionary papers presenting innovative research projects, which are still at a
relatively early stage and do not necessarily include a full-scale validation.
Visionary papers are presented as posters in the forum.

– Demo papers describe innovative tools and prototypes that implement the results of
research efforts. The tools and prototypes are presented as demos in the forum.

Each submission to the CAiSE 2019 Forum was reviewed by three Program
Committee members. Only those submissions for which there was an agreement on
their relevance, novelty, and rigor were accepted for presentation in the forum.
Additionally, some papers were invited to the forum as a result of the evaluation
process in the CAiSE main conference. All in all, 22 papers were accepted for pre-
sentation. The presenters gave a 1-minute elevator pitch and were available to discuss
their work through a poster and/or system demonstration in a dedicated session.

The papers describing the works are collected in these proceedings. We would like
to thank everyone who contributed to CAiSE 2019 Forum. First, to our excellent
Program Committee members who provided thorough evaluations of the papers and
contributed to the promotion of the event. We thank all the authors who submitted to
and presented papers at the forum for having shared their work with the community.
Last, we would like to thank the CAiSE 2019 Program Committee and general chairs
as well as the local Organizing Committee for their support.

June 2019 Cinzia Cappiello
Marcela Ruiz
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UBBA: Unity Based BPMN Animator

Basit Mubeen Abdul, Flavio Corradini, Barbara Re, Lorenzo Rossi(B),
and Francesco Tiezzi

School of Science and Technology, University of Camerino, Camerino, Italy
basitmubeen.abdul@studenti.unicam.it,

{flavio.corradini,barbara.re,lorenzo.rossi,
francesco.tiezzi}@unicam.it

Abstract. In the last years BPMN became the most prominent nota-
tion for representing business processes, thanks to its wide usage in aca-
demic and industrial contexts. Despite BPMN is very intuitive, it’s way
of representing activities with static flow charts may result effective just
for the BPM experts. Stakeholders who are not too much aware of the
BPMN notation could misread the behavior of the business process. To
this aim, BPMN animation tools can help model comprehension. How-
ever they are mainly based on 2D diagrams, just few works investigate
the use of a 3D world as an environment for closely portray the reality
of the business process. In this paper, we propose our tool UBBA, which
creates a custom 3D virtual world from an input .bpmn file. Besides
this 3-dimensional view of the diagram, we also integrate into UBBA the
semantics of the BPMN elements in order to enable the animation.

Keywords: BPMN · Collaboration · 3D visualization · Animation

1 Introduction

Business Process Model and Notation (BPMN) [14] is a well-established standard
for describing organization activities in a very intuitive way. BPMN allows to
easily represent single organization workflows and their compositions by means
of process and collaboration diagrams. Therefore, process stakeholders can com-
municate and reason about their processes in a standard manner. Business pro-
cesses in the BPMN graphical notation are represented by means of static 2D
flow charts, where the graphics of the elements embeds their semantic categories
(e.g., rectangles for activities, diamonds for choices, circles for events, etc.). This
graphical representation is very straightforward for experts, but it results difficult
to understand for stakeholders [6] who have to know the syntax and semantics
of BPMN. Furthermore, when models become very large it is difficult to follow
their execution semantics [7] and the use of 2D instead of 3D representations
limits the amount of information the user can perceive [16].

In this regard, recent works foster new techniques for modeling and visual-
izing organization processes capable to bridge the gap between business people

c© Springer Nature Switzerland AG 2019
C. Cappiello and M. Ruiz (Eds.): CAiSE Forum 2019, LNBIP 350, pp. 1–9, 2019.
https://doi.org/10.1007/978-3-030-21297-1_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21297-1_1&domain=pdf
https://doi.org/10.1007/978-3-030-21297-1_1
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and BPMN. On the one hand, a virtual world representing a business process
can enhance the communication activities, thus facilitating interactions between
businessmen and stakeholders [11]. On the other hand, the animation of business
processes can increase their understanding [4,10,13] and also the possibility to
debug them [8].

Table 1. Literature comparison

[6] [5] [12] [1] [15] [3] [2] [9] UBBA

Collaboration ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✓

Visualization 3D 3D 3D ▲ ✗ 2D 2D 2D 3D

Animation ✗ ✗ ✗ ▲ 3D 2D 2D 2D 3D

Custom graphics ✗ ✗ ✗ ✗ ✗ ✗ ✗ ▲ ✓

Standard input ✗ ✓ ✓ ✗ ✗ ✓ ✓ ✓ ✓

✓: fully, ▲: partially, ✗: not supported

The literature proposes sev-
eral tool prototypes that follow
such principles. Indeed, in [6]
an implementation of a 3D vir-
tual BPMN editor that embeds
process models into a 3D world
is presented. Similarly, in [5]
and [17] the representation of
Petri net-based business process models is enriched with the third dimension.
Virtual worlds have also been used in the context of Workflow Management Sys-
tems (WfMSs). In [12] the authors have implemented an agent-based simulation
architecture that can be used as a simulation component for any WfMS. It is also
worth mentioning the BPM simulation game Innov8 by IBM [1]. It gives to both
IT and business players an excellent introduction to BPM, useful for learning the
anatomy of a model. Another example is Be a Token [15], a javascript tool based
on the A-Frame framework. This tool represents sequence flows as hallways to
cross, and tasks as rooms with a door in the wall for each incoming/outgoing
sequence flow. For what concerns the business process animation there are works
attempting to show the processes execution, which however just provide a 2D
visualization. These contributions use token flow or elements highlighting to indi-
cate the current execution state of the process models. In [3], business processes
are animated by means of a token game within the Signavio modeler, where users
can step through the process element-by-element. Visual Paradigm [2] provides
an animator that supports also collaboration diagrams. Finally, [9] provides an
animator of BPMN collaborations enriched with data and multiple instances,
which is based on token flow animation. However, the above solutions suffer
from three main limitations. Firstly, works recreating a 3D world do not pro-
vide any animation of the business process, but just visualization. This means
that they statically show a 3D version of the model without supporting a rep-
resentation of its execution. Moreover, these projects are not very customizable,
but instead are limited to describing a particular setting without the possibility
of using custom 3D models. On the other hand, works providing animation of
business processes use only 2D environments. Table 1 summarizes the features
provided by the tools available in the literature and by our work. We compare
the tools on their capability to: deal with BPMN collaboration models, visualize
and animate in 2D or 3D the models execution, insert custom graphical elements,
and parse model files compliant with the standard format .

To overcome the above limitations, in this paper we propose the prototype
tool UBBA. Taken in input a BPMN collaboration diagram with standard XML
format, UBBA recreates a custom virtual world where to visualize and to animate
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the input diagram decorated with 3D graphics chosen by the user. The user
can follow the execution of its model looking at the animation on the newly
created virtual world.As far as we know, UBBA is the first tool that can be
exploited for representing and animating any kind of business scenario (e.g.,
order fulfillments, retrieval of healthcare data, bureaucratic procedures), thanks
to its capability of loading standard BPMN XML files and custom 3D graphics.
UBBA is conceived to support its users, i.e. business process designers, in (i)
validating their diagrams and, possibly in collaboration with domain experts who
help in choosing effective 3D graphics, (ii) creating appealing 3D animations for
stakeholders, who are the final audience for the products of the tool.

The rest of the paper is organized as follows. Section 2 provides an overview
of the UBBA development and features. Section 3 introduces the case study we
used to test our solution and describe the tool functioning. Finally, Sect. 4 closes
the paper with UBBA links and information.

2 UBBA

In this section we present our tool UBBA (Unity Based BPMN Animator).
UBBA is a cross-platform and stand-alone tool that has been realized in Unity
(unity3d.com), a game engine for creating 2D/3D video-games or other inter-
active contents, such as architectural visualizations or animations in real time.
More in detail, UBBA aims at reproducing the setting described in a BPMN
collaboration diagram and animating its execution, by means of token flow [14,
p. 27]. Indeed, the BPMN elements are transformed into 3D graphics and visual-
ized in a virtual space. Then, one or more tokens cross the diagram following the
semantics of the BPMN elements they met. Figure 1 depicts the UBBA workflow
functioning. In the following, we introduce the tool focusing on the visualization
and then on the animation features.

Fig. 1. UBBA functioning

3D Process Visualization. The first characteristic of UBBA is the rendering
of a BPMN model into a 3D space. To this aim, UBBA provides three main
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features: (i) read a standard .bpmn file; (ii) associate a graphic to each diagram
element; (iii) show the resulting 3D scene.

To read a BPMN file we resort to our parser, which takes in input a .bpmn file
and produces a custom data structure. From the parsed model, UBBA collects
the information regarding the elements contained in the diagram, such as the id,
the name, the type (i.e., activity, gateway, event, etc.), the position in the 2D
plane, and the list of nodes reachable from it. The tool exploits this information
to set the 3D space. For each discovered element the tool allows to associate
a 3D graphic; the designer can choose whether to load them from his/her PC
or choose the ones already present in UBBA. External graphics have to be .fbx
files1, available online for free or to pay. Even the tokens can be customized: the
user can specify a personal graphic representing tokens generated by each pool
in the diagram. The chosen graphics for elements and tokens are then embedded
by the tool in a 3D space. Those graphics are positioned following the spacial
information of the .bpmn file and connected by lines that represent sequence
flows. Then a view from above of the model is shown, and the user can start to
navigate it (see Fig. 2).

Fig. 2. View from the top of the 3D world

3D Animation. The already created custom 3D world let us introduce the
animation feature of UBBA. It supports the diagram execution by means of
token movements so that the user can continuously check their distribution.
This facility results particularly useful for understanding not only the role of the
token as process actor but also the semantics of the BPMN elements and the
meaning of the diagram.

The animation can be triggered by the user by clicking the Play button
depicted on the top right side of the interface. In turn, from each start event
the chosen 3D graphic, representing the token, starts to cross the diagram fol-
lowing the path indicated by sequence flows. The animation terminates once
1 Filmbox (.fbx) is a file format for geometry definition widely adopted by 3D graphical

application vendors, storing 2D, 3D, motion, audio, and video data.
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no more token moves are allowed. A token can behave differently depending
on the type of the node it is going to cross. UBBA implements the semantics
of a core set of BPMN elements. Clearly, this collection is not the full list of
BPMN elements, but it is enough to captures several semantic concepts. More
in detail, UBBA considers BPMN collaboration or process models with the fol-
lowing elements: Task, Send Task, Receive Task, Exclusive Gateway, Parallel
Gateway, Event-Based Gateway, Start Event, Start Message Event, End Event,
Intermediate Catch Event, and Intermediate Throw Event. The semantics of such
elements is implemented in UBBA leaving the possibility of adding other element
behaviors just extending a project class.

Fig. 3. Token point of view

During the animation,
different points of views
on the 3D environment are
available for the user, who
is free to switch from a cam-
era to another one using the
buttons on the right side
of the interface. UBBA has
a point of view for each
active token (see Fig. 3),
plus another that covers the
whole collaboration.

3 UBBA in Action

This section provides the validation of our tool throughout the implementation
of a case study. Firstly, we present the BPMN collaboration diagram we used as
an example, and then we show how to use it in UBBA.

Pizza Order Collaboration. To better show the tool functionalities we rely
on the BPMN collaboration diagram depicted in Fig. 4. The diagram concerns
an order placement in a pizzeria that involves two participants: a Customer
and the Pizzeria itself. It is a collaboration diagram, composed of two pools
communicating with each other. The whole collaboration aims at illustrating
the procedure the customer has to follow in order to get a pizza. The customer
plays the first move choosing the desired pizza and placing the order through a
message. The message arrival in the pizzeria pool triggers the start of its internal
process that immediately retrieves the order message. Then, the pizzeria decides
to accept or reject the order advising the customer that, in turn, reacts on the
acceptance/rejection via an event-based gateway. If the order is rejected the
collaboration ends, otherwise the pizzeria prepares the order and sends it to the
customer that eats the pizza. Lastly, if the customer is still hungry, he can decide
to place another order, otherwise he pays, thus ending the collaboration.

Using UBBA. A double click on the tool executable file starts UBBA, which
provides the first interaction interface where to load the collaboration diagram,
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(see Fig. 5(a) and (b)). For the sake of presentation, the tool provides a pre-
loaded diagram (i.e. the case study in Fig. 4), but of course a .bpmn file can be
chosen from the file system. Subsequently, UBBA asks for the element graphics
to be selected from the tool assets or directly from the file system (see Fig. 5(c)).
To recreate the setting described in the Pizza Order diagram the designer needs
to use graphics capable to embody together the element type and the specific
meaning it has in the diagram. For instance, a mailbox is suitable for symbolizing
a receive task in general, but in our case study it may results less effective if
used in place of the Eat Pizza receive task. The user has to consider the specific
meaning of the element (the customer receives and eats the requested pizza),
hence a 3D table with a pizza on it better clarify this setting.

The choice of the 3D graphics for the tokens is crucial, as well as a meaningful
3D graphic is essential to carry additional information on the diagram meaning.
Tokens should represent the characters who perform the activities in the pool (see
Fig. 5(d)). Alternatively, tokens describing more abstract actors, for instance,
processes representing software components, can be depicted with a sphere. In
our case study, we associate a man and a pizza chef respectively to the tokens
of Customer and Pizzeria pools.

Fig. 4. Pizza order collaboration

Once the association of graphics is finished, UBBA generates the 3D model
ready to be animated. A token, depicted with the man, is placed on the Pizza
Order start event, which is represented by a three dimensional model of a pizzeria
building. Starting the animation, it is possible to appreciate the UBBA capability
to represent the reality. The man (the token of Customer) crosses the building
graphic, meaning that the customer is entering in the pizzeria. In this fashion,
the man goes ahead following the sequence flows until it reaches a 3D model
of a menu that stands for the Choose Pizza task. Then, the man performs the
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Order Pizza send task, played by a pizzeria cash desk graphic, which produces
a message token instantiating the Pizzeria process and routing the man to the
event-based gateway.

Having a new token in the collaboration, UBBA adds in the interface a new
button identifying the Pizzeria instance just created (see Fig. 5(e)). The button
switches from the current view (i.e. whole collaboration or man perspective)
to that of the pizza chef token. It starts its execution crossing the start event
until it reaches the XOR split gateway. The choice of the path to follow is made
by the user; indeed he/she has to click on one of the 3D arrows depicted over
the outgoing sequence flows (see Fig. 5(f)). Following the No path the pizza
chef reaches a red cross graphic symbolizing the order rejection. Consequently,
a message is sent to the man and the collaboration terminates. Otherwise, the
pizza chef reaches a green tick symbolizing the confirmation of the order.

Fig. 5. UBBA in action

Therefore, the pizza chef goes ahead to the Bake Pizza task, rendered as
a pizza oven, and then to the Serve Pizza send task, which shows a pizza into
its box. The man instead waits for the pizza at the Eat Pizza task depicted as



8 B. M. Abdul et al.

a restaurant table with a pizza on it. Once the pizza arrives, the man decides
to either loop back and ask for another pizza or pay the bill. The Pay task is
indeed represented as a cash register. The collaboration ends with the Customer
crossing the Pizzeria building.

4 Conclusions

Visualization and animation of BPMN collaborations in a 3D virtual world can
improve the communication between business analysts and stakeholders. In this
regard, UBBA can effectively help people in sharing business knowledge. UBBA,
as well as its source code, binaries, guide, and a short demonstration video are
available at http://pros.unicam.it/ubba/. UBBA can be redistributed and/or
modified under the terms of the MIT License.

Our tool is still a prototype, several improvements and further developments
can be carried. By now, we plan to increase the number of possible customiza-
tions, allowing the user to associate 3D graphics also to sequence/message flows,
message tokens, pools. Moreover, even if we already support a significative set of
BPMN elements and characteristics, some interesting features of the modelling
notation have not been considered yet, due to their intricate semantics (e.g., OR-
join, sub-processes, cancellation/escalation, boundary events) and/or due to the
effort required for the 3D rendering (e.g., data and multiple instances). Finally,
in order to assess the potential and the scalability of the approach, we plan to
conduct a validation with groups of business process designers, composed by:
students with an academic knowledge of BPMN; designers from industry that
have more practical skills; and stakeholders that are domain expert. The valida-
tion should provide feedback both on the usability of UBBA and on the quality
and the benefits of the produced 3D animation.
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Abstract. In an increasingly digital world, where processing and
exchange of personal data are key parts of everyday enterprise busi-
ness processes (BPs), the right to data privacy is regulated and actively
enforced in the Europe Union (EU) through the recently introduced Gen-
eral Data Protection Regulation (GDPR), whose aim is to protect EU
citizens from privacy breaches. In this direction, GDPR is highly influ-
encing the way organizations must approach data privacy, forcing them
to rethink and upgrade their BPs in order to become GDPR compli-
ant. For many organizations, this can be a daunting task, since little
has been done so far to easily identify privacy issues in BPs. To tackle
this challenge, in this paper, we provide an analysis of the main privacy
constraints in GDPR and propose a set of design patterns to capturing
and integrating such constraints in BP models. Using BPMN (Business
Process Modeling Notation) as modeling notation, our approach allows
us to achieve full transparency of privacy constraints in BPs making it
possible to ensure their compliance with GDPR.

Keywords: Data privacy · GDPR · Process models · BPMN

1 Introduction

Nowadays, the advances in the amount of storage and processing power have
made it possible to store and process virtually all the information that might be
of interest for an organization to rapidly deliver digital and physical services to
their customers (e.g., the creation of a new bank account, the management of a
purchase order, etc.). On the other hand, the seemingly never ending collection
of customers’ data by large corporations such as Google and Facebook has raised
public awareness on privacy concerns [12].

Since May 2018, in the European Union (EU), the right to privacy of personal
data has been tackled by the General Data Protection Regulation (GDPR) [5].
The aim of GDPR is to protect EU citizens from privacy breaches on their per-
sonal data. In summary, GDPR changes the way in which organizations handle
c© Springer Nature Switzerland AG 2019
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personal information of their customers, and gives individuals enhanced rights
of protection when it comes to their personal data. Since organizations that are
not compliant with GDPR must face heavy fines, they are required to implement
correctly the GDPR data management policies and take appropriate actions on
data when requested by their customers.

To achieve compliance with GDPR, among a list of technical and non-
technical challenges to be tackled [3], the regulation enforces organizations to
reshape the way they approach the management of personal data stored and
exchanged during the execution of their everyday business processes (BPs).
Although BP modeling is well-suited for expressing stakeholder collaboration
and the data flow exchanged between BP activities and participants, little has
been done so far to identify potential privacy breaches in BP models [13].

Conversely, the common practice to address privacy breaches in a BP is
to implement ad-hoc countermeasures during the automation stage of the BP
life-cycle, when the BP model is configured by a system engineer (SE) for its
execution with a dedicated BP Management System (BPMS). The SE can then
implement a strategy (e.g., in the form of a piece of software) directly using the
BPMS at hand, in order to deal with all potential violations of privacy constraints
at run-time. However, this approach requires that the SE knows exactly where
potential privacy breaches can manifest in the BP, and this information, if not
explicitly documented in the BP model, may lead to a defective implementation
of compensatory strategies from privacy breaches.

In this paper, we advocate that privacy should be considered as a first-
class citizen in BP models and should be introduced by design and not as an
afterthought. In this direction, we provide an analysis of the main privacy con-
straints in GDPR encountered when modeling BPs with ISO/IEC 19510:2013
BPMN (Business Process Modeling and Notation). Based on this analysis, we
propose a set of design patterns to integrate privacy enhancing features in a
BPMN model according to GDPR. The aim of this work is to emphasize aware-
ness of privacy-concerns in BPs at design-time, when a proper analysis of the
involved data allows a BP designer to identify (possible) violations of privacy
constraints and their impact. The feasibility of our approach is illustrated using
a concrete case of a phone company.

The rest of the paper is organized as follows. Section 2 introduces a case
in which privacy aspects of a BP for acquiring a new customer by a phone
company need to be modeled. Section 3 introduces the main constraints of GDPR
considered in the paper. Section 4 presents a set of design patterns to capturing
and integrating GDPR constraints in BP models. Finally, Sect. 5 illustrates the
relevant literature related to privacy in BPs and concludes the paper.

2 The Case of a Phone Company

With the increase of systems able to collect data automatically, privacy has been
at the center of many discussions between designers who want to use such data
to provide services to the users, and these last ones who want to get the services
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by sharing as little information as possible. In fact, users care about any data
that can identify them, and this has many consequences in the corpus of laws in
all countries, although different countries have different boundaries of what can
be considered private information.

Let us take as an example a phone company in the process of acquiring a
new customer. The phone company requests the new client’s data (e.g., name,
surname, address, etc.). Once the client has provided this data, the phone com-
pany goes through a verification process to determine if the data given by the
new customer is correct. If not, a clear up procedure starts and the process ends.
The next steps involve asking the future customer if she wants to port her old
phone number into the new phone plan she is about to subscribe. If the answer
is positive, then the phone company asks the new client the old number, and
the portability procedure to the previous phone company. In case the procedure
can not be completed or the answer is negative, the process is interrupted. Oth-
erwise, the customer signs the contract, which only describes how the phone
company will provide the service, but which does not provide any information
on how the phone company will use the data of the client. After this, the phone
company in parallel stores the data of the new client, requests the payment to
the client, and, once the payment has been received, sends the SIM card to the
client. Once these activities have been completed, the company can activate the
SIM card and successfully conclude the procedure of acquiring the new customer.
If the procedure takes for some reasons more than 30 days to complete, then the
process is interrupted.

The BPMN model representing the scenario described above is shown in
Fig. 1. It is worth noting that the procedure does not yet take into account the
potential risk to get a data breach and does not provide mechanisms to protect
the customer’s privacy.

30 days

Fig. 1. BPMN model of the case of the phone company



Achieving GDPR Compliance of BPMN Process Models 13

3 Background on GDPR

GDPR has introduced changes to the privacy and data protection regulation,
thus having significant consequences for who needs to design BPs. GDPR
requires privacy-by-design, which means that data protection is not an addi-
tion to the process, but rather integral part of it, and the process should comply
to GDPR since the design stage. Therefore, already at this stage, a BP designer
needs to take into consideration privacy and data protection issues.

Entities involved. In order to identify who is responsible of what in a BP
where data is handled, GDPR defines four entities:

– Data Subject : is the person the data is about.
– Data Controller : is the entity that collects and stores data from the Data

Subject and that determines the purposes of processing such data.
– Data Processor : is the entity that processes data from the Data Subject on

the behalf of the Data Controller.
– Data Protection Officer (DPO): is the entity that performs systematic moni-

toring on the Data Controller and Data Processor to ensure that they comply
with the GDPR constraints on the data collected from the Data Subject.

Personal Data. In the context of GDPR, Personal data is defined as any
information related to a person (Data Subject) who can be identified, directly
or indirectly, through that information (e.g., a name, an identification number,
location data, online identifiers, etc.). Therefore, online identifiers, including IP
address and cookies, will now be regarded as personal data if they can be linked
back to the Data Subject. GDPR distinguishes three types of personal data,1

each with a different level of protection:

– Personal Data: any piece of information that can identify a person.
– Sensible Data: is a special type of Personal Data that requires a higher level

of security, i.e., health, genetic, physical, physiological, mental, economic,
cultural, social identity and biometric data.

– Criminal Records: is a subset of Sensible Data including information to iden-
tify past crimes committed by the Data Subject.

Obligations of the Data Controller. This paper focuses on the obligations
of the Data Controller. This implies a list of constraints that must be fulfilled
by the Data Controller to be complaint with GDPR. These obligations are:

– Data Breach: in case of a data breach, the Data Controller has to communi-
cate it within 72 h to the National Authority as well as to the Data Subject.
This constraint is not subject to any de minimis standard, thus any data
breach, it does not matter how small, needs to be always communicated in a
simple way along with the actions that will be performed to limit the damage.

1 The only exception is National Security Data that does not follow GDPR regulation,
but is left to the jurisdiction of each State.



14 S. Agostinelli et al.

The only exception is the case in which the stolen data is not usable (e.g.,
encrypted). However, also in this case, the National Authority can force the
Data Controller to communicate the breach to the Data Subject.

– Consent to Use the Data: when retrieving personal data, the Data Controller
needs to ask the Data Subject for consent and to provide the Data Subject
with information about the intentions on how to use and/or process the data.

– Right to Access and Rectify : at any moment, the Data Subject has the right
to access and rectify the personal data associated to her. As a result, the
Data Controller has the obligation to satisfy these requests.

– Right of Portability : at any moment, the Data Subject has the right to ask
for the portability of the data associated to her to third parties and the Data
Controller has the obligation to satisfy this request.

– Right to Withdraw : at any moment, the Data Subject can withdraw the con-
sent to use the data associated to her and the Data Controller has to stop
using such data.

– The Right to be Forgotten: if the Data Subject wants her data to be deleted,
the Data Controller has the obligation to satisfy this request.

4 Implementing GDPR-Aware Patterns in BPMN

In this section, we introduce a list of seven privacy patterns for BPMN, which
represent effective design-time solutions to tackle GDPR constraints in BP mod-
els. Notably, we developed such patterns in a way that no additional BPMN
symbol is required to integrate them into a non-GDPR compliant BP model.

4.1 Data Breach

In case of a Data Breach, the Data Controller has to retrieve the breached data.
From this data, the Data Controller needs to extract a list of Data Subjects who
had their data breached. Then, in parallel, the Data Controller needs to limit the
data loss and send a notification to the National Authority. For each breached
Data Subject, the Data Controller evaluates if the stolen data is usable or not.
If not, and if the Data Controller is proven to manage data using high security
standards, this is communicated to the National Authority who decides whether
the breach should be communicated to the Data Subject or not. Otherwise, the
Data Controller needs to notify the Data Subject directly. The design pattern
in Fig. 2 implements the privacy constraint Data Breach. It is worthwhile noting
that, during any process involving personal data, a data breach can occur, and
the Data Controller must promptly handle the problem within 72 h.

In the example of the phone company, a data breach can happen at any
time after the personal data has been acquired. Thus, implementing the Data
Breach pattern can help the process to be reactive in case of data breach, so
to properly provide a recovery procedure and communicate the data breach to
both the Data Subject and the National Authority. Notice that if the 72 h limit
is not respected and the Data Controller is not able to provide a reasonable
justification, the penalties amount to 20 millions Euro, or 4% of the company’s
global revenue, whichever is higher.
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Fig. 2. BPMN model for pattern Data Breach

4.2 Consent to Use the Data

Before retrieving any kind of personal data from the Data Subject, the Data
Controller has to ask the Data Subject for consent. In particular, the Data
Controller needs to collect a list of aspects the Data Subject should be aware of
before giving her data to the Data Controller. This list should contain:

– in case the data has not been directly obtained from the Data Subject, from
which source the personal data originates;

– the existence of the right to lodge a complaint to a supervisory authority;
– the existence of the right to withdraw the consent at any time;
– the existence of the right to data portability;
– the existence of the right to delete the personal data;
– the existence of the right to access the personal data;
– the existence of the right to rectify the personal data;
– the period for which the personal data will be stored, or if this is not possible,

the criteria used to determine this period;
– the existence of any profiling and meaningful information about the envisaged

consequences of processing the personal data;
– if the personal data can be transferred internationally;
– who are the recipients or categories of recipients of the personal data;
– which are the interests pursued by the Data Controller or by third parties;
– the legal basis of the processing;
– the purposes for which the personal data will be processed;
– the identity and the contact details of the Data Controller and of the DPO.

Then, the consent to use the data is requested to the Data Subject. If the consent
is given, the data is collected. The design pattern in Fig. 3 implements the privacy
constraint Consent to Use the Data.
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Fig. 3. BPMN model for pattern Consent to Use the Data

In the example of the phone company, this pattern can be added as a sub-
process just before asking for the actual data to the potential new customer, at
the start of the process. This guarantees that the company is transparent with
the customer and asks for the explicit consent of any possible usage of the data.
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Fig. 4. BPMN model for pattern Right to Access

4.3 Right to Access

When the Data Subject sends a request availing the right to access, the Data
Controller has to (i) retrieve all the data associated with the Data Subject, and
(ii) retrieve any processing on the data that has been made. Then, they are both
sent to the Data Subject. The design pattern in Fig. 4 implements the privacy
constraint Right to Access.

In the example of the phone company, this pattern can be implemented as an
asynchronous request from the Data Subject that can be received at any point
in time after that any personal data has been retained. In BPMN, this pattern
can be used as an event sub-process that handles the request.2 In the example of
the phone company, the customer can request to access her personal data even
before the process is completed (potentially even before the customer signs the
contract), and the phone company has to handle this request by providing any
personal data it possesses.

4.4 Right of Portability

When the Data Subject sends a request availing the right of portability, she needs
to specify the third party at hand. The third party contacts the Data Controller
which has to (i) retrieve all the data associated with the Data Subject, and
(ii) retrieve any processing on the data that has been made. Then, they are
both sent to the third party. Finally, the third party communicates to the Data
Subject that the portability happened successfully. The design pattern in Fig. 5
implements the privacy constraint Right of Portability.

In the example of the phone company, the company needs to have a procedure
to handle portability when requested by a third party company. However, in the
process of acquiring a new client, even though the user requests the portability,

2 Event sub-processes are used in BPMN to capture exceptions (and define recovery
procedures) that may affect an entire BP.
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Fig. 5. BPMN model for pattern Right of Portability

Another Phone Company (and not the phone company of the case study) should
be able to implement this pattern.

4.5 Right to Withdraw

When the Data Subject sends a request availing the right to withdraw, the
Data Controller has to stop using the data associated to the Data Subject, and
communicate back to the Data Subject that her data is not used anymore. The
design pattern in Fig. 6 implements the privacy constraint Right to Withdraw.

In the example of the phone company, this asynchronous request from the
client can happen at any time, thus the phone company might implement this
pattern in BPMN as an event sub-process. If, at any time during the procedure
of acquiring a new customer, the customer withdraws the consent to use the
data, the phone company has to evaluate if that data is needed to continue the
process. If this is the case, the process will terminate, since the phone company
is not able to complete the procedure.

4.6 Right to Rectify

When the Data Subject sends a request availing the right to rectify, the Data
Controller has to rectify the data as requested by the Data Subject, and com-
municate back to the Data Subject that her data has been rectified. The design
pattern in Fig. 7 implements the privacy constraint Right to Rectify.

In the example of the phone company, the customer should be able to rectify
the data at any time. For instance, if before signing the contract the customer
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Fig. 6. BPMN model for pattern Right to Withdraw

Fig. 7. BPMN model for pattern Right to Rectify

changes address, or simply notices incorrect information, she should be able to
rectify such information. This asynchronous request could be satisfied in BPMN
using an event sub-process.

4.7 Right to be Forgotten

When the Data Subject sends a request availing the right to be forgotten, the
Data Controller has to retrieve the data related to the request and check if this
data is relevant. If not, the Data Controller eliminates such data and communi-
cates this to the Data Subject. Otherwise, the Data Controller communicates to
the Data Subject why the data is relevant. The design pattern in Fig. 8 imple-
ments the privacy constraint Right to be Forgotten. This is, once again, an asyn-
chronous request from the Data Subject, which in BPMN can be implemented
as an event sub-process.

In the example of the phone company, this pattern can be implemented
during the process of acquiring a new customer even though the request will be
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Fig. 8. BPMN model for pattern Right to be Forgotten

for sure rejected (since all the data requested from the clients is necessary at this
stage). This is needed to provide the customer with an understanding of why
the data is relevant within the process.

5 Related Work and Conclusion

In the literature, there are several studies where BPMN is extended towards secu-
rity and privacy aspects. BPMN security extensions for healthcare processes are
presented in [15,17]. Menzel et al. introduce security elements for BPMN to eval-
uate the trustworthiness of participants based on a rating of enterprise assets and
to express security intentions such as confidentiality or integrity on an abstract
level [11]. In [6], BPMN is enriched with information assurance and security
modeling capabilities. In [1], BPMN is aligned to the domain model of security
risk management. In [13], Privacy Enhancing Technologies (PETs) are applied
to enforce privacy requirements and support the analysis of private data leakage.
In [16], Salnitri et al. propose the SecBPMN-Q query language for representing
security policies and a query engine that enables checking SecBPMN-Q policies
against SecBPMN-ml specifications.

Some works are specifically related to the definition of extensions of BPMN
to represent cyber security requirements [7,10]. In [9], the authors investigate a
new approach to modeling security and propose a solution to include all con-
cepts potentially modelable in BPMN related to cyber security. In [2], the BPMN
choreography models are used to detail message exchange and identity contract
negotiation. In [4], BPMN is extended with access control, separation of duty,
binding of duty and need to know principles. Similarly to [4], in [8] privacy
concerns are captured by annotating the BPMN model with access control, sep-
aration of tasks, binding of tasks, user consent and necessity to know icons.
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Differently from the above studies, our work is focused on GDPR. Specifically,
we have provided an analysis of the main privacy constraints in GDPR and
a set of design patterns to capturing and integrating such constraints in BP
models represented in BPMN. Recent works concerning GDPR have been also
presented in [14,18]. In [14], the authors propose a method to support the design
of GDPR compliant systems, based on a socio-technical approach composed of
a modeling language and a reasoning framework. In [18], the authors present
a model of GDPR that provides a visual overview of the associations between
entities defined in the legislation and their constraints. If compared with [14,18],
the originality of our approach lies in considering awareness of GDPR constraints
at design-time, during BP modeling, and not as a run-time issue.

Our work can be extended in many aspects. For example, an extensive valida-
tion of the patterns against larger case studies is crucial to test the effectiveness
of the overall approach. Nonetheless, we consider this work as an important first
step towards a thorough understanding of how to build GDPR-aware processes.
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15. Rodŕıguez, A., Fernández-Medina, E., Piattini, M.: A BPMN extension for the
modeling of security requirements in business processes. IEICE Trans. Inf. Syst.
90(4), 745–752 (2007)

16. Salnitri, M., Dalpiaz, F., Giorgini, P.: Designing secure business processes with
SecBPMN. Softw. Syst. Model. 16(3), 737–757 (2017)

17. Sang, K.S., Zhou, B.: BPMN security extensions for healthcare process. In: CIT
2015 (2015)
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Abstract. “Responsible Information Systems,” the theme of CAISE 2019, is an
intriguing idea that has not been explored in the readily available literature.
After defining the term information system (IS), this paper applies an initial five-
part framework to many examples of problematic IS to explore what the idea of
responsible information system (RIS) might mean and how it might be useful.
That initial exploration leads to focusing on how the concept of responsibility
applies to IS in a way that is useful for systems analysis and design (SA&D).
This paper addresses that question by using a new set of ideas related to facets of
work system capabilities. Its application of those ideas to an EMR case study
imply that they could be applied in identifying ways in which an IS might be
more responsible. Overall, this paper illustrates that focusing on responsibilities
related to facets of capabilities is more valuable than trying to characterize
information systems as responsible or not.

Keywords: Responsible information system �
Definition of information system � Work system � Information system impacts

1 What Responsibilities Can Be Engineered
into an Information System?

The Call for Papers of CAISE 2019 emphasizes the conference theme of Responsible
Information Systems: “This year‚ the conference theme acknowledges the need for
designing information systems that are not only flexible enough for digital transfor-
mation, but are also responsible by considering privacy, security, and ethical concerns
and providing trustworthiness”.

People are often characterized as having responsibilities or being responsible, but
one might wonder whether the term responsible applies to IS in a way that is both
meaningful and useful. A great deal has been written about privacy, security, and other
ethical and legal issues related to IS, but a Google scholar search on “responsible
information system” (RIS) found only 23 hits, several of which mentioned responsible
IS developer, manager, or user, and none of which defined RIS or used it in a sig-
nificant way. Whether an IS qualifies as an RIS should hinge on more than its treatment
of privacy, security, ethical concerns, and trustworthiness, but it is not obvious what
other issues should be considered and how to organize those issues to make them
valuable and readily accessible for IS engineering.
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Goal and Organization. This paper treats the CAISE 2019 conference theme as a
challenge. Its goal is to explain how the concept of responsibility applies to IS in a way
that is useful for SA&D. This paper’s pursuit of this goal treats an IS as a sociotechnical
or totally automated work system most of whose activities are devoted to processing
information. This paper focuses on how responsibility applies to IS rather than people. It
does not discuss how people are responsible for artificial systems [1].

Given the lack of prior work related to RIS per se (rather than privacy, security, and
other widely studied topics), this research began by exploring the topic. An initial five-
part framework (stakeholders, agency, impacts, evolution, and evaluation) for deter-
mining whether an IS qualifies as an RIS was applied to examples of IS-related mis-
haps, misuse, or malfeasance. Finding many types of direct and indirect impacts and
many conflicts between different stakeholder interests led to concluding that an abstract
definition of RIS covering many diverse examples would be too general to be useful. In
contrast, a way to identify and organize typical responsibility-related issues could be
quite useful in SA&D if it could help analysts, designers, and users visualize areas
where an IS might need to be more responsible.

This paper summarizes how an IS can be viewed as a work system whose activities
are devoted to processing information. It uses the format of a work system snapshot
[2, 3] to organize minimum criteria for qualifying as an RIS and presents an initial five-
part framework for deciding whether an IS qualifies as an RIS. It summarizes many
selected cases that were used to test the possible effectiveness of that framework. An
initial conclusion that the framework is not very useful leads to the more valuable goal
of developing a useful way to apply the concept of IS responsibility to SA&D. This
paper addresses that goal by using a new set of ideas related to facets of work system
capabilities [4] and showing how those ideas could be applied in identifying ways in
which an IS might be more responsible.

2 Thinking of Systems in Organizations as “Work Systems”

Based on work system theory (WST), an IS is a work system (WS) most of whose
activities are devoted to processing information. A WS is a system in which human
participants and/or machines perform processes and activities using information,
technology, and other resources to produce product/services for internal and/or external
customers. [2, 3] Processes and activities, participants, information, and technologies
are viewed as completely within the WS. Processes and activities fall along a
dimension from unstructured to structured. Customers and product/services may be
partially inside and partially outside because customers often participate in work sys-
tems. A WS operates within an environment that matters (e.g., national and organi-
zational culture, policies, history, competitive situation, demographics, technological
change, other stakeholders, and so on). WSs rely on human, informational, and tech-
nical infrastructure that is shared with other WSs. They should be aligned with
enterprise and departmental strategies. Hence, a basic understanding of a WS (or an IS,
which is a type of WS) needs to include the nine elements of the work system
framework [2, 3], customers, product/services, processes and activities, participants,
information, technologies, environment, infrastructure, and strategies.
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The and/or in the definition of WS implies that a WS can be sociotechnical (with
human participants) or totally automated. That idea diverges from assumptions that
“the system” is a configuration of hardware and software that is used by users. Notice,
for example that accountants producing financial statements can be viewed as partic-
ipants in a sociotechnical IS in which they perform work using accounting software.

An IS and related WSs can overlap in a variety of ways. In a situation with no
overlap, an IS can provide information for a separate WS. With partial overlap, some of
the activities within an IS are also activities within one or more WSs that it supports. In
other situations, an IS is an integral component of a WS.

3 Initial Framework for Evaluating Whether an IS is an RIS

As a starting point for exploring what RIS might mean, and given that an IS is a type of
WS, the format of a work system snapshot (from the work system method – [2, 3]) was
used to produce Table 1, which summarizes what might viewed as a first cut at a
minimum criteria for qualifying as an RIS.

Trying to produce a more nuanced view of RIS led to a simple five-part framework
for evaluating whether a set of IS examples qualified as RISs. The five parts are based

Table 1. First cut at minimum criteria to qualify as a responsible information system

Customers Product/Services
IS provides benefits and does not harm 

customers.
IS provides product/services only to 

legitimate customers.

Product/services are legal, beneficial, and do 
not harm customers. 

Product/services do not include harmful 
byproducts or lead to harmful results.

Major Processes and Activities
Processes and activities are legal and use resources appropriately.
Processes and activities do not interfere unnecessarily with other activities.
Processes and activities are appropriate for people who perform the work.

Participants Information Technologies
Participants have 

a healthy work 
environment and are 
not harmed.

Information is appropriate 
Information is protected 
Information is legal.

Technology is appropriate
Technology operates correctly.
Technology does not interfere 

with other technology 
Environment

cause harm to the surrounding environment or society at large.
Infrastructure: The work system does not use enterprise infrastructure in a way that has 

negative effects on other parts of the enterprise.
Strategies: The work system operates consistent with enterprise strategies.
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on typical who, what, and how questions of types that are used in systems analysis and
design efforts:

• function and scope. (What is the relevant IS and what can it do?)
• stakeholders (who cares about this IS or its impacts?)
• impacts (what does this IS affect and in what ways?)
• evolution (how can this IS change over time?)
• evaluation (what criteria determine whether this IS qualifies as responsible?).

4 Applying the Five-Part Framework to Examples
that Illustrate Different Aspects of Whether RIS
Might Mean

It is easy to find examples that illustrate IS-related mishaps, misuse, or malfeasance that
might demonstrate how a specific IS did not qualify as RIS. Many examples can be
found through Wikipedia or through Google searches on “computer fiascos” or
“computer glitches”. The following (abbreviated) list of examples starts with general
categories of responsibility-related problems of types that have been publicized many
times. It also includes specific examples that were useful for thinking about what RIS
might mean. The examples cover a wide range of situations including operational
failures, theft and fraud, impacts on individuals, and impacts on society.

• Intrusion into computerized systems has led to thefts of personal customer data and
corporate data at a large number of business and governmental organizations (e.g.,
list of such thefts in the Wikipedia page called “Data Breaches”).

• IS-related problems have caused operational disruptions including grounding of
numerous flights at American Airlines, Delta, and United.

• IS-related problems locked customers out of their accounts at major banks including
Barclays, Royal Bank of Scotland, TSB, and Wells Fargo.

• Various kinds of malware including spyware, ransomware, viruses, and worms have
sabotaged many computerized systems (Wikipedia article on “malware”).

• Accidents in self-driving cars have occurred, including several involving fatalities.
• Cockpit automation in airplanes has advantages but also brings dangers including

degraded manual and cognitive flying skills, disengagement, and excessive atten-
tion to alerts and other aspects of the technology.

• Bitcoins worth billions of dollars have been lost, but not hacked or stolen [5].
• An IS embedded in Volkswagen engines turned on pollution controls during pol-

lution testing, but then turned them off while the automobile was on the road,
thereby generating excessive pollution [6].

• The title of [7] asked “you want my password or a dead patient?” The article
identified workarounds used by medical staff in busy, high stress medical envi-
ronments to minimize the amount of time absorbed by repeated logins.

• Wells Fargo Bank “clawed back” $75 million of stock options from two former
executives who were in charge when excessive sales quotas pressured employees to
sell unwanted products and in some cases to open unauthorized accounts [8].
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• Use of Facebook to spread hate speech against the Muslim Rohinga minority in the
Buddhist majority country Myanmar has been reported widely [9].

• The SWIFT interbank messaging platform that is used for inter-bank money
transfers has been used for fraudulent transfers [10].

• “Traders, bankers, and money managers [use] [“encrypted messaging services such
as WhatsApp and Signal”] … to circumvent compliance, get around the human
resources police, and keep bosses in the dark” [11].

• Texting on smart phones is linked to a substantial percentage of car crashes [12].
• The social scientist Sherry Turkle “found that children now compete with their

parents’ devices for attention, resulting in a generation afraid of the spontaneity of a
phone call or face-to-face interaction” [13].

• “Surveillance capitalism” [14] involves systems with two types of beneficiaries,
recipients of whatever the system produces as its nominal purpose and others who
use information generated by or about the system’s customers and/or participants.

• Many people are surrounded by things that are supposedly smart, but many of those
things may make everyday life more complicated and less convenient [15].

In combination, the examples above led to questioning the practicality of using the
five-part framework as a basis for determining whether an IS qualifies as an RIS.

• Function and scope. The IS in many examples above would be considered an RIS
at first glance because they seemed to operate as designed and served many useful
purposes. On the other hand, many brought operational failures, harmful impacts on
work system participants, and harm through flawed product/services.

• Stakeholders. Evaluating whether an IS qualifies as an RIS is difficult when dif-
ferent stakeholders have conflicting goals, interests, sensibilities, and value criteria.

• Impacts. It is difficult to combine the positive and negative impacts of an IS in a
way that meaningfully determines that it is or is not an RIS.

• Evolution. It is difficult to identify potentialities for evolution over time that imply
than IS is or is not an RIS. For example, the ability to do workarounds is viewed as
beneficial in some situations and in detrimental or harmful in others [16, 17].

• Evaluation. Conflicting goals of different stakeholders make it is difficult to
identify criteria for determining whether an IS is or is not an RIS. Whether or not an
IS qualifies an RIS should not depend on selection of which observers to consult.

Trying to describe the examples above in relation to Table 1 (first cut at minimum
criteria to qualify as an RIS) and the five-part framework led to the conclusion that a
yes/no definition of RIS probably would not be useful. Many IS whose everyday use
seems unproblematic and uncontroversial can be implicated in some level of harm to
owners, participants, customers, other stakeholders, or society (e.g., an IS that tracks
the sale of cancer-causing cigarettes). Instead of pursuing a binary yes/no question (RIS
or not), it is more useful to think of IS responsibility as an issue for SA&D. With that
issue, the question at hand is finding a way to help IS analysts and designers make
information systems more responsible.
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5 Looking at IS Responsibility in Relation to Analysis
and Design

Seeing IS responsibility in relation to analysis and design led to returning to seeing an
IS as a sociotechnical or totally automated work system whose activities are devoted
primarily to processing information. That led to two groups of responsibilities:

• responsibilities mostly related to processing information, which can be subdivided
into seven types of activities: capturing, transmitting, storing, retrieving, manipu-
lating, displaying, and deleting information [2, 3]

• responsibilities largely related to impacts on work system participants, customers,
activities in work systems, other stakeholders, or society. This group of responsi-
bilities calls for looking at many types of work system activities that are not fun-
damentally about processing information. [4] identifies 16 facets of capabilities,
only one of which is processing information.

Facets of Capabilities. This paper cannot provide complete background on the
rationale for developing the idea of facets of capabilities, which is the topic of a
complete paper [4]. That paper includes background about aspects of four independent
topics: (1) making more knowledge visible in IS practice, (2) different purposes of
modeling, (3) views of the concept of capabilities, and (4) views of the concept of
facets. For current purposes, it suffices to summarize the underlying ideas as follows:

• A capability is a situation-specific ability to perform an activity or set of activities
(e.g., hiring employees at company X or painting cars at company Y) that might be
grouped as a process and might extend across a business ecosystem.

• The concept of capability can be used without specifying how capabilities are
enacted or how well. Other levels of description and analysis can specify those
details when needed. That view of capabilities is much more informal than the view
of capabilities in capability-driven development (e.g., [18, 19]).

• Capabilities have multiple facets, although a given facet may not apply significantly
to some capabilities. Facets are types of activity that occur when enacting capa-
bilities. Thus, goals, technologies, and actors are not facets. Every facet brings
vocabulary and knowledge not typically associated with other facets. Most facets
bring or imply facet-related success factors and design trade-offs.

• Facet is generic whereas capability is situation-specific. Facets of specific capa-
bilities may overlap in some situations, as when decision making in a situation
involves processing information and communicating.

• The 16 facets in [4] were chosen because they are easily understood, widely
applicable, and associated with specific vocabulary and knowledge related to
business situations. That set of facets could be improved or extended in the future
based on exposure, discussion, and application.

The remainder of this paper relies on the concept of facets proposed in [4]. It does
not use the concept of capability, which is important in [4] but is not important here.

Identifying Generic IS Responsibilities Related to (Generic) Facets. Tables 2 and 3
extend ideas in [4] by assuming that generic IS responsibilities can be identified for
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each (generic) facet. Table 2 covers processing information, the facet most directly
related to IS since IS is defined as a work system most of whose activities are devoted
to processing information. Instead of looking at information processing in general,
Table 2 looks at each of seven sub-facets of information processing [4] and identifies
typical IS responsibilities related to each sub-facet. It treats each sub-facet separately
because an IS that processes information may perform some of the sub-facets but not
others. The responsibilities listed for each sub-facet suffice for illustrative purposes
even though each could surely be expanded based on further discussion and careful
application to many specific examples. For example, Table 2 does not mention non-
functional issues such as efficiency or speed, both of which could apply in every case. It
also mentions legality only by implication.

Table 3 identifies generic responsibilities related to the 15 facets other than
information processing. Notice that many of those facets overlap to some extent. For
example, decision-making often calls for communicating, thinking, and representing
reality. While there is some overlap, the fact that each facet brings its own vocabulary
and knowledge makes it appropriate to consider all of them, at least in a checklist form,
when thinking about how to make an IS more responsible. Also notice that none of the
responsibilities related to the facets are associated in a generic way with the widely
mentioned idea of “social responsibility,” such as maintaining security, privacy,

Table 2. Generic responsibilities related to 7 sub-facets of information processing

Sub-facet Generic responsibilities related to sub-facets of information processing

Capturing
information

An IS that captures information should capture only information that is
appropriate to capture and should not distort that information

Transmitting
information

An IS that transmits information should transmit it only to human or
automated recipients with the right to receive that information and
should not distort the information during transmission

Storing
information

An IS that stores information should store information only if storage is
appropriate and only if storage is in an appropriate location

Retrieving
information

An IS that retrieves information should retrieve only information that is
appropriate to retrieve and only from locations that it has permission to
access

Manipulating
information

An IS that manipulates information should ensure that sources of its
information are appropriate, that changes to information are justified,
that calculations are performed correctly, and that manipulations
combining information items are appropriate with regard to source,
units of measure, and other aspects of the data items manipulated

Displaying
information

An IS that displays information should ensure that information is
displayed in a way that is not distorted or misleading. It should display
information consistent with the access rights of users

Deleting
information

An IS that deletes information should ensure that it is appropriate to
delete that information
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or mutual respect. Topics such as those apply to all facets and therefore are not
mentioned repeatedly. The goal of Tables 2 and 3 is to identify facet- or sub-facet-
related responsibilities that might be overlooked even though they could be useful to
consider in an attempt to make an IS more responsible.

Table 3. Generic responsibilities related to 15 facets other than information processing

Facet Generic responsibilities related to 15 facets other than information
processing

Making decisions Supporting decision making should not interfere with any aspect of that
process and should support one or more sub-facets of decision making,
such as defining the problem, gathering information, defining
alternatives, and selecting among alternatives

Communicating Supporting communicating should not interfere with any aspect of
communicating and should support one or more sub-facets of
communicating such as formulating the message, conveying the
message, and verifying receipt and comprehension of the message

Thinking Supporting thinking should encourage conditions that are conducive to
thinking, such as providing appropriate information, not overwhelming
people with too much information, and not structuring work so tightly
that thinking is discouraged

Representing
reality

An IS that represents reality should assure that representations are
complete and unbiased, do not overlook important aspects of reality,
and do not exaggerate or underplay the importance of other aspects of
reality

Providing
information

An IS for providing information should support informational needs of
users, and should do so in a way that is convenient and does not
interfere with their other activities

Planning An IS that supports planning should provide appropriate status and
history information in a way that is useful for planning and/or should
support useful techniques for recording and comparing alternative
plans and finalizing plans

Controlling
execution

An IS that supports execution control should provide information that
is sufficient for controlling operations and should not perform
excessive surveillance that interferes with doing work or making work
system participants feel watched too closely

Improvising There are many real-world situations where improvisation is necessary,
even when highly structured software is used (e.g., [20, 21] An IS that
supports improvisation should conform with the sociotechnical
principle of minimum critical specification [22] and should allow
appropriate interpretive flexibility

Coordinating An IS that supports coordinating ideally should provide whatever
information, communication, and record-keeping capabilities are
needed by both sides of the coordination. It might support different
forms of coordination as well (e.g., [23])

Performing
physical work

An IS that supports performing physical work should provide
information that facilitates performing that work. In some instances it
should provide links to automated devices that perform that work

(continued)
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6 Identifying Opportunities to Make an IS More Responsible

A longer version of this paper (available from the author) shows how a two-dimensional
checklist based on Tables 2 and 3 can be used to identify opportunities to make an IS
more responsible. The vertical dimension consists of all 22 items in Tables 2 and 3. The
horizontal dimension is five groups of stakeholders: owners, participants, customers,
others, and society. The longer version shows that categories in the two-dimensional
checklist were clear enough for coding (classifying) responsibility-related points in an
article called “The Update: Why Doctors Hate Their Computers” [26]. Due to space
limitations it is only possible here to summarize the article and identify themes that
became apparent from the coding of comments in the article.

An article called “The Update: Why Doctors Hate Their Computers” [26] discusses
many topics related to whether an important electronic medical record (EMR) qualifies
as an RIS. The author of [26] is a famous surgeon and author who experienced the
$1.6 billion implementation of the EPIC EMR system in Partners HealthCare, which
has 70,000 employees, 12 hospitals, and hundreds of clinics in the New England area
of the USA. Under $100 million was for the software. Most of the rest was for “lost
patient revenues and all the tech-support personnel and other people needed during the
implementation phase.” After three years, the author said: “I’ve come to feel that a
system that promised to increase my mastery over my work has, instead, increased my
work’s mastery over me. …A 2016 study found that physicians spent about two hours
doing computer work for every hour spent face-to-face with the patient - whatever the
brand of medical software. … [A study] found the average workday for family
physicians had grown to 11 ½ h. The result has been epidemic levels of burnout among

Table 3. (continued)

Facet Generic responsibilities related to 15 facets other than information
processing

Performing support
work

Support work is the work that facilitates other work that may be
defined formally, e.g., documented as steps in a business process (e.g.,
[24, 25]). An IS that facilitates support work should help people who
play support roles

Interacting socially This involves conditions that encourage people to interact with each
other and avoids interfering with social interaction and social
relationships

Providing service Supporting service helps in performing activities for the benefit of
others. This implies focusing on fulfilling customer needs rather than
on pursuing other purposes

Creating value An IS that supports value creation helps in producing product/services
that customers want and doing work in ways that also create value for
providers

Co-creating value An IS that supports value co-creation facilitates collaboration between
providers and customers to produce mutual value, which often requires
mutual visibility and easy exchange of information
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clinicians.” … “One of the strongest predictors of burnout was how much time an
individual spent tied up doing computer documentation.”

Was this EMR an RIS? Ideally, an RIS should not have significant negative
impacts on work system participants. Regardless of whether this IS is an RIS, different
observers likely would see its scope quite differently. The software developers might
focus on the software (which is not an IS from a work system perspective because it
cannot perform processes and activities by itself.) In practice, the vendor’s imple-
mentation support teams devote part of their effort to sociotechnical aspects, such as
physicians’ resentment at having to use computers while attending to patients. The
reality of this IS goes further, however, including some physicians’ use of “scribes”
who accompany them into examining rooms or of medically trained “virtual scribes”
who live and work in India but have become part of an IS in the United States.

The EPIC software surely was not developed under the assumption that scribes and
virtual scribes would use the technology directly so that physicians could pay more
attention to patients. However, if the system at hand is a work system that processes
information, then the scribes should be viewed as system participants. Another system
issue is whether unique practices of different medical sub-disciplines are reflected
adequately in EPIC. The author of [26] is a surgeon who spends most of his time in the
operating room and a relatively low percentage of his time in dealing with EPIC. One
of his very frustrated interviewees was a primary care physician who spends much
more time entering and retrieving data.

Using the 2-dimensional checklist to code aspects of the article led to identifying a
series of themes that are related to IS responsibility.

Maintaining Control. The chief clinical officer supervised the software upgrade and
remained focused on long-term concerns such as maintaining control and quality. He
was happy to have change control processes and execution controls that would help the
hospitals avoid unsafe medical practices that could not be found in the paper-based
world, such as nonstandard treatments of congestive heart failure.

Feelings of Being Overconstrained. The author of the article believed that a system
that promised to increase his mastery of his work instead increased his work’s mastery
over him. He believed that artisanship had been throttled along with a professional
capacity to identify and solve problems through ground-level experimentation. In the
craft-based practice of medicine there was room for individuals to do things differently,
but no good way to weed out bad ideas. With computerization, the smallest changes
require a committee decision plus weeks of testing.

Impacts on Interactions With Patients. Time spent dealing with a computer was time
not spent looking at patients. By some reports, physicians devoted half of their patient
time facing the screen to do electronic tasks. A doctor supported by an in-room human
scribe was able to pay full attention to patients but still had to check that the scribe had
not introduced errors. A study of scribes for emergency physicians found a 36%
reduction in doctors’ computer documentation time and a similar increase time directly
spent with patients. Their workload did not diminish, however because they simply saw
more patients.
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Availability of Useful Information. The author could remotely check the vital signs of
patients recovering from surgery and could look up their results from other institutions
that used EPIC. The ability to provide records from all hospitals that use the same
software led to improvements in care. A doctor using EPIC could manage a large
number of addiction patients by seeing how they were doing as a group, which would
have been impossible with the paper system. The EMR provides new ways to identify
patients who have been on opioids for more than three months or who have no recent
treatment for high-risk diseases. Now patients can use the EMR themselves to find lab
results, read notes from doctors, and to obtain other medical information.

Decrease in Information Quality. Despite the promise of better information, some
information is worse. In primary care it was more difficult to find important things in a
patient’s history. It had been easier to go through paper records. Doctors’ handwritten
notes were brief and to the point. Now, everyone could modify each patient’s “problem
list” of active medical issues, making the problem list useless for one physician. For
example, an orthopedist might list a generic symptom such as “pain in leg,” which is
sufficient for billing, but not useful for colleagues who need to know the specific
diagnosis. Also, inboxes were overwhelming, with messages from patients, colleagues,
labs, administrators, and alarms. Many messages were deleted unread.

Personal Frustration and Inefficiency. The promise of “We’d be greener, faster,
better” was not fully realized even though paper lab order slips, vital signs charts, and
hospital ward records disappeared. Entering medical orders was much more difficult,
involved many more clicks, and required entering redundant data. A simple request
required filling in detailed forms. A physician spent an hour or more on the computer
every night after her children had gone to bed. Just ordering medications and lab tests
triggered dozens of mostly irrelevant alerts, all needing human reviewing and sorting.

Changes in How People Worked Together. Colleagues became more disconnected
and less likely to see and help one another.

Impacts on Support Work. The new software reduced an office assistant’s role and
shifted more of her responsibilities to doctors. She had different screens and was not
trained or authorized to use the ones doctors have. She felt disempowered. On the other
hand, the use of scribes and virtual scribes became a new type of support work.

Workarounds. The use of scribes and virtual scribes was basically a workaround of
shortcomings of the intended work practices. In a more modest workaround, the author
reported printing out key materials before meeting with a surgery patient because it
takes too long to flip between screens.

Questions About Equity and Sustainability. IKS Health in Mumbai, India provides
virtual scribe service supporting thousands of patient visits in the United States. The
virtual scribes are fully credentialed doctors. Many of its staffers are better paid than
they would be in a local medical practice. A doctor who was quite satisfied with the
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virtual scribes wondered about the sustainability of having fully trained doctors in India
entering data for doctors in the United States. In particular, who would take care of the
patients that the scribing doctors weren’t seeing?

7 Conclusion

Starting with an attempt to come to grips with the idea of RIS, this exploratory paper
moved toward developing an approach for enhancing SA&D by visualizing how an IS
might become more responsible. Examples in the first part of the paper and the EMR
example in the second part highlight many areas in which an IS might or might not be
responsible in relation to stakeholders with conflicting interests.

The themes from the EMR case study were a result of identifying issues related to
IS responsibilities by using a two-dimensional checklist (available from the author in a
longer version of this paper) based on facets of capabilities and stakeholders. Among
many others, those issues included whether an IS has responsibility to protect its
participants from burnout, whether it has responsibility to make sure that information
has high quality, and whether it has a responsibility to not drain resources from other
parts of the world that may need those resources. Overall, the checklist based on facets
of capabilities helped in identifying many issues that might not have been anticipated
by the people who designed or required the ERM software.

It is possible that a similar two-dimensional checklist could be used in SA&D both
in initial deliberations and in trying to imagine otherwise unanticipated consequences
of a planned system. Looking at an existing case study obviously is not equivalent to
testing this paper’s ideas in a research setting. While many of this paper’s ideas are
used to some extent in SA&D practice, the presentation of facets of capabilities in a
checklist form might help designers, users, and managers visualize and deliberate upon
issues that otherwise might have been overlooked.
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Abstract. Displaying the main behaviors of customers on a customer
journey map (CJM) helps service providers to put themselves in their
customers’ shoes. Inspired by the process mining discipline, we address
the challenging problem of automatically building CJMs from event logs.
In this paper, we introduce the CJMs discovery task and propose a
genetic approach to solve it. We explain how our approach differs from
traditional process mining techniques and evaluate it with state-of-the-
art techniques for summarizing sequences of categorical data.

Keywords: Customer journey mapping · Process mining ·
Customer journey analytics · Genetic algorithms

1 Introduction

We aim to summarize customer journeys. A customer journey is a collection of
interactions (or touchpoints) between a customer and a firm. A journey can be
as simple as a single activity (e.g., ‘looking at a product’), but can also involve
complex interactions. Concretely, a challenge faced by many practitioners is to
make sense of the–potentially infinite–combination of activities that exist in
order to consume a service. As a response, new methods to understand, design,
and analyze customer journeys are emerging from the industry and are becoming
increasingly popular among researchers. One of these methods, which is the focus
of this paper, is the Customer Journey Map (CJM). A CJM is a conceptual tool
used for better understanding customers’ journeys when they are consuming
a service. A CJM depicts typical journeys experienced by the customers across
several touchpoints. To represent a CJM, we use a visual chart showing the basic
components of a CJM; namely, the touchpoints, and the journeys. It possesses
two axis: the y-axis lists the touchpoints in alphabetical order, while the x-axis
represents the ordering of the sequence of touchpoints. Dots connected with a
smooth line represent a journey.
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Fig. 1. ➊ A fraction of the dataset–612 sequences out of 123’706–displayed on a CJM,
and ➋, a CJM that summarizes the entire dataset using three representatives.

The left part of Fig. 1 display a CJM containing all the observed journeys
from customers while the right part shows how our algorithm helps in reducing a
CJM’s complexity by building three representative journeys that best summarize
the entire dataset. Summarizing thousands of journeys using few representatives
has many compelling applications. First, it allows a business analyst to discover
the common customers’ behaviors. Second, the representative journeys extracted
from data can also serve as a basis to fuel the discussion during workshops and
complement strategic CJM built by internal stakeholders. Third, by assigning
each journey to its closest representative, we turn a complex type of input data
into a categorical one. The latter can be used to complete the traditional types
of data that are used to perform behavior segmentation (e.g., usage volume,
loyalty to brand).

Our work contributes by: (1) clarifying the customer journey discovery activ-
ity which has, to the best of our knowledge, never been defined, (2) proposing
ground truth datasets, which are particularly suited for evaluating this activ-
ity, and (3) introducing a genetic algorithm to discover representative journeys.
Using the proposed datasets and existing cluster analysis techniques, we demon-
strate that our approach outperforms state-of-the-art approaches used in social
sciences to summarize categorical sequences.

The paper is organized as follows. Section 2 defines the customer journey
discovery activity while Sect. 3 provides an overview of existing techniques closely
related to this task. Section 4 introduces our genetic algorithm. In Sect. 5, we
evaluate the results. Finally, Sect. 6 concludes the paper.

2 Customer Journey Discovery

The customer journey discovery activity can be described with the following def-
inition: given a set of actual journeys, find a reasonable amount of representative
journeys that well summarize the data.

Definition 1 (Touchpoint): a touchpoint is an interaction between a customer
and a company’s products or services [2]. ‘Sharing on social network’ or ‘ordering
a product on the website’ are two typical examples of touchpoints in a retail
context. Let t be a touchpoint, and let T be the finite set of all touchpoints.
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Definition 2 (Journey): A journey J is a sequence of touchpoints. For instance,
J = {〈‘Visiting the shop’, ‘Testing the product’, ‘Sharing on social network’〉}
is a journey with three touchpoints. For the sake of brevity, we replace the
touchpoints with alphabetical characters so that J becomes 〈ABC〉.
Definition 3 (Actual Journey): An event log Ja is the set of all actual journeys
observed from customers.

Definition 4 (Event Logs): Let JA be an event log, the set of all actual journeys
observed by customers.

Definition 5 (Representative Journey): A representative journey, Jr, is a jour-
ney that summarizes a subset of actual journeys ∈ JA.

Definition 6 (Customer Journey Map): A CJM summarizes customer journeys
through the use of representative journeys. Let a customer journey map JR be
the set of all the Jrs summarizing JA. Let kR denotes the number of journeys
in a map (i.e., |JR|). Typically, the part ➋ of Fig. 1 is a CJM, JR, containing
three representative journeys, Jr (kR = 3), summarizing an event log JA.

Discovering JR from JA is an unsupervised clustering task that entails inter-
esting challenges. First, there is no work in the literature that deals with the
optimal number of kR. Second, the sequence that best summarizes its assigned
actual journeys needs to be found.

3 Related Work

In [1], we propose a web-based tool to navigate CJMs, which is called CJM-ex
(CJM-explorer). It uses a hierarchical structure so that the first layers show only
the most representative journeys, abstracting from less representative ones.

Fig. 2. Expected BPM and CJM when L = [〈abab〉, 〈dce〉, 〈cde〉].

In [2], we show that the process mining framework as well as the input data
are relevant in a customer journey analytics context. Similar to the process dis-
covery activity in process mining, this work focuses on the discovery of a model
from event logs. Our work was inspired by the approach in [3,6,14] where the
authors propose discovering business process models (BPMs) using a genetic
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algorithm. A BPM and a CJM is not used for the same purpose. Fundamen-
tally, the goal of a BPM is to find models that best describe how the processes
are handled. In contrast, the aim of a CJM is to help internal stakeholders
to put themselves in their customers’ shoes. Figure 2 shows that these models
convey different type of information. A CJM depicts journeys as experienced
by customers while a BPM shows the available combination of activities using
advanced constructs such as exclusive or parallel gateways. Overall, CJMs are
used to supplement but not to replace BPMs [12].

In fact, our work is closer to the summarization of categorical sequences used
in social sciences. In particular, in [8,9], Gabadinho et al. propose summarizing
a list of observed sequences (i.e., actual journeys) using representative (i.e., rep-
resentative journey). They define a representative set as “a set of non-redundant
‘typical’ sequences that largely, though not necessarily exhaustively, cover the
spectrum of observed sequences” [8]. We argue that their definition matches
our definition of a representative sequence summarizing a set of sequences. The
authors propose five ways to select a representative. The ‘frequency’ (1), where
the most frequent event is used as the representative. The ‘neighborhood density’
(2), which consists of counting the number of sequences within the neighborhood
of each candidate sequence. The most representative is the one with the largest
number of sequences in a defined neighborhood diameter. The ‘mean state fre-
quency’ (3): the transversal frequencies of the successive states is used to find a
representative using the following equation:

MSF (s) =
1
�

�∑

i=1

fsi (1)

where

s = s1s2...sl : Sequence of length �
(fs1 , fs2 , ...fsl

) : Frequencies of the states at time t�

The sum of the state frequencies divided by the sequence length becomes
the mean state frequency. Its value is bounded by 0 and 1 where 1
describes a situation where there is only one single distinct sequence [8]. The
sequence with the highest score is the representative. The ‘centrality’ (4): the
representative – or medoid – can be found using the centrality. Being the most
central object, the representative is the sequence with the minimal sum of dis-
tances to all other sequences. Finally, the ‘sequence likelihood’ (5): the sequence
likelihood of a sequence derived from the first-order Markov model can also be
used to determine the representative. In the evaluation section, we compare our
genetic approach with these five techniques using their own implementation of
the package Traminer available in R [7].

4 Genetic Algorithm for CJM Discovery

As an introduction, Fig. 3 provides intuition on how the genetic algorithm builds
a CJM such as the one visible in Fig. 1 (part ➋). A set of actual journeys, Ja, is
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Fig. 3. Overview of the genetic algorithm to discover CJMs

provided to the algorithm. Then, during Generation 1, we build p number of JR,
where p is the population size; i.e., the number of CJMs that will be evaluated
after each generation. In our example p = 3. Each JR is evaluated and we keep
the e best JRs, called the elite set while we discard the other (p− e) JRs. Then,
we move to Generation 2, where we keep an untouched version of the e number
of JRs in the elite set. For instance, JR2 was kept in Generation 2 because it has
the best average quality in Generation 1, i.e., JR2 is intact in Generation 2. We
then apply some transformation (to be discussed next) to generate (p − e) new
JRs that will, in turn, be evaluated. In our case, we generate JR4 and JR5. We
recursively transform and evaluate the p number of JRs until a stopping criterion
is met. Once a stopping criterion is met, we return the best JR. The best JR can
be interpreted as the best set of representative journeys, Jr, representing a set of
journeys from JA that have been found given a certain evaluation criterion. The
next section describes how we generate the initial population, what various types
of operations we apply on each JR to transform them, and how we evaluate each
one of them given a set of journeys in JA.

4.1 Preprocessing

To gain in efficiency, we make the assumption that JR will be close to the
frequent patterns observed in Ja. Let Top�n be the n most occurring pattern
of length � and Topn ⊇ Top�[2,m] be the superset of all the most occurring
patterns of lengths 2 to m. Topn is used later to form the initial population of
JR (described in Sect. 4.2), and to add a random journey to JR. Using Topn we
avoid generating journeys by picking a random number of touchpoints from T .
According to our experiments, using Topn reduces the execution time by two to
get an output JR of the same average quality.

4.2 Initial Population

The initial population is generated by adding a sequence randomly picked from
Topn (defined in Sect. 4.1).

4.3 Assign Actual Journeys

The quality of a representative journey can only be measured when knowing
which actual journeys it represents. Hence, a first step toward evaluating the
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quality of JR is to assign each journey Ja ∈ JA to its closest journey in Jr ∈
JR. To characterize the closeness between Ja and Jr, we use the Levensthein
distance borrowed from [11]. It is a metric particularly well suited to measure
the distance between sequences. The Levensthein distance counts the number of
edit operations that are necessary to transform one sequence into another one.
There are three types of operations: deletions, insertions, and substitutions. For
instance, the distance between 〈abc〉 and 〈acce〉 is 2 since one substitution and
one insertion are required to match them. We define the closest representative
as the one having the smallest Levensthein distance with the actual journeys.
Note that if a tie occurs between multiple best representatives, we assign the Ja

to the Jr having the smallest amount of actual journeys already assigned to it.
Once each actual journey has been assigned to its closest representative, we can
evaluate JR using the criteria described in the next section.

4.4 CJM Evaluation Criteria

This section introduces the evaluation criteria used to determine the quality of
each JR, namely, (1) the fitness, (2) the number of representatives, and (3) the
average quality.

Fitness. The fitness measures the distance between each sequence of activities
Ja and its closest representative JR using the Levenshtein distance [11].

Fitness(Ja, JR) = 1 −
∑|Ja|

i=1 min
|JR|
j=1 (Levensthein(σAi

;σRj
))

∑|Ja|
i=1 Length(σAi

)
(2)

where

σAi
: ith actual sequence observed in event logs

σRj
: jth representative contained in JR

Levenshtein(x1, x2) : Levensthein distance between two sequences
Length(x) : Length of the sequence of activity x

A fitness of 1 means that the representative journey perfectly catches the
behavior of the actual journeys assigned to it. In contrast, a fitness close to 0
implies that many edit operations are necessary to match the sequences.

Number of Representatives. If we maximize the fitness without trying to
keep a low kR, the CJM will become unreadable because too many representa-
tive journeys will be displayed in it. In other words, JR overfits. Hence, the goal
is to find a kR that offers a good compromise between underfitting and over-
fitting. Finding the optimal number of clusters is a recurrent challenge when
clustering data. We propose integrating traditional ways of determining the
optimal number of clusters, such as the Bayesian information criterion [13], or
the Calinski-Harabasz index [5]. The idea is to evaluate a range of solutions
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(e.g., from 2 to 10 journeys) and to keep the best solution. Let kh be the opti-
mal number of clusters returned by one of the techniques mentioned above. By
integrating kh into the evaluation, we can guide the solution toward a kR that is
statistically relevant. To evaluate the quality, we measure the distance between
kR and kh. To do this, we propose the following distribution function:

NumberOfRepresentatives(kR, kh, x0) =
1

1 + ( |kR−kh|
x0

)2
(3)

where

kR : Number of Jr journeys on JR (i.e., |JR|)
kh : Optimal number of journeys (e.g., using the Calinski-Harabasz index)
x0 : x value of the midpoint

The parameter x0 determines where the midpoint of the curve is. Concretely,
if x0 = 5, kR = 11 will result in a quality of 0.5 because the absolute distance
from kh is 5. We set x0 = 5 for all our experiments. Intuitively, x0 guide the
number of representatives that will be found. We set it to 5 as we believe that
it is a reasonable amount of journeys to display on a single CJM. Because the
number of representatives is not the only criteria to assess the quality of a CJM,
the final CJM might contain more or less journeys if it increases the average
quality.

Average Quality. We assign weights to the fitness and the number of repre-
sentatives qualities to adjust their relative importance. According to our exper-
iments and in line with the work from Buijs et al. [3], the results tend to be
best if more weight is given to the fitness quality. Typically, weights wf = 3,
and wkh

= 1 lead to the best results. Then, we get the overall quality by aver-
aging the weighted qualities using the arithmetic mean. In the next section, we
determine the stopping criterion of the algorithm.

4.5 Stopping Criterion

Before starting a new generation, we check if a stopping criterion is met. There
are three ways we can use to stop the algorithm taken from [3,6]. (1) The algo-
rithm could stop after a certain number of generations. (2) One could stop
the algorithm when a certain number of generations have been created without
improving the average quality. (3) We could stop the algorithm when a certain
quality threshold is reached for one of the evaluation criteria. Because it is dif-
ficult to predict the quality level that can be reached, we believe that stopping
the algorithm using a threshold is not advisable. For this reason, we used a com-
bination of approaches 1 and 2 for our experiments. Once the stopping criteria
have been evaluated, either the algorithm stops, or, we generate new candidates
by applying genetic operators described in the next section.
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4.6 Genetic Operations

Once all the CJMs have been evaluated, we rank them by their average qual-
ity and copy a fraction (i.e., e) of the best ones in elite. Because we keep an
untouched version of the e number of JRs, we make sure that the overall quality
will only increase or stay steady. Then, we generate (p−e) new JRs as follows. We
pick one random JR from elite, and perform one or multiple of these four oper-
ators. (1) Add a journey: A sequence is randomly picked from Topn and added
to JR. (2) Delete a journey: A random journey is removed from JR. Nothing
happens if JR contains only one journey. (3) Add a touchpoint: A touchpoint
from T is added to one of the journeys from JR at a random position. (4) Delete
a touchpoint: A touchpoint is removed from JR unless removing this touchpoint
would result in an empty set of touchpoints. As described in Fig. 3, once new
JRs have been created, we go back to the evaluation phase where the new JRs
are evaluated until one stopping criterion is met. Once such a criterion is met,
we return the best JRs of the last generation and the algorithm stops.

5 Evaluation

5.1 Datasets

We produced several event logs that simulate journeys. Generating the event logs
ourselves means that we know the ground truth represented by the generative
journeys and therefore the objective is to recover these journeys from a set of
actual ones we produce. A generative journey is a known list of touchpoints from
which we generate the event logs. Let JG be a set of kG generative journeys used
to generate a dataset composed of 1,000 actual journeys.

If we were to use only these generative journeys to generate 1,000 journeys,
we would obtain only kG distinct journeys. For instance, if we use Jg1 = 〈abc〉
and Jg2 = 〈abbd〉 to generate 1,000 journeys equally distributed, we obtain
Ja =

{
J500

g1 , J500
g2

}
. A more realistic situation would depict a scenario where each

group of customers can be described by a representative sequence of activities,
but the actual journeys within the group can deviate from the representative
one. Hence, to produce more realistic data, we inject noise for a fraction of the
journeys. For instance, if the noise level is set to 50%, Ja = Jg is true for half of
the data. For the other half, we add noise by removing or adding touchpoints,
or by swapping the ordering of activities.

We generated 8 datasets of varying characteristics. The characteristics are
distinct in terms of: number of kG , number of touchpoints, average length of
the journeys, and the standard deviation of the number of journeys assigned to
each generative journey. For each dataset, we gradually apply 5 levels of noise,
resulting in 40 datasets. The datasets, the detailed characteristics of them as
well as the procedure followed to produce them are available at the following
url: http://customer-journey.unil.ch/datasets/.

http://customer-journey.unil.ch/datasets/
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5.2 Metrics

We use both external and internal evaluation metrics. On the one hand, the
external ones evaluate the results relative to the generative journeys. On the
other hand, the internal evaluation uses cluster analysis techniques to assess the
results. The aim is to account for the fact that the ground truth might not be the
optimal solution because of the noise that was added. This section introduces
these metrics. For the internal evaluation metrics, we borrowed them from [9].

External Evaluation - Jaccard Index. To evaluate the similarity between
the sequences of activities from the generative journeys (JG) and the discovered
representative journeys (JR), we propose to use the Jaccard index where a score
of 1 indicates a perfect match.

JaccardIndex(JR, JG) =
|JR ∩ JG |
|JR ∪ JG | (4)

External Evaluation - Distance in Number of Journeys. This metric
measures the distance between the number of generative journeys and the num-
ber of representative journeys returned by the algorithm. We propose:

NbJourneysDistance(kG , kR) = abs(kG − kR) (5)

Internal Evaluation - Mean Distance [9]. The mean distance i returns
the average Levensthein distance between the representative sequence i and the
sequence of actual journeys that have been assigned to i, ki being the number
of actual journeys assigned to the representative journey i.

MeanDistanceScorei =

∑ki

j=1 D(Jri
, Jaij

)
ki

(6)

Internal Evaluation - Coverage [9]. The coverage indicates the proportion
of actual journeys that are within the neighborhood n of a representative.

Coveragei =

∑ki

j=1 (D(Jri
, Jaij

) < n)
ki

(7)

Internal Evaluation - Distance Gain [9]. The distance gain measures the
gain in using a representative journey instead of the true center of the set, C
(i.e., the medoid of the whole dataset). In other words, it measures the gain
obtained in using multiple representative journeys instead of a single one.

DistGaini =

∑ki

j=1 D(C(Ja), Jaij
) − ∑ki

j=1 D(Jri
, Jaij

)
∑ki

j=1 D(C(Ja), Jaij
)

(8)
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5.3 Settings

We evaluate our genetic algorithm (approach 1) against an approach using Kme-
doids clustering (approach 2) and the approaches proposed by Gabadinho et al.
[7] (approach 3). Approach 1 is using our genetic algorithm with a fitness weight
set to 3 and a weight for the number of representatives set to 1. Due to the
non-deterministic nature of the genetic algorithm, we run it ten times. In app-
roach 2, we build a distance matrix of the edit-distance between sequences. We
then create k (found using the Calinski-Harabasz index) clusters using an imple-
mentation, [4], of the k-medoids algorithm. Finally, the medoid of each cluster
becomes the representative. In approach 3 we build the same distance matrix
as then one used in approach 2. Then, we used an agglomerative hierarchical
clustering to define k clusters. Finally, we return the best representatives of each
cluster using the frequency, the neighborhood density, the mean state frequency,
the centrality, or the likelihood using the package Traminer available in R [7]
(Fig. 4).

Fig. 4. Three approaches used to find the representative journeys.

5.4 Results

We present the results of the external evaluation metrics, then the internal ones
and we conclude by mentioning the execution times for several datasets sizes. The
external evaluation metrics are shown in Fig. 5. Here, we can see that the solution
that reduces the Jaccard index the most and which is closest to the ground truth
in terms of number of journeys is the genetic approach. The internal evaluation
in Fig. 6 shows that the genetic algorithm outperforms the other approaches.
Finally, the execution time to for 100 actual journeys is much faster using the
kmedoids or using the techniques implemented in Traminer [7]. We observe that
when we increase the datasets’ size the performance of the genetic algorithm
tend to be comparable to the kmedoids implementation and faster than the
techniques implemented in Traminer (Fig. 7).
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Fig. 5. External evaluation

Fig. 6. Internal evaluation. The genetic algorithm perform best.

Fig. 7. Comparing the execution time per dataset for 100, 1’000, and 10’000 journeys.

6 Conclusion

In this paper, we propose two basic quality criteria to guide the evolution process
of discovering the best representative journeys for a given set of actual journeys
that otherwise would be unreadable. We demonstrate that they perform well
on synthetic datasets. We show that techniques from social sciences are also
useful for studying customer journeys. As suggested by Gabadinho et al., “The
methods are by no way limited to social science data and should prove useful in
many other domains” [8]. This present study supports this claim and highlights
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how research from social science can benefit our understanding of customers.
At a time when a customer-centric culture has become a matter of survival
according to [10], we anticipate that research at the crossroads between data
science, marketing, and social sciences will be key to a full understanding of
customer experiences.
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Abstract. Blockchains are gaining a substantial recognition as an alter-
native to the traditional data storage systems due to their tampering-
resistant and decentralized storage, independence from any centralized
authority, and low entry barriers for new network participants. Presently
blockchains allow users to store transactions and data sets, however, they
don’t provide an easy way of creating and keeping relationships between
data entities. In this paper we demonstrate a solution that helps software
developers maintain relationships between inter-related data entities and
datasets in a blockchain. Our solution runs over Ethereum’s Go imple-
mentation. This is the first step towards a database management-like
middleware system for blockchains.

Keywords: Blockchain · Data integrity · Referential integrity ·
Relations · Data access · Data stores

1 Introduction

Blockchains are increasingly recognised as an alternative to traditional database
systems for transactional data and dataset storage. Yet, to be a feasible replace-
ment to the currently predominating relational databases for the enterprise use,
blockchains must also ensure that integrity constraints1 hold for their stored
data and for the interrelationships between such data entries. These (data and
referential) integrity constraints ensure accuracy and consistency of data over
its life-cycle and are important aspects of the design, implementation and usage
of database solutions.

Data integrity refers to the overall completeness, accuracy and consistency of
the stored data. Referential integrity ensures that data references spread across

1 We note that some popular databases (e.g., NoSQL) do not address referential
integrity constraints, which, we think, is one of the reasons of their slow penetration
into the mainstream enterprise use.
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entities2 are consistent. In a database, operations that modify the state of data
(like inserting a new entry, updating or deleting a data record) must maintain
the integrity constraints.

Presently blockchains don’t provide an easy way for creating, maintaining,
and using relationships between data entries, or for enforcing and utilising the
integrity constraints. In this paper we demonstrate a solution that helps software
developers maintain relationships between smart contracts, preserve these rela-
tions and enforce them during run-time. In short, our solution aims to provide
to Ethereum blockchain users some of the functions that a traditional database
management system delivers to its’ users. Our solution runs over Ethereum’s Go
implementation.

The paper presents a motivating example for this problem in Sect. 2. The
proposed architecture of the system and its components are explained in Sect. 3.
Section 4 briefly discusses some related work, and Sect. 5 concludes the paper.

2 Motivating Example

To demonstrate the need for data and referential integrity, let us consider the
example of a building occupancy analysis system [14]. This system collects and
analyses large data sets about a building: its’ sensors, equipment, energy con-
sumption and occupancy information. Figure 1 shows a part of the conceptual
schema for data representation in such a system, where inter-relations between
entities are highlighted via linked boxes.

Fig. 1. Relational schema

Traditionally, a database management system provides means to implement
such conceptual models within a database, as well as to ensure integrity when
adding or maintaining their relevant data. Let us consider how relational and
blockchain databases handle this.

2 I.e., digital representations of the real world objects or concepts.
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2.1 Integrity in a Relational Database

The relational data model [6,7] is built around the mathematical structure
of relation. A relation, is a digital representation of an object or a concept
(as defined in a schema) which is instantiated as a tabular construct (i.e., with
columns for headings and rows for data entries). Constraints can be expressed
over a set of columns to ensure data and referential integrity.

The Structured Query Language (SQL) CREATE TABLE command in
Listing 1.1 creates a relation for the Site concept (shown in Fig. 1 conceptual
schema).

CREATE TABLE IF NOT EXISTS S i t e (
SID INT NOT NULL , SName VARCHAR(255) NOT NULL ,
SDesc VARCHAR(255) NOTNULL ,
. . .
UId INT NOT NULL,
PRIMARY KEY (SID ) ,
FOREIGN KEY ( ‘UId ’ ) REFERENCES ‘ User ’ ( ‘ UId ’ )

ON DELETE CASCADE)

Listing 1.1. Create SQL Statement

the text that is highlighted in bold in Listing 1.1 indicates the data and referential
integrity constrains over corresponding columns as explained below:

– NOT NULL construct prevents the corresponding column from accepting
NULL values, thereby ensuring that a valid data entry always has a non-null
value in this column.

– The PRIMARY KEY construct uniquely identifies each record in a table
and is also used in data indexing.

– The FOREIGN KEY construct establishes relationships between Site and
User tables, by referring and including the unique UId from User table into
the Site table.

– The ON DELETE CASCADE construct deletes all corresponding records
in the child table (Site) when a record in a parent table (User) is deleted,
thus ensuring data consistency when change happens across relations.

The INSERT Statement in Listing 1.2 inserts data into Site table while refer-
encing UId from User table.

INSERT INTO S i t e VALUES(1 , ‘ ‘ S i te −1” , ‘ ‘ F i r s t S i t e ” ,
−2.774757 ,50.628323 ,1)

Listing 1.2. Insert SQL Statement

Since the database management system ensures the data and referential integrity
constraints when updating data entries, the erroneous data entry is prevented.
For instance, it is not possible to enter a NULL or a STRING value for SID
attribute of Site table, as the respective constrains (as per Listing 1.1) reject such
data entries. Similarly it is not possible to enter Site details for a User who is
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not present in User table, as the FOREIGN KEY(‘UId’) constraint in Listing 1.1
ensures that the UId must be an existing unique ID in User table. The database
management system performs corresponding actions for aforementioned integrity
related constructs during insert, update and delete operations to ensure the data
and referential integrity.

2.2 Integrity in a Blockchain

Ethereum blockchain is an immutable chain of interlinked blocks maintained in a
network of untrusted peers. Ethereum blockchain can be used as a data store by
modelling entities as smart contracts and deploying them to blockchain. Given
the conceptual schema in Fig. 1, a sample outline for the contract represent-
ing the User entity (written in Solidity [9] language) is shown in Listing 1.3.

cont rac t User {
// Spec i f y data Layout r ep r e s en t i n g the
// a t t r i b u t e s o f the en t i t y
struct UserDeta i l {

uint16 UId ;
s t r i n g UName;
s t r i n g Postcode ;
s t r i n g emai l ;
s t r i n g phone ;

}
//mapping data s t r u c tu r e used to s t o r e the Rows
mapping ( i n t => UserDeta i l ) uDeta i l s ;
// counter f o r key in mapping
uint32 counter = 0 ;
con s t ruc to r ( ) pub l i c { }
//The Set methods i n s e r t s data row
func t i on SetData( address hash , u int16 uid , . . . )

pub l i c r e tu rn s ( s t r i n g ) {
//Get the next key value by i n c r e a s i n g the counter
counter++;

//Create a row us ing UserDeta i l S t ruct
//Append the row to uDeta i l s mapping us ing the counter as key

}
//The Get method return r equ i r ed data from
// the mapping data s t o r e .
f unc t i on GetData( address hash ) pub l i c view

re tu rn s ( u int16 uid , . . . ) {
. . .
}

}
Listing 1.3. User Smart Contract

The text that is highlighted in bold in Listing 1.3 shows the constructs that set
out the data layout, and functions for data insertion and access.

– struct: Solidity’s struct construct specifies the data column layout for
attributes along with their data types. The UserDetail struct defines the data
layout for User as per the conceptual schema defined in Fig. 1.
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– mapping: The mapping data structure specifies the data row layout for User
entity; it stores data in key-value pairs. Alternatively the event construct can
be used to store data. However, the drawback of using events is that the data
cannot be easily accessed and marked when it is updated or deleted.

– SetData: the SetData function receives data from an application and inserts
data into blockchain by appending a row in the uDetail mapping.

– GetData: many variants of the GetData function (as needed for the data
requested by the caller) retrieve data from the mapping structure and return
to the caller.

This approach has the following drawbacks:

– Uniqueness of a column: There is no straightforward way to ensure the unique-
ness of an entity’s “key” column. As a result, it is possible to insert two rows
that have the same UId. The mapping uDetails then stores both records, as
shown in Table 1, where user ID is duplicated.

Table 1. Mapping structure containing the inserted values for User contract

Key Value

1 1,“ABC”,“BS8 1PT”,“xyz@bristol.ac.uk”,“745967262”

2 1,“DEC”,“BS9 3PT”,“abc@bristol.ac.uk”,“749857262”

– Referential integrity: To enforce referential integrity constraints (e.g., check-
ing that a valid user with an ID ‘2’ exists in the User contract, before inserting
a data for ID ‘2’ into Site contract), Ethereum requires use of a structured
process [18]. So, for the above example, the Site contract will have to call the
getData function of the User contract to check the legitimacy of ID ‘2’. The
steps involved in this process are that:
• The callee contract (User) must be deployed into blockchain beforehand

(i.e., prior to Site calling it), to get its address.
• The Application Binary Interface (ABI) of the deployed contract (User)

must be specified in the caller contract along with the address of the
deployed smart contract.

• Public functions of the callee can be used via the ABI code and address.
This is a rigid process and makes the modelling cumbersome (when compared
to the simple SQL statement definition).

As a result, when the entities are modelled as individual contracts, without
efficiently implementing data and referential integrity features, it is possible to
have redundant, inconsistent and erroneous data.

Thus, below we present a solution that delivers (some of the) same fea-
tures for the Ethereum users, that the database management systems deliver to
the relational database system users. Our management system allows users to
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define relationships between smart contracts, preserves these relationships and
ensures the referential integrity is maintained while performing operations on
data. The relationships between smart contracts are represented as a Directed
Acyclic Graph (DAG) and are stored in an underlying blockchain along with
metadata.

3 Proposed Solution

The proposed system’s architecture is presented in Fig. 2. Here the entities and
their attributes (that were identified in the conceptual schema in Fig. 1) are
modelled as smart contracts and deployed into the blockchain (Fig. 2, box a). The
relationships between entities are captured in a directed acyclic graph (Fig. 2, box
b) and will be handled by the Management System (Fig. 2, box c). Accordingly,
the system has two main components: the data model, and the management
system.

Fig. 2. Architecture overview

3.1 Ethereum-Based Data Model

This data model uses the Ethereum smart contract as the data structure to
model entities, and their attributes in a conceptual schema. The smart contract
for management system’s user entity defined in a conceptual schema is displayed
in Listing 1.4, titled msUser.
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The Listing 1.3 User smart contract is similar to the msUser in Listing 1.4
except for the Detail mapping definition. To achieve data integrity, the pro-
posed system is using Address as a key in the mapping data structure.

cont rac t msUser {
// Spec i f y data Layout r ep r e s en t i ng the
// a t t r i b u t e s o f the en t i t y
s t r u c t UserDeta i l {

uint16 UId ;
. . .

}
//mapping data s t r u c tu r e used to s t o r e the Rows
mapping ( address => UserDeta i l ) uDeta i l s ;

c on s t ruc to r ( ) pub l i c { }
//The Set methods i n s e r t s data row

func t i on setData ( address hash , u int16 uid , . . . )
pub l i c r e tu rn s ( s t r i n g )

{ . . . }
//The Get method return r equ i r ed data from
// the mapping data s t o r e .
f unc t i on getData ( address hash ) pub l i c view re tu rn s

( u int16 uid , . . . )
{ . . . }

}
Listing 1.4. User smart contract in Management System

Address is hash value calculated using the values of ‘key’ attributes that ensures
data integrity. In the User contract, the UId is a key field. Hence the hash would
be calculate on the value of UId and then would be inserted into User contract.
For instance, to insert the below row into msUser contract, the value of UId
field (1) would be hashed3.

{1,“ABC”,“BS8 1PT”,“xyz@bristol.ac.uk”,“745967262”}.
After insertion, the mapping uDetails is as shown in Table 2. If an attempt is
made to insert another row in which value of UId is 1, the insertion would fail
as the mapping already contains this key. This ensures the uniqueness of the
column and hence data integrity. In case of a multi-column key, a cumulative
hash will be generated. Where an entity in a conceptual schema does not have

Table 2. Mapping structure containing the inserted values with Hash

eulaVyeK
0xabXn3f6d....2Ccd1P6LG 1“ABC”,“BS8 1PT”,“xyz@bristol.ac.uk”,“745967262”

3 Hashing is used for creating a single-string key for establishing uniqueness, given
that both single and multi-column references would need to be handled, as discussed
below.
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a key column (i.e., single column data set), the hash will be calculated from the
value of the column and used as a key.

3.2 Management System

The Management system achieves the referential integrity and has two respon-
sibilities: representing the relationships and ensuring the referential integrity
among data entities. The following sections explain each of them in detail.

Representing Relationships
The Directed Acyclic Graph (DAG) data structure is used to represent the rela-
tionships among the entities. The DAG is defined as

Relations(DB) = <N,E>

Where N is a set of nodes relating to all entities in the DB (database) schema
and E is a set of edges indicating relationships among entities. For the conceptual
schema defined in building occupancy analysis example, N and E are defined
as:

– N = {User, Site, Floor, SDevice, MultiSensor, SmartEquipment}
– E = {User–Site, Site–Floor, Floor–SDevice, SDevice–Multisensor, SDevice–

SmartEquipment}
The graph is represented as an adjacency matrix. The elements of the matrix
indicate the relationships between entities. The in-degree of an entity (number
of incoming relationships) can be computed by summing the entries of the cor-
responding column, and the out-degree (number of outgoing relationships) can
be computed by summing the entries of the corresponding row. The adjacency
matrix in Table 3 indicates the relationships among entities in the aforemen-
tioned conceptual schema of Fig. 1. In the Boolean representation of adjacency
(shown in Table 3), 1 represents a relationship between entities and 0 indicates
absence of a relationship. The entities User and Site are related hence the cor-
responding element is represented with 1 in the Matrix. It can be seen from
the matrix that the entity Site has an incoming relationships from User and an
outgoing relationship to Floor.

Table 3. Adjacency Matrix representing the relations among entities

User Site Floor SDevice MultiSensor SmartEquipment

User 0 1 0 0 0 0

Site 0 0 1 0 0 0

Floor 0 0 0 1 0 0

SDevice 0 0 0 0 1 1

MultiSensor 0 0 0 0 0 0

SmartEquipment 0 0 0 0 0 0
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Referential Integrity
The Management System ensures the validity of data references among different
entities using the metadata about deployed contracts and relationships among
them. The metadata stores information about entities and their attributes in
predefined smart contracts. These predefined smart contracts are as follows:

– SCRepository contract stores the addresses of deployed smart contracts that
represent the entities. This smart contract also provides functionality to
obtain the address of the corresponding smart contract given an entity name
and vice-versa.

– SCEntityMetada contact stores metadata about an entity, the data layout and
other integrity related information. The data layout contains a list of columns
and their data types in the order they are entered. This smart contract also
provides functionality to obtain an entity’s metadata given an entity name
and vice-versa.

– SCRelationDetails: as discussed before, the management system stores the
adjacency matrix representing the relationships among entities. The set of
entities N will be stored as per the order they are arranged in the adjacency
matrix. Keeping the node order is important as the relationships are defined
based on this order. The set of relationships E is converted to a sequence of
1s and 0s, as shown below:

{E = 0,1,0,0,0,0,1,0,1,0,0,0,0,1,0,1,0,0,0,0,1,0,1,1,0,0,0,1,0,0,0,0,0,1,0,0}.
The SCRelationDetails smart contact stores relationship information among
different entities and also provides functionality to obtain relationship data
from an entity metadata given the address of an entity.

Figure 3 shows the sequence of actions taken by the Management System to
ensure the referential integrity during a data insertion operation. The below row
would be inserted into Site contract as the value for UId is present in User
contract.

{2,“Site2”,“Second Floor”,-2.773238,50.844838,1}.
Table 4 shows the data in the Site contract, after successfully inserting the row.

Table 4. Mapping structure containing the inserted values for Site contract

eulaVyeK
0xbdhe3a0d819....j2Lsd3D3AF 1,“Site2”,“Second Floor”,-2.773238,50.844838,1

The below rows can not be added to Site contract, as the value provided for
UId is not present in User contract, ensuring the referential integrity.

{1,“Site1”,“First Floor”,-2.773838,50.883838,2}.
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Fig. 3. Sequence diagram

4 Related Work

Since emergence of Bitcoin [17] a wide range of research and development activ-
ities is under way on using blockchain as a data storage mechanism. A small
selection of such related work is presented below.

One area of research is in transferring properties of blockchain to centralised
databases and/or database properties to blockchains. For instance, BigchainDB
[4] integrates properties of a blockchain into a database, while using an Asset as
a key-concept. Asset represents a physical or digital entity which starts its’ life
in BigchainDB with CREATE Transaction and lives further using TRANSFER
Transaction. Each Asset contains Metadata to specify details about the Asset.
The life-cycle of a BigchainDB Transaction is described in [5]. Each node in
BigchainDB will have a MongoDB [15] instance and will maintain the same set
of data. The Tendermint [19] is used as consensus protocol, which ensures the
data safety even if 1/3 of nodes are down in the network. Traditional database
features, like indexing and query support are carried out through the underlying
MongoDB.

Mystiko [3] is another attempt in the same direction where Cassandra [2] is
used in every node in the network as a database. Cassandra is a No-SQL column
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store database and facilitates the features such as full text search and indexing
options for Mystiko users.

Another focus area is creating customised private/permissioned blockchains.
Hyperledger [1] is a permissioned open source blockchain and related tools,
started in December 2015 by the Linux Foundation. Quorum [16] is a permis-
sioned blockchain platform built from the Ethereum codebase with adaptations
to make it a permissioned consortium platform. Ethereum code base is modified
with private transactions, consensus (Proof-of-work to voting system). Quorum
creators increased the transaction rate. The Energy Web Foundation(EWF)’s
Energy Web is an open-source, scalable Ethereum blockchain platform specif-
ically designed for the energy sector’s regulatory, operational, and market
needs [8].

Hyperledger [1] is a permissioned blockchain system focused on scalability,
extensibility and flexibility through modular design. Different consensus algo-
rithm can be configured to this solution (e.g., Kafka, RBFT, Sumeragi, and
PoET) while smart contracts [10] can be programmed using a platform called
Chaincode with Golang [11]. Hyperledger uses Apache Kafka to facilitate private
communication channels between the nodes. It can achieve up to 3,500 transac-
tions per second in certain popular deployments. Work to support query [12] and
indexing [13] on temporal data in blockchain using Hyperledger is also underway.

In a similar vein, our work looks at integrating the well established relation-
ship management mechanisms of the relational databases with the blockchain
infrastructure.

5 Conclusions and Discussion

In this paper we have presented an initial implementation of a middleware that
preserves relationships among entities while storing data in a blockchain. This
middleware has two components, the Ethereum-based data model that supports
users in modelling entities as smart contracts and a management system that
maintains relationships between entities.

However, as this is an initial proof-of-concept implementation, it has a num-
ber of limitations, such as:

– Dependency on solc tool, which is used to compile smart contracts to create
ABI, BIN and .GO files. The solc changes whenever the solidity specification
changes. Currently, our middleware will have to change to adapt to such tool
changes.

– Time delay in blockchain response, caused by the need to carry out additional
validation activities while carrying out the usual insert/update operations.
This could be unacceptable, particularly when working on processing high
frequency data.

– Storing temporary files: while compiling a smart contract, a set of files (.abi.
.bin and *.go) are generated which must be available to create GO programs
that interact with the blockchain. Over the lifetime of the system these files
would grow in number and size, which could cause storage considerations.
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Our immediate future research will focus on addressing the above pointed limita-
tions, always working towards making blockchains a more widely usable database
solution.
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Abstract. Business process compliance checking enables organisations
to assess whether their processes fulfil a given set of constraints, such
as regulations, laws, or guidelines. Whilst many process analysts still
rely on ad-hoc, often handcrafted per-case checks, a variety of constraint
languages and approaches have been developed in recent years to pro-
vide automated compliance checking. A salient example is Declare,
a well-established declarative process specification language based on
temporal logics. Declare specifies the behaviour of processes through
temporal rules that constrain the execution of tasks. So far, however,
automated compliance checking approaches typically report compliance
only at the aggregate level, using binary evaluations of constraints on
execution traces. Consequently, their results lack granular information
on violations and their context, which hampers auditability of process
data for analytic and forensic purposes. To address this challenge, we
propose a novel approach that leverages semantic technologies for com-
pliance checking. Our approach proceeds in two stages. First, we translate
Declare templates into statements in SHACL, a graph-based constraint
language. Then, we evaluate the resulting constraints on the graph-based,
semantic representation of process execution logs. We demonstrate the
feasibility of our approach by testing its implementation on real-world
event logs. Finally, we discuss its implications and future research direc-
tions.

Keywords: Process mining · Compliance checking · SHACL · RDF ·
SPARQL

1 Introduction

Declarative business process specification approaches rely on a normative
description of processes’ behaviour by means of inviolable rules. Those rules,
named constraints, exert restrictions on the process behaviour. Declare [1],
c© Springer Nature Switzerland AG 2019
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Dynamic Condition Response Graphs (DCR Graphs) [24], and the Case Man-
agement Model and Notation (CMMN)1 are examples of such declarative process
specification languages. Declarative process discovery is the branch of the process
mining discipline [2] aimed at extracting the constraints that specify a process by
their verification over execution data, namely event logs. To date, research in the
area has mainly focused on devising of efficient algorithms for mining constraints
verified in the event log [9,11,14,32]. All of these approaches return constraints
that are never (or rarely) violated in the event log, thus implicitly assuming
that rarity corresponds to noise. Similarly, approaches have been proposed to
verify the compliance and conformance of event logs with declarative process
specifications [28–30,39], indicating whether and to what extent constraint sets
are satisfied by process executions.

However, it is often not sufficient to solely assess whether constraints are
satisfied or not. Especially in cases with rare exceptions, knowing when and why
certain constraints are violated is key. Those circumstances apply in many sce-
narios: To mention but a few, inspecting the root cause of enactment errors [15],
deriving digital evidence of malicious behaviour [25], identifying the origin of
drifts in the process [31], or identifying illicit inflows into digital currency
services [26].

Against this background, we leverage semantic technologies for the verifica-
tion and querying of event logs, in an approach that (i) checks whether they
comply with provided declarative process specifications, and (ii) if not, reports
on the cause of violations at a fine-grained level. We evaluate our technique by
applying our prototype to real-world event logs. We empirically show the insights
into detected violations provided by detailed reports. The opportunities brought
about by the use of semantic technologies go well beyond the promising results
presented in this vision paper. We thus endow the discussion on the evaluation
of our approach with considerations on potential improvements over the current
achievements, especially in regard to further semantic analyses of the current
results.

The remainder of the paper is structured as follows. Section 2 provides an
overview of the literature on declarative process mining and semantic technolo-
gies. Section 3 describes our approach, i.e., its workflow and components, from
the bare event log to its semantic representation and reasoning. Section 4 evalu-
ates and discusses the feasibility of the approach against real-life logs. Section 5
concludes the paper and highlights future research directions.

2 Background and State of the Art

Our approach draws on two main strands of research: on the one hand, it is
grounded in state-of-the-art process mining techniques for declarative specifica-
tions; on the other hand, it adopts validation concepts developed in the semantic
web research community and applies them to fine-grained compliance checking.

1 https://www.omg.org/spec/CMMN/1.1.
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Declarative Process Mining. A declarative process specification defines a
process behaviour through a set of temporal rules (constraints) that collec-
tively determine the allowed and forbidden traces. Specifically, constraints exert
conditions that allow or forbid target tasks to be executed, depending on the
occurrence of so-called activation tasks. A declarative specification allows for
any process executions that do not violate those constraints. Each constraint is
defined using a template that captures the semantics of the constraint, paramet-
ric to the constrained tasks. The number of parameters denote its cardinality.
Declare [1] is a well-established declarative process specification language. Its
semantics are expressed in Linear Temporal Logic on Finite Traces (LTLf ) [10].
It offers a repertoire of templates extending that of the seminal paper of Dwyer
et al. [16]. Table 1 shows some of those. Response, for example, is a binary tem-
plate stating that the occurrence of the first task imposes the second one to occur
eventually afterwards. Response(a, b) applies the Response template to task a
and b, meaning that each time that a occurs in a trace, b is expected to occur
afterwards. AlternateResponse(a, b) is subsumed by Response(a, b) as it
restricts the statement by adding that a cannot recur before b. Precedence(a, b)
switches activation and target as well as the temporal dependency: b can occur
only if a occurred before. NotSuccession(a, b) establishes that after a, b cannot
occur any more. Finally, Participation(a) is a constraint stating that in every
process execution, a must occur. It applies the Participation unary template.

The fundamental input for process mining is the event log, i.e., a collec-
tion of recorded process executions (traces) expressed as sequences of events.
For the sake of simplicity, we assume events to relate to single tasks of a pro-
cess. The eXtensible Event Stream (XES) format is an IEEE standard2 for
the storage and exchange of event logs and event streams, based on XML.
In declarative process mining, constraints are verified over event logs to mea-
sure their support (i.e., how often they are satisfied in the traces), and option-
ally their confidence (i.e., how often they are satisfied in traces in which their
activation occurs), and interest factor (i.e., how often they are satisfied in
traces in which both activation and target occur) [14,32]. Table 1 reports traces
that satisfy or violate the aforementioned constraints. For instance, a trace
like caacb satisfies Response(a, b) (increasing its mining measures) but violates
AlternateResponse(a, b) (decreasing it). Although a trace like bcc satisfies
Response(a, b), it does not contribute to its confidence or interest factor, since
the activation (a) does not occur. Support is thus an aggregate measure for
compliance as those traces that do not comply with a constraint, decrease its
value.

Semantic Web Technologies provide a comprehensive set of standards for
the representation, decentralised linking, querying, reasoning about, and pro-
cessing of semantically explicit information. We mainly base our approach on
two elements of the semantic web technology stack: (i) the Resource Descrip-
tion Framework (RDF), which we use as a uniform model to express process
information, declarative constraints, and validation reports, and (ii) the SHACL
2 https://doi.org/10.1109/IEEESTD.2016.7740858.
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Table 1. A collection of Declare constraints with their respective natural language
explanation, and examples of accepted (�) or violating (×) traces.

Constraint Explanation Examples

Participation(a) a occurs at least once � bcac � bcaac × bcc × c

Response(a, b) If a occurs, then b occurs
eventually after a

� caacb � bcc × caac × bacc

AlternateResponse(a, b) Each time a occurs, then
b occurs eventually
afterwards, and no other
a recurs in between

� cacb � abcacb × caacb × bacacb

Precedence(a, b) b occurs only if preceded
by a

� cacbb � acc × ccbb × bacc

AlternatePrecedence(a, b) Each time b occurs, it is
preceded by a and no
other b can recur in
between

� cacba � abcaacb × cacbba × abbabcb

NotSuccession(a, b) a can never occur before b � bbcaa � cbbca × aacbb × abb

Shapes Constraint Language (SHACL), which provides a constraint specification
and validation framework on top of RDF. In the following, we provide a brief
overview of both these standards.

RDF is a data representation model published by the World Wide Web
Consortium (W3C) as a set of recommendations and working group notes.3 It
provides a standard model for expressing information about resources, which in
the context of the present paper represent traces, tasks, events, actors, etc. An
RDF dataset consists of a set of statements about these resources, expressed
in the form of triples 〈s, p, o〉 where s is a subject, p is a predicate, and o is an
object ; s and o represent the two resources being related whereas p represents
the nature of their relationship. Formally, we define an RDF graph G as a set of
RDF triples (v1, v2, v3) ∈ (U ∪B∪L)×U ×(U ∪B∪L) where: U is an infinite set
of constant values (called RDF Uniform Resource Identifier (URI) references);
B is an infinite set of local identifiers without defined semantics (called blank
nodes); and L is a set of values (called literals). For instance, a trace expressed in
RDF may contain a statement such as eventA xes:nextEvent eventB to describe
the temporal relationship between two particular events. A key advantage of
RDF as a data model is its extensible nature, i.e., additional statements about
eventA and eventB can be added at any time, adding concepts and predicates
from various additional, potentially domain-specific vocabularies.

Furthermore, ontology specification languages such as the Web Ontology
Language (OWL)4 can be used to more closely describe the semantic character-
istics of terms. Although beyond the scope of the present paper, this extensible
semantic web technology stack opens up opportunities for the use of reasoners in

3 http://www.w3.org/TR/rdf11-primer/.
4 http://www.w3.org/TR/owl2-primer/.
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compliance checking and in the interpretation of violations (e.g., generalisations,
root cause analyses, etc.) [4,17]. Other benefits of RDF include interoperability,
i.e., information expressed in RDF using shared vocabularies can be exchanged
between applications without loss of meaning. Furthermore, it makes it possible
to apply a wide range of general purpose RDF parsing, mapping, transformation,
and query processing tools.

Finally, once transformed into RDF, information (such as process information
and compliance checking rules) can be easily published online, interlinked, and
shared between applications and organisations, which is particularly interesting
in the context of collaborative processes.

SHACL is a W3C Recommendation and language for validating RDF graphs
against a set of conditions.5 These conditions are specified in the form of RDF
shape graphs which can be applied to validate data graphs. SHACL thereby pro-
vides a flexible declarative mechanism to define arbitrary validity constraints on
RDF graphs. Specifically, these constraints can be formulated using a range of
constraint components defined in the standard, or as arbitrary constraints imple-
mented in SPARQL Protocol and RDF Query Language (SPARQL).6 Validation
of a data graph against a shapes graph produces a validation report expressed
in RDF as the union of results against all shapes in the shapes graph. Impor-
tantly, compliance checking in SHACL is performed gradually by validating each
individual so-called focus node against the set of constraints that apply to it.
Compliance checks therefore produce detailed validation reports that not only
conclude whether a data graph conforms globally, but also reports on the spe-
cific violations encountered. In the context of process compliance checking, this
provides a foundation to not only determine whether a process trace conforms,
but to also report on the specific declarative rules that are violated.

Semantic Approaches to Compliance Checking. Several approaches have
been developed to support organisations in their compliance efforts, each offering
their own functional and operational capabilities [5,22]. The underlying frame-
works, such as Process Compliance Language (PCL) [20], Declare [1], and
BPMN-Q [3], offer different levels of expressiveness, and consequently, varying
reasoning and modelling support for normative requirements [23]. Three main
strategies for business process compliance checking have been proposed in the
literature to date [22]: (i) runtime monitoring of process instances to detect or
predict compliance violations (runtime compliance checking, online monitoring,
compliance monitoring); (ii) design-time checks for compliant or non-compliant
behaviour during the design of process models; (iii) auditing of log files in an
offline manner, i.e., after the process instance execution has finished. Based on
Declare, techniques such as the one described in [34] can discover declarative
models, use them to check process compliance, and apply the model constraints
in online monitoring. Presently, however, all reported result are at the granular-
ity of a trace, without pointing at the cause. Remarkably, Maggi et al. [33] apply

5 https://www.w3.org/TR/shacl/.
6 http://www.w3.org/TR/sparql11-query/.
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the outcome of that technique to repair BPMN [15] process models according to
the constraints to which an event log is not compliant.

In our approach, we implement Declare constraints with semantic tech-
nologies. Related work on semantic approaches in process mining include
Thao Ly et al. [38], which presents a vision towards life-time compliance. The
authors motivate the creation of global repositories to store reusable seman-
tic constraints (e.g., for medical treatment). and advocate the importance of
intelligible feedback on constraint violations. This includes the reasons for the
violations, to help the user to devise strategies for conflict avoidance and com-
pensation. Furthermore, the results of semantic process checks must be docu-
mented. In our paper, we address these requirements. To reason about the data
surrounding a task, semantic annotations of tasks are introduced in [19,21] as
logical statements of the PCL language over process variables, to support busi-
ness process design. Governatori et al. [18] show how semantic web technologies
and languages like LegalRuleML (based on RuleML)7 can be applied to model
and link legal rules from industry to support humans in analysing process tasks
over legal texts. They apply semantic annotations in the context of a regularity
compliance system. To that end, they extend their compliance checker Regor-
ous [21] with semantics of LegalRuleML. An approach to include additional
domain knowledge to the process perspective is introduced in [39]. The authors
extract additional information from domain models and integrate this knowledge
in the process compliance check. Pham et al. [36] introduce an ontology-based
approach for business process compliance checking. They use a Business Pro-
cess Ontology (BPO) and a Business Rules Ontology (BRO) including OWL
axioms and SWRL8 rules to model compliance constraints. They do not, how-
ever, systematically translate compliance rules as in our approach, and mention

The SHACLare Approach
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Fig. 1. SHACLare components architecture

7 http://wiki.ruleml.org/index.php/RuleML_Home.
8 https://www.w3.org/Submission/SWRL.
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that performance is a key problem with standard reasoners. Our focus is dif-
ferent from the work presented in that our main aim is not to validate process
models against rules, but to verify declarative specifications on existing process
executions.

A Folder-Path enabled extension of SPARQL called FPSPARQL for process
discovery is proposed in [6]. Similarly, Leida et al. [27] focus on the advantages
of process representation in RDF and show the potential of SPARQL queries for
process discovery. Our approach also builds on semantic representations of pro-
cess data but explores how compliance checking can be conducted with semantic
technologies.

3 Approach

Our approach applies a set of semantic technologies, including SHACL on event
logs to check their compliance with Declare constraints.9 As depicted in
Fig. 1, the SHACLare compliance checking workflow is composed as follows.
➀ We generate SHACL compliance constraints for a target process from a set
of Declare constraints. To this end, we translate the Declare constraints
through respective SHACL templates. ➁ Because SHACL constraints can only
be validated against RDF graphs, we next transform the event log into RDF.
This step takes an event log in XES format as input and produces a traces file
in RDF. ➂ At this point, we have all necessary inputs to perform the SHACL
compliance check, which results in a detailed report on each constraint violation.

➀ Declare to SHACL. In this first step, we generate SHACL compliance
constraints for a target process. As input, we take a set of Declare constraints,
which can be automatically discovered with tools such as minerful [12]. Table 2
shows an excerpt of the declarative constraints retrieved by minerful from the
real-life Sepsis event log [35]. We then use the RDF Mapping language (RML)10
to map each constraint (e.g., AlternateResponse(Admission IC, CRP)) to the

Table 2. Some Declare constraints discovered by minerful [14] from the Sepsis
log [35]

Template Activation Target Support Confidence Interest
factor

Participation ER Registration 1.000 1.000 1.000
NotSuccession IV Antibiotics ER Sepsis Triage 1.000 0.784 0.783
Precedence CRP Return ER 0.996 0.956 0.268
Response ER Registration ER Triage 0.994 0.994 0.994
AlternateResponse Admission IC CRP 0.974 0.102 0.098

9 Hence, we call it SHACLare.
10 http://rml.io/RMLmappingLanguage.

http://rml.io/RMLmappingLanguage
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1 @prefix xes: <http :// semantics.id/ns/xes#> .
2 @prefix dec: <http :// semantics.id/ns/declare#> .
3 @prefix decs: <http :// semantics.id/ns/declare -shacl#> .
4 % ... deliberately left out rdf ,rdfs ,sh ,owl , and xsd
5 <decs:param_URI >
6 a sh:NodeShape ;
7 sh:targetClass xes:Trace ;
8 decs:baseConstraint <decs:param_declare > ;
9 decs:baseConstraintClass dec:AlternateResponse ;

10 sh:sparql [
11 a sh:SPARQLConstraint ;
12 sh:message "Each time ’decs:param_value1 ’ occurs , then ’decs:param_value2 ’ occurs afterwards ,

before ’decs:param_value1 ’ recurs. Cause event: {? object }" ;
13 sh:prefixes decs:namespace ;
14 sh:select """
15 SELECT $this ?object
16 WHERE {
17 $this xes:hasEventList/rdf:rest*/rdf:first ?object .
18 {
19 # check if there is no "decs:param_value2" after "decs:param_value1"
20 ?object rdfs:label "decs:param_value1" .
21 FILTER NOT EXISTS {
22 ?object ^rdf:first/rdf:rest+/rdf:first ?object2 .
23 ?object2 rdfs:label "decs:param_value2" . } }
24 UNION {
25 # check if there is no "decs:param_value2" between two "decs:param_value1"s
26 ?object rdfs:label "decs:param_value1" .
27 ?object ^rdf:first/rdf:rest+/rdf:first ?object2 .
28 ?object2 rdfs:label "decs:param_value1" .
29 FILTER NOT EXISTS {
30 ?object ^rdf:first/rdf:rest+/rdf:first ?item .
31 ?object2 ^rdf:first/^rdf:rest+/rdf:first ?item .
32 ?item rdfs:label "decs:param_value2" .
33 }}}""" ;
34 ];.

Listing 1. SHACL template excerpt for AlternateResponse

respective Declare RDF data model elements (available at http://semantics.
id/ns/declare).

To enable SHACL validation on Declare constraints, we developed a com-
plete set of SHACL templates to represent the Declare ones. Specifically, we
analysed the Declare constraint semantics and derived a set of equivalent
SHACL constraint templates, similarly to what Schönig et al. [37] did with SQL.
These SHACL templates are publicly available at http://semantics.id/resource/
shaclare as documents written using the RDF Turtle notation.11 Listing 1 shows
an excerpt of SHACL template that represents AlternateResponse in RDF
Turtle notation. Lines 1–4 list the namespaces used in the templates. In addition
to the standard rdf, rdfs, and shacl vocabularies defined by the W3C, we intro-
duce the following vocabularies: (i) desc: provides a set of properties and param-
eters used in the template, which are specific to the SHACLare approach, (ii)
dec: defines the RDF classes and properties to describe the Declare language,
and (iii) xes: provides the terms used to represents XES data in RDF. Line 5 con-
tains a placeholder that will be replaced by the name of the particular Declare
constraint instance during the compliance checking runtime. Lines 6–7 signify
that the constraint will be validated against instances of class xes:Trace. Lines 8–
9 specify that the SHACL constraint will evaluate AlternateResponse, while
line 12 provides a template for the violation constraint message. Lines 14–34
are the main part, representing the AlternateResponse Declare constraint
template in its SHACL-SPARQL representation.

11 https://www.w3.org/TR/turtle/.

http://semantics.id/ns/declare
http://semantics.id/ns/declare
http://semantics.id/resource/shaclare
http://semantics.id/resource/shaclare
https://www.w3.org/TR/turtle/
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Subsequently, we translate the Declare constraints into SHACL constraints
by injecting the constraint parameters Activation and Target in the SHACL
template. All generated SHACL constraints are stored in memory for later exe-
cution, but also get persisted as a SHACL shape graph in the RDF Turtle .ttl
format as a reference.

➁ From XES to RDF. The transformation takes as input an event log in
XES format and translates it in RDF. To that end, we developed an XES RDF
vocabulary (available at http://semantics.id/ns/xes), which provides the terms
and concepts to represent XES data in RDF. We transform into main classes
the basic XES objects: (i) xes:Log for the complete event log, (ii) xes:Trace to
refer to individual traces, and (iii) xes:Event for single events. In addition to
those classes, we define a set of data properties for the optional event attributes,
such as xes:timestamp and xes:transition. Object properties (relation) bind
together the elements, e.g., xes:hasTrace to relate xes:Log and xes:Trace, and
xes:hasEventList to relate an xes:Trace and an rdf:List that contains event
sequences.

➂ SHACL Compliance Checking. Given the SHACL Declare constraints
(➀) and the RDF event log (➁), we have all the required input to run the
SHACL Compliance Checking component. All generated SHACL constraints are
grouped according to their template (e.g., AlternateResponse) and subse-
quently checked one by one by a SHACL validation engine. The result of a
SHACL validation is an RDF graph with one ValidationReport instance. In case
the conforms attribute of a ValidationReport is false, a result instance provides
further details for every violation, including: (i) focusNode, which points to the
trace in which the violation occurred; (ii) sourceShape, linking the SHACL con-
straint instance which triggered the result; (iii) resultMessage, explaining the
reason for the constraint violation with a natural-language sentence.

4 Evaluation

To demonstrate the efficiency and effectiveness of our compliance checking app-
roach, we developed a proof-of-concept software tool, available for download at
gitlab.isis.tuwien.ac.at/shaclare/shaclare. In this section, we report on its appli-
cation on publicly available real-world event logs. In particular, we focus on
the report produced on a specific event log to demonstrate the capability of
SHACLare to provide detailed insights into compliance violations. The exper-
iment environment, as well as the full set of input and output files are available
on the aforementioned SHACLare GitLab project page.

The Prototype. The prototype is implemented in Java, using a number of
open source libraries,12 including (i) Apache Jena, for RDF Graph manipula-
tion and processing, (ii) OpenXES, for accessing and acquiring XES data into
12 Apache Jena: http://jena.apache.org/; OpenXES: http://code.deckfour.org/

xes/; caRML: https://github.com/carml/carml/; TopBraid: https://github.com/
topquadrant/shacl.

http://semantics.id/ns/xes
https://gitlab.isis.tuwien.ac.at/shaclare/shaclare
http://jena.apache.org/
http://code.deckfour.org/xes/
http://code.deckfour.org/xes/
https://github.com/carml/carml/
https://github.com/topquadrant/shacl
https://github.com/topquadrant/shacl
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RDF Graph, (iii) caRML, for acquiring RDF representation of Declare con-
straints, and (iv) the TopBraid SHACL engine, for compliance checking. Based
on the SHACLare approach description in Sect. 3, the following functions are
available: ➀ translation of Declare to SHACL constraints, ➁ translation of
XES event logs to its RDF Graph representations, and ➂ compliance checking
of event logs against defined constraints.

Table 3. An excerpt of the SHACLare validation report

Constraint Trace Message

dec:AlternateResponse_Admission+IC_CRP xesi:trace/c677627d-079b-
4585-87e4-8ea4ff11ff2a

Each time ‘Admission IC’
occurs, then ‘CRP’ occurs
afterwards, before
‘Admission IC’ recurs.
Cause event:
xesi:event/A657AD0E-
AD65-4E6F-B141-
871A8C340B37

dec:Precedence_CRP_Return+ER xesi:trace/4f1aff3f-b078-
48e8-8e94-72c38c0ce6b7

If ‘Return ER’ occurs,
‘CRP’ must occur
beforehand. Cause event:
xesi:event/2BEFECDC-
88C0-40E1-83D1-
B41089C6A7C1

Insights into Violations. The steps are illustrated on the example of the
Sepsis treatment process event log [35]. That event log reports the trajectories of
patients showing symptoms of sepsis in a Dutch hospital, from their registration
in the emergency room to their discharge. Because of the reported flexibility of
the healthcare process [35] and its knowledge-intensive nature, it is a suitable
case for declarative process specification [13].

After running our prototype with the mined Declare constraints and the
Sepsis event log as inputs, we receive as output the compliance report, the traces
in RDF, and the set of checked constraints in SHACL (cf. Fig. 1). Those files
form the basis of our analysis. We thus import the report and trace triples in
GraphDB13 to query and visualise the result data structures. An excerpt of
non-compliant validation results is shown in Table 3.

Next, we explore why particular constraints are violated. For instance,
the constraint AlternateResponse(Admission IC, CRP) dictates that after every
admission at the Intensive Care unit (Admission IC), a C-Reactive Protein test
(CRP) must be performed later on, and the patient should not be admitted
again at the IC before the CRP. As it can be noticed in Table 2, the sup-
port of the constraint is high (0.974), therefore we are interested in under-
standing what event(s) determined its violation. We thus extract the event
xesi:event/A657AD0E-AD65-4E6F-B141-871A8C340B37 signalled by the report and
visualise it from the XES RDF representation. Figure 2(a) depicts a graph with
the violating event and the connected events from its trace. We observe that

13 http://graphdb.ontotext.com/.

http://graphdb.ontotext.com/
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the violation is due to the fact that the two events are swapped in the trace
(CRP occurs before Admission IC). The right-hand side in the screenshot features
a sample of metadata on the selected event (the violating activation, namely
Admission IC). The tool allows us to scroll through all available properties and
navigate through the trace, thus providing the user a powerful tool to inspect
the violations in detail. Similarly, Fig. 2(b) shows that despite the high support
of Precedence(CRP, Return ER) in the event log (0.996 as per Table 2), in one
trace it was recorded that the patient was discharged and sent to the emergency
room (Return ER), although no CRP took place before.

Fig. 2. Graphs illustrating the violations of constraints in the traces.

The analysis can be further extended through the integration of additional
context information on the traces, which may be specified in domain-specific
vocabularies. Furthermore, the by-products and results of our approach can be
utilised for further analyses via semantic technologies. This can provide a rich
interpretation context for the qualitative analysis of constraint violations. An
important aspect is that it is possible to use all the metadata information directly
in the SHACL constraints or later on in a SPARQL query. Therefore, the analysis
is readily extensible beyond the control flow perspective. The investigation of
those extensions draws future plans for our research, outlined in the next section.

5 Conclusion and Future Work

In this vision paper, we proposed a novel approach for compliance checking lever-
aging semantic technologies, named SHACLare. In particular, we provide a set
of templates to translate Declare constraints into SHACL constraints, and sub-
sequently validate them against a graph representation of XES process execution
data. Thereby, we overcome a typical limitation of existing compliance checking
approaches, which lack granular information on violations and their context.
The compliance reports SHACLareprovides contain links to the respective
traces, as well as to the events triggering constraint violations. Due to the seman-
tically explicit representation, we can easily query and visualise connected events
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and inspect all metadata provided in the original log files. The preliminary results
attained illustrate how our approach could be used and extended further for
auditability of event logs.

This new approach opens opportunities for future work in various directions.
We aim at leveraging Linked Data frameworks so as to conduct compliance
checking over multiple process data sources beyond single event logs, inspired by
the seminal work of Calvanese et al. [8]. In that regard, the checking of richer
constraints encompassing perspectives other than the usual control flow (i.e.,
data, time, resources, etc.) [7], draws our future research endeavours, driven by
the capabilities readily made available to that extent by SHACL and SPARQL.
This paper analysed the compliance checking setting, thus the analysis of con-
straints violations. If the goal is also to analyse the relevance of satisfaction,
verification of a formula is not sufficient and the vacuity problem must be taken
into account [12]. We will investigate how our approach can be extended to tackle
this problem. Online compliance checking is another topic of interest. It would be
worth exploring how SHACL constraints can be checked in a streaming fashion,
potentially based on stream reasoning engines. In addition, we aim to further
(automatically) enrich the metadata extracted from the log data, using Natural
Language Processing (NLP) and ontologies. From a formal analysis viewpoint,
we will investigate the semantic equivalence of the SHACL constraints with
respect to Declare LTLf formulas, and more generally the expressive power
of those languages. Finally, additional compliance checking tools could be devel-
oped to provide users with easy-to-use and feature-rich options to adopt this
approach in their process management strategies.
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Abstract. The ubiquity and the low prices of mobile devices like smartphones
and tablets as well as the availability of radio networks hold the opportunity for
companies to reorganize and optimize their business processes. These mobile
devices can help users to execute their process steps by showing instructions or
by augmenting reality. Moreover, they can improve the efficiency and effec-
tiveness of business processes by adapting the business process execution. This
can be achieved by evaluating the user’s context via the many sensor-data from
a smart device and adapting the business process to the current context. The
data, not only collected from internal sensors but also via networks from other
sources, can be aggregated and interpreted to evaluate the context. To use the
advantages of context recognition for business processes an simple way to
model this data collection and aggregation is needed. This would enable a more
structured way to implement supportive mobile (context-aware) applications.
Today, there is no modeling language that supports the modeling of data col-
lection and aggregation to context and offers code generation for mobile
applications via a suitable tool. Therefore, this paper presents a domain specific
modeling language for context and a model-driven architecture (MDA) based
approach for mobile context-aware apps. The modeling language and the MDA-
approach have been implemented in an Eclipse-based tool.

Keywords: Domain specific modeling � Context-aware modeling �
Mobile business processes

1 Development of Mobile Business Applications

The availability of broadband radio networks, like 3G, 4G and soon 5G, and the
decreasing prices for mobile devices, like smartphones, smartwatches and tablets, hold
the opportunity for companies to optimize their business processes via these mobile
devices. The design, execution, controlling and evaluation of business processes are a
standard procedure in theory and practice [1–4]. However, business processes must
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become more flexible due to the continuously changing business environment. These
changes are necessary to react on new legislation or rising competitors [5]. Business
processes should therefore be able to react to such alterations or disturbances in the
sense that they have to be flexible enough to consider environmental changes [6].
Mobile devices are able to improve the flexibility and quality of business processes [7]
and to transform them into a mobile business process [8].

However, mobile devices are not only capable of improving the execution of a
business process. Moreover, they have, depending on the concrete devices, many
sensors which enable context recognition in the execution phase of a business process
[9]. This context recognition makes a mobile business process context-aware. The aim
of such mobile context-aware business processes is to support the process execution to
improve the efficiency and effectiveness. This can be done by a mobile application on
mobile devices, which for example changes the appearance of the application or aut-
ofills forms. However, to recognize the context is sometimes not a trivial task for the
software architect or the developer. For example, when should the appearance of an app
be adjusted, from which sensors can the context be measured? In addition, sometimes
only end users, which will use the mobile application in the end, can describe why a
certain behavior of the application is necessary and how it can be measured. Therefore,
we decided to create a Domain Specific Modeling Language (DSML) [10] and develop
a modeling tool which will also be able to generate code from the model. This model-
driven architecture (MDA) approach allows to model a context model platform and
technology independent. This enables to model where the data for a context will be
collected and how the data can be aggregated. The development of the modeling tool
was conducted by following the design science approach by HEVNER et al. [11]. To
communicate and show the usefulness of the modeling tool, the development of the
tool will be described, and a proof of concept will be conducted. Therefore, we for-
mulate the following research questions (RQ):

RQ. 1: How can a modeling tool for the DSML be developed?
RQ. 2: How can the context model be transferred into application code?

The remaining paper is structured as follows: In Sect. 2 the related work for this
topic will be presented and discussed. The tool development is described in Sect. 3
(RQ. 1) which comprises in Sect. 3.1 a framework selection for the modeling tool.
Section 3.2 describes the code generation from the context model (RQ 2). An evalu-
ation which is in this case a proof of concept will be shown in Sect. 4. The paper ends
with a conclusion and outlook to further research about this topic.

2 Related Work

Context is “any information that can be used to characterize the situation of an entity.
An entity can be a person, place or object which is considered relevant to the inter-
action between a person and an application” [12]. DEY gives a very precise definition of
context because he distinguishes between data and context. Moreover, he and ABOWD

[13] also define a context-aware application “if it uses context to provide relevant
information and/or services to the user, where relevancy depends on the user’s task”.
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This means, if a mobile application, which supports the fulfillment of a business
process, has to be context-aware, it must use context to provide relevant information
and/or services. In consequence, a mobile context-aware application has to be con-
scious of the user’s and business process’ context, like the weather, machines nearby or
process steps to fulfill. The data to evaluate a context, can be derived and aggregated
from sensors. This potentially very complex task can be facilitated with a modeling
language and tool. ROSEMANN et al. [14] postulated that modeling languages have to be
more flexible to cope with contextual influences and therefore decrease the time-to-
market for products [5]. This leads to a higher demand for process flexibility [6]. In
consequence, ROSEMANN and VAN DER AALST developed an extension for the event-
driven process chain (EPC) to address the flexibility problems of the EPC. However,
this approach does not address context evaluation in particular, it only made EPC more
flexible. Efforts to consider context in business processes at design- [15–19] and
runtime [20, 21] have also been made. While they focus on extending business process
languages and made it possible to consider contextual influences, they do not offer a
way to model where the data for the context evaluation can be collected and how the
data can be aggregated to context information. A more detailed summary of the con-
sideration of context in business processes with an in-depth literature review can be
found in [22]. Domain Specific Languages (DSL) for context aggregation on mobile
devices [23] and context-aware systems [24] have also been found. However, they both
focus on the transformation of applications across different platforms and not on data
aggregation for context evaluation.

The approach of generating source code from models is already pursued in Model-
Driven Software Development (MDSD). According to STAHL and BETTIN [25], MDSD
is a generic term for techniques that automatically generate executable software from
models. On the contrary, the Object Management Group (OMG) coined the term
Model-Driven Architecture (MDA) [26] as an approach to develop parts of software
from models. MDA can improve the productivity, quality and longevity outlook [27].
There are three different abstraction levels for model languages according to the OMG
[28]. The Computation Independent Model (CIM) describes a software system at the
domain level, while the Platform Independent Model (PIM) describes the functionality
of a software component independently of the given platform. A platform could be the
Java Enterprise Edition. The last abstraction level is the Platform Specific Model
(PSM), which knows the platform and implements a PIM. The modeling language
SenSoMod introduced in this paper can be classified according to the OMG as a PIM,
because it is necessary to create a model in the language SenSoMod, which then
describes a context-aware application independent of the target platform.

3 A Modeling Tool for SenSoMod – The SenSoMod-Modeler

SenSoMod is a DSML for modeling the data collection and aggregation for context.
The reason to develop a new DSML instead of extending an existing modeling lan-
guage (e.g. BPMN) was that this would be an extensive enlargement which would lead
to large and overloaded models. SenSoMod was developed after the visualization
principles by DEELMAN and LOOS [29] and is introduced in [10].
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The functional and non-functional requirements are typically derived from the
system context and the use case. In addition, to being able to create a model, add
elements or attributes to it and connect the elements, it should also be possible to
validate the created model and generate Java source code from it. In contrast, the non-
functional requirements are usually measurable and allow a better understanding for the
application to be created. The operating system independence, robustness and usability
are important non-functional requirements. Furthermore, the modeling tool to be
developed should not be created from scratch, instead a development framework
should be used to assist the software architect or business process modeler in formu-
lating requirements for a context-aware system as quickly as possible.

3.1 The Selection of a Development Framework

This section selects the appropriate tool to create a modeling tool for the DSML
SenSoMod, according to the requirements (RQ. 1). There are different approaches to
create a model which varies in its complexity. For example, models can be created
using paper and pencil without any restrictions. However, as soon as this has to be
digitized in order to prevent media breaks, a supportive program is required. The
easiest way are simple drawing programs (such as Microsoft Paint). However, they do
not offer a way to define available elements and their possible relationships to each
other. These restrictions are defined by means of a metamodel. A good example for
modeling languages is the unified modeling language (UML). In practice, the UML
class diagram is considered as the de facto standard to model a software architecture.
Modeling tools can be divided into several groups. The following list shows the
individual groups with known representatives:

• Visualization tool (Microsoft Visio)
• Analysis and Modeling tool (ARIS Platform)
• Computer Aided Software Engineering tool (IBM Rational Rose)
• Integrated Development Environment (Microsoft Studio)

None of the mentioned tool groups are on their own sufficient for the implemen-
tation of the SenSoMod-Modeler. Rather, one or more groups would have to be
combined. FOWLER [30] coined the term ‘Language Workbench’ in 2005. It describes a
development environment (IDE) in which a DSL and its tool support can be developed.
The definition of a new DSL using the Language Workbench is usually done in three
steps which are referred to below:

1. Schema Definition of the semantic model (metamodel) of a language
2. Definition of an editor to be able to display the language textually or graphically
3. Definition of a generator which describes how a concrete model is transformed into

an executable representation.

Over the years, many applications have been created that can be assigned to the
Language Workbench field [30]. The various representatives differ in several points,
such as the type definition of the metamodel (graphical or textual). A representative of
a Language Workbench is the Obeo Designer [31]. This tool is an installable and
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customized Eclipse environment, developed by the French company Obeo and has
fully integrated the Sirius framework. They also have an active forum, which can be
used for any kind of question about Sirius. Furthermore, it provides tools which have
the purpose to create a simple graphical representation, such as diagrams or tables.
Creating a modeling tool in Obeo Designer for a DSML is usually done in three steps:

1. Creating a metamodel in Ecore, the meta model language of the Eclipse Modeling
Framework, that contains the concepts of the domain (elements), the relationships
between the elements, and the properties of the elements.

2. Once the metamodel has been created, Ecore generates the metamodel implemen-
tation. When the metamodel has been defined, this step creates the semantic model
and the graphical representation like a diagram, table, or tree. The Obeo Designer
uses viewpoints to achieve this. A viewpoint is a graphical representation (speci-
fication) to characterize or solve a specific problem. This means that several
viewpoints can be created for one modeling language.

3. The final step is done with a tree-based editor by defining the appearance (e.g. icon,
color, size) of all elements of the modeling language. Furthermore, the elements of
the metamodel are bound to the elements of the viewpoint. The available Elements
of the drawing palette of the modeling tool are also described therein.

3.2 The Implementation of the SenSoMod-Modeler

Based on the steps described in Sect. 3.1, the implementation of the SenSoMod-
Modeler starts with the creation of the metamodel in Ecore. The metamodel is con-
structed by modeling the language elements of SenSoMod and their relationships to
each other by creating new classes, attributes, and relations. Figure 1 shows the
metamodel in Ecore. The model elements Sensor, Context and ContextDescription are
created and derived from the abstract class Node. This inheritance enables the above-
mentioned elements to have the attributes name and description as properties. Fur-
thermore, it is necessary that all elements are bound to the class ‘Model’ by means of
composition relation. This condition can be attributed to the fact that a model must
consist of none or several nodes (cardinality 0…*). Ecore and the viewport approach of
Sirius have another special feature: relations between two model elements have to be
represented by a simple reference relation. The relationship between two model ele-
ments (e.g. ContextDescription to Context) is created with the help of a reference
relation. Parallel to the definition of the metamodel, the Ecore engine creates a so-called
genemodel in the background. This model is a readable text file in XML Metadata
Interchange (XMI) format. XMI is an independent, open exchange format for metadata
in distributed software structures based on the Extensible Markup Language (XML).
The XMI from a concrete model can later be used to derive the Java classes. Before a
viewpoint can be created, the created files have to be executed in a new Obeo instance.
The executed instance must be used to create viewpoints. To enable modeling with the
SenSoMod elements viewpoints have to be defined. Therefore, a new representation
(Diagram Description) with the name SenSoMod is created.
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This viewpoint requires the reference to the metamodel which is needed to access
the individual elements of the modeling language. With the use of a tree-based editor it
is possible to define the individual nodes (Context, ContextDescription and Sensors),
relations, tools and their appearance. After the node design has been created, it is
possible to realize the assignments of a concrete SenSoMod model in the form of node
connections. For example, it should be possible to connect a physical sensor to a
context or computed sensor, but not to a context description. To achieve this the
‘Atomic Sensor to Computed Sensor’, ‘Atomic or Computed Sensor to Context’ and
the ‘Context to Context Description’ flows were established. The cardinalities of the
edges (e.g. how often a certain sensor can be connected to different contexts) have
already been defined in the metamodel and therefore have not to be specified again.

After the creation of the SenSoMod-Editor has been realized in the Obeo-Designer
by means of a suitable modeling tool, the source code generator will be explained
(RQ. 2). The goal of the source code generator is to derive source code from a
SenSoMod model. This source code should not be executable as independent software,
but the modeled logic and structure should be mapped in to Java classes and methods.
These classes and methods can then be used in a concrete information system (e.g.
context-aware application) by adapting them to the specific requirements. Furthermore,
the software developer has still the choice of the application architecture (e.g. Model-
View-Controller Pattern). The concrete PIM can be used to create a context-aware
application in the Java programming language. One reason why Java was chosen is that

Fig. 1. Metamodel of SenSoMod
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Java is still one of the most widely used programming languages according to ratings
like the TIOBE [32] or the IEEE spectrum [33]. Furthermore, Java is platform-
independent and can be used in the mobile, desktop and web development. Moreover,
the focus is to speed up the development of a mobile context-aware application for
which Android, a java-based programming language, is the most widely used pro-
gramming language. The generation of Java code from a SenSoMod-model will be
conducted in several steps. Basically, Java code is generated by parsing the xml
document. Each SenSoMod project has an automatically generated xml file in which
the created model is described. First, the super classes for each used element type will
be created. In a second step, the classes for each element will be created. For example,
for the Location element a superclass Context (which is the type of the element) will be
created as well as a Location.java class. The Location.java class will also include a
method with the decision logic and the variables from the output field. In order to make
this possible a new Obeo Designer plug-in must be created. Therefore, a SenSo-
Mod2Java script was programmed. The library JavaParser [34] will be used to trans-
form the xml to java code. First the node Id is extracted from the sensor and context
elements, which represent the relation between the language elements. To assign the
relations the XML document is processed twice. In the first cycle, all node names (e.g.
WIFI) are stored in an ArrayList. The second cycle is used to read the relation ID from
a node, which is stored with the node name in a MultiMap. In contrast to a map, a
MultiMap allows to assign several values to one key. After both passes are completed,
MutltiMap stores the relations of the nodes to each other. Hereafter, the XML docu-
ment is parsed one last time. In this run, the names of the nodes and their attributes are
finally written to Java files. The complete SenSoMod-Modeler can be found on
GitHub1 including installation and demo videos, the source code of the modeler and
generator.

4 Evaluation

The evaluation is performed as a proof of concept by creating an example application
which is simplified in its scope but contains a typical characteristic of a context-aware
application. Based on the requirements of the context-aware application, a SenSoMod-
model with the previously created tool will be modeled. Hereafter, the Java code will
be generated and refined until the application functionality can be provided. In com-
parison, the equivalent application will be programmed without prior modeling and
thus without source code generation. The application to be developed is intended to
support IT staff in the maintenance of printers. Printer data such as paper quantity or fill
level of the cartridges should be managed with the help of a context-aware application.
The context awareness is characterized by the requirement that only printers that are in
the geographical vicinity of an IT staff member can be displayed and managed. The
current position of the employee can be determined using the GPS or WIFI sensor of
his/her smartphone. The first approach will be the implementation of the described

1 https://github.com/HAWMobileSystems/sensomod-modeler.
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context-aware application using the SenSoMod-Modeler. It starts by modeling the
elements which can be derived from the description above:

– Physical Sensor WIFI: The current location of an employee is to be determined
using WIFI.

– Physical Sensor PrinterStatus: The various printer states are represented by using
this sensor.

– Computed Sensor UserLocation: The data from the WIFI sensor will be used to
determine the current user location. For example: If the WIFI sensor has determined
the SSID_1, the user can be located near room 1, since the WIFI access point is
installed in this room. This logic is descripted in the DL-Area of the sensor notation.

– Context PrinterManagement: Depending on the identified user location and the
printer status, the different contexts and therefore the various tasks for the user
depending on the context can be determined. For example, if an employee is near
printer 1 and the printer has no paper available, the task is to refill the paper.

– Context Descriptions RefillPaper, OrderCartridge, NothingToDo: Depending on
the determined context, these language elements represent the tasks to be fulfilled.

The corresponding elements are dragged step by step from the toolbar onto the
drawing sheet and the properties are adapted. Figure 2 shows the final model of the
printer management example. The advantage of this approach is that the created model
can now be used in order to present it to the management as well as to the IT staff for a
discussion. If any changes must be made because of the discussion it is no problem to
alter the model. Furthermore, Java source code can be generated by means of the
developed plug-in and is available to the application developers. After the generation,
they can implement the user interface as well as the rest of the context-aware appli-
cation. Another advantage of this approach is that no other diagram (e.g. UML class
diagram or activity diagram) must be created beforehand, since the program structure
and logic is already present in the model as well as in the generated Java files and can
therefore be directly used. The last step is to develop the rest of the context-aware
application, like the user interface. The various Java Swing elements (e.g. buttons and
labels) were developed, then an object of the PrinterManagement class was created
which contains the entire logic of the context-aware application, and a ‘click’ action
was defined for each button. The complete source code can also be found on GitHub. In
contrast to implementing the context-aware application by using the SenSoMod-
Modeler, the ‘traditional’ development after SOMMERVILLE [35] was conducted. Based
on the requirements, a UML class diagram was defined that visualizes the program
structure. Compared to the SenSoMod-model, all elements must be captured in the
form of classes with associated attributes. However, the decision logic and output
elements of the concrete context- or computed sensor classes cannot be provided with
associated logic. Furthermore, special attention must be paid to inheritance, otherwise it
is no longer possible to determine the type (sensor or context) of a class. If this
information were not captured the structure and organization of the context-aware
application would be lost. For example, it is necessary to create a PhysicalSensor
superclass from which the classes WIFI and PrinterStatus are derived. This will
automatically be generated in the SenSoMod-Modeler. Moreover, the UML does not
provide a way to generate a method to specify that the specific sensor or context has a
decision logic and output attributes.
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This circumstance is particularly important because all conditions have to be
recorded and documented in a different form. Furthermore, the created class diagram
only describes the program structure, but not the context-aware application flow.
A flow means in this context that one or more conditions must be fulfilled before the
next event is triggered. In the described example, two elementary context conditions
must be fulfilled. For example, as soon as an employee is near a printer and at the same
time the printer has the status ‘paper is empty’, the paper for this printer must be
refilled. The UML family offers the so-called activity diagram for this purpose, but a
separate diagram must be created for each use case (respectively for each context
description). After the diagrams necessary for the implementation have been modeled,
the program code must now be developed. There are two possible alternatives. On the
one hand, the source code could be generated from the class diagram similar to the
SenSoMod Model and refined step by step. Alternatively, classes, methods and attri-
butes could be taken from the created class diagram without prior generation by pro-
gramming them from scratch. Both alternatives lead to the same result, but the second
variant will take more time. Furthermore, the basic context-aware application logic
described by activity diagrams must be implemented for both alternatives. After the
application logic has been programmed, the GUI must be implemented like in the
SenSoMod-Modeler approach.

Fig. 2. SenSoMod model: printer management
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The evaluation of the modeling tool SenSoMod-Modeler has basically confirmed
its functionality. The defined requirements have been considered and implemented in
the software prototype. Both implementation approaches have advantages and disad-
vantages. The renunciation of previous modeling by means of a domain-specific
modeling language is an advantage, since the (developed) modeling languages do not
have to be learned and understood beforehand. Thus, valuable time can be saved during
implementation and the required budget can be reduced. However, this temporal
advantage is not permanent, since source code can be generated from a model with the
help of a modeling tool. The modeling language SenSoMod and the associated tool
have the advantage that it models the program structure (class diagram) and the
application flow logic (activity diagram) in one model. Furthermore, the source code
can be partly derived from the model. In addition, the familiarization phase in Sen-
SoMod is a unique undertaking and offers the advantage that the created models can be
presented to a group of people who are not familiar with software development.
A further advantage of using SenSoMod is that the application developer is provided
with a basic structure of the software to be developed in the form of Java source code.
This enables a faster publication of the prototype of an application and the avoidance of
errors during implementation. One disadvantage of using the SenSoMod-Modeler at
the moment is that only Java source code can be generated. In summary, the advantages
of model-driven software development using the SenSoMod-Modeler outweigh the
disadvantages, since software prototypes can be created much faster and thus the time-
to-market can be significantly shortened.

5 Conclusion and Further Work

In this paper a modeling tool for SenSoMod was introduced and its development has
been shown. For this purpose, the selection of a development framework was intro-
duced which eases the implementation for a DSML modeling tool. An evaluation was
conducted which showed a realization of a mobile context-aware application with the
SenSoMod-modeler and without it. This comparison showed that the modeler has
advantages in time saving since the source code can be generated directly from the
model. Furthermore, the model and with it the application logic and data aggregation
can be discussed with non-IT specialists. However, SenSoMod has to be understood
and learned before it can be applied in practice. To confirm these results the evaluation
will have to be conducted in a more comprehensive way. Possible scenarios would be
field experiments or case studies for the practical impact and a laboratory experiment.
The latter could mean that two groups have to implement a context-aware application:
One group models and implements it with the SenSoMod-modeler, the second group
without it. This would bring solid information about the time saving assumption.
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Abstract. Software development has become increasingly software ‘product’
development, without an authoritative ‘customer’ stakeholder that many
requirements engineering processes assume exists in some form. Many pro-
gressive software product companies today are empowering cross-functional
product teams to ‘own’ their product – to collectively understand the product
context, the true product needs, and manage its on-going evolution – rather than
develop to a provided specification.
Some teams do this better than others and neither established requirements

elicitation and validation processes nor conventional team leadership practices
explain the reasons for these observable differences. This research examines
cross-functional product teams and identifies factors that support or inhibit the
team’s ability to collectively create and nurture a shared mental model that
accurately represents the external product domain and its realities. The research
also examines how teams use that collective understanding to shape development
plans, internal and external communications, new team member onboarding, etc.
We are engaged with several software product companies using a construc-

tivist Grounded Theory method towards the research question.
Early results are emerging as organisational factors, within and surrounding

the teams. One emerging observation relates to the degree to which functional
distinctions are treated as demarcations or blurred boundaries. The other
observation is the impact an expectation of mobility has on an individual’s sense
of feeling part of the collective team versus solely being a functional expert. This
also becomes a factor in the first observation.
The research is in-progress but early observations are consistent with a basic

element of empathy that a certain blurring of the boundaries is necessary for a
period of time in order to better understand the other context. Future research
will examine whether the observed organisational factors are pre-conditions for
the team being able to collectively understand the context of the product
requirements, collectively and deeply.
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1 Introduction

For those unfamiliar with its popular culture roots, the Oxford English Dictionary
[1] defines the verb ‘grok’ as “understand (something) intuitively or by empathy.”
Increasingly, the success of cross-functional software product development teams
depends on the degree to which the team collectively groks, more than simply the
product requirements, but the context for those requirements, the world for which their
products are intended.

2 Historical Context

During the 1990s, three factors collectively contributed to a massive shift in the
software landscape. The first was the continuing improvement in the price/performance
ratio of computing which had brought PCs to every desktop in the workplace and to a
great number of homes, creating a much more broad and diverse demand for software
and carrying with it a broader range of needs and desires. The second contributing
factor was the widespread introduction of graphical user interfaces on personal com-
puters which caused the industry to examine human-computer interaction (HCI) in
entirely new and vastly more complex ways. The third factor was the arrival of the
Internet which affected everything from how we thought of using technology to
business models themselves. These factors combined dramatically changed the ‘art of
the possible’ in software.

By the late 1990s, a “model revolution” [2] began to emerge that took a different
view on change, risk, and uncertainty. These ‘agile’ models typically embraced the
possibility that requirements could change throughout the development effort in con-
trast to many earlier Software Development LifeCycles (SDLCs) that strived to lock
down requirements in the specification and planning stages. They took the form of
iterative and incremental approaches to solution development using cross-functional
teams that attempt to ‘discover’ the needs throughout the development effort. This
model viewed emergence as a fact of life rather than a failure of the requirements
elicitation and analysis activities.

These process models had a greater focus on the software development ‘team’,
usually cross-functional, as a critical success factor in delivering software. These teams
often have the necessary collection of functional expertise and capacity in each func-
tional area to be essentially self-sufficient. Many software development companies
have gone even further, empowering their cross-functional teams to ‘own’ the product.
This approach is now quite common, no longer adopted only by industry thought-
leaders. It is these organisations and teams that are the main focus of this research.
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3 The Problem

While agile models improve many of the issues that were breaking down during the
crisis period of the 1990s, they still generally cling to the notion that there is a
‘customer’, an authoritative voice that the development team can interact with itera-
tively to clarify requirements and validate results. However, as software development
has become less bespoke development and more ‘product’ development intended for a
market, a new and critical challenge exists for software teams, especially those now
empowered to own the product, and that is how to gain a deep understanding of the
world for which their product is intended. Certainly, techniques to ‘hear’ from the
market are helpful but, as Polyani [3] noted, this is tacit knowledge that these market
participants have and people can know more than they can tell and they also know
more than can be easily observed. A form of this problem commonly occurs with the
popular ‘user story’ technique of communicating end-user requirements when it’s later
discovered that the story doesn’t reflect an actual need but rather simply an articulation
of what someone wants, resulting in, “I know that’s what I said I wanted but that
doesn’t seem to be what I need.” … they know more than they can tell or IKIWISI (I’ll
Know It When I See It).

It is also important that the entire team gain this deep understanding. Team
members (individually and in sub-teams), in all functional roles, make decisions almost
continually based on their understanding of the requirements and within their under-
standing of the context of those requirements. Much of this understanding is also tacit.

The problem exists in the midst of a current controversy. Some agile development
thought-leaders such as Cohn are blunt: “The idea of eliciting and capturing require-
ments is wrong.” [4, p. 52]. While many hold to prevailing views, believing that we just
need better techniques to improve effectiveness, others are taking Cohn’s critique even
further and fundamentally suggesting that the notion of requirements itself may be
counterproductive (e.g. Ralph [5], Mohanani et al. [6], Guinan et al. [7]) or even
illusory (Ralph [8].)

This controversy aside, it still behooves teams to strive for a deep, collective
understanding of the context of their product, that other world for which their product is
intended, a shared mental model of the supra-domain since many large and small,
conscious and unconscious design and implementation decisions are made within the
team’s understanding of the domain context. The success of the team, of their product,
and often of the software company itself rests upon how well they do this. Teams do
this with varying degrees of success. Some achieve reasonable success seemingly
instinctively, while many struggle ineffectively. Software development leaders are
often able to observe this phenomenon but have no theories that help explain why.

While some labels are being used to describe what they think development teams
have to do to achieve a profound understanding (grokking) of that external world (e.g.
“empathy-driven development”), there does not appear to be any clear definition of
what that is, but rather simply a label of what some think may be happening but there
lacks a true understanding of how this may be occurring.
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4 Research Question and Importance

The purpose of this qualitative research study is to develop a substantive theory that
answers the following general research question:

“what factors influence the degree to which cross-functional software product teams,
empowered to own their product, collectively achieve a deep understanding of the environment
for which their product is intended?”

This theory will help industry practitioners explain why certain prevailing tech-
niques and empirical approaches for understanding software solution needs are often
inadequate, why some succeed while others do not. It is also likely to offer interpretive
insights into how creativity and innovation occurs within software product teams and
offer guidance for more effective software development approaches.

In addition to assisting practitioners in industry, this interpretive theory aspires to
illuminate areas of potential further research. For example, how are technically-oriented
people (primarily millennials) working in teams (typically cross-functional) and fol-
lowing a rational process to create software solutions able to develop, nurture, and
incorporate ‘squishier’ skills into a process that strives to be as rational and deter-
ministic as possible? What does this suggest regarding teaching of problem-solving
skills for software engineers in the future? Or, how does that which cannot be easily
observed nor expressed be equally understood and preserved within a team? Or, how
does empathic appreciation of the context of a software solution translate across
individuals, organisations, business domains, cultures?

5 Focus of the Research and Challenges

As the saying goes, “a fish doesn’t know it’s in water”, thus the intended users of
software solutions often cannot envisage an ideal (or, sometimes, even a conceptually
different) solution nor clearly communicate the context in which they operate because
they are trapped in that context. Thus, for software development teams to understand
and define that which they cannot easily see, to understand ‘why’ more than ‘what’, to
understand the functionality needs and the supra-functionality requirements and con-
text, it is necessary to somehow become one of the people targetted to use a software
solution, and to truly learn from that immersion. This is difficult because it involves
somehow blurring the perceptual boundaries between the team members and the target
environment. To be an outsider and obtain an insider’s perspective and knowledge is
not only difficult, it is messy logistically. This does not easily fit into established
software engineering practices nor is it well-supported by software engineers’ training.
Considering that software solutions are a result of a collaborative cross-functional team
effort, the messiness is even more acute.

Thus, the focus of this research is practicing software product teams in action,
specifically teams empowered to own their product. It examines the empirical adap-
tations these teams make to established software engineering practices and to methods
of user interaction design to support empathic-based development towards an ever-
growing and increasingly accurate understanding of the context in which their users
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operate, the supra-domain - the business needs, technology, culture, and politics. The
research also examines how software development individuals and teams, who are
trained and encouraged to apply their best judgement, suspend those judgements and
opinions in order to connect with and exercise empathy for the domain for which their
solution is intended. Finally, it examines important organizational factors that either
allow or inhibit a team’s ability to collectively grok the domain.

One challenge identified early in the study was how to detect or measure a team’s
grokking ability. A team’s ability to execute is not a suitable indicator since it is
culturally and contextually dependent and that those factors may not be the same as the
ones that influence the ability of a team to grok. Individual and collective engagement,
however, is a necessary condition and the existence, or lack of, has been very easily
detected in the field experience to-date, so I am using this as a first-level differentiator.

A second challenge has been the impact an organizational structure has on a team’s
collective understanding. To-date, my approach is to identify these as critical factors
(intended or otherwise) and the insights as guidance for technical leaders.

6 Literature Review

A modest review of the literature was done determine if this topic was previously
explored in a different context, perhaps with a different vocabulary. Nothing was found
that referred to this research topic. Much was found that looked at intra-team dynamics
within software development teams, but this does not get to the focus of my inquiry.

Literature was also reviewed in 3 main areas (requirements engineering (specifi-
cally elicitation), design science, and collective sensemaking) as well as certain tan-
gential areas (management decision-making, information system success models, and
cognitive and organisational models).

My research may be viewed as falling fully within the topic of software require-
ments engineering, specifically requirements elicitation (attempting to obtain and
understand the true needs). I looked at all the accepted papers for the IEEE Interna-
tional Requirements Engineering Conference over the past 10 years, plus many related
papers published in other publications. There are increasingly more views being
expressed - consistent with the problem and views I reference in Sect. 3 - that
acknowledge the shortcomings of prevailing approaches to requirements elicitation
which have tended to focus on techniques and methods rather than deep practitioner
understanding. This is evidence that some software product development efforts still
operate in the ‘process-driven’ paradigm and are experiencing what Kuhn [2] described
as the incommensurability across paradigms. While acknowledging that the ‘techniques
and methods’ approach is entirely appropriate in certain domains, my focus is on
problem domains that don’t lend themselves well to clear specifications and, thus, I find
myself firmly planted philosophically in the new paradigm and sharing the incom-
mensurate view of ‘requirements’. Setting labels and practices aside, I acknowledge
that the intent of requirements elicitation has always been to understand the true
software needs and, therefore, this research will contribute to the requirements engi-
neering discipline, relabelled or not.
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To establish a broader positioning of this research in the literature, I reviewed a
significant amount of relevant literature in the design science field since design would
appear to have some relationship to my research which is looking at teams trying to
grok someone else’s world (empathic ability). I also reviewed relevant literature of
sensemaking as my research will examine the collective team effort to under-stand
(collective sensemaking).

In the design science space, I found a considerable scholarship regarding empathy-
driven design, e.g. (Koppen and Meinel [9], van Rijn et al. [10], Postma et al. [11],
Wood-cock et al. [12], Dong et al. [13], Kourprie and Visser [14], Kolko [15]).
However, this research falls short of addressing my inquiry questions in three critical
respects: (1) the focus is solely on the design activity as part of an essentially sequential
product development process rather than design as part of an on-going continuous
product development effort, (2) it tends not to consider the whole development team,
rather tends to focus on the design individual or design team, and, (3) when it does
consider the design team, it is not viewed as a unit to consider regarding its empathic
ability. There are design science models described by Wieringa [16] that acknowledge
the challenge that empathy-driven requirements understanding attempts to address
(using very different vocabulary) but he stops short of suggesting how those challenges
are, or could be, addressed. I believe the results of my research could enrich those
models and generally contribute to the design science field.

In the organisational sensemaking field, the focus of many researchers is mainly on
the social process of individual identity in successive spheres of membership through
interactions with others. The collective (team) is usually considered only insofar as its
relationship to the organisation, not to its understanding of a specific domain outside of
the organisation. Some researchers, notably Russell [17] from a Human-Computer
Interaction (HCI) perspective, look at sensemaking for a broader purpose - to collect
and organise information in order to gain insight, to analyse, to transfer. However,
although his view establishes sensemaking in a collective location (an information
world), he describes a style of engagement of sensemaking that is essentially personal,
not collective. The Cynefin framework (Kurtz & Snowden [18]) is a sensemaking
framework that is particularly useful for collective sensemaking in that it is designed to
allow shared understandings to emerge which could be insightful with respect to how
teams ingest, socialise, and collectively store insights. As with other collective
sensemaking models, it has resonance in early problem-solving stages and for formal
and finite periods of time. Other researchers (Klein et al. [19], Naumer et al. [20],
Kolko [21]) elaborate further by bringing data-framing into the picture and defining
design synthesis as a process of sense-making, trying to make sense of chaos. The data-
framing activity of sensemaking lends itself to being part of a long-term collective
effort to understand and therefore may have some relevance to this research.

In the more tangential areas, there is scholarship in the management decision-
making field that have parallels to this inquiry, e.g. Isabella [22] work on how man-
agement team interpretations evolve should be compared and contrasted with how
software development teams evolve their understanding of needs, and Weick and
Roberts [23] work on the collective mind could help frame how software teams
socialise learning and maintain a relevant team memory. My research is about
obtaining understanding upon which decision-making would be based and not about
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decision-making per se, so I have not surveyed this space thoroughly although I intend
to do so once core categories have emerged in my study.

Finally, once the core categories do emerge, I intend to compare my findings to
information systems success models such as: Technology Acceptance Model (Davis
[24]) based on the Theory of Reasoned Action, DeLone and McLean Information
Systems Success Model (DeLone and McLean [25]), and the IS-Impact Model (Gable
et al. [26]). Also models from other disciplines are likely to have comparative value
such as the Expectation Confirmation Theory (Oliver [27, 28], Bhattacherjee, [29] and
theories from Organisational Learning – mental models, shared vision, team learning,
and systems thinking.

7 Method of the Research

As the primary interest is on substantive theory generation, rather than extending or
verifying existing theories, I am taking an interpretive epistemological stance,
employing a Grounded Theory approach, as developed by Glaser and Strauss [30], and
using the Constructivist Grounded Theory methodology described by Charmaz [31].
Grounded Theory is highly applicable in research such as this because it is explicitly
emergent. I am interested in generating theory relating to a specific research situation
and this research calls for a qualitative approach. This is an area that is a relatively new,
where there has been limited research, and where field data will come from observa-
tions and interviews, conditions for which Grounded Theory is particularly well suited.

More specifically, Grounded Theory is applicable for this research because the
current Agile paradigm for software development focusses on people and interactions
and Grounded Theory, as a qualitative research method, allows for the study of
complex, multi-faceted social interactions and behaviour. Grounded Theory has been
used success-fully as a research method to study Agile software development teams:
Adolph et al. [32], Dagenais et al. [33], Coleman and O’Connor [34], Martin [35],
Hoda [36].

The research uses theoretical sampling (Charmaz [32]) where the analysis of the
data collected prior informs the selection of and inquiry with the next participants.
Individual participants and corporate sites selected are ones involved with software
product development (teams developing software for market) and that claim to have
cross-functional product development teams. The primary data collection method is
semi-structured interviews with open-ended questions that will allow real issues to
emerge. I con-duct observations of team meetings and team interactions to enrich
interview data.

I carefully recruit participants through my professional networks, from product
study groups, and via direct outreach to select software product organisations. Where
per-mitted, I hold interviews in the participant’s workplace to allow for record review
to enrich the interview data. Also, where I have approval from the organisations
involved, I locate myself as unobtrusively as possible in the workplace to allow for
direct observation as an additional data source and for those observations to direct
further data collection and analysis. The interviews conducted are primarily with
individuals and recorded whenever permitted. Group interviews may be held if data
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analysis suggests, although, to date, this need has not surfaced. My many years of
leader-ship with the types of people that are participants affords me considerable
comfort, understanding, and rapid rapport with them.

Iterative data collection and analysis (formulation, testing, and redevelopment of
propositions) allows the sample of participants and questions to purposefully evolve as
patterns emerge in the data until I reach a theory. I use the NVivo software tool to
analyse the unstructured qualitative data collected. The current expectation is to
interview 25–30 team members representing 5–8 different teams, more if the analysis
suggests. Data collection will stop once the analysis indicates the achievement of
theoretical saturation, the point at which gathering more data reveals no new properties
nor yields any further theoretical insights about the emerging grounded theory
(Charmaz [31]). This ensures a certain degree of consistency in the analysis.

I recognise that my professional experience allows for a certain considered posi-
tionality and that this shapes my objectivity and subjectivity of many aspects of per-
spective in this study. While acknowledging the challenges, I consider this experience,
and the bias it creates, to be an asset to this research. As Eisner [37] suggests, the expert
ability to “see what counts” – the sensitivity to tacit elements of the data, meanings and
connotations – will guide the research, supported fully by the collected data, towards
questions that matter.

Quality in research of this nature is generally assessed in terms of validity and
generalizability, which, together, determine some measure of usefulness. During the
research, I employ various strategies (Maxwell [38]) to mitigate threats to validity
(credibility, dependability, reliability). Intensive, on-going involvement (extended
participation, the ability to ‘live’ in the participants’ workplace) provides richer types of
data, more direct and less dependent on inference, opportunity for repeated observa-
tions and interviews, all which will help rule out spurious associations and premature
theories. The collection and use of rich data (transcribed inter-views, thick descriptive
note-taking of observations) help provide a more complete and revealing picture of
what is going on. Participant checks (obtaining participant and peer feedback on the
data collected and conclusions drawn) help rule out possibilities of misinterpretation.
Triangulation (collection from a range of participants and settings) reduces the risk of
chance associations and systematic biases. Finally, I will be transparent with any
discrepant evidence or negative cases. In short, applying disciplined rigor to the
grounded theory methodology. I intend to assess transferability of the results within the
context of software product development primarily via peer reviews of the resulting
theory with software product development leaders and, further, to draw comparisons
with non-product software development teams to further refine the specificity of
transferability claims.

8 Status of the Research

Fieldwork began in 2017 and, to-date, I have been working with 4 software companies,
all of which produce commercial software products, are leaders in their product mar-
kets, and range in size and maturity from early-stage to well-established (>12 years).
With 8 participating teams across these companies, I have conducted 15 individual,
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semi-structured interviews and 17 team planning observation sessions. More interviews
and observation sessions are scheduled and more organizations and teams are being
actively recruited.

9 Emerging Observations

The first emerging observation is that whether or not there is a functional organisation
model surrounding the cross-functional team, the team dynamics, individual partici-
pation and sense of primary allegiance are significantly impacted. Where there is, e.g., a
software engineering department, a design department, and a product management
department, all contributing resources into cross-functional product teams, the inter-
team dynamics are often strikingly different than when there is no functional organi-
sation surrounding the teams. In the former case, team members are more likely to
temper their contributions, identifying more with their functional affiliation than with
the product mandate. The analogy I use here is that they’re wearing a functional tee-
shirt (e.g. I’m wearing the software engineering department t-shirt with a small insignia
that says I happen to be assigned to this particular product at the moment). In addition
to observing this in team interactions, this also appears in the language, “I just do my
job and they do theirs”, “I trust them”, “I think someone else is looking after that”,
“I just do what Product Management (or Product Design) says”, “I’m on this team for
now”. A software engineer in this environment is much more likely to care about the
‘how’ and defer to others on ‘what’ and ‘why’. In contrast, organisations that do not
have a functional structure surrounding the cross-functional product teams tend to see
the teams have a more complete sense of ownership for their product and richer inter-
team interactions. The tee-shirt analogy is that they’re all wearing the same product
tee-shirt with perhaps an insignia that identifies their functional competency. On these
teams, sense of team is much stronger, thus the language does not refer to ‘them’. All
team members are more likely to care about ‘what’, ‘why’, and ‘how’ because they feel
a stronger sense of ownership for the product overall, not just their particular contri-
bution to it. I plan to probe this phenomenon further and look at definitions of success
and how they may be defined similarly or not across these two models.

The second emerging observation relates to expectation of mobility. I’ve observed
two pressures that inhibit an individual’s inclination to be ‘all-in’. One pressure is
where there is a high degree of staff churn that impacts product development team
resourcing. After a certain length of time, people in these environments come to expect
they will be reassigned soon and thus have a certain tentativeness to their commitment
to the product and the product team and tend to apply their focus to functional
excellence only. The other pressure is similar, however, intended, and this is where an
HR policy exists that encourages a high degree of mobility with respect to team
assignment, e.g. 20% of technical staff should change teams every year. This seems to
stem from a belief that this is healthy for the individual and/or adds to corporate
robustness. A telling quote from an engineering manager, “I don’t know how a true
‘team’ can emerge this way.”
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10 Discussion

Product development is a social process, thus the organizational dimension is the
‘elephant in the room’, a critical factor for success or failure of software product teams.
The two observable phenomena surfacing strongly in the analysis thus far both fall into
a category of what an organisation may do, consciously or otherwise, to support or
inhibit a cross-functional team to be all it can be.

In the context of requirements engineering, I use the definition of empathy as the
ability to imaginatively step into another domain, understand the perspectives of those
in that domain, and use that understanding to guide decisions [39]. Stepping into that
other domain involves a certain temporarily ‘blurring of the boundaries’ in order to
truly understand perspectives in that domain.

Although these observations point to internal conditions that impact a team’s ability
to perform, it appears that both these observations point to a certain blurring of the
boundaries that may be a pre-condition for a cross-functional team to collectively grok
(have deep, empathic understanding for) the world for which their product is intended.

This is consistent with a basic notion of empathy, namely that, in order to truly
understand another world, one has to blur the boundaries somewhat for a period of time
in order to better understand. Further work is needed to explore this, particularly as it
applies to the collective cross-functional product development team.

References

1. Grok: Oxford English Dictionary. Oxford University Press, Oxford (1989)
2. Kuhn, T.S.: The Structure of Scientific Revolutions, 4th edn. University of Chicago Press,

London (2012)
3. Polanyi, M.: The tacit dimension. In: Knowledge in Organisations (1997)
4. Cohn, M.: User Stories Applied: For Agile Software Development. Addison-Wesley

Professional, Boston (2004)
5. Ralph, P.: The illusion of requirements in software development. Requirements Eng. 18(3),

293–296 (2013)
6. Mohanani, R., Ralph, P., Shreeve, B.: Requirements fixation. In: Proceedings of the 36th

International Conference on Software Engineering, pp. 895–906 (2014)
7. Guinan, P.J., Cooprider, J.G., Faraj, S.: Enabling software development team performance

during requirements definition: a behavioral versus technical approach. Inf. Syst. Res. 9(2),
101–125 (1998)

8. Ralph, P., Mohanani, R.: Is requirements engineering inherently counterproductive?. In:
Proceedings - 5th International Workshop on the Twin Peaks of Requirements and
Architecture, TwinPeaks 2015 (2015)

9. Koppen, E., Meinel, C.: Knowing people: the empathetic designer. Des. Philos. Pap. 10(1),
35–51 (2012)

10. Van Rijn, H., Sleeswijk Visser, F., Stappers, P.J., Özakar, A.D.: Achieving empathy with
users: the effects of different sources of information. CoDesign 7(2), 65–77 (2011)

11. Postma, C., Zwartkruis-Pelgrim, E., Daemen, E., Du, J.: Challenges of doing empathic
design: experiences from industry. Int. J. Des. 6(1) (2012)

96 R. Fuller



12. Woodcock, A., McDonagh, D., Osmond, J., Scott, W.: Empathy, design and human factors.
In: Advances in Usability and User Experience, pp. 569–579 (2018)

13. Dong, Y., Dong, H., Yuan, S.: Empathy in design: a historical and cross-disciplinary
perspective. In: Baldwin, C. (ed.) AHFE 2017. AISC, vol. 586, pp. 295–304. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-60642-2_28

14. Kouprie, M., Sleeswijk-Visser, F.: A framework for empathy in design: stepping into and out
of the user’s life. J. Eng. Des. 20(5), 437–448 (2009)

15. Kolko, J.: Well-Designed: How to Create Empathy to Create Products People Love. Harvard
Business Review Press, Boston (2014)

16. Wieringa, R.: Design Science Methodology for Information Systems and Software
Engineering. Springer, Berlin (2014). https://doi.org/10.1007/978-3-662-43839-8

17. Russell, D., Pirolli, P.: An Overview of Sensemaking: A View from the Workshop CHI
2009. Sensemaking Work. CHI, pp. 1–2 (2009)

18. Kurtz, C.F., Snowden, D.: The new dynamics of strategy: sense-making in a complex-
complicated world. IBM Syst. J. 42(3), 462–483 (2003)

19. Klein, G., Moon, B., Hoffman, R., Associates, K.: Making Sense of Sensemaking 2: a
macrocognitive model. IEEE Intell. Syst. 21(5), 88–92 (2006)

20. Naumer, C., Fisher, K., Dervin, B.: Sense-Making: a methodological perspective. In: CHI
2008 Work. Sense-Making Florence (2008)

21. Kolko, J.: Sensemaking and framing: a theoretical reflection on perspective in design
synthesis. In: 2010 Design Research Society Conference, pp. 1–9 (2010)

22. Isabella, L.A.: Evolving interpretations as a change unfolds: how managers construe key
organisational events. Acad. Manag. J. 33(1), 7–41 (1990)

23. Weick, K.E., Roberts, K.H.: Collective mind in organizations: heedful interrelating on flight
decks. Adm. Sci. Q. 357–381 (1993)

24. Davis, F.D.: Perceived usefulness, perceived ease of use, and user acceptance of information
technology. MIS Q. 13(3), 319–340 (1989)

25. DeLone, W.H., McLean, E.R.: The DeLone and McLean model of information systems
success: a ten-year update. J. Manag. Inf. Syst. 19(4), 9–30 (2003)

26. Gable, G., Sedera, D., Taizan, C.: Re-conceptualizing information system success: the
IS-Impact measurement model. J. Assoc. Inf. Syst. 9(7), 1–32 (2008)

27. Oliver, R.L.: Effect of expectation and disconfirmation on post exposure product evaluations
- an alternative interpretation. J. Appl. Psychol. 62(4), 480 (1977)

28. Oliver, R.L.: A cognitive model of the antecedents and consequences of satisfaction
decisions. J. Mark. Res. 17, 460–469 (1980)

29. Bhattacherjee, A.: Understanding information systems continuance: an expectation -
confirmation model. MIS Q. 25(3), 351–370 (2001)

30. Glaser, B.G., Strauss, A.L.: The Discovery of Grounded Theory: Strategies for Qualitative
Research. Aldine Transaction, Piscataway (1967)

31. Charmaz, K.: Constructing Grounded Theory: A Practical Guide Through Qualitative
Analysis. Sage, London (2006)

32. Adolph, S., Hall, W., Kruchten, P.: Using grounded theory to study the experience of
software development. Empirical Softw. Eng. 16(4), 487–513 (2011)

33. Dagenais, B., Ossher, H., Bellamy, R.K.E., Robillard, M.P., De Vries, J.P.: Moving into a
new software project landscape. In: ICSE 2010 Proceedings of the 32nd ACM/IEEE
International Conference on Software Engineering, pp. 275–284 (2010)

34. Coleman, G., O’Connor, R.: Using grounded theory to understand software process
improvement: a study of Irish software product companies. Inf. Softw. Technol. 49(6), 654–
667 (2007)

Blurring Boundaries 97

http://dx.doi.org/10.1007/978-3-319-60642-2_28
http://dx.doi.org/10.1007/978-3-662-43839-8


35. Martin, A.M.: The role of customers in extreme programming projects. Ph.D. thesis. Victoria
University of Wellington, New Zealand (2009)

36. Hoda, R.: Self-organizing agile teams : a grounded theory. Ph.D thesis. Victoria University
of Wellington, New Zealand (2011)

37. Eisner, E.W.: The Enlightened Eye: Qualitative Inquiry and The Enhancement of
Educational Practice. Prentice-Hall, Upper Saddle River (1998)

38. Maxwell, J.A.: Qualitative Research Design: An Interactive Approach. SAGE Publications,
Thousand Oaks (2012)

39. Krznaric, R.: Empathy: Why It Matters, And How to Get It. Penguin Random House,
New York (2014)

98 R. Fuller



Towards an Effective and Efficient
Management of Genome Data:

An Information Systems Engineering
Perspective
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Abstract. The Genome Data Management domain is particularly com-
plex in terms of volume, heterogeneity and dispersion, therefore Informa-
tion System Engineering (ISE) techniques are strictly required. We work
with the Valencian Institute of Agrarian Research (IVIA) to improve
its genomic analysis processes. To address this challenge we present in
this paper our Model-driven Development (MDD), conceptual modeling-
based, experience. The selection of the most appropriate technology is an
additional relevant aspect. NoSQL-based solutions where the technology
that better fit the needs of the studied domain − the IVIA Research Cen-
tre using its Information System in a real-world industrial environment−
and therefore used. The contributions of the paper are twofold: to show
how ISE in practice provides a better solution using conceptual models
as the basic software artefacts, and to reinforce the idea that the ade-
quate technology selection must be the result of a practical ISE-based
exercise.

Keywords: Conceptual modeling · Genomics · Neo4J ·
Data management

1 Introduction

Understanding the internals of the genome is one of the greatest challenges of
our time. The complexity of the domain is tremendous and we have just begun
to glimpse the vast knowledge we can extract it. Technology has improved over
the years, allowing to sequencing in mass not only the genome of humans but
of any organism at an increasingly lower cost. Not only the fast growing of the
domain information, but the complexity, variety, variability or velocity makes it
a Big Data domain. Special attention has been paid to the understanding of the
human genome projected on the potential benefits on our health in the field of
Precision Medicine (PM) [6]. But not only the study of the human genome can
report us a benefit. Keeping the interest in the relationship between genotype and
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phenotype, the focus can be put on other species in order to achieve also relevant
results. For instance, the improvement in food characteristics has a positive effect
on our health. Increasing the concentration of vitamins or improving resistance
to weather anomalies are just some examples of possible benefits [13]. Through
the years, the costs of DNA sequencing have dropped severally. In 2017 the
cost of sequencing a genome has reduced from 100 million dollars in 2007 to
1.000 dollars in 2018. This decreasing in cost has come with increasing speed
of sequencing thanks to new techniques [11]. Because of these two factors, the
amount of generated data is massive. As an example, the US healthcare system
reached 150 exabytes in 2013 [18]. This high volume has followed Conceptual
Modelling (CM) principles in a very limited way. The result is the existence of a
very heterogeneous and disperse data from thousands of data sources. Each one
of these data sources stores the information following its own defined structure.
Great challenges arise and make necessary the execution of data science-oriented
projects to integrate this heterogeneous data. Even though some standards are
defined [7], most of the genomics data is mainly unstructured. Dealing with a
variety of structured and non-structured data greatly increases complexity. These
characteristics hinder the value of the data and make mandatory to accomplish
complex data analysis tasks with the goal of extract the hidden value.

The IVIA Research Centre is a recognized centre of reference in the domain
of Citrus genome data management [22]. Based on our previous experience on
structuring the process of discovering relevant genomic information in the PM
domain [14], in this paper we report our work on how their genomic studies
methods and the corresponding data management strategies have been improved.
This is what we mean by improving efficacy and efficiency from an Information
Systems Engineering (ISE) perspective: firstly, to apply a rigorous CM process
in order to identify and delimit the domain core concepts. This task is essential
in such a complex and disperse domain. Secondly, to design and implement the
corresponding Information System (IS) emphasizing the need to select the most
appropriate data management technology.

To accomplish this goal, after this introduction the paper discusses in Sect. 2
the state of the art by studying how CM is applied to the genomic domain and
how graph-oriented databases, our selected technology, are used in this domain.
Section 3 describes the characteristics of the data that the IVIA manages, and
how they are currently working with it, emphasizing the complexity of the work-
ing domain. Section 4 introduces the proposed solution, namely, a Citrus Concep-
tual Schema (CiCoS). This CiCoS is the key artefact used to design and develop
the associated IS. Up to three types of representative complex queries are used
to guide their genomic processes and the selection of the most appropriate data
management technology. We present a brief real-world use case in which the
schema is successfully used through the implementation of a prototype to obtain
value from the data. Section 5 exposes the conclusions and future work.
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2 State of the Art

We study the state of the art in two different fields. Firstly, we describe how CM
is applied in the genomics domain in order to provide deep knowledge to generate
value. Secondly, we study the use of Neo4J in the Genomic Data Management
domain.

2.1 Conceptual Modeling in the Genomic Domain

The CM defines the activities of obtaining and describing the general knowledge
needed for a particular IS [12]. The main goal of CM is to obtain that description,
called “conceptual schema”. The conceptual schemas (CS) are written under so-
called “Conceptual Modelling Languages” (CML). CM is an important part of
requirement engineering, the first and most important phase in the development
of an IS [1,12]. The use of this approach in previous work showed how CM grant
a clear definition of the domain, allowing a deeper understanding of the involved
activities and their relations. For this reason, it is widely accepted that using
CM eases the comprehension of complex domains, namely, genomic domain.
One of the first presented papers regarding the application of CM to the genome
was written by Paton [17]. His work focused on describing the genome from
different perspectives. These perspectives were the description of the genome of
a eukaryote cell, the interaction between proteins, the transcriptome and other
genomic components, though this work was discontinued.

CM has been also used to model proteins [19], which included a great amount
of data with a deeply complex structure. This study was based on search and
comparison through the 3D structure of a protein and this goal was easier to
achieve thanks to the use of CM. Other approaches arose with the objective of
representing genome concepts, i.e., the representation offered by GeneOntology1.
It aims the unification of terms used on the genomic domain and obtains a
thesaurus of terms (see more in [2]). Despite the huge amount of genomic data
sources publicly available, it is not usual to find underlying stable CS. This
is mainly caused because the accessible data is focused on the solution space
and do not tackle the process of conceptualizing the analyzed domain. CM is
not only used as an approach to describe and represent a specific domain but
also helps on software production. Particularly, MDD has already been used on
bioinformatic domain [16,20]. Gardwood et al. (2006) created user interfaces to
examine biological data sources using MDD [9]. Note that CS are rare to find
on the genomics domain. On the citrus domain, no other intent of defining a
conceptual schema has been found.

The relational databases are a mature, stable and well-documented technol-
ogy. It has been around several decades and can face and solve almost every use
case. Nevertheless, relational databases struggle with highly interconnected data.
Relational databases deal poorly with relationships. Relationships are generated
at modelling time as a result of the execution of multiple joins over the tables.

1 http://www.geneontology.org/.

http://www.geneontology.org/
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As the model complexity and stored data size increases, so does the impact on
performance. The more complex and interconnected is a domain, the more the
efficiency will drop when interrogating that domain. This is caused, in part,
by how relational databases physically store the relationships between entities,
namely, by using foreign keys. The relational model makes some kind of queries
very easy, and others more complex. Join tables add extra complexity since
it mixes business data with foreign key metadata. Foreign key constraints add
additional development and maintenance overhead. With exploratory queries,
relations are translated into expensive join operations. This is even worse with
recursive questions, where the complexity increases as the degree of recursion
increases.

2.2 Graphs as Genomic Modelling Entities

Graph structure fits particularly well the genomic domain. Life can be modelled
as a dense graph of several biological interactions that semantically represents
the core concepts.

Pareja-Tobes et al. created Bio4J (2015) [15]. Bio4J is a bioinformatic graph
platform that provides a framework for protein related information querying
and management. It integrates most data available in Uniprot, Gene Ontology,
UniRef, NCBI Taxonomy and Expasy Enzyme DB webs. Storing information on
a graph-oriented solution allowed them to store and query in a way that seman-
tically represents its own structure. McPhee et al. (2016) [10] used graph DB to
record and analyse the entire genealogical history of a set of genetic program-
ming runs and demonstrated the potential of Neo4J as a tool for exploring and
analyzing a rich matrix of low-level events. Balaur et al. (2017) [3] used Neo4J to
implement a graph database for colorectal cancer. This database is used to query
for relationships between molecular −genetic and epigenetic− events observe at
different stages of colorectal oncogenesis. They probed that graph DB facili-
tate the integration of heterogeneous and highly connected data over relational
databases. Besides, it offers a natural representation of relationships among var-
ious concepts and helped to generate a new hypothesis based on graph-based
algorithms. The same author created Recon2Neo4J, that offers a computational
framework for exploring data from the Recon2 human metabolic reconstruction
model (2017) [21]. Using graph-oriented DB facilitated the exploration of highly
connected and comprehensive human metabolic data and eased the identification
of metabolic subnetworks of interest.

As we can observe, bioinformatic and genomic domains rely heavily on graph
database technology and in Neo4J in particular in a significant way. Neo4J is
widely used in the genomic domain for the benefits it brings when modeling the
information and eases working with complex and highly interconnected data.
These examples show the usage of Neo4J as the technology to implement in the
genomics context.
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3 Data Characteristics and IVIA Context

The IVIA research centre has as main goals the development of plant improve-
ment programs in order to obtain agricultural products with greater resilience
and adaptation to increase their diversification and competitiveness. It has sev-
eral lines of investigation and we collaborated with the one dedicated to obtain-
ing, improvement and conservation of citrus varieties. They get new citrus vari-
eties by irradiation and selection directed by genomic methods and establish
phenotype-genotype relations through genomic analysis. They work with hun-
dreds of citrus varieties and with a very heterogeneous and diverse set of external
data sources. The studies they perform can be of two types. Firstly, to compare
citrus groups to determine their differences at a DNA level and then try to estab-
lish a correlation with their phenotype: from genotype to phenotype. Secondly,
starting from a protein, enzyme or pathway −functional annotations− of inter-
est identify the variations that directly intervene with them: from phenotype to
genotype. Based on these studies, three types of queries have been defined. The
first one obtains differences on the genome of groups of citrus that have different
characteristics −phenotype− from a global perspective to determine which vari-
ations cause these differences. The second one starts from a particular functional
annotation and identifies only the variations that directly affect it. The third,
unlike the first type of query, focuses the search not on the global genome but
in very specific regions of interest. Two challenges arise. The first challenge is
how to store and retrieve the data in a quick and, especially, cost-effective way;
here lays the importance of selecting the right technology. The second challenge
is to integrate all the heterogeneous data they work with in order to be able to
extract and analyse it together. This heterogeneity leads to three different prob-
lems: technological heterogeneity, schema technology and instance heterogeneity.
Based on these conflicts, three strategies can be used: (i) conflict ignoring, (ii)
conflict-avoiding and (iii) conflict resolution [4].

The technological heterogeneity is resolved by integrating the data. The
schema heterogeneity is resolved by defining a conceptual schema. This schema
defines the final data structure and guides the data transformations. It acts as
a global source of knowledge and helps on the process of resolving technolog-
ical heterogeneity by easing the data science project. This conceptual schema
is explained in more detail in Sect. 4.1. Regarding the instance heterogeneity,
until now the strategy used to deal with was conflict ignoring. This changed to
conflict resolution by the application of filters to allow scientists to dynamically
remove not sufficiently truthful data from their analysis by defining parametriz-
able quality filters.

The objective is to extract knowledge by building genotype-phenotype rela-
tions in order to establish clear and direct relations between a desired or unde-
sired effect and its genetic source. Let the following idea be a simple example
to recognise the potential value of the data that is been working on: determine
what variations cause acidness in a specific citrus variety and be able to revert
that condition obtaining a sweeter version of that variety.
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4 Proposed Solution

This section illustrates the generated conceptual schema (CiCoS), the result of
an iterative process of discussions with the experts of PROS and IVIA Research
centres, and the implemented IS, that is being used in a real industrial environ-
ment.

4.1 Citrus Conceptual Schema

CM has a vital role in the development of conforming applications. In a such a
complex domain, the importance of accurately identifying and define concepts is
essential. CM arises as the solution to properly generate the knowledge domain
that is needed. The generated schema serves us as an ontological basis and pro-
vides all the necessary information. Several sessions were needed to implement
the schema. On one hand, the IVIA experts provided their vast biological knowl-
edge to correctly understand and interpret the available data. This knowledge
allowed to successfully transform an immense amount of data into a well defined
conceptual schema in order to extract value using data analysis. On the other
hand, the PROS researchers provided their proved years of experience in CM to
properly design and implement the conceptual model. In the course of these ses-
sions, all data was carefully analyzed in order to identify the elements of higher
importance. Through an iterative process multiple models where created and
expanded until accomplishing a stable version. The resulting schema is a precise
representation of the genomic domain tailored to the specific needs of the IVIA.
This schema can be grouped into three main views: (i) the functional annotation
view, (ii) the structural view and (iii) the variations view.

Fig. 1. Functional annotations view

On Fig. 1 the functional annotations view can be found. These view groups
information related to functional annotations. Functional annotations are defined
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as every element that is related to a gene and has a specific function inside the
biological domain (main elements). On this view auxiliary elements that add
additional information (secondary elements) are also included. The objective of
this view is to get effective information about how a gene interacts with the
organism. Three main elements can be found, namely, the proteins −and the
enzymes, by extension, since an enzyme is a type of protein− and the pathways.
A protein can be understood as a molecule made of a set of amino acids that
are physically arranged in a particular way. A pathway can be understood as
chains of biological reactions that happen inside a cell and modifies it in some
way. Secondary elements are domains, to characterize proteins, GO to specify
protein functionality and orthologs that relates genes with a common ancestor
with the enzyme that encode them.

Fig. 2. Structural view

On Fig. 2 the structural view can be found. This view establishes a hierar-
chical structure of the identified genomic elements. This view is not intended to
be a comprehensive organizational model but rather tries to ease the analysis
process that will be carried on. The most important elements are the gene and
the messenger RNA (mRNA) that is transcripted from the genes. These two
elements act as hooks between the other two views. These elements are affected
by the elements of the variations view and modify the behaviour of the elements
of the functional annotations view. The elements move from general to specific,
that is, from larger sequences to smaller ones. All these elements are a kind of
sequence. A sequence is the parent of all the elements and allows us to abstract
the structural hierarchy details from the variations view. Since a variation can
be located in multiple sequences we can range between the level of specificity.
These sequences are grouped into scaffolds. We can understand the concept of the
scaffold as an equivalent of a chromosome although a scaffold does not contain
the full chromosome sequence. Instead, it contains some gaps of known distance
where the sequence content is unknown. On top of this organization, the gene
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and the mRNA can be found, a gene can be transcripted to multiple mRNAs and
each mRNA translated into a protein. The second stage is formed by the exon
and intron elements, the exon is the part of the gene that is transcripted while
the intron is the part that is not transcripted. Finally, the third stage contains
the so-called base elements. These elements are the parts that are part of an
exon, namely the coding sequence −CDS−, the 5 prime untranslated region and
the 3 prime untranslated regions.

Fig. 3. Variations view

On Fig. 3 the variations view can be found. On this view, identified varia-
tions on the different citrus varieties are modelled. The different variations can
be found in one or more citrus varieties and each occurrence has some values
related to how the variation was identified and isolated. These values depend,
among others, on the technology used to perform the sequencing, the curation fil-
ters and specific varieties characteristics such as the allele frequency or the allele
depth. The variations are annotated using SnpEff software [5]. This software pre-
dicts the effect an annotation will produce on an organism. These annotations
are incorporated into the model differentiating the different types of annota-
tions the software can produce: the generic, most common, annotation, and loss
of functionality −the variation produces a change that provokes a loss of func-
tionality of the protein translated, also known as LOF− and Nonsense mediate
decay −when the variation degrades the mRNA causing not to be translated
into a protein, also known as NMD− annotations, represented as special anno-
tations since they are rather rare. Generic annotations has an attribute called
“annotation impact” that determines the degree of impact of the variation.

4.2 Use Case: IVIA Research Centre Genomic Analysis

After developing the CiCoS, a prototype has been implemented. This prototype
is being currently used by the IVIA Research Centre to perform genomic analysis
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in a real industrial environment. This helps us get feedback to improve and fine-
tune the prototype to finally release a stable version. The prototype helps this
analysis process by defining a set of queries that generate value from the stored
data. The prototype can be defined as a web application that interacts with an
API to execute the defined queries. For this example, we will focus on one of the
three types of queries defined.

The data analysis process carried out on our genomic data has proven to be
useful to properly identify core concepts of the domain and help in the process
of generating effective knowledge, namely, genomic data value. We proceed to
evince a use case where the implemented conceptual schema has helped to obtain
valuable knowledge through the execution of the first query defined previously.

To detail more in-depth the chosen query, we start by defining two arbitrary
groups of citruses. Typically, these groups will share some common characteristic,
namely sweetness versus acidness. The goal is to determine how different the
groups are from a genomic perspective. This objective is accomplished by finding
which variations are present on one of the groups −the first− and not on the
other one −the second−. The aim is to find variations present in all the varieties
of the first group and not present in any of the varieties of the second group.

In order to fine-tune the query, we need to be able to apply restrictions
regarding multiple parameters. Throughout the sequencing process, each variety
comes characterized by a set of quality attributes that defines the degree of
truthfulness of it. These attributes can be used to filter additional variations in
order to be included or not on the sets depending on the degree of strictness we
want to use. Three attributes are used for this purpose, namely, Approximate
read depth, Conditional genotype quality and Allele Depth. More information
about these attributes can be found at [7].

Additionally, there are three more criteria to filter variations. We refer to the
concept of positional depth as the first criterion. It is used to filter variations
based on their physical position. As seen on the structural view, multiple types of
sequences are defined based on a hierarchical organization. It is of interest to filter
variations based on any of the elements of the defined hierarchical organization.
This additional filter allows the researchers to focus on more limited regions of
the genome. There is another interesting point regarding data quality and the
second criterion addresses it. Due to sequencing failures, false positives or false
negatives may arise. To deal with these undesirable events, it is imperative to
provide flexibility to the group selection: suppose two groups of varieties. We
may want to indicate that the variations of interest must be present not in 100%
varieties, but in 90% of them. Another possibility is that the variations may be
present in at most one of the varieties where they should not appear. The third
and last criterion deals with the degree of impact of a variation predicted by an
annotation, making it possible to discard variations based on the impact they
have on the varieties and allowing us to focus on critical, undefined or neutral
variations.

The result is displayed on a table showing information about the selected
variations, including the gene or genes they affect and the functional annotations
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related to that genes. A more detailed approach on how the data is displayed
can be found in [8].

5 Conclusions and Future Work

The complexity of the problem that we have solved cannot be faced without
using sound ISE techniques. We want to emphasize with our work that using an
ISE perspective is essential to provide valid and efficient solutions to complex
problems. We have done it working in two main directions. Firstly, the use of CM
and MDD has facilitated the understanding of a given domain. Secondly, having
a precise, well-defined and standardized conceptual base on which to discuss has
eased the knowledge transference that the project required. These techniques also
improve data and processes management and allow a more efficient exploitation.

After a study of the genomic domain, analyzing its characteristics and the
available technologies, it has been determined that graph-oriented databases
are the technological environment that better fits this domain. CM allowed
us to define the key artefact to develop the associated IS. Using a technology
that makes easier to manage the conceptual model of the relevant domain data
allowed us to rapidly adapt and evolve the schema as the understanding of the
domain increases. The Graph-oriented databases allow to capture and model the
genomic domain in a more natural way since the domain is composed of highly
interconnected interdependent data.

The generated IS is currently being used by the IVIA Research Centre to
obtain valuable feedback to implement improvements that allow to speed up
more their genomic analysis process. The objective is to extend the CiCoS with
the IVIA researchers feedback. Likewise, we want to compare this schema with
the PROS Research Centre Conceptual Schema of the Human Genome (CSHG)
[20]. This will allows us to point out similarities and differences and start the
process of unifying models in order to generate a conceptual schema of the
genome (CSG) independent of the species.
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Abstract. Data-driven applications are adapted according to their execution
context, and a variety of live data is available to evaluate this contextual
information. The BaSeCaaS platform described in this demo paper provides data
streaming and adaptation services to the data driven applications. The main
features of the platform are separation of information requirements from data
supply, model-driven configuration of data streaming services and horizontal
scalable infrastructure. The paper describes conceptual foundations of the
platform as well as design of data stream processing solutions where matching
between information demand and data supply takes please. Light-weight open-
source technologies are used to implement the platform. Application of the
platform is demonstrated using a winter road maintenance case. The case is
characterized by variety of data sources and the need for quick reaction to
changes in context.

Keywords: Data stream � Adaptation � Context � Model-driven

1 Introduction

Data-driven applications (DDA) rely on data availability and intelligent processing to
guide their execution. These applications have certain information demands, which can
be formally described as their execution context. On the other hand modern informa-
tion and communication technologies provide ample opportunities for data capture
though organizations often struggle with applying these data [1], especially if different
types of external data are used. The external data are often characterized by high level
of volatility and lack of meta-information about their content and usefulness. The
organizations might know their information needs while it is difficult to identify
appropriate data sources and to transform data in a suitable form [2].

The Capability Driven Development methodology [3] addresses the aforemen-
tioned challenges of developing DDA. It provides methods and guidance to develop
context-aware and adaptive applications. Computational tools have been developed to
support the methodology. The BaSeCaaS platform described in this demo paper fur-
thers development of tools specifically dealing with processing of data streams for
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needs of DDA. It is intended for application cases characterized by: (1) variety of
stakeholders (i.e., data suppliers and information consumers); (2) distributed, volatile
and heterogeneous data sources; (3) high volume data streams; (4) computationally
demanding application adaptation algorithms; and (5) near real-time response. The
main features of the BaSeCaaS are: (1) model-based specification of data streams
processing requirements; (2) automated deployment of horizontally scalable data
streams processing environment; (3) separation of information requirements and data
sources; and (4) decoupling of computationally intensive DDAs adaptation logics from
the core business logics.

The survey [4] of more than 30 data stream processing tools reveals that the field is
mature though there is strong emphasis on using push based processing, processing
languages have variable expressiveness and topology of systems is a concern of further
research. Another survey [5] identifies requirements towards streaming tools and points
out that processing language and historical/current data integration are two major
limitations. These tools mainly address technical concerns while BaSeCaaS focuses on
making data stream processing accessible to consumers. Similar concerns are addressed
in [6] proposing a knowledge based approach to deal with data heterogeneity. Data
markets and platforms [7] dealing with matching data consumers and providers are
relatively early stages of development for data streaming applications.

The objective of these demo paper is to describe the overall design of BaSeCaaS
and to demonstrate its application case. The platform supports model-driven devel-
opment and it consists of three main layers, namely, modeling, service and infras-
tructure layers. The modeling layer is responsible for representing the data processing
problem, the service layer implements data processing services and the infrastructure
layer provides scalable computational resources of execution of the services. The
platform is implemented using a set of open-source lightweight technologies. The
application case considered deals with the winter road maintenance problem.

The rest of the paper is structured as follows. Section 2 describes conceptual
foundations of the BaSeCaaS. The platform’s application scenario is discussed in
Sect. 3. Technological solutions are presented in Sect. 4 and a brief demonstration is
provides in Sect. 5. Section 6 concludes.

2 Foundations

The platform is developed on the basis of the Capability Driven Development meta-
model [3] and focuses on parts dealing with context processing. Figure 1 shows its key
concepts. The information demand is defined using context elements (CE), where
context characterizes DDA execution circumstance. The context elements are thought
to have a clear business interpretation (i.e., they drive execution of the DDA).
Adjustments define actions to be performed as a result of changes in the context what
can be perceived as context dependent adaptation of the application. Raw observations
of DDA execution circumstances are referred as to measurable properties (MP).
They specify available data and often there is no clear idea about their usage.
Context providers for MP are physical endpoints of the context acquisition channel in
BaSeCaaS. They are used by providers to post context observations.
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Relations among CE and MP are established using Context Calculation element,
which specifies transformation of raw data streams into useful information. This way
raw observations are decoupled from information consumption and the context cal-
culations can be modified depending on data availability and other considerations. In
the boundary case without available data providers, the DDA becomes a static appli-
cation. Similarly, the Adjustment trigger binds adjustments with context. The adjust-
ment is enacted if context elements assume specific values. The adjustments also use
the context elements to determine an appropriate action.

The data stream processing problem is tackled in two phases: (1) design time; and
(2) run time. The design time phase (Fig. 2) deals with definition of the data processing
problem following a model-driven approach. On the demand side, information
requirements are represented as context elements and context-aware adaptation of DDA

Information demandData supply

Context Prov ider

Measurable PropertyDimension Context ElementContext Calculation

AdjustmentAdjustment Trigger

1..*

uses

1..* 1

1 10..*

0..*1

* *

* *

trigers

1..*

Calculates
uses

uses
0..*0..*

0..*

Fig. 1. Key concepts used in the BaSeCaaS platform
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Register Context
Provider()

Create Adjustment()

Create MP()

Specify Composition
and Trigger()
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Define Calculation()
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Specify Composition()

Fig. 2. The design phase of data streams processing
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is specified using adjustments. On the supply side, context data providers are registered
with the platform and appropriate MP are specified. As indicated above, the demand
and supply sides are linked via context calculations and MP used to calculate CE are
specified and joint together by creating context element composition (i.e., rules for
joining multiple streams). In the context calculation, the MP are filtered by using
sliding window and aggregation functions. The context calculations can be specified in
a form of rules or arbitrary calculations. The adjustments implement the adaptation
logics of data driven applications and passes decisions made onto these applications via
their interfaces. That allows of target application independent modification and exe-
cution of computationally demanding and volatile adaptive functions.

In the run-time phase, context providers post context measurements in the
BaSeCaaS via its API. The orchestration service validates the data received and
archives data for batch analysis. It makes data available for context element value
calculation. Similarly, the calculated context element values are made available to the
Adjustment trigger and Adjustment execution services. The Adjustment trigger service
uses the context element values to determine whether an adjustment should be invoked
and passes this message to the Orchestration service. The Adjustment execution service
gets notification from the Orchestration service to execute the adjustment as well as the
context element values necessary for its evaluation. The adjustment logics is evaluated
and appropriate functions of the data driven application are invoked using the
adjustment evaluation results as inputs (Fig. 3).

CE Calculation
Service

Orchestration
Service

Context Provider

Adjustment
Execution Service

Adjustment
Triggering

Service

Data-driven
Application

MP Archiving
Service

Store MP()

Pass CE values()

Return trigger()

Stream of MP()

Pass MP values()

Return CE value()

Pass trigger and
CE values()

Invoke adjustment()

Fig. 3. The run-time phase of the data streams processing
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3 Scenario

The application case considered is winter road maintenance (WRM) [8]. The case is
characterized by the need for timely reaction to changes in road conditions due to snow
and icing. The delayed action might cause traffic accidents with severe consequences.
Additionally, there are many information consumers ranging from road maintenance
and emergency services to drivers. From the data supply perspective, there is a
diversity of data sources. The bulk of data are provided by field surveying, which has
relatively low frequency and varying coverage. There are road monitoring weather-
stations and cameras operated by different entities. Their data are comprehensive
though limited to major sections of the road network. In the case of insufficient cov-
erage, non-conventional data sources such as mobile fleet and crowd-sourced data.

As an example the following information needs are considered:

• Road conditions – road conditions characterize visual appearance of the road with
possible values Bare, Partly Covered and Covered;

• Driving conditions – forecasting driving conditions with values Good, Fair, Caution
and Poor;

• Recommended speed – depending on road conditions speed limit is changed;
• Snow removal needs – the level of urgency of the snow removal.

The adjustments defined are:

• Snow removal prompt – depending on snow removal needs a road maintenance
company receives a notification;

• Change recommended speed – depending on recommended speed information is
changed in smart road signs;

• Road conditions warning – depending on road conditions, on-line road maps are
updated;

• Driving conditions warning – depending on driving conditions notification to dri-
vers and other stakeholders are provided.

Fig. 4. The entity model as specified in the BaSeCaaS platform

A Data Streams Processing Platform 115



The entities defining the WRM problem are specified in the Entity model (Fig. 4).
The road maintenance is performed for specific Road Sections belonging to a Region.
There are smart road signs (SmartSigns) providing information for the whole road
section as well as weather-stations. The road cameras are installed at specific locations.
There is a number of MP. For instance, driving conditions are evaluated according to
temperature and precipitation MP provided by road side weather-stations as well as
weather service. However, the weather service provides data only at the regional level.
Aggregation of measurements is performed according to the relations specified in the
entity model.

The BaSeCaaS platform is domain-independent and can be used various use cases.
Management of distributed data centers and identification of security threats also has
been analyzed.

4 Technical Solution

The technical solution underlying BaSeCaaS consists of three layers (Fig. 5). The
platform is model-driven and both information demand and data supply are specified in
a form of data models. MP and CE characterize certain entities in the problem domain.
These entities and their relationships are defined in the entity model (Fig. 4). MP and
CE are also specified and there is a number of predefined filtering, sliding and
aggregation functions. Every entity has several instances and entities are used to define
dimensions of MP and CE while instances are used as dimensions’ indices. For
example, entity is a weather-station and MP is temperature, then a single data stream
contains temperature values from multiple weather-stations (i.e., instances of the
entity). If several data streams are used to compute values of CE or Adjustment trigger
then composition models are used to specify the way data streams are joined together.
The joint is made along the matching dimensions.

The models are used to configure services. The Orchestration service controls
stream processing workflow and ensures delivery of data streams from publishers to
subscribers. Messaging topics are created according to the model as well as subscribers
and publishers. MP archiving service stores measurements for batch analysis. It is
configured according to the archiving specification in the MP model. Adjustment
locking service controls frequency of adjustment calls (e.g., adjustment can be invoked
for the next time only after a specific time period).

The streaming is implemented using the Spark framework (https://spark.apache.org).
A separate Spark job is created for every MP and CE according to the data stream
processing model. In the case of high, workload these jobs are horizontally scaled in the
cloud computing environment. Adjustments are evaluated using the Computing cluster
implemented using Docker containers (https://www.docker.com). The containers are
also setup according to the data stream processing model. Containerization allows for
flexible choice of adjustment implementation technologies and scalability of intensive
computations. The Queuing service is implemented using Kafka (https://kafka.apache.
org) supporting scalable processing of high volume data streams. Casandra (http://
cassandra.apache.org/) database is used for persistent data storage of archived MP.
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5 Demonstration

The WRM case is implemented as demonstration following the design process as
showed in Fig. 2. Figure 6a shows the winter road maintenance CE created in the
system as well as dialogs for specifying context element composition and calculation.
A Spark job is created for every context element. For instance, the context element
DrivingConditionsCE is created to characterize current perception of driving condition
ranging from normal to poor. This context element is mainly used to provide warnings
to various stakeholders. These warnings are implemented as adjustments (Fig. 6b).
RoadConditionsWarrningAdj sends a message to the data driven application that
context has changed. The triggering rule depends on value of the context elements as
specified in the trigger composition. The adjustments can be frozen for a specific period
to avoid excessive messaging. The adjustment can be implemented using various
technologies and JavaScript is used in this case. The event log keeps trace of adjust-
ments invoked. It is important to note that different data driven applications might need
different responses to changes in the context and the platform is able to provide specific
adjustments. The adjustments are not limited notifications and complex adaptive logics
can be specified within their containers. In the road maintenance case, one of the
adjustments evaluates a need to deice the roads.

a) b)

Fig. 6. Definition of (a) context elements and (b) adjustments in the BaSeCaaS platform

Fig. 5. Layers of the BaSeCaaS platform
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Figure 7 shows context element evaluation results for one road section. The Road
conditions context element is computed using MP TemperatureMP and Precipita-
tionMP. One can observe continuous changes of MP while meaningful changes in a
sense of varying values of CE occur more rarely. The warning adjustment is triggered
only if the locking conditions are met preventing unnecessary nervousness.

6 Conclusion

BaSeCaaS simplifies development of data streams processing solutions. It supports
model driven specification of key data streams processing functions, configuration of
streaming services and automated setup of infrastructure. These are important pre-
conditions for making data streams processing as widely used as classical data pro-
cessing. CE represent information needs in DDA while MP represent data supply.
Various combinations of MP can be used to evaluate CE depending on data avail-
ability, privacy, business and other considerations. The adjustments are decoupled from
DDA to separate intensive computations and frequently changing adaptation logics
from the core application. The platform is also horizontally scalable. Application of the
proposed platform has been preliminary also for security monitoring in federated
computer networks and providing real-time support to users of enterprise applications.
The model driven configuration is restricted to the implemented set of stream pro-
cessing functions. It is not intended to support all types of stream processing functions
out-of-the-box rather branching of the platform for specific application cases or
domains is envisioned to support custom requirements. One of the main directions of
future development of pre-defined adjustments based on machine learning and data
mining.

Acknowledgements. This study was funded in parts by European Regional Development Fund
(ERDF), Measure 1.1.1.5 “Support for RTU international cooperation projects in research and
innovation”. Project No. 1.1.1.5/18/I/008.

Fig. 7. Sample MP measurements and CE evaluation results for a selected road section
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Abstract. Technologies from the Internet of Things (IoT) create new possi-
bilities to directly connect physical processes in the ‘real’ world to digital
business processes in the administrative world. Objects manipulated in the real
world (the ‘things’ of IoT) can directly provide data to digital processes, and
these processes can directly influence the behavior of the objects. An increasing
body of work exists on specifying and executing the interface between the
physical and the digital worlds for individual objects. But many real-life busi-
ness scenarios require that the handling of multiple physical objects is syn-
chronized by digital processes. An example is the cross-docking of sea
containers at ports: here we have containers, ships, cranes and trucks that are all
‘things’ in the IoT sense. Cross-docking processes only work when these
‘things’ are properly co-located in time and space. Therefore, we propose an
approach to specify this co-location in multi-actor, IoT-aware business process
models, based on the concept of spheres. We discuss consistency checking
between co-location spheres and illustrate our approach with container cross-
docking processes.

Keywords: Internet of Things � Business process � Location specification �
Time specification � Co-location

1 Introduction

The concept of the Internet of Things (IoT) aims at the integration of physical ‘things’
(physical objects with sensors and/or actuators) with digital information processing in
the Internet, thereby arriving at a highly distributed, cyber-physical information system.
IoT technologies bring new possibilities to directly connect physical processes in the
‘real’ world to digital business processes in the administrative world. Objects manip-
ulated in the real world (the ‘things’ of IoT) can directly provide data to the digital
processes using various kinds of sensors. Activities in digital business processes can
directly influence the behavior of physical objects through various kinds of actuators.
For the handling of individual physical objects in digital processes, an increasing body
of work exists that shows how to specify and execute the interface between the physical
and the digital worlds. But many real-life business scenarios require that the handling
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of multiple physical objects is synchronized by digital processes. We see this for
example in real-time manufacturing [Gre17] and in intelligent transport systems for
urban mobility [Lu18]. Another domain is logistics. We elaborate an example from this
domain in this paper: cross-docking of sea containers at ports. In the example process,
we have containers, ships, cranes and trucks that are all ‘things’ in the IoT sense – and
cross-docking processes only work when these ‘things’ are properly coordinated in
space and time. This coordination should take place in a hard real-time fashion and
with a high level of automation. Hard real-time processing is important to not have
process management slow down physical processes – in physical processes, ‘time is
money’. A high level of automation is required because many of these scenarios
process large amounts of physical objects and hence require large numbers of instances
of IoT-aware business processes. To illustrate this with numbers from sea container
example: in 2016, the Port of Rotterdam handled approximately 7.4 million sea con-
tainers [PoR17] and a single large container ship can transport over 10,000 large (40
foot) sea containers.

In this paper, we propose a novel approach to specify physical co-location in
models of inter-organizational, collaborative business processes. In these processes,
multiple actors (business organizations or parts thereof) physically and digitally col-
laborate to achieve a common goal. We re-use the concept of ‘sphere’ that was
developed to group activities in process specifications that are related through trans-
actional characteristics. We re-apply the concept in a novel way to group steps in multi-
actor process models that are related through IoT characteristics. We apply our con-
ceptual approach in process specification languages like BPMN. We illustrate our
approach with the mentioned application of cross-docking containers.

2 Related Work

We discuss related work from three perspectives. The first perspective is the confluence
of the domains of business process management (BPM) and the internet of things (IoT),
which is the context of this paper. Secondly, we discuss the perspective of specifying
time and location attributes in information system models, which is the aspect of the
confluence we address. The third perspective is the use of the concept of sphere, as this
is the basis for the approach that we propose in this paper.

Confluence of BPM and IoT. As discussed, there is a confluence of digital and
physical business processes in many application domains. But the worlds of BPM
(traditionally concerned with highly digital processes) and IoT (traditionally concerned
with rather isolated activities involving physical entities) are still weakly connected.
Consequently, the need for research on the combination of BPM and IoT has been
explicitly confirmed [Jan17]. There is some work already available though. Work has
been performed on specification of IoT-aware business processes, typically concen-
trating on extending existing business process specification languages with elements
that can cater for physical objects, e.g. [Ser15]. Another example project is the
European IoT-A project. An overview of the current state of the art in this field is given
in a recent research report [Bro18]. Other work deals with business processes that
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handle physical objects without a very explicit reference to IoT, for example projects
that address the digital support for complex transport and logistics processes. An effort
in this class is the GET Service European project, which addresses the near-real time
planning of processes for synchro-modal container logistics [Bau15]. The IoT character
of the processes is however not explicitly reflected in the business process models, but
in the complex event processing mechanism that provides business process manage-
ment with decision information.

Specifying Time and Location. In the field of information systems, there have been
various proposals for the specification of time and location attributes of activities. To
the best of our knowledge, the most elaborate approaches have their origins in the
world of ontologies. To specify temporal attributes of activities, the OWL Time
Ontology [W317] provides an elaborate framework. The standard provides elements
for the specification of temporal attributes of individual activities, but also elements for
the specification of relations between temporal elements, such as ‘interval overlaps’. To
specify location attributes of activities, the W3C Geospatial Ontologies [W307] pro-
vide an elaborate framework. As with the Time Ontology, many primitives in this
standard address individual location. The standard briefly discusses coordinate refer-
ence systems or spatial reference grids to denote individual geographic relations. But
the W3C standard also covers (geo-)spatial or 2D topological relationships, which are
related to the geographic co-locations we discuss in this paper. Neither of the two
discussed ontological standards are applied in the context of automated support for
multi-actor business processes.

Using Spheres to Group Activities. The concept of sphere has been proposed to
specify semantic coherence of activities in business processes. It has mainly been
applied in complex transaction management in database applications. One of the early
concepts is that of saga [Gar87] to denote a set of transactions that together form a
higher-level transaction with relaxed transactional. In this work, sagas can be seen as
transactional spheres. This concept is extended in the two-layer approach to transaction
management developed in the WIDE project [Gre97]. In this approach, business pro-
cess models are annotated with two levels of spheres, where the higher level denotes
global transactions with loose properties (based on the saga concept) and the lower
level (which is nested in the higher level) denotes local transactions with strict prop-
erties. This transactional approach was later extended to be applied in dynamic service
outsourcing [Von03]. In our current work, we use the concept of spheres in business
processes for a different purpose: not for transactional characteristics, but for physical
co-location properties of activities in collaborative business processes.

3 A Motivating Case

As announced in the introduction of this paper, we take our motivating case from
container logistics. This is a business domain with complex business processes that
have both a digital (administrative) and a physical (container handling) aspect. For the
sake of brevity, we limit the scope of our case in this paper to the unloading process of
a container in an international sea port like Rotterdam. A simplified overview of this
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process is shown in Fig. 1. Note that the model is simplified as process starts, ends and
alternative paths have been omitted – but these are not essential to the line of reasoning
in this paper. In this figure, we see a process with five pools, where each pool repre-
sents an actor in the process: an intelligent sea container (with an on-board IoT
computing unit), a crane that unloads containers from docked ships (Crane1), an
automated guided vehicle that transports containers from the quay to a holding location
(AGV), a crane that unloads containers from AGVs (Crane2) and the customs office
that inspects the contents of containers (for the sake of simplicity, we assume that every
container is inspected).

The container can be in a Default State (e.g. during sea transport), in which it
reports its status on a periodic basis or an exceptional basis (for example when it is
moved unexpectedly), but it also has active states: the Manipulated State in which it
expects to be moved (and will not raise an exception because of this) and the Inspected
State in which it will unlock its doors and deactivate its tampering detectors for a
specific period of time. The figure also shows message flows between activities. All
messages in this case are IoT messages: they are automatically generated machine-to-
machine messages. For example, activity Position of Crane1 sends a message to the
Container to request a transfer from Default State to Manipulated State. Activity
Release of Crane2 sends a message to the Container to notify that it can leave
Manipulated State. The Container now knows it can go into Inspected State, which is
actually activated by a message from the activity Request Inspection of Customs.

Fig. 1. Simplified sea container handling process with message flows
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Apart from the fact that most activities and all messages in Fig. 1 have an IoT
connotation, the process model looks like a ‘traditional’ business process. The IoT
connotation has important implications, though, because physical activities are being
executed. For example, a container cannot be gripped by a crane when it is out of
physical reach of that crane – a problem that does not occur in traditional business
processes where objects are digital. In the example, the execution of activities Grip of
the crane and Manipulated State of the container must be executed in a specific geo-
graphic proximity. Also, timing is an important issue when dealing with physical
objects. For example, we want a container inspected by customs soon after it has
reached its parking place. This means that activities Inspection State of a container and
Request Inspection should be in a specific temporal proximity. For these reasons, we
propose to annotate IoT-aware business process models with geographic and temporal
relations between activities of instances of these models – which we call geographic
and temporal co-locations. We discuss these two notions and their graphical repre-
sentations in the next sections, using the notion of co-location spheres.

4 Geographic Co-location

By geographic co-location we mean the fact that several activities of an instance of an
IoT-aware business process need to be executed within a specified shared geographic
location, where the activities are typically executed by multiple actors. The reason for
this need is the fact that the activities require interaction with a physical nature for their
successful completion. We distinguish two kinds of geographic co-location. Absolute
geographic co-location specifies an absolute geographic location where all the
involved activities need to be executed. This can be a position specified in GPS
coordinates (like 51°57′27.1″N 4°02′30.5″E for a quay position in the Port of Rotter-
dam), but can also be a position labeled such that the label is properly understood by all
actors participating in the process (like APM Terminals Rotterdam Quay 17). Relative
geographic co-location specifies a relative geographic distance between the locations at
which the individual involved activities need to be executed. This is typically a distance
range specified as the combination of comparison operators, quantities and a unit in a
metric length system (like between 2 and 12 m). Both types of geographic co-location
can be combined with an exception handler: a specification of the action that must take
place if the co-location constraint is violated.

We graphically represent geographic co-location in a process model using spheres
that are drawn as regions around the involved process activities. As co-location often
involves multiple actors in a process, these spheres are often drawn across two or more
process pools. Geographic co-location spheres are indicated with a single location pin
symbol for absolute co-location and a double location pin symbol for relative co-
location. The symbols are parameterized with a location indication for absolute co-
location or a distance indication for relative co-location, and optionally an exception
handler label. Examples of geographic co-location in our example case are shown in
Fig. 2. In this figure, we have omitted the message flows of Fig. 1 to avoid clutter. The
figure contains two relative geographic co-location spheres and one absolute sphere.
The first relative sphere specifies that the activities for moving a container from a ship
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must take place between 5 and 25 m from each other, as this is the operating reach of
the specific crane type. The absolute location is not relevant here, as there are many
quays and cranes in the port that can be used. The second relative sphere specifies that
for moving a container from an AGV, the distance must be between 2 and 10 m, as a
smaller crane is used here. We use the symbol c to indicate geographic distance. Both
relative spheres specify restart as the exception handler (indicated by the exclamation
mark symbol): the activities in the sphere must be restarted if the co-location constraint
is violated. The absolute sphere specifies that the container should be released and
inspected at the custom grounds (CustGrnd). Here, the symbol c is used to indicate
geographic location and the @-symbol is followed by a specification of that location.
The exception handler here is alarm, indicating that process monitoring must be
escalated to a human decision maker.

For the specification of a geographic co-location, we use the simple syntax shown
below, formulated in production rules (following BNF convention [Wik19]): pointy
brackets denote non-terminals, symbols in quotes denote terminals, square brackets
denote optional elements and a vertical line denotes choice.

<GeoCoLoc> ::= (<AbsGeoCoLoc> | <RelGeoCoLoc>)  [“!” <Excep onHandlerID>]
<AbsGeoCoLoc> ::= “γ” “@” <AbsLoc>
<AbsLoc>   ::= <AbsLocID> | <AbsLocGPS>
<RelGeoCoLoc> ::= [<Distance> “<”] “γ” [“<” <Distance>]
<Distance> ::= <Number> <DistanceUnit>
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Fig. 2. Geographic co-location specification in case process
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The syntax can be extended to grow towards a more complete framework, like the
W3C Geospatial Ontologies [W307] (see Sect. 2). It can be converted to XML for easy
integration with business process specification languages like BPMN or BPEL.

5 Temporal Co-location

We use the concept of temporal co-location to specify that activities of an IoT-aware
business process instance should be performed in a shared time window, where the
activities are typically executed by multiple actors, i.e., are in different process model
pools. Note that this is a more general concept than the notion of temporal constraints
on consecutive tasks in process models, which is already supported by existing lan-
guages like BPMN, or duration constraints on regions of structured process models
[Com17]. We use the term temporal co-location instead of temporal co-incidence to
highlight the analogy to geographic co-location. Analogous to geographic co-location,
we distinguish absolute and relative temporal co-location. Absolute temporal co-lo-
cation means that all members of a set of activities needs to be performed in a con-
cretely specified time window, i.e., a period of time with a specific start and a specific
end. An example is 18-09-18@[12:15-12:30], indicating a specific time span of
15 min. Relative temporal co-location means that a set of activities needs to be per-
formed within a specific time window of one another, i.e., that the start of the first
executed activity and the end of the last executed activity are no further apart in time
than specified. An example is 00:00:08:30, indicating a time span of 8.5 min.

Also analogous to geographical co-location, we graphically represent temporal co-
location in a process model using spheres that are drawn as regions around the involved
process activities - often across two or more process pools. Temporal co-location
spheres are annotated with a single clock symbol for absolute co-location and a double
clock symbol for relative co-location.

In Fig. 3, we see examples of temporal co-location spheres in our example process.
We see that the entire container handling procedure from moving it from a ship to
placing it at its storage position must take place within 60 min – which is a relative
temporal co-location. We also see that within this procedure, a crane must grip a
container within 1 min after requesting its release by an AGV. Custom inspection
reports are filed at 17:00 – this is an absolute temporal co-location. As this is not an
action the failure of which will leave physical objects in an undesirable state, there is no
exception handling here.

From Fig. 3, we can observe that absolute spheres can contain only a single activity
(for relative spheres this obviously doesn’t make sense). Although strictly speaking, this
is not co-location, we do not exclude this to provide more modeling freedom.
We can also observe that spheres can overlap – we address this topic in the next section.
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Similar to geographic co-location, we can use a simple syntax to specify temporal co-
location expressions:

<TempCoLoc> ::= (<AbsTempCoLoc> | <RelTempCoLoc>) [“!” <Excep onHandlerID>]
<AbsTemoCoLoc> ::= “τ” “@” <AbsTemp>
<AbsTemp> ::= <AbsTempID> | <AbsTempSpec>
<AbsTempSpec] ::= [<date>] “,” [< me]
<RelTempCoLoc> ::= [<TimePeriod> “<”] “τ” [“<” <TimePeriod>]
<TimePeriod> ::= <Number> <TimeUnit>

The syntax can be extended to grow towards a more complete framework, like the
OWL Time Ontology [W317], and can be converted to XML for easy integration with
business process specification languages.

6 Combining Spheres

So far, we have mainly looked at individual co-location spheres: we have seen multiple
spheres in one IoT-aware business process model, but these spheres are (mostly)
semantically (and pragmatically) independent. When spheres overlap though, they
become semantically (and possibly pragmatically) related. This can occur both within
one co-location dimension and in the combination of the two dimensions of space and
time. We discuss both cases in this section.
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Fig. 3. Temporal co-location specification in case process

Co-location Specification for IoT-Aware Collaborative Business Processes 127



6.1 Combining Spheres in One Dimension

Co-location spheres in one dimension can be overlapping and even completely nested.
We see a temporal co-location example in Fig. 3: here the sphere containing activities
Release, Position and Grip (of actors AGV and Crane2) is completely nested (i.e.,
embedded) in a larger sphere. Overlapping and nested spheres place cumulative con-
straints on the execution of the activities enclosed in these spheres, which can occur
either in the geographic or in the temporal dimension. If these cumulative constraints
are consistent, they further constrain the execution of the process. If they are not
consistent, a process modeling error has been made. We show a simple example of
inconsistently overlapping spheres in Fig. 4. Here we see one sphere specifying that a
customs inspection must be requested within 20 min after the local crane has started
moving a container to the inspection grounds and a second sphere specifying that the
inspection cannot be requested within 30 min from releasing the container (because its
contents may need to settle after being moved). Obviously, these two spheres specify
conflicting temporal constraints.

6.2 Combining Spheres in Multiple Dimensions

We have respectively discussed the notions of geographical and temporal co-location
spheres, representing physical activity co-location in two dimensions: place and time.
For complete specification of IoT-aware business processes, we need to combine these
two notions. Put simply, it implies the superposition of two sets of spheres from
different dimensions. Although two dimensions are in principle orthogonal, the
superposition may introduce semantic or pragmatic inconsistencies if spheres over-
lap. A typical example is the case where relative temporal co-location specifies that a
pair of activities should be executed within a time window t, whereas geographical co-
location specifies that the pair activities should be executed with a minimum distance d,
in a situation where it is impossible to bridge d within t.

We show a stylized example of this situation in Fig. 5. Here we see that a container
must be picked up by an AGV at Dock12, handled after delivery by the AGV at
Customs, and that the inspection request by customs must be performed within 10 min
after loading the container onto the AGV. Although this model is syntactically and
semantically correct, it is pragmatically inconsistent if the distance between Dock12
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Fig. 4. Inconsistent temporal co-location spheres
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and Customs cannot be driven by the AGV within 10 min (note that port grounds in
locations like Rotterdam are fairly large).

6.3 Checking Consistency Between Spheres

In checking consistency between spheres, several cases arise depending on the number
of dimensions involved and the way the spheres overlap. We give an overview of the
possibilities for two spheres s1 and s2 in Table 1 – we limit the discussion here to two
spheres for reasons of simplicity. The rows of the table indicate the cases in which the
spheres are both defined in a single co-location dimension, or each is defined in a
different dimension (we have discussed only two dimensions so far, but more are
possible, as we discuss in the conclusions). The columns indicate the way the spheres
overlap in terms of the activities they contain: not at all, partial overlap without
embedding, embedding (subset relation), equality (contain exactly the same activities).
In total, we have eight cases.

With respect to the cases involving a single dimension, we can make the following
observations. Case I is in general ‘harmless’ with respect to inconsistencies, but may
contain inconsistencies if absolute time constraints are used in temporal co-location
spheres in which activities are linked by process control flow. Case III can contain
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Fig. 5. Co-location spheres with inter-dimensional pragmatic inconsistency

Table 1. Possible combinations of two spheres s1 and s2

Dimension(s) s1\ s2 ¼ ; s1\ s2 6¼ ; s1 � s2 s1 = s2

Single I II III IV
Multiple V VI VII VIII
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inconsistencies as we have shown in Fig. 4. Similar inconsistency problems can arise
in Cases II and IV. In general, inconsistency between spheres in the same dimension
can be checked without domain knowledge, if we assume that any labels used in sphere
constraints can be directly mapped to absolute coordinates in space or time (e.g. by
simple table lookup). Consequently, inconsistency checking within one dimension can
be supported by automated algorithms relatively easily.

With respect to the cases in multiple dimensions, the following observations can be
made. Case V typically contains no inconsistencies in practice, as constraints in dif-
ferent dimensions are expressed over different sets of activities (as there is no overlap
between spheres). Cases VI and VII can contain inconsistencies as illustrated in Fig. 5.
In such cases, inconsistency checking across constraint dimensions requires domain
knowledge. The example of Fig. 5 requires knowledge about operational transportation
characteristics in the port. Hence, automated support for detecting multi-dimensional
inconsistencies requires more than simple automated checking algorithms. Case VIII
probably does not contain inconsistency problems in typical practical applications, as
spheres in different dimensions are specified for exactly the same set of activities, so
likely with consistent semantics in mind. This observation requires further research,
however – certainly for complex cases where the equality of spheres in terms of
activities they contain can be a mere coincidence. Consistency checking for Case VIII
will be simpler than for Cases VI and VII as the conjunction of sphere conditions is the
same for all activities in both spheres.

7 Conclusion and Future Work

In this paper, we introduce the concept of geographic and temporal co-location of
activities in an IoT-aware business process. The concept of co-location is required to
specify that ‘things’ participating in business processes need to ‘meet each other’ in
space and time to produce specific effects. The ‘meeting point’ can be specified in an
absolute or relative way. We are aware that introducing these concepts into IoT-aware
business processes adds to their complexity. In our container handling example, the full
process specification emerges when we ‘super-impose’ Figs. 1, 2 and 3 (and this is a
simplified process to start with). But cyber-physical business processes in practice are
complex – and executing them in an automated way requires dealing with this com-
plexity. Consequently, the adoption of our approach in real practice will require ade-
quate support for design, specification and validation of processes.

In future work, the approach presented in this paper will be extended. A first
extension will be the inclusion of state co-location. This form of co-location is used to
specify requirements that the actors are in compatible states when executing specific
activities. We see simple examples of in current pairing protocols (as in the Bluetooth
standard) where compatible states are required to achieve common results. This form of
co-location can also be expressed using co-location spheres. We also consider
extending our framework with more physical dimensions. An example is the temper-
ature dimension, where temperature co-location spheres indicate that activities must be
executed within a certain common temperature range. An application domain is
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advanced fine mechanics in Industry 4.0 settings, where small tolerances in processes
require very strict temperature control between multiple activities.

The semantics of spheres needs attention in further research. Where semantics are
often obvious in spheres with two process activities, they can be ambiguous in cases of
multi-activity spheres, as they represent n-ary relations. Our work on inconsistency
checking requires further analysis too – this exploratory paper only presents initial
thoughts with rather intuition-based underpinning. To make multi-dimensional co-
location specification practical in complex real-world applications (such as logistics),
automated support for consistency checking will be indispensable.

Related work that is currently in execution is in the direction of extending the
BPM + IoT coupling to distributed analytics, as we advocate in recent work [Gre18].
The fact that activities in a process are linked in a co-location sphere implies that these
activities have a pragmatic link – or more concretely, have a common business goal. To
plan the execution of these sets of activities in an evidence-based way, analytics needs
to become part of the game. In complex, distributed IoT environments (like logistics),
the analytics may be of a distributed nature as well. The link of co-location spheres to
analytics, for example by specifying the nature of data to be generated, may become
part of the specification of the spheres.
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Abstract. The focus on user stories in agile means non-functional
requirements, such as security, are not always explicit. This makes it
hard for the development team to implement the required functionality
in a reliable, secure way. Security checklists can help but they do not
consider the application’s context and are not part of the product back-
log.

In this paper we explore whether these issues can be addressed by a
framework which uses a risk assessment process, a mapping of threats
to security features, and a repository of operationalized security features
to populate the product backlog with prioritized security requirements.
The approach highlights the relevance of each security feature to prod-
uct owners while ensuring the knowledge and time required to implement
security requirements is made available to developers. We applied and
evaluated the framework at a Dutch medium-sized software development
company with promising results.

Keywords: Secure software development · Security requirements ·
Risk assessment · Empirical research method

1 Introduction

Agile software development relies on the team’s ability to decompose, refine, and
operationalize high-level user requirements such as user stories. The majority of
users and customers lack awareness of the security risks in the implementation
and usage of the software and settle for compliance. Furthermore, most agile
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teams do not have a security expert on board. Therefore, product owners (POs)
have a hard time identifying and prioritizing security requirements and develop-
ers often rely on security checklists which are not integrated with agile project
management processes and tools. This results in software which fails to properly
mitigate many risks relevant to its users or its application domain.

To address this, we propose a secure software development framework con-
sisting of (1) a high-level risk assessment process to be undertaken with the
application’s stakeholders, (2) a mapping of threats to security requirements
and (3) a searchable repository of security requirements integrated with agile
project management tools. The goal of the risk assessment is to identify and
prioritize risks, the mapping is used to derive high level security requirements
(i.e. features) based on these risks, and the repository makes it easy to inject
these features together with their operationalizations into the agile development
workflow. The three components work together to support risk-driven selection,
prioritization and implementation of security requirements in a way that requires
minimal security knowledge and effort from users, customers, and POs. As a
whole, the approach is designed to provide traceability of security requirements
and forces the development team to consider the effort required to implement
security features in their planning.

The framework aims to align with the agile manifesto [3]. First, it provides a
means to discuss security with the customer of an agile project. Second, it pro-
duces a list of prioritized requirements in a format that can be directly imported
into product backlogs. Third, it leaves it up to the teams to break down the
requirements into tasks and add these to sprints. Fourth, it includes control
points for testing the implementation. Fifth, it is able to respond to changes
in the risk landscape. Furthermore, the framework was applied in a real-life
organization and its evaluation shows promising results.

In what follows, Sect. 2 summarizes our research methodology. Sections 3 and
4 position our work in relation to the real-world problems that we want to address
as well as related publications. Section 5 introduces our framework based on
a practical example of how this was implemented at Centric, a medium-sized
software development company. Section 6 discusses our preliminary evaluation
and Sect. 7 draws wraps up with conclusions and future work.

2 Research Methodology

This paper is the result of an extensive collaboration between the University of
Twente and Centric B.V., a medium-sized Dutch application provider. Therefore,
the underlying methodology applied throughout the research is Technical Action
Research (TAR): a technique is designed and applied to a real-life problem in
order to draw conclusions about both the technique and the problem. TAR
helps both the company, in that it is provided with a working solution, and the
researcher, in that he/she has the opportunity to perform real-life validation [20].
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Problem Investigation. To better understand the problem context, we did a
literature survey on security requirements management in agile software devel-
opment. In parallel, we interviewed security coordinators, penetration testers,
developers, POs, as well as the management and governance team working on
various projects within Centric. The findings are summarized in the Sect. 3.

Treatment Design. To define our solution direction, we explored literature on
strategies for incorporating security in agile workflows. The findings are sum-
marized in Sect. 4. We designed a framework which aligns with some of these
strategies while addressing the issues highlighted by the problem investigation.
Each component of the framework was developed iteratively in consultation with
relevant stakeholders from Centric. The framework is described in Sect. 5.

Treatment Validation. To validate the proposed treatment we ran five focus
groups within Centric where we applied the risk assessment methodology
described in Sect. 5.1. We systematically compared the results of applying the
mapping described in Sect. 5.2 to the judgment of security experts. Finally, we
created a template project according to the repository structure proposed in
Sect. 5.3 in a major issue tracking software and ran a survey to assess its usabil-
ity and utility.

3 Motivation and Background

Established approaches to security engineering as part of software development
fail to address the particular needs of agile [2]. As a result, security considerations
in agile software development are often based on security baselines, despite the
fact that best practice insists security should be risk-driven [1,4,8]. “Discrete
techniques” such as security checklists integrate very poorly into agile approaches
[18]. The requirements listed in baselines and checklists don’t always have an
owner and are often considered towards the end of development [19].

Daneva and Wang [5] indicate that security requirements engineering in agile
boils down to documenting risks and mitigations. But POs, as well as develop-
ers, often lack security knowledge [19]. Our framework provides assistance in
formulating risk scenarios and centralizes security knowledge, making it easily
reusable across teams and even across projects.

Daneva and Wang also point out that the gate-keeping role of the PO often
hampers the elicitation and implementation of security requirements. This is
mainly because agile is business-value-driven [3] and security is hard to “sell”
[6]. We propose mitigating this by highlighting the business value – in terms of
risk reduction – that each security requirements provides.

Furthermore, our informal interviews and conversations with domain experts
and stakeholders revealed that:

– Security requirements are not risk-based. We mitigate this by maintaining a
mapping base of risks and requirements.
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– Security requirements are not user-driven. We mitigate this by prescribing a
non-technical risk assessment methodology.

– Security requirements are not application-specific. We mitigate this by linking
requirements to the result of the risk assessment.

– Penetration tests are standardized. We mitigate this by generating a list of
the most important security requirements to be tested.

– Security requirement documents are missing implementation-specifics. We
mitigate this by maintaining a central repository of operationalized security
features.

– It’s hard to keep track of the implementation status of security requirements.
We mitigate this by making security requirements available on issue trackers.

4 Related Work

Siponen et al. [18] conclude that an agile security requirements management
technique must include a quantified risk assessment in the requirements analysis
phase. Security requirements should be explicitly included in the design phase,
their implementation must be monitored throughout the implementation phase
and they should be tested in the testing phase. Our proposal mandates starting
with a risk assessment, including the resulting requirements in the planning and
effort estimations, and making sure acceptance criteria are known and tested.

A notable approach for eliciting security requirements in agile are abuser
stories. Similar to abuse cases, they document threat scenarios [14,15]. However,
this approach has some caveats. E.g. several threat scenarios can be mitigated
by the same security feature, sometimes with different efficiency. And since most
issue trackers do not allow a backlog item to have multiple parents, defining
these as backlog items results in many security requirements being duplicated.
This would also fail to reflect the relative importance of security features with
regard to their efficacy and the number of threat scenarios they mitigate. In
order to avoid these issues, our approach maintains a separate overview of threat
scenarios as part of the risk assessment document described in Sect. 5.1.

Terpstra et al. [19] performed a practitioner survey of problems and coping
strategies for handling security requirements in agile project management and
agile software development projects. The methodology proposed in this paper
aligns well with many of these strategies. For example, by adding security fea-
tures – including acceptance criteria - to the backlog we are making sure they
are considered during effort estimations, and that these features are part of the
definition of “done”.

5 The Proposed Framework

The aim of the framework is to support the identification, prioritization and
implementation of security requirements in an agile workflow. Its application
consists of three phases:
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1. Risk assessment: Each risk is quantified and mapped to one or more of
threats in consultation with relevant stakeholders (the left side of Fig. 1). This
performed according to a pre-defined risk assessment methodology described
in Sect. 5.1 below.

2. Prioritization of security requirements: Based on the ranked list of
threats resulting from the risk assessment, a prioritized list of security require-
ments is automatically derived (the middle part of Fig. 1). This is achieved
by means of an intermediary threat-requirement map described in Sect. 5.2
below.

3. Populate product backlog: The PO imports the relevant security require-
ments with associated priorities to the product backlog of his agile issue
tracking tool of choice (the right side of the Fig. 1). This is facilitated by
means of a security requirements repository described in Sect. 5.3 below.
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Fig. 1. Overview of the proposed framework

5.1 The Risk Assessment Methodology

Most secure software development guidelines such as the CIP Overheid [12] or
the ISO 27000x series [9–11] recommend performing a risk or threat assessment
as early in the software lifecycle as possible. This helps avoid architectural risks
and reduces the amount of work needed to fix security issues late in the project.
But more importantly, it provides a good understanding of the most significant
threats and risks.

In our framework, risk assessment serves as a starting point. Its results are
to be correlated with the mapping described in the following section in order
to produce a ranked list of security requirements. To this end, the risk assess-
ment must be correct and complete, and should therefore be performed in close
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consultation with the PO and customer in order to make sure the most rel-
evant risks are identified, that the impact estimations are accurate, and that
the resulting mitigations are taken into consideration during agile planning. In
addition, the assessment must produce output which can be consumed by the
threat-requirement map, namely a quantitative ranked list of pre-defined threats.

Structure. We use a spreadsheet as the basis for our assessment, see Fig. 2. It
consists of the following columns:

Risk label - a brief description of the risk.
Explanation - an description of the process by which the risk could materi-
alize.
Type - Confidentiality, Integrity, or Availability.
Threat agent(s) - An individual or group which are likely to try to mate-
rialize the risk.
Threat(s) - One or more cyber-threats by which the risk could materialize.
Likelihood - The expected frequency with which the Threat agent would
attempt to use the Threat in order to materialize the risk.
Impact - The cost or loss caused by the occurrence of the risk.
Rating - Likelihood x Impact.

Risk label Explanation
Type
C/I/A

Threat agent(s) Threat(s)
Likelihood 
(0-100)

Impact 
(0-100)

Expose data of 
famous people

Employee accidentaly leaks personal (sensitive) 
information of Politicians or celeberties. E.g.HR 
reviews, medical info, leave.  

Confidentiality Insiders
Information 
leakage

50 50

Data breach - 
famous people

Hacker beach the system. Politicians, Royal and 
celeberties have personal (sensitive) exposed. E.g. 
HR reviews, medical info, leave. 

Confidentiality Cyber-criminals Data breach 20 55

Hacktivist leak 
sensitive info

Hackivist - targeted attack e.g. salary data of 
politicians and charities, to expose controversial 
information.

Confidentiality Hacktivists
Data breach, 
Phishing

5 65

Fraudulent 
contract 
adjustments

HR contracts are adjusted for personal benefit. E.g. 
salary, or contract hours.

Integrity Insiders
Insider threat, 
Web-based 
attack

10 15

Fig. 2. Fragment of a risk assessment

Process. The table (Fig. 2) is filled in from left to right, however, we found that
first selecting a likely threat agent stimulates creativity. This is in line with the
philosophy of the Intel’s Threat Agent Risk Assessment [17] which starts by
agreeing on a list of relevant threat agents. Each risk is given a label, described
in free text, and classified in terms as confidentiality, integrity, or availability. In
order to further scope down the risk and ensure consensus among participants,
a relevant threat agent(s) is chosen if one was not chosen already. It is possible
that the same risk produces a different impact, or manifests with a different
likelihood depending on the threat agent and their purpose. Therefore, the same
risk may appear on multiple rows, but mapped to a different threat agent. Then,
each risk is mapped to one or more of the pre-defined threats. Finally, each risk
is quantified in terms of likelihood and impact which are multiplied in order to
obtain a risk rating.



Risk-Driven Security Requirements Management in Agile 139

5.2 The Threat-Feature Map

To arrive at the ranked list of security requirements needed to populate the prod-
uct backlog, a mapping between the threat taxonomy used in the risk assessment
and a set of security features is necessary. To strengthen the usability and jus-
tifiability of the mapping, the list of threats should be based on an established
threat taxonomy such as ENISA’s [7] or Intel’s [17], and the list of requirements
should be based on established secure software development guidelines such as
OAWSP [16] or Grip on SSD [13]. Note that there is a many-to-many relationship
between threats and requirements. Furthermore, this relationship is not binary;
some security requirements are better at mitigating a threat than others. This
relevance factor should also be reflected in the mapping.

Threat Rating

Threat A 1000

Threat B 300

Threat A Threat B

Req Y 3 2

Req X 0 5

Require-
ment

Relative 
priority

Req Y 3600

Req X 1500

Risk label Threat(s) Rating
Risk 1 Threat A 700

Risk 2
Threat A, 
Threat B

300

Fig. 3. A simple example of using the threat-requirements map for prioritization

Figure 3 shows a simple example of using the mapping to automatically derive
a list of prioritized requirements:

1. Sum up the rating of each risk where a particular threat is mentioned, we
obtain a ranked list of threats with relative ratings.

2. Then, for each security requirement, sum up the relative rating of each threat
it mitigates multiplied by the threats’ relevance factor.

What we end up with is a ranked list of security requirements with relative
ratings. These rating is finally normalized to a scale which matches the one used
in sprint planning, usually 1 to 4.

5.3 The Security Requirements Repository

An important aspect of the proposed methodology is that it helps the develop-
ment team account for security requirements during sprint planning by making
prioritized security requirements available on the product backlog. Therefore,
the ranked list of requirements produced by applying the threat-requirement
mapping to the results of the risk assessment needs to find their way into the
product backlog. Furthermore, these requirements need to be operationalized.
To facilitate this, we propose creating a repository of security requirements in
the agile issue tracking software being used by the development team. To be
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able to do so, we overload established agile terminology to accommodate secu-
rity requirements, as shown in Fig. 4 below. The security features stored in the
mapping of Sect. 5.2 are defined as Features and their respective requirements
are stored as User Stories.

Epic

Feature

Product Backlog Item (scrum)
User Story (agile)

Security

Security 
feature

Security requirement

Fig. 4. Casting security requirements into the agile taxonomy

In order to promote accessibility and re-usability of this knowledge, we pro-
pose storing the repository as a template project in the software development
project management toolkit of choice (e.g. Microsoft TFS/VSTS or JIRA).
Based on the results of applying the mapping described in Sect. 5.2, the PO
can import the relevant security features from the repository and assign pri-
orities to them. This can be done manually or by means of an extension such
as “Issue templates for JIRA”1. As long as the selected features are imported
together with their children (i.e. the associated backlog items), then all relevant
information will be visible on the developer’s backlog.

Implementation of the requirements can then take place as per the agile
philosophy: the requirements are broken down into tasks, effort estimations are
performed, and the tasks are assigned to sprints, based on the priorities of their
parent features.

6 First Evaluation

In order to evaluate the proposed framework, we tested each of its three compo-
nents individually in practical settings. Specifically, we investigated whether:

1. the risk assessment methodology is usable;
2. the threat-requirement map produces a correct ranking of security features;
3. and the security requirements repository is able to store a security require-

ments knowledge base.

We used ENISA’s Threat Landscape [7] as a source for threats and CIP Over-
heid’s Grip on Secure Software Development [13] as a source of security features

1 https://marketplace.atlassian.com/apps/1211044/issue-templates-for-jira.

https://marketplace.atlassian.com/apps/1211044/issue-templates-for-jira
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and requirements. Both knowledge bases are well established in academia as well
as practice and are actively maintained. The threats were added as a drop-down
to the risk assessment spreadsheet, the requirements were added to the secu-
rity requirements repository, and they were both mapped to each other in the
threat-feature map.

The Risk Assessment Methodology. We performed a total of five assess-
ments together with the PO and one other stakeholder of five different appli-
cations from a variety of domains: finance, HR, retail, social, and privacy. The
risk assessment sessions lasted between two and three hours and resulted in the
identification of an average of 18 risk scenarios per assessment. All assessments
were facilitated by at least one of the authors.

We observed the participants found the exercise engaging and simply going
through each threat helped them identify risks they had not considered. We also
administered a questionnaire after each session, the results of which are shown
in Table 1.

Table 1. Practitioner feedback on the risk assessment methodology

Question Average rating (1–5)

Has the assessment helped you identify risks? 3.2

Has the assessment helped you understand risks? 3

Has the assessment helped you select security requirements? 3

Would you execute the assessment with clients? 3.2

How easy was performing the assessment? 3.4

Would you recommend the assessment to others? 4.4

Is the assessment suitable for agile processes? 1.8

After the assessment, participants felt they have a better awareness and
understanding of the risks their application is exposed to. Even though the
questionnaire was administered before the participants were shown the resulting
feature prioritization, many stated the assessment helped them think of impor-
tant security requirements. On average, the participants felt the assessment was
not difficult, despite lacking security expertise and having no security experts
in the session. Participants also indicated they would perform the assessment
with a client and that they highly recommend other teams perform one. The
assessment was not deemed suitable for agile processes. However, the assess-
ment is meant as an entry point in order to obtain a list of requirements and
priorities without security knowledge; once the requirements are copied to the
project backlog, their implementation can take place in an agile way. Further-
more, changes to the application’s risk profile can be reflected in the assessment
in order to re-calibrate the priorities at any time.
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The Threat-Feature Map. In order to assess the feasibility of defining a
mapping of threats to security features, the authors manually mapped the 15
threats maintained by ENISA [7] to the 27 security features part of the CIP
Overheid’s Grip on SSD [13]. For each threat, we evaluated the likelihood (high-
medium-low) it would exploit common one of the web-application vulnerabilities
used internally for penetration testing. Then, for each vulnerability, we specified
which security feature is able to mitigate it. The result was a matrix of relevance
factors for each threat-feature tuple.

We asked three security experts in our partner organization to manually
assign priorities of 0 (do not implement) to 4 (critical) to each of the security
features in our mapping given the results of one of the risk assessment. Each
expert was given the assessment of a different application but none of the experts
were familiar with the application itself nor were they involved in creating the
mapping. The threat-feature map only uses the threat and risk rating columns,
however, the human assessors could base their judgment on the entire table.

Table 2 compares the automated prioritization to the manual one for each
application. In two of the three assessments the automatically generated results
differed significantly from the expert judgment. However, the automatically
assigned priorities were similar to the manual ones for the HR system. Across
the three assessments 1-in-4 of security features were assigned the same priority
by the mapping and the expert. Of the features which were assigned different
priorities, 57% deviated by one.

Table 2. Statistical comparison of the automated prioritisation vs. expert judgment

Application Privacy HR Taxes

Correct guesses 3 8 9

Off by 1 14 14 7

Correlation −0.18 0.28 0.12

p-value 0.82 0.07 0.26

Despite promising results with the HR application, the mapping has overall
failed to deliver a prioritization significantly better than random when compared
to expert judgment. Either (1) the mapping is incorrect or incomplete, or (2)
judging the priorities is difficult and error-prone. Both explanations could be
investigated given higher availability of experts by (1) using the expert judgments
to infer a mapping or (2) measuring inter-expert agreement.

The Security Requirements Repository. To validate our claim that the
structure proposed in Fig. 4 is able to encode any security requirement we defined
a template project in Microsoft Team Foundation Server (TFS) and used it to
store the entire set of high-level security requirements, operationalized require-
ments, and control points mandated by the CIP Overheid’s Grip on Secure
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Software Development. We also wrote a script which is able to import these
requirements into any other TFS project. We are currently working on a graph-
ical TFS extension to make this process easier and allow users to also assign
priorities during the import (more on this in Sect. 7).

7 Conclusions

Simply performing a risk assessment as described in Sect. 5.1 raises awareness
of security issues. Experts did not always agree with the priorities assigned
by the threat-requirement mapping, but found manual prioritization difficult.
Finally, we showed how the availability, usability, and maintainability of a secu-
rity baseline can be improved by storing it as a linked collection of backlog items.
We believe our framework can help agile development teams take security into
account during by providing a first indication of the most important security
features, their priority, and the tasks required. Security experts should still be
involved during implementation and testing; they can use the assessment and
initial prioritization as a starting point or reference.

The proposed framework was developed and tested at a single Dutch soft-
ware developer, and only applied to mobile and web applications. However, the
developer makes use of standard stacks, development practices, and supporting
tools. Therefore, following Wieringa [20], we think that the framework could
potentially be applicable to other organizations that have similar organizational
and software development context to the one of our partnering Dutch company.

Nevertheless, we are looking for industry partners to refine the threat-feature
map and strengthen our evaluation. We also want to extend the security require-
ments repository with technology-specific and domain-specific requirements to
enable selection as well as prioritization. Finally, we are exploring using Artificial
Intelligence to prioritize requirements based on prioritizations of experts.
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Abstract. Business process models have an important role in enter-
prises and organizations as they are used for insight, specification or con-
figuration of business processes. After its initial creation, a process model
is very often refined, by different business modelers and software archi-
tects in distributed environments, in order to reflect changed require-
ments or changed business rules. At some point, the different resulting
process model versions need to be merged in an integrated version. In
order to enable comparison and merging, an approach which comprises
difference representation as well as a discovery method for differences is
needed. Regarding control-flow, such approaches already exist. As the
specification of data-flow is also important, an approach for dealing with
data-flow differences is also needed. In this paper, we propose a model
for representation of data-flow differences as well as a method able to
discover, visualize, and resolve data-flow differences.

Keywords: Business process models · Data-flow ·
Change management

1 Introduction

Every enterprise or organization has organizational and business goals. In order
to achieve these goals, a simple activity or set of related activities comprising a
business process are conducted [16]. A business process model is a model which
describes the workflow of a business process an it plays an important role as is it
is used for gaining insight, documentation, performance analysis, specification,
implementation or configuration [1]. The Business Process Model and Notation
(BPMN) [12] provides a graphical notation for specifying business process mod-
els. A process model may comprise different perspectives of a process. The order
of execution of activities in a process is represented by the control-flow. The
data-flow is another perspective which represents what kind of information is
the input and output of a process and the activities inside a process. Further,
data-flow specifies where data comes from and goes to, and where data is stored.
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After its initial creation, a process model underlines a constant change, in
order to reflect changed requirements or changed rules of business processes.
Therefore, an additional activity may be added, or an existing activity is deleted
or modified. Very often, this is done by different business modelers and software
architects in distributed environments. As a consequence, we come to a point
where two or more different versions exist. At some point in time, all different
versions have to be compared and merged [9] in an integrated business process
model. Therefore, an effective change management approach [5] that results in a
consistent integrated model is needed. Considering the field of business process
model analysis, in recent years, several techniques [4–6,10] have been developed
for analyzing different aspects of business process models. In these approaches,
the most attention has been devoted to the control-flow perspective. To the
best of our knowledge, the data-flow perspective has not considered too much
attention. Maybe one of the reasons is the lack of a good support by modeling
tools. Nevertheless, this does not indicate that the role of the data in process
models is unimportant. For example, the routing in process models is based on
data which means that the control-flow often depends on data.

In this paper, we present an approach that builds upon an existing work that
considers the control-flow perspective [5,8]. We extend the existing approach by
consideration of a data-flow in process models. The main concern of this work is
the representation of data-flow differences in process models in terms of change
operations, as well as their detection and resolution, by providing a discovery
and a resolution method, respectively.

This paper is organized as follows: Sect. 2 presents a difference model for rep-
resentation of data-flow differences. The discovery method is presented in Sect. 3.
Then, in Sect. 4, the dependencies between data-flow differences are discussed
and in Sect. 5 we address the resolution of the differences. At the end, Sect. 6
gives an overview of the work and sketches possible directions for future work.

2 Difference Model for Data-Flow Differences

We represent differences in terms of change operations. All differences that can
be detected in a data-flow, comprise the difference model for data-flow differ-
ences. Similarly to [5], our difference model consists of the Primitive Difference
Model (Fig. 1) and the Compound Difference Model (Fig. 3). The change opera-
tions from the Primitive Difference Model are related directly to data-flow ele-
ments such as Data Objects, Data Stores, and Data Associations. The Compound
Difference Model contains compound change operations, where each compound
change operation consists of one or more primitive change operations. The com-
pound change operations are on a higher level of abstraction and are much more
understandable to a business user. We evaluate our difference representation
against the requirements defined in [5] as follows:

R1-Completeness: The difference representation must contain all data-flow
differences that can occur between two process models.
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R2-Understandability: The difference representation of data-flow differences
must be compact and easy understandable for business users.

R3-Directly Resolvable: Data-flow differences between process models shall
be directly resolvable using their operational representation.

R4-Connected Process Model: The difference representation shall support
the creation of connected merged data-flow of process models.

2.1 Primitive Change Operations

Fig. 1. Meta-model for primi-
tive change operations

Primitive change operations modify a single
data-flow element in a process model. For each
data-flow element class, there is a meta class for
the insertion and deletion in the primitive differ-
ence meta-model which is visualized in Fig. 1. An
InsertDataArtifact(BPMN Process Model, Data
Artifact), for example, inserts a single Data
Artifact, e.g. a Data Object or a Data Store
into an BPMN Process Model. The inverse oper-
ation of InsertDataArtifact is DeleteDataAr-
tifact. Figure 2 shows the application of the
InsertDataArtifact(V, ‘Order’) operation which
inserts the Data Object ‘Order’ and its inverse
operation, the DeleteDataArtifact. Summarized,
both R1 and R3 are successfully addressed, as
all differences between different model versions
are represented and directly resolvable by applying them. However, it is very dif-
ficult to identify and understand the actual high level change (R2). Moreover,
the business user should know which operation can be applied independently in
order to obtain a correct process model (R4). To overcome these drawbacks, in
the next section, we introduce compound change operations.

Fig. 2. Application of InsertDataArtifact and DeleteDataArtifact operations

2.2 Compound Change Operations

Compound change operations are conceptually much closer to the actual change
as they represent how the accesses to data artifacts have changed. Technically, a
compound change operation comprises one or more primitive change operations.
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Compound change operations are split into two groups: data object related and
data store related change operations. Regarding data objects, as depicted in
Fig. 3, four different types are considered (creation, read, update, and deletion).
Regarding data store related change operation, read and update are considered.

Fig. 3. An excerpt of the meta-model for
compound change operations

An InsertDataObjectCreation opera-
tion, for example, has as input a BPMN
Process Model, a Data Object and an
Activity. For example, InsertDataOb-
jectCreation(V, do, c) represents an
insertion of a Data Object do which
is created by the Activity c in the
BPMN Process Model V. It consists of
the following primitive change opera-
tions: InsertDataArtifact which inserts
data object do with annotation [new]
into the process model V. The data
object do is then connected with the
activity c via data output association
by applying InsertDataOutputAssocia-
tion. Figure 4 shows the application of
an InsertDataObjectCreation operation
which inserts the data object ‘Order’
which is created by the activity ‘Create Order’, and the opposite compound
operation DeleteDataObjectCreation(V, c, do).

Fig. 4. Application of InsertDataObjectCreation and DeleteDataObjectCreation oper-
ations

By using compound change operations, all possible differences can be rep-
resented (R1) and by their application the represented difference is resolved
(R3). The compound change operations successfully address R2 as they are
closer to the actual high level change. Also, the application of each compound
change operation leads to a correct and connected process model (R4). Hence,
the compound change operations address successfully all four requirements.
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3 Method to Discover Data-Flow Differences

Based on the difference model introduced in the previous section, we present our
approach for discovering data-flow differences. The main goal of the discovery
method is to detect data-flow differences in terms of how accesses to data arti-
facts have changed between different process model versions of a process model.
The input of the discovery method are two versions of a single process model.
The discovery method comprises four steps (Fig. 5). Before explaining the steps
in detail, in the next section, we firstly introduce the access triples, the base for
the difference detection.

3.1 Access Triples

Access triples represent a specific data access, i.e., a particular way in which an
activity accesses a data artifact, either a data object or a data store. Basically,
the goal is to identify differences between two versions of a process model, i.e.,
how data accesses in a data-flow have changed. More formally, an access triple
is defined as follows:

Definition 1 (Access Triple). An Access triple is a substructure consisting
of an activity, a data association, and a data artifact (a data object or a data
store). It represents a specific access of an activity to a data artifact.

Four different types of interaction between activity and data object exist: create,
read, update, and delete access. As there is no way in BPMN to implicitly
denote a creation of a data object or a deletion of a data object, we use the
extension proposed in [11]. There, two annotations are defined: [new] for data
object creation and [delete] for data object deletion. We formalize data access
types in the following definition:

Definition 2 (Data Access Type). A Data access type specifies the actual
interaction between an activity and a data artifact. Four different data access
types exist: create (C), read (R), update (U), and delete (D) access type. In a
concrete data-flow, data access types can be determined according the following
four rules:

1. A Data Output Association with a target reference a Data Object annotated
with [new] represents a create access type

2. A Data Input Association always represents a read access type
3. A Data Output Association with a target reference a Data Object without

annotation or a Data Store represents an update (write) access type
4. A Data Output Association with a target reference a Data Object annotated

with [delete] represents a delete access type.

According to the contained data artifact, the following two types of triples are
defined: Data Object-Access Triple and Data Store-Access Triple. Regarding the
access type, the following four types of triples are specified: Create-Access Triple,
Read-Access Triple, Update-Access Triple, and Delete-Access Triple.
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3.2 Detection of Access Triples

The access triple detection process consists of the following steps: (1) We iterate
over all data associations; (2) For each data association, the source and the
target reference are checked and corresponding access triple are created; (3)
Each formed access triple is then extended by a corresponding activity and a data
artifact; (4) Applying Definition 2, the type of the access triple is determined.
The detection process continues until all data associations are analyzed. The
process results in a complete set of access triples.

Fig. 5. Steps of difference detection process

3.3 Correspondences of Data-Flow Elements and Access Triples

A correspondence is used to establish relations between model elements from
one process model to another [5,13]. They express that a specific element has
or does not have a counterpart in the other version of a process model. Firstly,
correspondences between data-flow elements, Data Artifacts and Data Associa-
tions, are established. Based on these correspondences correspondences between
access triple are established. A correspondence between data-flow elements is
defined as follow:

Definition 3 (Correspondences of Data-Flow Elements). Let V1 and V2

be two process models. Let x and y be two data-flow elements (Data Artifacts or
Data Association). The following types of correspondences can be defined between
x and y:

– A 1-1 correspondence connects two data-flow elements x and y in V1 and V2

if x is represented by y and vice versa. x is represented by y if they are of
the same type and the activity and the data artifact are equal (CDO

1−1(V1, V2)
correspondence set).

– A 1-0 correspondence is attached to a data-flow element x in V1 if x is not
represented by a data-flow y in V2 (CDO

1−0(V1, V2) correspondence set).
– A 0-1 correspondence is attached to a data-flow element y in V2 if y is not

represented by a data-flow x in V1 (CDO
0−1(V1, V2) correspondence set).

Based on this, we define correspondences between access triples as follows:

Definition 4 (Correspondences of Access Triples). Let V1 and V2 be two
process models. Let x and y be two access triples. The following types of corre-
spondences can be defined between x and y:

– A 1-1 correspondence connects two access triples x and y in V1 and V2 if x is
represented by y. We say that a x is represented by y if the activities are in 1-1
correspondence and also the data-flow elements are in 1-1 correspondence.
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– A 1-0 correspondence is attached to an access triple x in V1 if x is not repre-
sented by an access triple y in V2.

– A 0-1 correspondence is attached to an access triple y in V2 if y is not repre-
sented by an access triple x in V1.

3.4 Matching of Data-Flow Elements and Access Triples

In this step, we firstly, match data-flow elements. The input of this step are the
initial and the update versions od the process model. At the end of the matching
process, we have 1-1, 1-0, and 0-1 correspondence sets for both Data Artifacts
and Data Associations.

Let suppose that we are comparing the process model versions V1 and V2

and let the M(V1, V2) be the resulting mapping. We iterate through data-flow
elements of a source version V1 and we try to find matching data-flow elements
in the target version V2. Firstly, we iterate over all Data Artifacts and if two
compared Data Artifacts have same name, then we establish 1-1 correspondence.
If an element from V1 does not have counterpart in V2, it is assigned with 1-0
correspondence. At the end, all the elements from V2 without counterpart in
V1 are assigned with 0-1 correspondence. In the case of Data Associations, two
Data Associations match if they are of the same type (Data Input Association
or Data Output Association) and have the same source and the target reference.

Based on the correspondences between data-flow elements, we match access
triples. We iterate over the activities in V1 and for each activity all related access
triples are checked. As we assume that correspondences between activities are
already established, we use them in our matching process directly. When an
activity has a 1-0 correspondence, the access triple is also assigned with 1-0 cor-
respondence. When an activity has a 1-1 correspondence, the data association
is also checked and if it is assigned with 1-0 correspondence, the access triple is
assigned 1-0 correspondence as well. If the data association has 1-1 correspon-
dence, then the access triple is assigned with 1-1 correspondence. Once all the
access triples in the source version are checked, we check the access triples in
the target version. Similarly, we iterate over all activities and all access triples
which are not assigned with 1-1 or 1-0 correspondence, are assigned with a 0-1
correspondence.

3.5 Difference Detection

A particular data access may be added, deleted or updated. Hence, we define
three main type of differences: insert, delete, and update differences as follows:

Definition 5 (InsertDifference). Given two business process models V1 and
V2, an access triple x and 0-1 correspondence sets. We define the InsertDiffer-
ence as an access triple x that is in the 0-1 correspondence set.

Analogously, DeleteDifference is defined, with a minor difference that the 1-0
correspondence set is used.



152 I. Jovanovikj et al.

Definition 6 (UpdateDifference). Given two business process models V1 and
V2, access triples x and y and 1-0 and 0-1 correspondence sets. The access triple
x is in the 1-0 correspondence set (DeleteDifference) and the access triple y
that is in the 0-1 correspondence set (InsertDifference). First, x and y are
of same type and are either a Create-Access Triple or a Delete-Access Triple.
Second, accessed data objects in both access triples are same. If the previously
mentioned conditions hold, then such combination of an InsertDifference and
a DeleteDifference is defined as an UpdateDifference.

According to the definitions, out of the access triple correspondence set dif-
ferences are derived. For example, considering Definition 5, InsertDifferences are
identified. Then, for each InsertDifference an appropriate INSERT compound
change operation is defined.

4 Dependencies Between Differences

Identifying dependencies between change operations is very important because
an execution of dependent operation may lead to incorrect data-flow in a process
model. Therefore, for example, a data object shall not be updated until it is
created in the process. We analyzed the dependencies between data-flow change
operations as well as the dependencies between data-flow and control-flow change
operations. Due to the space constraint, in the following, we only discuss the
dependencies between data-flow change operations. We base our dependency
analysis on the data-flow anti-pattern “Missing Data” defined in [15]. This anti-
pattern describes the case when a data object is accessed (read or deleted),
but it has not been previously created. Based on this anti-pattern, we define
the invariant as follows: Every data object in the process model must be created
and that can be done only by one particular activity. Consequently, dependant
operations are formalized as follow:

Definition 7. [Dependent Compound Change Operations ([7])] Let op1 and op2
are two change operations and op1 transforms the process model V to V1 and op2
transforms process model V1 to V2. If the change operation op2 is not applicable
on the process model V, but it is applicable on V1, then op2 is dependent on op1.

Fig. 6. Dependencies between INSERT
data-flow change operations

According to the invariant and
Definition 7, two main consequences
are defined: (i) No change operations
can be applied to a data object until the
operation that creates that data object
is applied; (ii) If a creation of data
object is removed, all other accesses
to that data object must be removed.
Having the invariant and the con-
sequences defined, we systematically
compare every change operation with
every other change operation in order
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to detect all the dependencies between them. The result of that comparison are
pairs of dependent change operations, i.e., pairs of operations where one opera-
tion creates a model structure that is needed by the other one.

Dependencies are identified in the following cases: between insert operations,
between delete operations, and between update and delete operations. Due to
space constraint, in the following, we just discuss the dependency between insert
operations namely, between the InsertDataObjectCreation and InsertDataObjec-
tUpdate operation. Let us assume that InsertDataObjectCreation(pm, x, a) is
detected, i.e., the activity a creates the data object x. Also, InsertDataObjec-
tUpdate(pm, x, b) is detected, i.e., the activity b updates the data object x. The
connection between these two operations is clear, as they specify the insertion of
a write access to the same data object. The pre-condition of the InsertDataObjec-
tUpdate is that the data object x must be created. On the other hand, this is the
post-condition of the InsertDataObjectCreation operation, created data object
x. Therefore, the InsertDataObjectUpdate operation requires the application of
an InsertDataObjectCreation operation, i.e., it is dependent on this operation.
We visualize dependencies between change operations by using a dependency
matrix as shown in Fig. 6. To explain how the dependency matrix represents
the dependencies, we consider the InsertDataObjectRead operation. According
to the dependency matrix, this operation is dependent on the InsertDataOb-
jectCreation if the data object do from the InsertDataObjectRead operation is
equal to the data object do1 used in the InsertDataObjectCreation operation.

5 Resolution of Differences

In order to merge the different versions, the differences should be resolved, which
is done by applying the change operations. The user selects change operations,
according to her needs, in an iterative and manual way. We support the two-way
merging strategy, which means that two process models are merged, a source
version and an updated version of a given process model. Due to two-way merg-
ing, conflicts between operations do not exist. At the moment when the desired
integrated model is obtained, the iterative process ends. When a change oper-
ation is selected, a dependency check is performed. If the selected operation is
dependent on another operation which is not applied yet, the dependent change
operation cannot be resolved. It becomes applicable when all of the operations
that it is dependent on are applied (Fig. 7).

The change operations that are in bold style are directly applicable (Fig. 8).
All other change operations are disabled, i.e., not applicable. Initially, the
control-flow change operation 7. InsertActivity is applied. As a consequence,
the change operations 8. InsertDataObjectRead and 9. InsertDataObjectCreation
become enabled, as both of them were dependent on the InsertActivity
operation. The updated log and the updated process modelV1 are shown in
Figs. 9 and 10 respectively. The operations 11 and 12 are dependent on two oper-
ations, 9 and 10. Hence, they can only be applied when both operations 9 and 10
are applied. For example, the operation 11. InsertDataObjectRead can be applied
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Fig. 7. Process models V1 and V2

Fig. 8. The extended hierarchical change log with dependencies between differences
for the process model versions V1 and V2

only when the change operations 9. InsertDataObjectCreation and 10. InsertAc-
tivity are applied. Delete data-flow change operations can be applied without
any restriction. However, some of them may be denoted by || (e.g., 2. Delete-
DataObjectRead [ || 1.]). This suggests that the DeleteDataObjectRead operation
is automatically applied when the corresponding operation 1. DeleteActivity is
also applied. This comes from the fact that the DeleteDataObjectRead opera-
tion is a prerequisite for the application of the DeleteActivity operation, i.e., the

Fig. 9. The updated change log after resolution step 1
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Fig. 10. The updated process model V1 after the resolution step 1

DeleteActivity operation is dependent on the DeleteDataObjectRead operation.
In the next resolution step we apply the 9. InsertDataObjectCreation operation.
The application of this operation enables the data-flow change operations under
number 11 and 12 (Fig. 11). Now, they are dependent only on the control-flow
change operation 10. InsertActivity. Figure 12 represents the updated process
model V1.

Fig. 11. The updated change log after resolution step 2

Fig. 12. The updated process model V1 after the resolution step 2

6 Related Work

In general, two different groups of approaches regarding change management
of business process models can be observed: change-based and state-based. In
the change-based approaches [6,10,14], mostly, changes are represented in terms
of operations which transform a process model from a particular state to the
next one. In [10] for instance, the operations are recorded during the develop-
ment phase of a process model. The CoObRA framework presented in [14] is a
lightweight framework which provides recovery, versioning and multi-user func-
tionality. As differences are detected on an elementary level, there is a possibility
for the user to group them. Beside these approaches, there are also state-based
approaches [2–5]. The basic idea is to compare different versions of a process
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model and reconstruct the change log. Most of them support dependency and
conflict detection mechanisms as well as resolution of differences. The approach,
we build our work upon [5], is a language-specific and state-based approach. It
comprises: difference detection, dependency, equivalence and conflict analysis,
and resolution of differences. Similarly to the previously mentioned approaches,
it is focused on control flow-differences.

7 Conclusion and Future Work

In this paper, we presented an approach for detection and resolution of data-
flow differences. Firstly, we presented the difference model which contains all
possible differences that can occur between different versions of a process model.
Then, we presented our detection method which is capable of detecting data-flow
differences. As dependencies are possible between differences, we also provided a
dependency analysis. At the end, we presented an iterative method for resolution
of differences. However, there are some open questions that might be addressed
in future. An ongoing work is to provide a tool support that serves as a proof
of concept. Then, our dependency analysis for data-flow change operations was
based on one invariant which must hold in a process model and it specifies that
a data object must be created in order to be accessed. Including additional data-
flow anti patterns from [15] in our dependency analysis step, should guarantee an
error-free data-flow. Our approach support only two-way merging, i.e., merging
of one source version and one updated version. However, in most of the cases we
have at least two updated versions which should be compared and merged with
the source version. Supporting a three-way merging definitely is an important
issue that might be addressed in future.
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Abstract. Reverse Logistics (RL) groups the activities involved in the return
flows of products at the end of their economic life cycle. Enterprises and policy
makers all over the world are currently researching, designing and putting in
place strategies to recover and recycle products and raw materials, both for the
benefit of the environment and to increase profits. However, the management of
return flows is complex and unpredictable because consumer behavior intro-
duces uncertainties in timing, quantity, and quality of the end-of-life products.
To proactively cope with these concerns, we propose a metamodel that serves as
a foundation for a domain specific modeling language (DSML) to understand
RL processes and apply analysis techniques. This DSML can also be used to
examine aspects such as RL strategies, capacity of the facilities, and incentives
(e.g., sanctions and tax reliefs introduced by regulators). The core element of
this approach is an extensible metamodel which can be used for analyzing
specific applications of RL such as E-waste management.

Keywords: Reverse Logistics � Metamodel � DSML � E-waste management

1 Introduction

In a supply chain (SC), reverse flows consist of products at the end of their life cycle
(EOL), or products that have been returned at other stages in the forward SC. The
logistics of these flows, known as Reverse Logistics (RL), is formally defined as “the
process of planning, implementing and controlling flows of raw materials, in-process
inventory, and finished goods, from a manufacturing, distribution, or use point to a
point of recovery or point of proper disposal” [15]. Growing concerns derived from
global competitiveness, higher customer expectations, and superior SC performance
have made RL all the more relevant. Lambert et al. [10] found that RL issues have been
divided into three main concerns: recovery/distribution, production and inventory, and
SC management. In all of these, quantitative and qualitative analysis techniques are
used, together with approaches such as case studies, literature reviews, and conceptual
descriptions. More recently, Suyabatmaz et al. [18] conclude that due to the high
complexity and heterogeneity of reverse flows, problem-specific methodologies as well
as generalized models are required and call for research efforts to study RL issues by
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incorporating analytical and simulation models. In particular, methods are noticeably
needed to improve RL capabilities and to fulfill needs over short- or long-time periods.

Thus, a need has been identified for systematic approaches to understand, design
and deal with the uncertainty of reverse flows along a SC and to reduce their increasing
environmental impact. Along these lines, research has been conducted in specific
industries such as in bottled products [9] and mobile phones [14]. Nowadays, RL
scenarios involving E-waste management-i.e., electronic components that are consid-
ered obsolete or no longer functioning - are of particular interest: it contains valuable
materials that should be recovered, as well as hazardous substances that require special
handling to minimize pollution concerns. In addition, the increasing number of prod-
ucts containing electronic components have made this the fastest growing global waste
stream. The Global E-waste Monitor 2017 has estimated that worldwide a staggering
44.7 million metric tons (Mt) of E-waste was generated in 2016, equal to 6.1 kilograms
per inhabitant (kg/inh) annually. It has also predicted an alarming increase to 52.2 Mt
alike to 6.8 kg/inh, by 2021 [3]. All of this has made imperative to design, implement,
measure and improve strategies and public policies involving RL activities for E-waste
management.

In order to proactively cope with these growing concerns on RL, we built a pro-
posal to allow researchers, practitioners and decision makers to analyze, understand,
and perform experiments with short- or long-term scenarios. In particular, we enable
the exploration of “what-if” scenarios in RL networks with respect to costs, quality and
sustainability outcomes. The core of this work is an extensible Domain Specific
Modeling Language (DSML) [7] to create RL scenarios for analysis purposes. The
language is built on top of a RL metamodel, product of a thorough literature review,
capturing the fundamental RL concepts and relations that enable modeling the entire
process.

This paper focuses on the modeling aspects of the metamodel for the RL process.
The remaining sections are organized as follows: Sect. 2 presents a brief overview of
RL providing a context for the rest of the work. Sections 3, 4 and 5 present our overall
approach and details the construction and structure of the RL metamodel. Particularly,
Sect. 5 illustrates its usage, by creating a scenario based on the recently promulgated
laws for E-waste management in Colombia. Section 6 discusses how the metamodel
can be extended to support dynamic analysis methods such as system dynamics (SD);
and in Sect. 7, we draw initial conclusions, and future research avenues.

2 A Brief Reverse Logistics Background

This section focuses on presenting an overview of RL: its definition, main differences
with forward logistics, and current streams of research. While forward logistics refers
to the flow of a product from the manufacturer to the end consumer, Reverse Logistics
is the process in which goods are recovered from an end point in order to either
recapture value or to properly dispose them. Compared to forward logistics, the
management of these flows is highly complex and less predictable because consumer
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behavior introduces uncertainties in timing, quantity, and quality of the EOL products
[6]. As stated by Suyabatmaz et al. [18], reverse flows are complex and heterogeneous,
and its study requires problem-specific methodologies as well as generalized models.

There are three main forces driving current work on RL: regulations, economic
factors, and consumer awareness [4]. There is also an emerging trend which includes
sustainability, and has adopted analysis techniques such as SD [8]. Current industry
efforts to tackle reverse logistics issues include, for example, the Supply Chain Oper-
ations Reference (SCOR) [17], which provides a detailed description of the activities
and the possible indicators that can be measured. However, the SCOR scope regarding
RL is very limited and cannot model the behavior of the full reverse chain. While these
initiatives have recognized the importance of putting in place a proactive strategy for
RL, the management of return flows is easier said than done. The design and analysis of
RL networks is a topic that is far from settled and offers a great number of opportunities.
Likewise, the conceptual structure of the field is not yet fully established: there are some
key concepts that are shared by most approaches and have well accepted definitions, yet
there are also concepts that are included in only a small number of works and have
definitions that are vague or even contradictory. Therefore, there is a need to further
standardize the elements, definitions and relationships in the domain.

3 A Model-Based Approach to Understand Reverse Logistics

The proposal to support the understanding and analysis of RL networks is based on
three main ideas that can be illustrated through phases (see Fig. 1). The first one is
creating a metamodel for the RL domain. The second phase is to extend and refine said
metamodel in order to adapt it to the needs of specific scenarios. This is because
distinct scenarios can have particular requirements depending on the product entailed in
the RL process and the specific country of analysis (e.g., E-waste management in
Colombia). The third phase further extends the metamodel with new concepts, attri-
butes and relations that depend on the type of analysis that is intended to be applied to
modeled scenarios (e.g., SD, discrete event simulation). This metamodel is crucial in
the construction of a subsequent RL DSL.

Fig. 1. General approach for RL modeling
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Section 4 describes the first phase, that is the construction of the RL metamodel
that formalizes the DSML’s abstract syntax and is used to define its elements, rela-
tionships and modeling rules [5]. This metamodel is the result of a systematic review of
the RL literature identifying the domain’s core concepts along with its key attributes
and relationships. The RL metamodel is the foundation of our approach for modeling
and analyzing RL scenarios, using a domain-specific formalism [4]; and it aims to
fulfill the needs of industries no matter their RL process. However, as products and
legislation change among industries and countries, decision makers (e.g., government
entities) will have the need to create specific models to analyze a given RL network.
Hence, the need for a second phase where metamodel extensions are created, as
illustrated in Sect. 5. This section first describes the mechanisms to extend the RL
metamodel and then illustrates them in the context of current E-waste management
regulations for Colombia.

The third phase entails the creation of further extensions to the metamodel that
focus on the analysis methods that decision makers require to analyze their scenarios.
For example, with the phase II metamodels it is impossible to apply techniques such as
discrete event simulation, agent simulation, or SD because these metamodels focus
mainly on static, structural aspects. However, by introducing additional concepts,
attributes and relations targeted toward a specific analysis technique, it becomes pos-
sible to apply said technique on models created with the extended RL metamodel. This
strategy of metamodel extension guided by the analysis technique has been applied in
past works. For example, Manzur et al. [11] enriched ArchiMate [19] by adding
elements to make possible the creation of architectural models for discrete event
simulation.

4 The Reverse Logistics Metamodel

Next, we present the process to build a RL metamodel based on existing literature and
expressive enough to address all of our concerns. To identify the core elements for the
metamodel, we performed a systematic review of the RL literature. We limited the
scope of our search to studies published in ranked peer-reviewed academic journals.
A previous literature review by Agrawal et al. [1] on RL issues was found, which
covers publications from 1986 to 2015. We updated this review by following the same
selection and classification process for the missing period 2015 to 2018. Accordingly,
six databases were considered: Elsevier, Emerald, Springer, Taylor and Francis, Wiley,
and Informs. Given the main objective of our research, another exclusion criterion was
defined: articles studying specific RL networks (e.g., closed-loop supply chains) or
specific industrial applications were not considered. This resulted in a final set of 42
papers to complement those found in Agrawal et al.’s work [1].

As part of our analysis, we found that in the selected articles there is no agreement
on the vocabulary to describe RL processes. To deal with this, we identified five
clusters of terms used to describe closely related concepts: (i) Activity; (ii) Actor;
(iii) Facility; (iv) Product; (v) and Regulator. Each cluster contains secondary clusters
with finer grained terms also found in the literature review. Table 1 illustrates this by
showing the Activity cluster which has 11 secondary clusters and the 66 terms.
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Following recommendations of the work by Babur et al. [2], which considers the
definition and similarity of terms to discover clusters of elements, we established two
types of relationships between terms in the literature: (i) analogous relations (A), when
the terms are synonyms (e.g., manufacturing and production); (ii) and hyponym rela-
tions (H), which refers to subordinate connections in between concepts (e.g., manu-
facturing and product assembly). The complete literature review and the classification
by clusters can be found on our website.

4.1 The Proposed Reverse Logistics Metamodel

The RL core metamodel defines and structures the key RL concepts identified after the
literature review. Moreover, it allows the modeling of the network’s controllable, static
aspects, including a minimal subset of forward logistics concepts. Figure 2 depicts the
core elements of each concept, the root of the metamodel (Return Flow) and their
primary associations. It is possible that the attributes included in the metamodel may
not be sufficient to model every specific RL scenario. Thus, this set of attributes is not
set in stone and we have included the mechanisms to make it extensible: modelers
might add more attributes and even new concepts in order to satisfy particular needs of
analysis, as we explain in the following sections. The RL metamodel is organized

Table 1. Cluster characterization for activities in RL

Main
cluster

Secondary
cluster

Related terms

Activity Storing Storing (A), warehousing (A), inventory (A), inspection (H)
Sell Sell to secondary market (H), sales (A), marketed (A),

resell (A)
Disposal Disposition (A), disposition cycle time (A), disposal (A),

incineration (H), secure disposal (A), littering (H), land filling
(A), destruction (H)

Pollute Pollute (A), leachate (H)
Manufacture Production, manufacturing, product assembly (H), parts

fabrication (H), modules subassembly (H), re-manufacture (H),
reprocessing (H), re‐produce (H)

Recycle Asset recovery (H), material recovery (H), cannibalization of
parts (H), reuse (H), informal recycle (H), upcycled (H)

Recover Recover (A), asset recovery (A), reutilization (H), refurbish
(A), product recovery (A), repair (A), reconditioning (A),
disassembly (H), product upgrade (A), renovation (A)

Transportation Reverse distribution (H), reverse transportation (H), distribution
(A), delivering goods (A), redistributed (A)

Collection Retrieval (A), collecting used products (A), gate keeping (H)
Purchase Sale (A), consumption (H), purchase (A)
Return Return (A), return to supplier (H), commercial return (H), end

of use return (H), EOL return (H), non-defective return (H),
customer return (H), warranty return (H), service return (H)

162 P. Lara et al.



around five clusters (see Fig. 2): (i) Activities, which refer to processes occurring in the
RL scenarios; (ii) Actors, who guide and participate in those activities; (iii) Facilities,
where the activities are performed or where production outputs are stored; (iv) Product
related components, which represent the products themselves and their parts, their raw
materials, their packaging, and the waste and pollution left after their usage and con-
sumption; and (v) components related to Regulator entities that can create or terminate
incentives for performing RL activities such as recycling.

Figure 3 shows the complete metamodel with the five key concepts and the root of
the metamodel in bold lines, and with the elements that belong to each cluster as close
as possible to them. Next, we present a brief overview of the metamodel, by following
the typical sequence of a RL flow. The first activities serve to represent manufacturing
or production, storage, transportation, and purchasing processes. Although these
activities are widely regarded as belonging to the forward logistics domain, these
activities are more likely to be controlled, thus enduring less uncertainty when starting
from this point in the application of dynamic analysis to the RL models. To comple-
ment these activities, the metamodel includes related actors (e.g., manufacturer, and
customer), facilities (e.g., factory, and warehouse), and sales channels which are all
connected through associations. These elements were deliberately designed in a high-
level manner to prevent the metamodel from becoming too large to be practical.

The second part of the metamodel refers to activities that pertain to the RL domain:
disposal, pollute, recovery, recycling, collection, and returns. Disposal refers to
activities that involve throwing away wastes in a facility such as a landfill. Likewise, to
pollute refers to disposing pollutants into the natural environment (e.g., toxic wastes in
a river). Recovery encompasses activities that return products to a state where they can
be sold again for their original purpose (e.g., refurbishing, and reconditioning), as
previously shown in Table 1. Similarly, recycling activities reduce products to their
basic elements which can then be reused [15]. Recycling may refer to packaging, raw
material, or any product part. Unfortunately, recycling and recovering can create their
own waste and pollution. Collection is the selected term for activities such as gathering,
filtering, and transporting previously sold products [15]. Return activities involve an
actor who sends back a product to its manufacturer because the product either fails to
meet his needs or fails to perform [15]. The final part of the metamodel includes

Fig. 2. The RL metamodel main concepts
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regulators, which are in charge of the decision-making processes and influence RL
chains by means of policies and controls. Regulators are not actors because they are not
in direct contact with flows of products. However, they perform a critical role and have
to be included in order to study how their actions influence the models’ behavior.

5 Reverse Logistics in a Specific Context: E-Waste Case
Study

While the RL metamodel groups the core concepts of any RL scenario, it is often
necessary to have more specialized concepts to support the creation of more expressive
models. In this section, we show how this can be achieved by extending and spe-
cializing the metamodel and illustrate this with a preparatory case study based on the E-
waste management in Colombia. This case study is of interest because it targets a
specific kind of waste with particular necessities regarding RL, and because the geo-
graphical localization provides a specific framework with respect to regulations. Over
the last two decades, the amount of Electrical and Electronic Equipment (EEE) has
continuously increased because of the rapid changes in information technologies, its
increased accessibility, a downward trend in EEE prices, and a reduced lifetime for

Fig. 3. The RL metamodel
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most products. As a result, a fast-growing number of EEE goods are reaching their
EOL, generating vast amounts of E-waste [13]. An EEE is considered E-waste when it
reaches its EOL and loses its original functionality, for instance, non-functioning or
obsolete TVs, computers and mobile phones.

Given the importance of properly caring for E-waste streams, many countries have
taken measures and have introduced policies to regulate its management. Based on a
systematic review of the guiding legislations, we have identified one main principle and
one derivative principle, described in Table 2 [14]. Today, most countries have EPR
programs and policies in place. Nonetheless, their specific features and outcomes vary
significantly across countries and industries. These variations cause a shift in the dif-
ferent RL processes and scenarios; this is where the need for extensions emerges, as the
models shift from one country to another. For example, in South Korea the collection,
treatment and costs are fully covered by producers through a collective scheme. To
study how the metamodel adapts to the implementation of the EPR principle, we next
analyze the case for E-waste management in Colombia.

5.1 Modeling E-Waste in Colombia

Colombia is one of the Latin American countries with the largest generation of E-
waste. Estimations in 2010 shows that for a Colombian population of 46.3 million
inhabitants, the E-waste generation is nearly 110.000 tons per year [12]. To deal with
this situation the Colombian government has begun to regulate the EEE industry with
the Law 1672 of 2013 and the Decree 284 of 2018, from the Ministry of Environment
and Sustainable Development. This scheme follows the EPR principle and stimulates
the adoption of RL practices since the producers are responsible for the recovery of E-
waste. The Decree identifies all the actors involved in the E-waste management: pro-
ducers, retailers, consumers, E-waste managers, environmental authorities, and terri-
torial entities; and lists their obligations according to their role. In Colombia, customers
can use the channels provided by both producers and retailers to deliver obsolete EEE
devices to E-waste managers, who are responsible for either taking it back to producers
(in its original form or as raw material), or to dispose them in a proper way. In this
scenario, the government monitors and supervises parts of the RL network (actors,
facilities, activities, inventories) and through incentives and penalties promotes a
proper E-waste management aiming to reduce the use of informal alternatives.

Table 2. Principles for E-waste management

Principle Description

Extended Producer
Responsibility (EPR)

Forces the producers or importers of EEE to be financially
responsible for the entire life cycle of their products, especially
when they become obsolete; and assumes that the producer will
minimize the costs of E-waste management from the design
phase of the product

Shared
Responsibility (SR)

All actors (producer, retailer, government, final consumer)
participate in the waste management and are responsible for its
success
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To analyze the behavior of the presented case for E-waste management, it is
necessary to extend the basic metamodel and adapt it to the specific context. Figure 4
presents the extensions added with newly added attributes and are shown in a grey
shade. The elements added to the original metamodel arise from the study of the rules
in the Colombian Decree that the core metamodel is not capable of supporting. The
main extensions are: (i) definition of two additional attributes in the “Actor” entity
allowing us to assess the responsibility of producers with the return of products:
“Collection System” validates that the producers have an active collection scheme, and
“Registry” validates that producers, distributors and E-waste managers are registered
with the regulatory entities. Likewise, we added an attribute called “Fines” that sums
up the value of all penalties imposed to an actor for breaking the law. (ii) definition of
two attributes to “Sale Channel” that model the surface area of these points and the
existence of collection points in them, as well as an attribute that guarantees that the
“Processing Center” and “Factory” facilities are approved by relevant regulatory
entities. (iii) addition of two “Action” specializations that specify the measures taken to
enforce compliance with the law. These new actions are: “Penalty”, applied to moni-
tored actors for any breach of the law, or “Facility Closure”, for lack of licenses and
permits to operate. These extensions guarantee the expressiveness of the metamodel to
describe the behavior of E-waste management in Colombia.

6 Metamodel Extensions for Dynamic Analysis

In RL, it is often useful to explore “what-if” scenarios. These allow researchers,
practitioners and decision makers to understand, analyze, and prepare for different
outcomes regarding costs, quality and sustainability, whether they consider short- or
long-term decisions. Thus, it is suitable to perform dynamic analyses, using techniques
such as simulation, to comprehend the effects of the uncertainty in RL networks.
However, for this to be possible, the metamodel must include elements, attributes, and
relations representing dynamic aspects, and supporting specific analysis techniques,
which can be achieved through an extension of a specific context metamodel for RL.

Fig. 4. Changes in the RL extended metamodel for the E-waste scenario in Colombia
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Using the same scenario, we exemplify the creation of an extension of the meta-
model that can be used for dynamic analysis. The technique that is being applied to
extend the metamodel is SD [16]. SD is a simulation technique to study nonlinear
behaviors, centered around the concepts of flows and stocks: flows represent the
movement of an element and stocks refer to the quantity of an element at a given time.
In the metamodel, flows can be represented through RL activities and stocks can be
stored in facilities. In order to support SD analysis of RL scenarios, the metamodel was
first enriched with attributes to describe the outputs of activities (cost, value and
quantity), and the stocks stored in facilities (initial and maximum capacities). It also
requires a system to handle multiple units of measurement to perform unit conversions.
Additionally, we can describe equations to specify changes in outputs or stocks of the
model. The resulting metamodel is shown in Fig. 5 with the new extensions high-
lighted in grey. This metamodel extends the one proposed for E-waste management in
Colombia in Fig. 4.

With this metamodel it is possible to establish a transformation schema from RL
models to SD models that can be run with specific tools such as Stella’s iThink. In this
way, a modeler only has to construct RL models because their equivalent SD models
can be automatically generated. The transformation schema, while not overly com-
plicated, is more than an equivalence table: for each element in the RL model many
elements may appear in the SD model. For example, for each kind of product and each
facility where a product may be handled in the RL model, a stock has to be created in
the SD model.

Fig. 5. Specific context metamodel extension: E-waste Colombian scenario for SD analysis
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SD is not the only type of dynamic analyses that can be applied to the proposed
metamodel. Any dynamic analyses can be used by including new elements and
modifying current attributes and relationships with the dynamic components. For
example, the E-waste metamodel for Colombia can also be adapted to support discrete
event simulations (DES). These simulations differ from SD as they consider a discrete
event in a given time, and each time an event occurs there is a change in the system’s
state. Thus, a model that supports DES has to consider components such as a system
state, a time or clock, the events, and conditions in the system. DES has many suitable
uses in the RL context, for example, process diagnosis, testing policies and prediction
models.

7 Conclusions

RL management is a growing concern across industries and governments that requires
problem-specific methodologies as well as generalized models even more so than in
forward SC management. Research in the field has shown that the understanding,
analysis and control of RL flows is highly complex mainly because of three issues.
Firstly, RL processes face decisions in environments in which consumer behavior
introduces unpredictability as a result of uncertainties in timing, quantities, and quality
of an EOL product. Secondly, the lack of conceptual uniformity in between actors in
the RL field hinders the development of the domain through combined efforts. Finally,
the decisions and changes on a process are not short termed, they are generally reflected
over a long term making their evaluation and improvement more problematic.

In this paper, we presented a model-based approach for creating RL scenarios
considering the main issues of RL management and aiming to provide domain experts
with tools they can use to study and analyze these flows. This paper has presented a
proposal to create RL models through a core metamodel for analysis purposes and has
focused on: (i) defining a generic metamodel, based on the RL state-of-the-art, that
serves as a foundation for a DSML; (ii) extending the metamodel for particular
domains; (iii) and extending the specialized metamodel to support specific analysis
methods. This approach allows to address the lack of uniformity of the RL concepts
through a standardization of the terms used along the RL process. The RL metamodel’s
concepts groups terms which describe the same or closely related concepts through the
definition of clusters. Likewise, the metamodel allows domain experts to study and
analyze using static and dynamic methods through the metamodel’s extension mech-
anism. Particularly, this approach should be useful for regulators, which define RL
policies and need to study “what-if” scenarios to improve RL capabilities, propose
viable changes, or compare models’ sustainability under different scenarios/policies.
These extensions enable applying different analysis techniques to manage the RL flows
in spite of the high uncertainty in the environment. For example, by giving information
about the behavior of a network under an actual policy in the short, and long term,
allowing to identify possible problems in the long term that are not visible at the
beginning.

Based on the span of the literature review, the methodology used to identify the
core concepts and the results with the preparatory case study on the E-waste Colombian
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scenario, we strongly believe that our proposal contributes to the main open issues in
the field. Further research will provide domain experts with additional experimentation
tools based on other simulation approaches (e.g., discrete events and agents).
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Abstract. With the transformation of our society into a “digital world,”machine
learning has emerged as an essential approach to extracting useful information
from large collections of data. However, challenges remain for using machine
learning effectively. We propose that some of these can be overcome using
conceptual modeling. We examine a popular cross-industry standard process for
data mining, commonly known as CRISP-DM Directions, and show the potential
usefulness of conceptual modeling at each stage of this process. The results are
illustrated through an application to a management system for drug monitoring.
Doing so demonstrates that conceptual modeling can advance machine learning
by: (1) supporting the application of machine learning within organizations;
(2) improving the usability of machine learning as decision tools; and (3) opti-
mizing the performance of machine learning algorithms. Based on the CRISP-
DM framework, we propose six research directions that should be explored to
understand how conceptual modeling can support and extend machine learning.

Keywords: Machine learning � Conceptual modeling � Applications �
Data mining � CRISP-DM

1 Introduction

Machine learning within business contexts (advanced business analytics [1, 2]) is a key
driver of organizational competitive advantage [3, 4]. Despite the organizational and
societal impact of machine learning [5], many challenges remain to both the effec-
tiveness of machine learning and its widespread adoption. These include: interpreting
the models used; executing machine learning algorithms effectively; and integrating
machine learning into organizational processes. As a result of these challenges, orga-
nizations continue to struggle to implement successful machine learning solutions [6].
The objective of this research is to analyze how challenges specific to machine learning
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can be addressed by incorporating conceptual modeling principles in the machine-
learning toolbox. Specifically, we show how many challenges related to machine
learning could be potentially addressed with the help of conceptual modeling tech-
niques that have been used for decades to support information systems development
and database design.

Conceptual models formally describe “some aspects of the physical and social world
around us for the purposes of understanding and communication” [7]. Here, we expand
the usefulness of conceptual modeling from the domain of information systems
development to the task of improving machine learning processes and outcomes. The
contribution of this research is to show that conceptual modeling can improve in the
application of machine learning algorithms. We illustrate our results by applying con-
ceptual modeling to a management system for psychotropic drug monitoring. Section 2
reviews relevant machine learning and conceptual modeling research. Section 3 shows
how characteristics of conceptual modeling can be applied to a machine learning pro-
cess. Section 4 summarizes the paper and proposes future research directions.

2 Background: Machine Learning and Conceptual Modeling

2.1 Machine Learning

Machine learning (ML) is considered to have the potential to transform organizations
and society [8, 9]. According to Gartner’s 2016 Hype Cycle for Emerging Tech-
nologies, machine learning is one of “three key trends that organizations must track to
gain competitive advantage” [3]. It has passed the early proof-of-concept phase and is
now at the “Peak of Inflated Expectations.” That is, it is now a popular mature tech-
nology, complete with major successes and failures [3].

Traditionally, machine learning proceeds without support from external knowledge
sources (e.g., domain models) and relies heavily on the training data and learning
algorithms. Recent research is exploring ways to encode additional semantics so that
(some) rules do not have to be learned from training example [8, 10, 11]. For example,
a model may reference a domain ontology and incorporate rules such as “all birds are
animals.” Then, a model does not need to learn the concept of “animal.” Instead,
through the domain ontology, it can automatically infer that a new instance labeled as a
bird is also an animal. This work is narrowly focused on infusing the learning algo-
rithms with additional knowledge, without requiring assistance from users.

Given the focus of machine learning on data and algorithms, several issues are
evident. First, the quality of data inputs is critical to the performance of machine
learning techniques [12]. Second, given the complexity of models such as neural
networks and deep learning, the ability to explain the decisions or predictions made by
ML techniques needs to be improved for such models to be adopted in many settings
[13]. Finally, machine learning models should also provide guidelines for developers
regarding appropriate deployment (e.g., the populations, cases, or processes to which
the results of the model generalize).
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2.2 Conceptual Models

Traditionally, conceptual modeling is a major phase of information systems develop-
ment that formally captures user requirements to support the development of infor-
mation systems. Research has led to the development of different kinds of conceptual
models, including data models, process models, models of business activity and goals,
and models of enterprise and systems architecture [14, 16–27].

Conceptual models are typically diagrams that contain graphics and text and are
widely used in IS development to facilitate communication, improve domain under-
standing among stakeholders, and guide IS development activities such as database
design, user interface design, and programming [22–28]. Conceptual models have
played an especially important role in database design, where grammars such as the
Entity-Relationship model have become a de facto standard way of formally repre-
senting the structure of data to be stored and are widely used to derive database tables,
fields and relationships.

Researchers have investigated the benefits of conceptual models for information
systems development. These can be summarized through the three basic needs that
conceptual models address [29]:

1. Need to cope with complexity. Conceptual models reduce complexity of information
systems development by focusing on the relevant aspects, structuring and orga-
nizing the requirements.

2. Need for shared understanding. Information systems development typically
involves many people with different backgrounds, beliefs, expertise and training.
Such diversity creates potential for conflicts, and if left unresolved, may lead to
project failures. Conceptual models are designed with the general objective of being
boundary objects [30].

3. Need to solve problems. Information technologies are typically created to address
some organizational or societal need, although it is often unclear how to best design
a system with the many options that typically exists. Conceptual modeling supports
analysis of a domain and supports specific design solutions.

These three needs, although studied in the context of information systems devel-
opment, are also present in the context of machine learning. Therefore, the conceptual
modeling techniques used in systems development might also be useful in resolving
challenges related to the development, adoption, and effectiveness of ML techniques by
organizations.

However, research at the intersection of conceptual modeling and ML remains rare
and lacks an overarching agenda. Machine learning is absent from the authoritative
conceptual modeling agenda set by Wand and Weber [28] and has not been part of
active discourse in conceptual modeling [31, 32].

In addition to the paucity of efforts to apply conceptual modeling to machine
learning, existing efforts appear narrowly focused on some specific issue (e.g., mod-
eling sentiment or supporting business simulations). A general assessment of the
potential of conceptual modeling to support machine learning is missing, as is an
agenda that can support future research. We propose an approach intended to stimulate
broad efforts in the research community to find synergies between the two fields.
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3 Using Conceptual Modeling to Support Machine Learning

Conceptual modeling can be used as an effective and standard activity in machine
learning to support activities in various phases of the machine learning process.
Specifically, conceptual modeling can be useful to identify and specify problems,
improve understanding of the data that is used for training, increase the predictive
accuracy and performance of machine learning algorithms, and model the process
change needed to introduce machine learning into organizational processes.

We demonstrate the application of conceptual modeling and ML in a real case,
which uses ML within the context of a US foster care system tasked with placing and
monitoring children in foster families. The evidence is based on our direct observations
and experience with developing ML solutions for several agencies that are part of the
foster care system. A major challenge for the foster care system is the ever-increasing
number of children entering foster care. For processes such as monitoring medication
intake or criminal activities by foster children, the load increase can be detrimental,
which may put a child’s mental and physical health at serious risk. The promise of ML
algorithms is to enable automated and rapid detection of potential issues with a child in
a foster family (e.g., medication overdose, other physical and mental problems), based
on past records written by case workers.

We illustrate the potential of conceptual modeling to benefit each stage of the
Cross-Industry Standard Process for Data Mining (CRISP-DM) (i.e., Business
Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and
Deployment) [33]. CRISP-DM was originally developed for data mining, but became
widely adopted for ML as well [34, 35].

Business Understanding. The first phase of the CRISP-DM process seeks to under-
stand the project objectives and requirements from a business perspective [33]. Busi-
ness understanding is also a phase of information systems development. Traditionally,
conceptual models have been used to support this phase. Effective ML is impossible
without first carefully examining and understanding the business objectives for a
particular ML project, and the specific goals the project seeks to achieve. Acquiring this
information is akin to eliciting information systems requirements, a phase of systems
development that has benefited historically from the use of conceptual models. Com-
mon notations to support this phase could be process and goal-oriented conceptual
modeling grammars and methods, such as i*, BPMN, UML, or BIM (Business intel-
ligence model).

Conceptual models can represent specific objectives and goals for an ML project.
Monu and Woo [36] demonstrate the value of goal-oriented actor-based modeling to
model goals, objectives and resources of intelligent systems. Finally, conceptual
models can assist managers and other parties in comprehending the scope of ML
interventions (i.e., identify the organizational processes affected by ML).

Returning to the case management in foster care example, new mandates required
monitoring children who were taking, and may potentially be overprescribed, psy-
chotropic medication (drugs used to treat psychiatric conditions). This adds a new task
to the workload of caseworkers, namely, analyzing random samples of existing home-
visit notes (notes that document the interaction between the caseworker and the child at
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their home) to identity cases of children who might be taking these medications. There
can be hundreds of notes written for each child, making it difficult to identify the cases
of interest. We turn to modeling (using BIM) to document the new objectives set for
case workers (see Fig. 1). Based on this example and emerging research [e.g., 37], we
propose the following for conceptual modeling research:

Direction 1: Investigate the application of conceptual modeling techniques to increase
business understanding in the context of machine learning projects.

Data Understanding. The data understanding phase of CRISP-DM starts with the
acquisition of data suitable for the business problem identified in Phase 1. Modelers
then review the data, consider any data quality issues, and prepare it to be imported into
the ML software. Conceptual modeling is especially well suited for modeling and
understanding data. Common notations to support this phase include popular con-
ceptual modeling grammars (e.g., ER, UML).

Modeling can also be used to document data provenance [38] and to help ascertain
data quality. Conceptual models can suggest whether there is enough data for learning
(i.e., show the scope of the domain and the attributes available for ML), identify where
to obtain additional data (e.g., by showing connections between entities), and show
how to best use the data in ML (e.g., what attributes to impute). For case management,
without a conceptual model we may assume that home-visit notes are written in such a
manner that they represent each of the children in a home. However, from the

Fig. 1. BIM diagram fragment showing case management goals

Fig. 2. Fragment of a (color-coded) conceptual model showing home-child relationship (Color
figure online)
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conceptual model in Fig. 2, one home can have multiple children and there might be
cases where, under the same household, one child is taking psychotropic medication
and another is not. If we assign labels to every given note (for the training set), how do
we handle these cases? This may suggest the need to obtain data at the child level,
rather than the home level, in order to acquire a more complete data set that can
produce reliable models.

Consider another scenario, in which a particular data source could have missing
values for an attribute ‘dosage’ of medication. Many ML approaches suggest imputing
values for missing data before building a model [39]. However, a conceptual model of
the data might indicate that ‘dosage’ is an optional property of medication, as shown in
Fig. 3. In this case, some (or all) missing values in the data might not be applicable to
the instances for which it is missing, instead of missing from the data source. This can
indicate the need for subclasses of the phenomena of interest –in this case, medication.
Moreover, it might be necessary to build different models for medications that have
strict physician-prescribed dosage (e.g., prescription drugs) and medications that do
not (e.g., nutrition supplements, where dosage is recommended, but not physician-
prescribed), rather than impute missing values for some cases where the attribute does
not apply.

Following our case management case, if we find references to dosage information
within the home-visit notes, this can be an indication that the child is taking a pre-
scribed medication (potentially a psychotropic medication). We propose:

Direction 2: Investigate the application of conceptual modeling techniques to increase
understanding of available training data for machine learning tasks and support data
preparation activities for machine learning tasks.

Data Preparation. The data preparation phase of CRISP-DM involves all activities
(e.g., data transformations) required to construct the final dataset to be used for the
learning algorithm. This phase involves multiple transformations of the original data
source by performing extract-transform-load (ETL) procedures. Prior research in
conceptual modeling has demonstrated the use of process models (e.g., BPMN, EPCs)
to document the ETL process [40, 41]. The transformation process within ML software
is analogous to the ETL processes used in the context of data warehousing.

Fig. 3. Sample conceptual model with optional property shown as unfilled circle
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Furthermore, conceptual data modeling grammars can be extended to better reflect
the needs of ML. For example, grammars could allow color-coding of attributes
included in the ML process as inputs, using one color to indicate a target attribute (e.g.,
in Fig. 2 the target variable is green) and a different color for attributes that cannot be
used in a predictive model due to compliance to regulations (e.g., gender or race). In
this way, conceptual modeling can graphically communicate the aspects of the business
on which the ML process is based. This, in turn, may contribute to better understanding
of the results and compliance with data protection regulations. We propose the fol-
lowing direction for conceptual modeling research:

Direction 3: Investigate the application of conceptual modeling techniques to support
attribute selection, transformation, cleaning and other activities involved in preparing
training and validation data for machine learning algorithms.

Modeling. The dataset that emerges from the transformation procedures of the pre-
vious stage is supplied to ML algorithms for training, learning, and validation.

Conceptual models can be used to support the selection of learning algorithms and
the modeling process. For example, if knowledge from a certain part of the domain is
important, a modeler may choose to select inputs manually based on known domain
semantics (as opposed to automatically, using dimension reduction or attribute selec-
tion algorithms). This will ensure the learning algorithm considers these inputs.

The decision on input selection can be driven by domain knowledge. The use of
conceptual modeling could also improve algorithm performance. This can be accom-
plished by hard-coding some relationships within the data inputs. To illustrate, in the
conceptual model fragment of Fig. 2, a home can accommodate multiple children.
Unless this is explicitly encoded in the ML algorithms, models might potentially differ
in performance, especially when some attributes of the home-visit notes are used to
predict attributes of the child (e.g., has signs of abuse or neglect, lack of focus). For
example, for cases where the same home has multiple children there could be a
conflicting signal from the home’s attributes mapped to the children, whereas these
conflicts would not exist in one-to-one cases. Understanding the conceptual model may
help address these conflicts. When analyzing the home-visit notes, if there is a home
with two children (one child requires psychotropic medication and the other does not),
the home-visit may: (a) focus on aspects common to both children; (b) focus on the
child taking psychotropic medication and reporting this in the home-visit note; or
(c) focus on the child not taking psychotropic medication and not having anything in
the case notes that reflects medication intake. In each of these cases, there would be the
same entry associated to two instances with two different outcomes, degrading the
performance of ML classifiers. Accordingly, we propose the following research
direction:

Direction 4: Investigate the application of conceptual modeling techniques to enhance
effectiveness of machine learning algorithms.

Evaluation. This step of the CRISP-DM method assesses the degree to which the
model learned from Phase 4 meets the original business objectives. This phase also
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involves interpreting the results of the model by converting the structures generated by
the learning algorithms into language accessible to business users.

Here, conceptual models can help by highlighting which inputs were used to train
the model, relative to all the attributes that exist in the domain. An especially valuable
addition that conceptual models can bring to the evaluation phase of ML is to improve
the understandability of complex ML models. One prominent concern regarding the
use of ML is the lack of transparency of complex models (e.g., neural networks,
random forests, support vector machines). This “black box” property of many models
constitutes a major barrier for wider adoption of ML, especially in critical or sensitive
applications [42].

There is a growing interest in increasing the transparency and interpretability of
complex models. Much of this research, however, is effective only with the variables
used by a given algorithm. For example, perhaps the most common approach to
increasing the interpretability of ML is by showing the relative importance of a feature
with respect to the target variable [42]. Another approach to obtaining the same result is
to build a tool that allows users to interact with individual components within a model
(e.g., individual neurons within a neural network), and then measure how highlighting
a particular component affects the target variable [42]. However, existing approaches,
only consider variables that are already part of the model. Another limitation is that
these approaches do not typically present the variables as belonging to a particular
conceptual structure (e.g., influence is typically shown as ordered lists of variables).

As mentioned above, a principal role of conceptual models is to simplify, abstract
and conceptualize a domain. Furthermore, conceptual modeling practice and research
have long dealt with the issue of transparency. For example, research on conceptual
modeling has been developing and evaluating methods and design approaches to
improve the comprehensibility and understandability of models [32, 42–44]. Research
on conceptual modeling has investigated these issues within the context of both
dynamic models (e.g., process models) and static models (e.g., data models) [15].

Applying conceptual models to the problem of interpreting results may offer
additional benefits because conceptual models can depict both variables included in the
model, as well as those discarded due to lack of predictive power or those manually
excluded for ethical or other reasons [42], providing a more comprehensive view of
which aspects of the domain the model affects. Another possibility is to combine
existing techniques to show the weights of variables with conceptual models. Then, the
variables can be grouped into entity types, as opposed to presenting them as a list
sorted by their contribution size. The advantage is in their ability to show relationships
among the variables, and their groupings.

Some research has used conceptual models (e.g., actor-based, goal-oriented, BIM)
to improve the transparency of intelligent agents and text-mining processes, with calls
for more research in this area [36, 45]. However, no theory, framework or set of
principles has been proposed. Further research is needed to apply conceptual modeling
to the problem of ML transparency. This could include studies that investigate specific
applications, as well as research that develops general principles and approaches for
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using conceptual modeling to improve the transparency and interpretability of ML
results. We propose the following research direction:

Direction 5: Investigate the application of conceptual modeling techniques to increase
transparency, comprehensibility and understandability of the outputs of machine
learning algorithms.

Deployment. Creation of the model is generally not the end of an ML project. If the
model addresses business objectives, its performance is sufficient. If the inner workings
of the model are sufficiently understood, the model is introduced as an intervention into
a real-world process. For example, a neural network can serve as a decision support
tool to prioritize cases of interest.

Analogous to Phase 1, conceptual models may be used to document the objectives
and goals behind an ML intervention. Once ML deployment occurs, business users can
refer back to the original goals and objectives captured in the conceptual models from
Phase 1 to assess the compliance of this intervention with the original requirements and
goals. Furthermore, because deployment of ML in an organization typically results in
changing an existing business process, process models and enterprise models can be
used to document this change and communicate to stakeholders which part(s) of the
enterprise the process affects (see Fig. 4).

The ML classifier serves as a decision support tool for the caseworker. As the
BPMN diagram in Fig. 4 shows, the ML process is relatively similar to the traditional
way of doing things. Models such as the one in Fig. 4 allow case managers to draw
conclusions about the impact of the new process on human and material resources in
the US foster care system and may suggest strategies for the deployment of ML within
the US foster care system.

Direction 6: Investigate application of conceptual modeling techniques to support
deployment of machine learning in organizations, and to document and support process
changes result of the introduction of machine learning in organizational processes.

Fig. 4. As-Is and To-Be BPMN Model for psychotropic drug monitoring
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4 Conclusion

We propose that conceptual modeling can be used as a standard activity in machine
learning applications. After identifying machine learning challenges, we employed a
popular cross-industry standard process, CRISP-DM, to highlight the potential ways in
which conceptual modeling can make this process more effective by proposing specific
research directions for future conceptual modeling research. To illustrate, the results
were applied to a real case of psychotropic drug monitoring within the US federal foster
care system. Machine learning promises to help cope with a severe shortage of case-
workers and might even save lives. The results of using conceptual modeling
demonstrate the broad potential of conceptual modeling to advance ML by: (1) sup-
porting the process change associated with introducing ML within organizations,
(2) improving the usability of ML as a decision tool (e.g., by making the models and
results more transparent); and (3) improving the performance of ML algorithms (e.g.,
by imbuing them with domain knowledge).

Future research is needed to demonstrate empirically the benefits of combining
conceptual modeling and machine learning. Understanding the intersection between
conceptual modeling and ML may help extend the development of ML algorithms and
best practices for using ML. For example, it might be possible to directly encode the
cardinalities of relationships between entities into ML algorithms. In this manner, the
learner becomes aware of the entities to which the inputs belong, as well as how the
entities (and therefore the inputs) are related to one another. Future research should use
conceptual modeling to achieve transparency of ML models. Furthermore, although
this research has proposed and illustrated the potential of conceptual modeling for each
of the processes of CRISP-DM, each of these processes needs to be examined in detail
and empirically assessed.

Finally, ML can add a new impetus to a recent push by conceptual modeling
researchers to expand the scope of conceptual modeling (or, issues related to domain
representations) beyond the traditional IS development context [e.g., 29, 31, 46, 47].
The application of conceptual modeling within the ML context can further expand the
scope of conceptual modeling research and practice, foster new interdisciplinary
connections and demonstrate the continued importance and value of conceptual
modeling research.
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Abstract. Search processes constitute one type of Customer Journey
Processes (CJP) as they reflect search (interaction) of customers with an
information system or web platform. Understanding the search behavior
of customers can yield invaluable insights for, e.g., providing a better
search service offer. This work takes a first step towards the analysis of
search behavior along paths in the search process models. The paths are
identified based on an existing structural process model metric. A novel
data-oriented metric based on the number of retrieved search results
per search activity is proposed. This metric enables the identification
of search patterns along the paths. The metric-based search behavior
analysis is prototypically implemented and evaluated based on a real-
world data set from the tourism domain.

1 Introduction

Mapping and understanding Customer Journey Processes (CJP) has become a
new trend recently. Signavio, for example, names customer journeys a “strategic
imperative”1. This is underpinned by case studies in several domains including
tourism [6] and entertainment [8]. In a nutshell, customer journey describes
the customer touchpoints/interactions with a company’s information system [9].
Search processes constitute one type of CJP as they reflect search (interaction) of
customers with an information system or web platform. According to literature,
“a better understanding of user search behavior” [2] is essential, however, has
been restricted to the analysis of single events and sequences so far. We aim
to bring together process-oriented analysis with the full range of patterns in
a process model (cf. http://www.workflowpatterns.com/) and search behavior
analysis.

Search process models can become complex as typically customer behavior
tends to be diverse [7]. Hence, we proposed a structural metric for assessing
the complexity of search process models in [7]. It was shown that together with
semantic pre- and post-processing it is possible to derive search paths in the
models at a structural level.
1 https://www.signavio.com/post/customer-journeys-as-a-strategic-imperative/.
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In order to tackle the challenge of complexity, in this work, we focus on
search paths in search process models and try to find out what the customer
was searching for when following a certain path in the model. This is reflected
by the key research question of this work:

RQ : How to assess search behavior along search paths?

Being able to answer this question yields a competitive edge for companies,
for example, by providing specific offers along the search paths. Also the cus-
tomers are empowered to inspect and improve their search experience.

In this work, we tackle RQ in a quantitative way, i.e., based on a search
behavior metric. This metric requires an extension of the search process model
definition provided in [7], i.e., considering the total number of search results of
a search activity as data element. Search path patterns are suggested based on
literature and the search behavior metric. With these patterns, search paths can
be assessed with respect to the search behavior along these paths. One example,
is a decreasing of search results in the search behavior which might hint at using
more and more specialized search terms in this path. Also “jumping” as search
behavior can yield interesting insights for the analysts.

The search path metric is prototypically implemented and the approach is
applied to a real-world data set from the tourism domain. Several search paths
can be identified and suggestions for the search offering of the company can be
derived.

The paper is structured as follows: Sect. 2 repeats the structural metric and
introduces the new search metric for search process models. Section 3 introduces
and discusses search path patterns. Section 4 describes the evaluation and the
application to a real-world data set. Section 5 discusses related work and Sect. 6
the presented approach.

2 Search Path Metrics

The goal of this work is to analyze (structural paths) in search process models
with respect to the search behavior of the users along these paths. One parameter
reflecting and influencing the search behavior is the number of search results [12].
If a user, for example, receives a too large number of results for a certain query
she/her might decide to narrow down the search in order to obtain a lower
number and hence a more targeted search result. Definition 1, hence, extends
the definition of search process models from [7] by adding the number of search
results obtained per search activity:

Definition 1 (Search Process Model with Search Results). Let S be the
set of all search terms. A search process model with search results is defined as
directed graph SP := (N,E, l, nsr) where

– N is a set of nodes
– E ⊆ N × N denotes the set of control edges
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– l : N �→ S denotes a function that maps each node to its label, i.e., ∀n ∈ N
n is a search term.

– nsr : N �→ N0 maps each node to the total number of results achieved by the
search.

Note that nsr refers to the total number of search results and not to the
number of results that are possibly shown to the user (cf. paging). Figure 1
shows an example search process model consisting of four search activities (plus
explicit start and end node). The number on the edges reflect the number of
instances for which a the path containing the edge has been executed. Also
shown is the corresponding process execution log L that contains the execution
events for five instances I1 to I5. Each log entry reflects the execution of one
activity together with the number of retrieved search results, e.g., the execution
of fitness with 50 results for instances I1, I2, I3, and I4.

Fig. 1. Example search process with sbm and spb metrics

In our previous work [7], the search process quality metrics (spm metric)
was found useful to assess the complexity of search process models and to find
relevant search paths. The spm metric relates the degree and frequency of a node
to the overall number of activities and number of entries in the underlying log
(the one the search process model was mined from). The table in Fig. 1 contains
the spm metric for each of the activities. For activity fitness, for example, spm
turns out as 1 − 3∗6

4∗23 = 0.8. One path of interest can be detected based on spm
as active → fitness → outdoor.

To assess the user behavior along a search path in the search process model
we introduce the search behavior metric sbm that is based on the number of
search results. According to [12] search includes an iterative execution of “query
formulation + reformulation” and “evaluation of the results”, following certain
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strategies that depend on the satisfaction with the number of retrieved search
results [11]. The number of search results is also considered in web search analysis
[10]. The sbm metrics hence takes the number of search results into consideration
and for an activity of interest puts it into relation with the overall success of
the search in the search process model. Moreover, it weighs the search results by
the relative number of executions of the activity that has produced the search
results. Doing so enables to differentiate whether, for example, a high number
of search results has been produced by a single activity execution or by several
activity executions. The latter shall result in a higher value of sbm as more users
have conducted the same search.

Definition 2 (Search Behavior Metric). Search process model, L the corre-
sponding log, and A the corresponding set of distinct activities. Let further freq:
A �→ N0 count the occurrence of an activity x ∈ A in L. Then the search behavior
metric for x sbm(x) is defined as

sbm(x) := (1 − freq(x)
∑

n∈N freq(n)
) ∗ nsr(x)

∑
n∈N nsr(n)

with
∑

n∈N freq(n) > 0 ∧ ∑
n∈N nsr(n) > 0 .

If activity x does not produce any search results (i.e., nsr(x) = 0), the metric
yields a value of 0. As |L| > 0 and |A| ≤ |L|, |A| > 0, sbm(x) ∈ [0; 1) holds.

Consider again Fig. 1 where the sbm metrics is shown for all activities. Along
the search path active → fitness → outdoor first sbm(active) = 0, 41 is
achieved, followed by an obvious narrowing down of the search to sbm(fitness)
= 0, 034. Then interestingly, the search is again widened to sbm(outdoor) =
0, 33. Such “jumps” in the search behavior in one path might indicate a shift in
the search strategy. How this search behavior can be analyzed and interpreted
will be discussed in the Sect. 3.

3 Revealing Search Behavior on Paths in Search Process
Models

In the following, we suggest search path patterns suggested in literature and
investigate whether and how these patterns can be applied to analyzing search
behavior along paths in search process models. The authors in [12] identify two
iteratively executed search steps “query formulation + reformulation” and “eval-
uation of the results” in user search. They further name two basic search strate-
gies applied during these phases, i.e., narrowing and broadening. Narrowing is
applied if the number of search results is perceived as too high. It uses more
keywords, conjunction (AND), or negation (NOT). Broadening is employed if
the number of search results is perceived too low; it uses less keywords, disjunc-
tions, or text processing techniques such as stemming. Also the use of ontologies,
resolving synonyms/homonyms, and adding/removing constraints can support
both of the strategies.
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We “unroll” the steps “query formulation + reformulation” and “evaluation
of the results” and their strategies according to [12] into search paths in the
search process model reflecting one line of search that was possibly shared by
multiple users. The following patterns are based on a full combination of the
strategies “narrowing/no narrowing” and “broadening/no broadening”2. Aside
the description of the pattern it is discussed how the strategy can be revealed
based on the development of the sbm metric of the nodes in the path. The
interrelation between the number of search results and the frequency of a node
is further elaborated after the pattern descriptions.

Search Path Pattern 1 – Decreasing corresponds to the strategy of
narrowing and no broadening, i.e., applying different strategies on the search
terms in order to decrease the number of search results along the activities in a
path. The manifestation of this pattern in a search process model is a path for
which the contained activities unfold a decreasing sbm metric (cf. Fig. 2a).

Search Path Pattern 2 – Increasing corresponds to the strategy of broad-
ening and no narrowing, i.e., increasing the number of search results along the
path of interest. This pattern can be deduced from the search process model
based on decreasing sbm metric values along a path (cf. Fig. 2b).

Search Path Pattern 3 – Jumping reflects search behavior that jumps
between narrowing and broadening along a path, i.e., search results increase and
decrease reflected by an increasing and decreasing sbm along a path. This can
be caused by using different search terms within one path. We denote the points
in the path where the sbm changes from decreasing to increasing and vice versa
as jumping points (cf. Fig. 2c).

Search Path Pattern 4 – Constant Search reflects search behavior that
produces a similar number of search results along a path, i.e., the variability in
the sbm metric is low (cf. Fig. 2d). This pattern can result from using different
search terms resulting in a similar amount of search results: (a) By accident
or if narrowing / broadening strategies are not effective, e.g., a specification of
the search term does not result in any narrowing. (b) If entered terms hardly
limit search results because the provided search functionality follows the strategy
not to limit search results but sorting them by relevance, e.g., during the search,
ontology support helps to broaden and sort the results by considering the original
entered search terms first, followed by its synonyms, specializations and finally
its generalizations. (c) The underlying overall quantity of possible search results
in an information system is small, e.g., an information systems contains merely
10 substantially different documents to search for and most search terms return
generally 1 search result. Therefore, most frequent search results contain 1 or 0
search results.

Let us dig a bit deeper into the behavior of the sbm metric for nodes in a
path. Let x1, x2 ∈ N be two nodes in a path of a search process model SP= (N,
D, l, nsr) where x2 is a direct successor of x1 (see Fig. 2). Then:

sbm(x2) > sbm(x1) if nsr(x2) >
∑

n∈N freq(n) − freq(x1)
∑

n∈N freq(n) − freq(x2)
∗ nsr(x1) (1)

2 Note that we only use conjunction in this work.
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Fig. 2. Overview search patterns and search metric sbm

Equation 1 holds accordingly for sbm decrease by replacing > by <. We
fathom Eq. 1 by analyzing corner cases.

sbm(x2) > sbm(x1) if

⎧
⎪⎪⎨

⎪⎪⎩

nsr(x2) > nsr(x1) freq(x1) ≈ freq(x2)

nsr(x2) >
nsr(x1)∑

n∈N freq(n)−1
freq(x1) � freq(x2)

nsr(x2) > nsr(x1) ∗ (
∑

n∈N freq(n) − 1) freq(x1) � freq(x2)

In the first case, if the frequencies of x1 and x2 are roughly the same,
the development of sbm follows the development of the search results, i.e.,
we can directly interpret the results on the strategies narrowing and broad-
ening as described for the search patterns. The second case illustrates the case
where freq(x1) 
 freq(x2). Hence we put freq(x1) =

∑
n∈N freq(n) − 1∧

freq(x2) = 1 as extreme values. Then the number of search results for x2

has to exceed the number of search results for x1 divided by the overall num-
ber of node frequencies. For high overall frequency, this can mean a drop in
search results for x2 when compared to x1, i.e., x2 has to produce less results
than x1. If in the third case freq(x1) � freq(x2), i.e., we set extreme values
freq(x1) = 1 ∧ freq(x2) =

∑
n∈N freq(n) − 1, the number of search results for

x2 has to be higher than the number of search results for x1 multiplied by the
overall frequency. For corner cases two and three this can mean quite a differ-
ence in how the number of search results evolves for x2, however, typically it can
be assumed that the number of search results will exceed the number of node
frequencies which will cushion the effect. Altogether the sbm metric provides
a balanced tool of evaluating the effects of higher or lower search results, but
considering the node frequencies that contributed to the search results.

Note that for the abstract example in Sect. 2 the evaluation of the sbm metric
does not allow any conclusion as the search results have been synthesized in
an arbitrary manner. The conclusiveness of the proposed search behavior path
patterns will be evaluated on a real-world data set in Sect. 4.



188 M. Lux and S. Rinderle-Ma

The above set of patterns covers all combinations of “narrowing”, “no nar-
rowing”, “broadening”, “no broadening”. However, further patterns are conceiv-
able. Search Behavior Pattern 5 – Homogeneous Search, for example, is
not tied to a path in a search process model, but results from finding cluster
of activities with similar (homogeneous) search behavior. However, due to space
restrictions, Pattern 5 will not be investigated in this work.

4 Evaluation

We evaluate the assessment of search behavior in search process models based
on a log from a real-world application called oHA. This log comprises the data
of four instances executed over the period of 1.5 months. The application is a
commercial tourism platform which provides touristic information, called activ-
ities, from Austria (e.g., points of interest, events, tours, etc.) to tourists and
as well locals3. The platform is accessible for users as progressive web app4 and
contains about 294,000 activities. The keyword based search functionality for
activities has a location based filter method with the option to define an indi-
vidual search radius around a current or a selected position. An online ontology
support guides users through the search functionality by showing suggestions for
search terms based on their previous entered search terms and the same ontol-
ogy is used to broaden, and as well to sort, the results by taking into account,
synonyms, generalizations, and specializations.

The search logs are accessible through a PostgreSQL database and used as
input to calculate sbm results on a mined search process model from these logs.
One log record contains the following fields: The field case device contains a
unique id which is automatically generated per user device. It is used to trace
a users’ search path. action time contains the time stamp when a particular log
entry was generated for representing the order of occurred activities inside a
search path and is therefore used to calculate the edges in a process model. The
search string represents the activity which results as node in a process model.
Finally, the search result count shows the number of returned results and is used
to calculate the number of search results nsr.

The search functionality has some characteristics, which may influence the
resulting process model and are described in the following: There exists a spe-
cial activity * which signals that the user just hit the search button without
considering a search term as query input. The activity * is also automatically
executed by the system, if a user enters the search functionality the first time,
after manually selecting a new the search position or after deleting the whole
search query by pressing a clean button. This results in many * -activities in
the logs which are naturally reflected in the mined process models. As men-
tioned before, the system also shows recommendations for search terms which
can be selected by users. After such a term is selected, a new search will be auto-
matically performed by the system with the added search term (e.g., the first
3 https://austria.myoha.at.
4 https://developers.google.com/web/progressive-web-apps/.

https://austria.myoha.at
https://developers.google.com/web/progressive-web-apps/
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query had tours and a user selects mountain as recommendation, an automatic
search query tours mountain will be performed). Therefore the search results
will be predominantly refined through the before described behaviour. In addi-
tion to the search query, the number of returned results is influenced by the
user-selected position and distance radius. Therefore, the same search query –
and thus activity – can return a different number of results.

Figure 3 depicts the process model mined in Disco (https://fluxicon.com/
disco/).

Fig. 3. oHA search process model with 10% of the most frequent activities

With a prototypical implementation in Java the spm and sbm metrics were
calculated and annotated to the nodes in the search process model. Nodes with
high spm results (which are closer to 1) indicate a clear path. Hence, we filter
the model depicted in Fig. 3 for nodes with a spm metric, for example, of at least
0.96 (result see Fig. 4).

Then we visually inspect the search behavior based on sbm results of the
contained nodes. Since the activity * appears predominantly in every search
path, at least at the beginning as described before, we ignore this activity for
the pattern recognition and treat it as “outlier”. We can identify all four search
behavior path patterns introduced in Sect. 3. Note that the logs are produced
by the platform with a German and an English user interface. Most users used
the German user interface. Therefore, the vast majority of the search paths
contain German search terms, which are translated into English in the fol-
lowing for a better comprehensibility: “familie” = “family”, “Spielplatz” =
“playing area”, “touren” = “tours”, “wandertouren” = “hiking tours”, “tipp” =
“advice”, “sehenswuerdigkeiten” = “sights”, “kulinarik” = “cuisine”, “kinder” =
“children”. The following paths are selected for further discussion regarding the
identified pattern for the path, e.g., set P1 contains selected paths for which
Search Behavior Path Pattern 1 – Decreasing can be revealed:

https://fluxicon.com/disco/
https://fluxicon.com/disco/
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Fig. 4. oHA search process model filtered with spm ≥ 0.96, produced by implemented
prototype

P1 = {〈start, ∗(sbm = 0.1527), familie(sbm = 0.0023), familie Spielplatz(sbm = 0.0008), end〉,
〈start, ∗(sbm = 0.1527), sport(spm = 0.0064), sport familie(sbm = 0.0001), end〉,
〈start, ∗(sbm = 0.1527), touren(spm = 0.0017), tourenwandertouren(sbm = 0.0009),

wandertouren(sbm = 0.0000), end〉}
P2 = {〈start, ∗(sbm = 0.1527), hotel tipp(sbm = 0.0002), sehenswuerdigkeiten(sbm = 0.0037),

end〉}
P3 = {〈start, ∗(sbm = 0.1527), hotel tipp(sbm = 0.0002), sehenswuerdigkeiten(sbm = 0.0037)

sehenswuerdigkeiten kulinarik(sbm = 0.0000), end〉,
〈start, ∗(sbm = 0.1527), hotel tipp(sbm = 0.0002), hotel tipp familie(sbm = 0.0001),

familie(sbm = 0.0.0023), familie kinder(spm = 0.0002), end〉}
P4 = {〈start, ∗(sbm = 0.1527), hotel tipp(sbm = 0.0002), hotel tipp familie(sbm = 0.0001), end〉}

P1 refers to Pattern 1 – Decreasing and is most frequently revealed for the
given use case. The sbm results are decreasing along the search path because
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Fig. 5. Search path P1, snippet of search process model, produced by implemented
prototype

users refined their search results to find useful results. We illustrate one of the
paths as model snippet in Fig. 5.

P2 reflects an increase in the sbm results. Apparently, users tried to broaden
their search results because not enough results appeared at the beginning of their
search. This pattern appears rarely in the search process model. P3 shows jump-
ing points (cf. sehenswuerdigkeiten, familie) where users changed their search
strategy during the search path. These jumping points can be of interest, e.g., in
marketing, by investigating correlations between these jumping points and their
previous search terms in their particular paths, for identifying e.g., new user rec-
ommendations. P4 reflects a constant search path. In this example we assume
that the users performed the broadening strategy and it was not successful. This
pattern appeared only once in the discovered search process model.

Interpretation: The analysis of the search behavior shows that in several search
paths users, who are tourists, started with “hotel tipp” which means some advise
by the hotel they are staying in. From there, the search continued either with
more specialized advises by the hotel (“hotel tipp familie”) or by choosing new,
probably connected topic such as sights (“sehenswuerdigkeiten”). We can also
see that from the more specialized search, users go back to a connected, but more
general search term, e.g., from “hotel tipp familie” to “family” (in English “hotel
advise family” to “family”). The interpretation could be that users in general
try the advises offered by the hotel and from there apply different search strate-
gies (narrowing and/or broadening) along topics they are specifically interested
in, e.g., family or sights. Hence, we could suggest to a hotel owner with such
paths to further invest in the hotel advises, particularly targeting certain top-
ics such as family. Also, if the system provides an artificial intelligence function
for recommendations of search terms, like the present tourism platform does
as described before, the system could replace the suggestion “hotel tipp” with
“sehenswuerdigkeiten” and “family”.

5 Related Work

In web search analysis, e.g., [10], search terms and the number of search results
are considered, but not the underlying search process models and the search
behavior along paths. This observation is underpinned by current work in the
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Information Retrieval community stating that “[e]xisting work focuses on mod-
eling and predicting single interaction events, such as clicks” [2] where the very
same paper proposes the prediction of click sequences. The work at hand, how-
ever, is not restricted to click sequences, but considers process models with all
kinds of structural patterns (cf. http://www.workflowpatterns.com/).

We can understand search processes as a special type of Customer Journey
Processes (CJP). CJP comprise of all interactions and touch points of users –
such as searches – with a company’s information system or (web) platform [5,6].
It seems that currently commercial tools and systems such as Signavio are at
the forefront to develop CJP maps and models. CJP mining has been recently
discovered as promising in different application domains [6,8]. [1] suggests clus-
tering and merging CJP maps with process trees in order to detect representative
CJP models from event logs. If a merge happens will be decided by the analyst.
In [4] an alternative method to detect relevant CJP based on Markov models is
introduced. [7] presents pre- and post-processing methods, together with a struc-
tural path metric in order to detect paths in CJP models. The proposed metric
is employed in the work at hand. None of the mentioned approaches addresses
the search behavior.

For mining search process models, metrics like the spm can be used for fil-
tering nodes to show only paths of interest for analysts. For example the process
mining framework ProM5 offers several metrics as well as edge and node filtering,
particularly in the context of the Fuzzy Miner [3].

6 Discussion and Outlook

This work proposes structural and search behavior metrics for discovering and
visually inspecting search process models. This enables the detection and anal-
ysis of search behavior along paths and facilitates suggestions for improving the
search offer in the sequel. For a data set from the tourism domain, for example,
it is possible to discover search paths and to derive that the tourism provider
(e.g., a hotel) could improve its search suggestions. The novelty of the approach
is to employ data and data values into metrics. Using search results is a first
step, particularly suited for search process models, but further data can become
relevant in explaining customer behavior, e.g., weather or location. Accordingly,
new metrics and enhanced mining, filtering, and inspection techniques become
necessary to yield the most valuable insights from the data.
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Abstract. Process mining uses event data recorded by information sys-
tems to reveal the actual execution of business processes in organiza-
tions. By doing this, event logs can expose sensitive information that
may be attributed back to individuals (e.g., reveal information on the
performance of individual employees). Due to GDPR organizations are
obliged to consider privacy throughout the complete development pro-
cess, which also applies to the design of process mining systems. The aim
of this paper is to develop a privacy-preserving system design for process
mining. The user-centered view on the system design allows to track who
does what, when, why, where and how with personal data. The approach
is demonstrated on an IoT manufacturing use case.

Keywords: Privacy-by-design · Process mining · Event log ·
Access control · Meta-model · Privacy preserving system architecture

1 Introduction

The General Data Protection Regulation (GDPR) marks a new era in data pri-
vacy. GDPR provides a set of data protection principles, individuals’ rights and
legal obligations to ensure the protection of personal data of EU citizens. Privacy
concerns informal self-determination, which means the ability to decide what
information about a person goes where [5]. GDPR imposes organizations to con-
sider privacy throughout the complete development process, which also applies
for the design of process mining systems. Process mining uses as input event logs
files, which originate from all kinds of systems such as ERP or Internet-of-Things
(IoT) systems. To design systems compliant with GDPR, eight privacy design
c© Springer Nature Switzerland AG 2019
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patterns have to be considered: minimize, hide, separate, aggregate, inform, con-
trol, enforce, and demonstrate [12]. Privacy can be protected, for example, by
means of hide any personal information that is processed from plain view or
data subjects should have agency over the processing of their personal informa-
tion. These privacy design patterns have been acknowledged as useful in order
to integrate them into the development processes [7]. They can be considered
as requirements for the design of privacy-preserving process mining systems.
Whereas process mining does not directly use or require to use personal infor-
mation - the focus is often more on improving on the organizational level rather
than the personal one - event logs can expose sensitive information that may be
attributed back to individual persons. For instance, events may contain sensitive
information pertaining to preferences of workers. Also the traces, i.e., sequences
of activity executions, reveal information on the performance of individual work-
ers, which can constitute personal information that workers may want to protect.
Some research has been done on cross-organizational process mining, in which
organizations are reluctant to share information [14] and guidelines from a prac-
tical viewpoint in a consulting context have been published [19]. So far, how-
ever, there has not been research on privacy preservation in the area of process
mining.

To fill this gap, this paper aims to develop a user-centered system design,
which captures privacy in process mining. The system design is exemplified in
the context of IoT manufacturing working tasks. It supports data owners (e.g.,
workers) to control privacy concerns for sensitive data by means of privacy polices
and to monitor their compliance (i.e., is the data captured unauthorized?). In
this way, it allows data owners to determine more accurately who can do what
with which data and allows them to see which privacy concerns are foreseen in
which steps of process mining. The definition of the user-centered privacy system
design for process mining requires to understand privacy checkpoints in process
mining and how to ensure a user-centered access control to event logs. For this,
we define an IoT use case to which we refer throughout the paper.

The remainder of this paper proceeds as follows. The next section summarizes
related works and shows that no privacy-preserving meta-model exists for pri-
vacy mining. Section 3 discusses terms used as input to define the user-centered
privacy system design and presents our IoT use case. Section 4 defines the data
model and architecture. Section 5 presents a brief application of the privacy sys-
tem design in the context of process mining. The paper ends with a summary
and an outlook on future work.

2 Related Work

To define the privacy-preserving system design we studied related approaches on
(1) privacy-preserving data mining, (2) access control, (3) privacy meta-models
and (4) privacy in process mining. Privacy-preserving data mining (PPDM) [2]
aims at finding the best suitable privacy preserving technique for the data.
The large body of literature on PPDM mainly focus on the hide and aggre-
gate privacy challenges, while privacy concerns of the data provider are mainly
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disregarded [22]. The privacy-preserving meta-model for event logs as presented
in this paper is complementary to PPDM like anonymization measures in order
to fulfill compliance with GDPR. With respect to literature on access control,
role-based access control (RBAC) and policy-based access control (PBAC) also
known as attribute-based access control (ABAC) have been suggested. ABAC
grants access to services based on the attributes possessed by a requester. Thus,
it replaces the subject (a user) by a set of attributes [21]. PBAC uses digital
policies to guide authorization decisions. Such policies can be built with the pol-
icy language XACML. In the context of IoT the advantages of ABAC can be
exploited: all information within the organization can be accessed in real-time
for all types of requests. The system design presented in this paper relies on
ABAC and XACML and has been extended for our purpose.

Privacy meta-models can be found in [4,10,11]. Feltus et al. [10] present a
model-driven approach for privacy management in business ecosystems. Their
privacy meta-model focuses on the privacy in the dynamics of businesses and
therefore, only resources, roles and activities are considered for privacy preser-
vation. Grace and Surridge [11] present a formal model of user-centered privacy
by using labeled transition systems (LTS) for analysis of a service’s behaviour
against user preferences. This approach focuses only on data and does not include
process mining aspects. In [4], Bergeron proposes a UML profile to model pri-
vacy protection for web applications during application design. The restrictions
of these privacy meta-models makes them not suitable for our purpose. There-
fore, we define a proper meta-model for process mining allowing to consider
context information related to environment and location, which is necessary in
our IoT use case. Related to event log data, a large body of research exist for
security-oriented analysis [20]. For instance, the tool of Stocker and Accorsi [20]
allows to configure security concerns (i.e., authentication, binding of duty and
separation of duties) when generating synthetic event logs. The literature analy-
sis shows that privacy concerns have been scarcely considered for process mining.
Only the work of [16] discusses privacy challenges for process mining, however,
without providing a solution how to protect user privacy. To the best of our
knowledge, this paper suggests the first system design and privacy-preserving
meta-model for process mining.

3 Motivation: Background and Use Scenario

Below, we discuss terms related to the context of privacy and process mining
and apply them for the use scenario tracking IoT manufacturing working tasks.

Privacy and Process Mining. The GDPR defines personal data as “any infor-
mation relating to an identified or identifiable natural person” (referred to as
data provider) [9]. Privacy protection goes further than security and regulates
the authorized access to data based on a lawful basis (e.g., may be bases on
consent, but based on legal requirements such as auditing) and organizational
measures that should build trust between the individual (i.e., data provider), the
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entity who process and store the data (referred to as data controller) and enti-
ties who use or bought the data (referred to as data consumer). Process mining
uses event data recorded by information systems to reveal the actual execution
of business processes in organizations. Since most activities in modern organiza-
tion are supported by technology each process execution leaves behind a digital
trace indicating the occurrence and timing of activities in the databases of the
company. Process mining takes event logs, records of the sequence of steps, and
discovers a de-facto model of the process that can expose performance informa-
tion, bottlenecks, workarounds, and much more. In this way, events and traces
may contain sensitive information pertaining to data provider and being acces-
sible to data controller(s) and data consumer(s). To a certain degree process
mining methods already abstract from such privacy related details by deriving
a process model that reveals only the observed sequences of activity execution.
However, often occurrence frequencies, performance information, and decision
rules are discovered in addition to the basic control-flow of the process [18],
which may leak additional information from the event log. Furthermore, process
mining is often an iterative process in which multiple process models for dif-
ferent subsets of the event log, filtered according to conditions of interest, are
discovered and compared [8]. By discovering several process models and slightly
varying the filtering condition it is possible to identify workers. Obviously, pri-
vacy preservation should be taken into account for process mining.

Use Scenario: Privacy and IoT Manufacturing Tasks. IoT is a domain
with a high demand for privacy and security considerations. The large amount
of data, that is tracked and analyzed with e.g., learning (AI) software, can
originate from internet-enabled machines, working modules labeled with QR-
code and workers equipped with wearable such as smart watches, interacting as
autonomous agents forming a complex system. In the context of IoT, GDPR
relates to privacy compliance of a large number of attributes such as GPS loca-
tion, working time and salary. From this data, the working practices and per-
formance of workers can be inferred, which may be considered very sensitive
information [15].

To understand which privacy concerns may arise in the steps of process min-
ing (i.e., to understand privacy policies between data provider, controller and
consumer) we apply the privacy checkpoint diagram proposed by [16] with six
stages of data passes for IoT manufacturing working tasks, see Fig. 1.

– Data source: given our use case, the sources of data are manufacture informa-
tion systems, the machine working on, wearables like smart watches, sensors
measuring humidity or monitoring malfunctions and (mobile) devices tracking
location, identify, etc.

– Data capture: data from these data sources is captured when devices and
systems log tasks, when recognizing the identity or requesting actions. This
stage tracks who does what, when and where (e.g., a worker committed a
working task with his smart watch on Nov. 28 at 11:28 h).

– Primary use: the data controller (e.g., manager representing a company)
determines the purposes for which and the means by which the captured data
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Fig. 1. Identification of data passes and privacy checkpoints for IoT manufacturing
working tasks adapted from [16].

is processed. For instance, the captured data can be used for recommending
subsequent tasks for workers. In this way, the data controller decides why and
how the personal data should be processed. The privacy concern of the data
provider at this stage is to control what kind of and how much information
other people can obtain from his data [22], while the data controller must
ensure an authorized data use.

– Data storage: the personal data is stored by the data controller in a database
or in event logs.

– Data (re)use: at this stage, data from event logs is used for process mining.
For instance, the data controller is interested in any compliance violations.
Personal data might also be bought by data consumers (e.g., supplier or
a quality assurance department, which notifies managers) such as suppliers
requiring to demonstrate that the data was retrieved in compliance with
GDPR regulations. The duties of the consumer towards the data of providers
are specified in a privacy policy and indicate what data is requested and for
what purpose and what happens to the personal data once the contract ends.

Although event log analysis becomes relevant at the data (re)use stage, sev-
eral privacy concerns must be addressed before. Data should not be captured
in unauthorized ways (see data capture). Particularly, requirements for event
data must be fulfilled in a way that case, timestamp and activity were captured
authorized. Also, data should not be processed for unapproved purposes (see
primary use), used for unauthorized disposal and violating the policies between
data consumers and data controller (see data re(use)). The next section presents
a system design supporting these privacy concerns during process mining.
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4 User-Centered Privacy-Driven System Design

To ensure user-centered privacy for process mining, the system design relies on
privacy policies. First, a context meta-model is introduced, which is used as
schema for data storage. Next, the context meta-model is enriched with pri-
vacy concepts and process mining concerns captured in a privacy preserving
meta-model. Lastly, the architectural model is described allowing to monitor the
compliance of policies. First, we introduce the context meta-model.

4.1 Context Meta-model

Figure 2 shows the context meta-model, which is applied for illustration on the use
case of IoT manufacturing working tasks. The context meta-model is defined by
four contexts. The Personal and Social Context describes all relevant Persons
(e.g., in the use case of IoT manufacturing working tasks: workers, managers,
administration staff, suppliers) referring to their abilities, mental and physical
information about persons, tasks or duties. The Behavior Context addresses
the tasks persons do: steps and goals. The Behavior Context consists of an
Activity and related Events. Activities are part of a Process with a certain Goal
including sub-goals. Goals in our use case are e.g., to produce a certain product,
to control a production step or to deliver a component. The Spatial Context
represents all concepts related to venues like Departments (i.e., Factory Build-
ings) that might differ in Locations, within Areas and certain Equipment, which
can be placed in these areas. The Environmental Context is highly relevant
for our use case, as either the usage of certain Resources (device, application,
item, fixture) by persons is stored as well as the behaviour of these resources
by using its sensor data. Thing and Modeling Element are the meta-concepts.
Also, relationships between different contexts can be modeled like activities and

Fig. 2. Context meta-model of the use case
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events have calling, executing and participating things (either persons, resources
or locations). Resources of a certain resource type (device and fixture) can be
placed as equipment in an area. Tasks can be related to certain resources. To
define restrictions (e.g. a certain activity can only happen in a certain area) the
object constraint language (OCL) has been acknowledged as useful. Note that
this is only an excerpt of the context meta-model customized for your use case. A
complete version of the context meta-model for AAL is described in [17]. Next,
we extend the context meta-model with privacy and process mining concepts
(Fig. 3).

Fig. 3. Privacy meta-model for process mining

4.2 Privacy Preserving Meta-model

Figure 3 shows the extension of the context meta-model with privacy concepts
and process mining concerns. Particularly, the Behavioral Context is extended
and a Privacy Context is added. For our purpose, we adopt the XES event
log meta-model [13] with the three main concepts log, trace and event. Events
in an event log can be thought of as unique identifiers that carry a payload of
attributes, similar to the rows of a table in which the attributes are columns.
We assume that each event is assigned three mandatory attributes: activity,
time, and case, which fulfills the three requirements for event data. Beyond that
further information may be attached to the events of an event log, e.g., about the
human (or non-human) resource that executed an activity. The Privacy Context
includes Privacy Policies with several rules (access and collection rules), owned
by Data Providers and Data Consumers. The Data Controller has to compare
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the policies of data consumers and providers to allow data transmission. In case
of policy conflicts, the highest data protection restriction of one or more data
providers wins (see Sect. 5 for an example) or legal regulations are superior and
force implementation. To allow data providers to specify their privacy concerns,
an easy understandable structure for privacy policies is needed. For this, we
extend the five privacy elements described in [3] (see Table 1): What specifies
the set of information (attributes) which will be collected and it ensures to
track the connection between data providers and the activation of data source
objects (e.g., wearables, devices) in the event log. Collector determines who is
collecting the data. Aggregation is added for process mining purposes and defines
the minimum levels of aggregation (e.g., on organizational units and time). The
intention of introducing this element is to allow defining the starting point of
data (re)use. If aggregation includes a level above ‘no limit’, anonymity must
be ensured on data level. Retention Time defines how long the data will be
stored within a certain time frame (days, weeks, months, unlimited). Purpose
outlines a set of operational reasons for data access and storage. It consists of
a set of <purpose, level> tuples allowing to specify prohibited purposes (black-
list). Since several data providers should be allowed to specify their privacy
preferences and to support the evaluation of privacy policies, we refine the notion
of the Purpose element through purpose trees [6]. By the use of purpose trees we
restrict the access to a certain purpose. In a purpose tree, each node represents
a purpose (i.e., attributes defining reasons why such data should be accessed
for) and edges represent a hierarchical relationships between them. In our use
case, the company or the data controller has to define and maintain the purpose
tree. The Recipient defines who gets data and is, thus, only relevant for the
consumer. Storage specifies in which countries the data could be stored. In this

Table 1. Ranges for privacy elements

Privacy element Data provider Data consumer

Collector a set of names or ‘any’ single name

What a list of data attributes a list of data attributes

Aggregation levels including time levels including time

Retention Time time frame and value time frame and value

Purpose ‘any’ or certain purpose, level
out of four ordered levels (no
collection & no distribution,
collection & (no dist. or
limited dist. or dist.))

certain purpose, level

Recipient empty a set of names

Storage a defined country, a certain
continent, anywhere

country where the requested
data will be stored

Legislation a defined country, a certain
continent, anywhere

country of legislation of the
consumer
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way, the meta-model ensures data sovereignty. Legislation defines under which
countries legislation data providers are willing to share their data. Both, access
rules as well as collection rules include all of these privacy elements. To allow
the data provider to see (1) which privacy design strategies are applied on their
data and (2) which data was used by which other service including the privacy
policy of the data consumer, the next section introduces a privacy preserving
system architecture for process mining.

4.3 Architectural Model

The user-centered privacy-driven system relies on the eXtensible Access Con-
trol Markup Language (XACML)1 which we adapted for our purpose. The lan-
guage allows to evaluate access requests of data consumers according to the rules
defined in policies (between e.g., the data provider and data controller) with the
notions of:

– Policy Enforcement Point (PEP): It is the entry point for access requests. It
inspects, requests, generates and sends an authorization request to the Policy
Decision Point (PDP) and receives an authorization decision.

– Policy Decision Point (PDP): It matches the data provider and data con-
sumer policies and returns an authorization decision.

– Policy Information Point (PIP): It acts as a source of data and can pre-
process data before it is handed on to the PDP and PEP.

– Policy Administration Point (PAP): It allows the policy specification and
management for different stakeholders.

Beside these notions the user-centered privacy-driven system consists of an
Information Portal, Data Collection Engine and Obligation Engine, see Fig. 4.
The objective of an Information Portal is to provide a user friendly repre-
sentation of stored data, data access attempts, the management of policies and
foresee privacy preservation strategies for each stage (see Fig. 1). The objective
of the Data Collection Engine is to collect data from heterogeneous data
sources and to link them to attributes and persons. The Obligation Engine
is responsible for keeping track of obligation triggers. This system architecture
allows to (a) define and manage privacy policies, (b) determine more accurately
who can do what with which data, (c) monitor compliance and (d) preview which
privacy mechanisms are foreseen in which stages of process mining. Based on this
architectural system we can evaluate the access requests as follows. In the set up
process (stage 0, see Fig. 1) data controllers define purpose trees (e.g. together
with the workers’ council or union). Data controllers define privacy policies for
data use purposes and data providers and consumers create their access and col-
lection privacy policies in the information portal through the PAP. During stage
1 data is captured when tasks are committed. The data collection engine aligns
the data to the potential collection policy and the obligation engine checks it for

1 http://www.oasis-open.org/committees/xacml/.

http://www.oasis-open.org/committees/xacml/
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Fig. 4. User-centered privacy-driven system relying on the eXtensible Access Control
Markup Language. Information portal, request log, data collection engine and obliga-
tion engine were added in order to ensure privacy for process mining.

two issues: (1) whether data collection is allowed and can be directly used in stage
2 for the defined data use purpose, (2) whether this (event) data can be stored or
not (conflict resolution), see stage 3. In case of storage approval, personal data
is partitioned to reduce data correlations and contention. In stage 4 the data
consumer requests a partial access to (event) data and logs through the PEP.
The PDP compares each policy element of potential rules of the provider and
consumer and decides whether access is granted through the PIP or not. These
decisions are stored in a request log. According to the concept of user-centered
system, which applies for our system design, relevant information (general data
and event logs) about a data provider is accessible in the information portal in
every stage (see Fig. 1). Data providers can read, update and delete privacy poli-
cies, track changes in the purpose trees and see which data consumers requested
access to their data and to whom it was granted for both, the primary use and
data (re)use. They can see in which aggregated representation their data was
used. The data authority has access to the decisions and request logs as well. He
can see all data and communication flows, the security mechanisms for the sys-
tem and technical information such as encryption methods for data transmission
and storage.

To sum up, the context meta-model defines information related to the privacy
elements of the privacy preserving meta-model, especially the privacy elements
‘What’, ‘Purpose’ and ‘Aggregate’. The meta-model is used as foundation to
generate the information portal, the decision engine and the obligation engine
[1]. The system design is capable to handle the IoT use case and process mining
requirements. For instance, the collected data may lead to different fragments
of logs having different policies, hence for a particular process mining associated
with a given purpose, the system filters the collected data and build the log with
only acceptable data accordingly.
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5 Application of Strategies on the Meta-model

In our example company ManuFuture Ltd, all production processes are moni-
tored based on data collected from the manufacturing execution system (MES)
but also from IoT-connected sensors and sensorised operators. Data providers
(e.g., an operator) and data consumers (e.g., the quality assurance department)
have defined their privacy policies related to a predefined purpose tree, e.g., as
shown in Fig. 5. Ann Jones, an operator of ManuFuture Ltd, has a rule for pro-
ductivity and quality analysis using her data. Each privacy element of the rule
is compared to each privacy element of the privacy policy of the data consumer
quality assurance (QA) department of ManuFuture Ltd. The QA-department
wants to hand over data to the management and production management regu-
larly for the next year. Each privacy element is checked one by each other. Per
month in ’Aggregation’ is less restrictive that per week, in ‘Retention’ 1 year is
included in unlimited, so the access would be granted to the data consumer. If
for example aggregation of the data consumer would be e.g., on each machine
or for each day, the access would not have been granted.

Privacy Policy
Owner ManuFuture Ltd

Quality Assurance
Rule 1
Collector ManuFuture Ltd
What affiliated machine, machine: 

number of produced units, 
process events with time

Aggregation production line, month
Retention 1 year
Purpose productivity, quality analysis

C&LD
Recipient ManuFuture Ltd

Management, Production
Management

Privacy Policy
Owner Ann Jones (Operator)

Rule 1
Collector ManuFuture Ltd
What affiliated machine, machine: 

number of produced units, 
process events with time

Aggregation production line, week
Retention Unlimited
Purpose productivity, quality analysis

C&LD
Recipient

Rule 2

ManuFuture Ltd

...

Fig. 5. Definition of a purpose tree and privacy policies for a company aiming to
consider privacy.

6 Conclusion and Future Work

Despite the advantage of IoT data for process mining, the increased amount
of data brings also with it a high risk that what is disclosed may be private.
Privacy cannot longer be neglected or considered as a marginal concern in the
design of information systems. Privacy-by-design should be the standard. Rely-
ing on this, this paper considered an IoT manufacturing use case and aimed to
design a system that preserve privacy for process mining. For this, we adopted an
ABAC-based authorization model in order to support the eight privacy design
strategies [12] for event logs. Beside the common components our system archi-
tecture consists of an information portal, data collection engine and an obligation
engine. This allows to specify who does what, when, why, where and how with
your own personal data in the IoT context and during process mining.
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Abstract. Many organizations are focusing on the digital transformation. To be
effective, the organizations need to streamline their own business processes in
parallel with digital technology adoption to their businesses. Therefore, one of
decisive factors for successful digital transformation is BPM (Business Process
Management). Based on data gathered from information systems supporting
business processes, the organizations should monitor the business processes on a
regular basis, and then update them frequently in order to cope with changes in
the business environments. In this paper, we propose ProcessCity, 3D visual-
ization tool, to support the comprehension of complex and large-scale business
processes. By analyzing data from the information system related to business
processes, ProcessCity visualizes business processes as city metaphor.

Keywords: Business process � Visualization � City metaphor

1 Introduction

Recently, many organizations are focusing on the digital transformation, for example,
using digital technologies to transform their existing business processes through
automation. To be effective, the organizations need to streamline their own business
processes in parallel with digital technologies’ adoption. Therefore, we assume that one
of decisive factors for successful digital transformation is BPM (Business Process
Management). By gathering data from information systems supporting business pro-
cesses, the organizations should monitor their business processes on a regular basis,
and then update them frequently in order to cope with changes in the business envi-
ronments. However, visual representations by traditional BPM tools is too simple to
comprehend the complexity of the business processes.

In this paper, we propose ProcessCity, 3D visualization tool. The tool visualizes
business processes as city metaphor in order to support the comprehension of complex
and large-scale business processes. Our tool is highly inspired by CodeCity [3] which is
a 3D visualization tool for the analysis of software systems. CodeCity represents
complex systems (i.e., a set of source codes) as cities. In the cities, classes and package
are depicted as buildings and districts. Like software systems, present-day business
processes are complex. Therefore, we select city metaphor to visualize business
processes.

© Springer Nature Switzerland AG 2019
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https://doi.org/10.1007/978-3-030-21297-1_18

http://orcid.org/0000-0002-6259-3521
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21297-1_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21297-1_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21297-1_18&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21297-1_18


2 Approach: From System Data to 2D and Thence to 3D

ProcessCity transforms system data to business processes (2D) and thence to a 3D
shape representing them as city metaphor. Figure 1 shows an approach of ProcessCity.
We define two steps to realize the transformation. In step 1, the tool identifies business
processes as a set of patterns by analyzing an event log and user information. The data
is extracted from the system related to the business processes. Then, it visualizes the set
as city metaphor in step2. The tool depicts activities as buildings, and swim-lanes as
districts. The right side of Fig. 1 shows an example of city overview representing two
business process patterns. Based on the analysis result of the event log and user
information, the city overview also represents the execution number of activities as the
height of the buildings, and the number of users executing the activities as the square
sides of buildings.

3 ProcessCity

3.1 Step1: Retrieve Business Processes

Process mining is an approach focused on identifying business processes from the
event log collected by information systems [1]. In addition to event log, we use user
information to identify business processes that involve multiple organizational entities
(i.e., swim lanes). The left side of Fig. 2 contains two tables presenting brief examples
of such data. The top side table showing event log comprised four columns: case (i.e.,
process instance), activity, timestamp, and user ID. The bottom side table shows the
user information, which is comprised of two columns: User ID and Organization. The
event log shows a list of ten events stemming from three cases (i.e., W1, W2, and W3).
For example, the first event for the case W1 represents that user 001 executed activity A
at timestamp TS1. The table of user information shows a list of four users: 001 to 004.
The list describes user IDs and the names of the organizational entities to which the
users belong. For example, the first line of the table indicates that user 001 is a member

A

D

A B

C D

S1

S2

S1

S2

S1

S2

Business Process Pattern 1

City Overview

Business Process Pattern 2

Step 2:
3D-Visualize 

as City 
Metaphor

Event log

User Info.

Step 1:
Retrieve 
Business 

Processes
A

C

B
D

Fig. 1. Overview of approach of ProcessCity.
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of organizational entity S1. We assume that each user belongs to only one organiza-
tional entity. In this step, we identify business processes from event log and user
information, and then create three types of matrices: ATM (Activity Transition Matrix),
APM (Activity - Pattern Matrix), and AUM (Activity - User Matrix).

3.1.1 ATM (Activity Transition Matrix)
We extract the sequence of the given activities in each case from event log. When two
sequences are equal, the corresponding cases represent the same business process
pattern. For instance, the sequences in case W1 and W2 are equal (A!B!C!D). So,
both case W1 and W2 represent the same business process pattern (i.e., pattern 1). Then,
for each business process pattern, we create adjacency matrix: ATM. The ATM rep-
resents the sequential flow of the business process. The top-right side of Fig. 2 shows
ATM_1 and ATM_2 corresponding to pattern 1 and pattern 2, respectively. Two
business processes patterns are described in the center of Fig. 1. Each element of ATM
denotes a number of the transitions between two activities. For instance, in the ATM_1,
the value of the cell in row A and column B is “2”. It means that transition from activity
A to activity B took place two times.

3.1.2 APM (Activity - Pattern Matrix)
APM shows the number of executions of all activities for each business process pattern.
The matrix also contains names of start activity and end activity for each pattern. For
instance, the middle-right side of Fig. 2 depicts the APM containing two business

To
From    A B C D

A 0 2 0 0
B 0 0 2 0
C 0 0 0 2
D 0 0 0 0

AUM
Activity Swim lane Num. of User

A S1 1
B S1 1
C S2 1
D S2 3

Pattern No. A B C D Start End
1 2 2 2 2 A D
2 1 0 0 1 A D

APM

ATM_1

Event log

User Info.

Case Activity Time stamp User ID
W1 A TS1 001
W1 B TS2 001
W1 C TS3 002
W1 D TS4 002
W2 A TS5 001
W2 D TS6 003
W3 A TS7 001
W3 B TS8 001
W3 C TS9 001
W3 D TS10 004

User ID Organization
001 S1
002 S2
003 S2
004 S2

To
From    A B C D

A 0 0 0 1
B 0 0 0 0
C 0 0 0 0
D 0 0 0 0

ATM_2

TSi<TSi+1
(i = 1, 2, Ö N)

Fig. 2. From system data (Event log and User Info.) to three types of matrices (ATM, APM, and
AUM).
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process patterns. The value of the cell in row Pattern No. 1 and column A is “2”. It
means that activity A was executed two times in business process pattern 1.

3.1.3 AUM (Activity - User Matrix)
AUM shows the relationships among swim lanes, activities, and the number of users
executing activities. Swim lanes represent names of the organizational entities. Each
activity belongs to one of the swim lanes. AUM also indicates the number of users
executing each activity. For example, in Fig. 2, the row A in the AUM shows that
activity A was executed by one user in the swim lane S1.

3.2 Step2: 3D Visualize as City Metaphor

We map elements (e.g., activities, swim lanes) of business processes identified in the
previous step to properties (e.g., buildings, districts) of a city. We also map metrics on
the execution of the business processes on dimensions of the buildings in the city.

3.2.1 Buildings
Activities of business processes are visualized as buildings. Each floor of buildings
corresponds to business process pattern. When multiple floors exist in a building, it
means the activity corresponding to the building was executed in multiple business
process patterns. Moreover, the height of each floor depicts the execution number of
the activity in the corresponding business process pattern. For example, the left side of
Fig. 3 describes the APM. In the column A, the values of row pattern 1 and pattern 2
are “2” and “1”, respectively. This means activity A was executed two times in
business process pattern 1 and, one time in business process pattern 2. Therefore, as
shown in the right side of Fig. 3, the height of the first floor of the building A is 2
[= two times], and that of the second floor of the building A is 1 [= one time]. Tall
buildings mean activities were executed with high frequency. Multiple floor buildings
mean the corresponding activity is executed in many business process patterns.

3.2.2 Districts, Streets, and Arches
Swim lanes are depicted as the districts of a city. Control flows between activities are
depicted as either streets or Arches. When a control flow between two activities which
belong to same swim lane, the control flow is depicted as the street between two
buildings located at the same district. On the other hand, when a control flow between
two activities which belong to different swim lanes each other, the control flow is
depicted as the arch between two buildings located at different districts. For instance,

APM

1 [time]

2 [times]

Pattern No. A B C D Start End
1 2 2 2 2 A D
2 1 0 0 1 A D

A
B

2 [times]

Fig. 3. Mapping number of executions of activities to height of buildings.
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the left side of Fig. 4 shows ATM_1 and AUM. The ATM_1 indicates that there are
two time transitions both from activity A to activity B and from activity B to activity C.
The AUM shows that both activity A and B exist in the same swim lane S1, but activity
C exists in the swim lane S2. Therefore, as shown in the right side of Fig. 4, the street
from building A to building B is described in the same district S1. On the other hand,
the arch is described from building A to building C. Those two buildings are located at
district S1 and S2.

3.2.3 Square Sides of Buildings
We map the number of users executing activities to the square sides of buildings. The
number of users executing an activity is set as the value in square root. Then, the value
of the square root is mapped to one square side of the building corresponding to the
activity. Figure 5 shows the relationship between AUM and square sides of buildings.
In the figure, the AUM shows that activity A and activity D are executed by one user
and three users, respectively. Based on these numbers, we map 1 (=√1) to the square
side of the building A. Similarly, we map √3 to that of the building D. Wider buildings
mean that a lot of users executed the corresponding activities.

S1

S2

A

C

B

To
From    A B C D

A 0 2 0 0
B 0 0 2 0
C 0 0 0 2
D 0 0 0 0

Activity Swim lane Num. of User
A S1 1
B S1 1
C S2 1
D S2 3

ATM_1

AUM

Arch

Street

Fig. 4. Mapping control flows to streets or arches.

AUM
Activity Swim lane Num. of User

A S1 1
B S1 1
C S2 1
D S2 3

A
D

1 (= )

Fig. 5. Mapping number of users executing activities to square sides of buildings.

ProcessCity 211



4 Implementation

ProcessCity is developed using WebGL for visualizing 3D graphics. It also integrates
our existing tool [4] which discovers business processes from system data and visu-
alizes them as 2D graphics (BPMN) by GraphViz [2].

4.1 3D Business Processes (City Overview)

Figure 6 provides a snapshot of city overview generated by ProcessCity. We collected
data from an industry workflow system for procuring. The data include about 2,000
events and 269 users for a two-year period of the system’s operation. From the data,
our tool dicovered 22 business process patterns including 14 activities and six swim
lanes. Therefore, the city overview shows 14 builidings and six districts. At most,
builidings has 22 floors.

Visual representation of ProcessCity is interactive. Tool users can zoom in/out of
city overview. The users can focus on one specific business process pattern by selecting
the floor (i.e., pattern) of the building. Figure 7 shows snapshot of city overview
representing business process pattern 2 by user’s selection. The floors only corre-
sponding to business process pattern 2 in the buildings (i.e., red colored floors) are
depicted. Other floors in the buildings become transparent.

Fig. 6. City overview provided by ProcessCity.
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Fig. 7. Only one business process pattern selected in ProcessCity.

Fig. 8. Business process (BPMN).
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4.2 2D Business Processes (BPNM)

Figure 8 describes business process generated by our tool. The tool used the same data
which are used for visualizing the city overview as mentioned before. The image
represents overall business process which is collection of all (i.e., 22) patterns. Com-
pared with the overall process (2D visualization), the city overview might be very
helpful in both comprehending the main characteristic of each business process pattern,
and distinguishing feature of specific business process pattern with those of other
patterns.

5 Summary

This paper introduced a visualization tool, ProcessCity, for depicting business pro-
cesses as city metaphor. The city overviews generated by the tool support the com-
prehension of complex and large-scale business processes. In near future, we plan to
validate 3D visualizations for comprehend business processes.
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Abstract. The existing capacity to collect, store, process and analyze huge
amounts of data that is rapidly generated, i.e., Big Data, is characterized by fast
technological developments and by a limited set of conceptual advances that
guide researchers and practitioners in the implementation of Big Data systems.
New data stores or processing tools frequently appear, proposing new (and
usually more efficient) ways to store and query data (like SQL-on-Hadoop).
Although very relevant, the lack of common methodological guidelines or
practices has motivated the implementation of Big Data systems based on use-
case driven approaches. This is also the case for one of the most valuable
organizational data assets, the Data Warehouse, which needs to be rethought in
the way it is designed, modeled, implemented, managed and monitored. This
paper addresses some of the research challenges in Big Data Warehousing
systems, proposing a vision that looks into: (i) the integration of new business
processes and data sources; (ii) the proper way to achieve this integration;
(iii) the management of these complex data systems and the enhancement of
their performance; (iv) the automation of some of their analytical capabilities
with Complex Event Processing and Machine Learning; and, (v) the flexible and
highly customizable visualization of their data, providing an advanced decision-
making support environment.

Keywords: Big data warehouse � Data governance � Data profiling �
Event processing � Performance

1 Introduction

Current advancements in Information Technologies motivated organizations to look
towards increased business value and more efficient ways to perform their daily
activities. This is usually achieved with data-driven decision-making processes that are
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based in the collection, storage, processing and analysis of huge amounts of data [1].
Also, it is usually associated to characteristics like volume, velocity, variety, variability,
veracity and value [2–4], among others, trying to call our attention to the complexity of
this area and the difficulties in the integration of such diverse set of data sources, as
well as the multiple technologies needed to handle them. Big Data as a research topic is
facing several challenges, from the ambiguity and lack of common approaches to the
need of significant organizational changes [5], despite some existing efforts of stan-
dardizing constructs and logical components of general Big Data systems (e.g., NIST
Big Data Reference Architecture [6]). In particular, the research community is looking
into the role of a Data Warehouse (DW) in Big Data environments [7], as this data
system is usually based on strict relational data models, costly scalability and, in some
cases, inefficient performance, opening several opportunities for emerging theories,
methodologies, models, or methods for designing and implementing a Big Data
Warehouse (BDW) [8]. This can be seen as a flexible, scalable and highly performant
system that uses Big Data techniques and technologies to support mixed and complex
analytical workloads (e.g., streaming analysis, ad hoc querying, data visualization, data
mining, simulations) in several emerging contexts [8]. Although its relevance for
supporting advanced analytical processes, research in this area is yet at an early stage,
with increased ambiguity in the constructs that can be used, and lacking common
approaches.

With the goal of advancing the state-of-the-art and tackle the lack of conceptual
guidelines, some of our previous work [8–10] addressed the proposal of models
(representations of logical and technological components, data flows, and data struc-
tures), methods (structured practices), and instantiations (with demonstration cases
based on prototyping and benchmarking) on how to design and implement BDWs.
Although filling a major scientific and technical gap, these works were focused on the
BDW itself and on its main architectural components, technologies and design patterns,
not considering all the additional components, processes and frameworks that must
interact with, feed, support (for data analysis and visualization), manage and evaluate
this data asset. For advancing data analytics and enhancing the role of the BDW in
organizations, this paper presents an overview of the current challenges and some
research directions in Big Data Warehousing (BDWing) systems, looking for a con-
tinuous practice that allows:

• The integration of new business processes and data sources (how this integration
should be done to provide an integrated view of the organizational business pro-
cesses and data?);

• The proper way to achieve this integration, based on adequate data models (how
existing data models should evolve to seamlessly integrate new data sources
avoiding uncoordinated data silos?);

• The management of these complex data systems and the enhancement of their
performance (how can BDWs be monitored in terms of their evolution - business
processes and data - and in terms of their performance?);

• The automation of some of their analytical capabilities (how can Complex Event
Processing and Machine Learning automate and enhance BDWs with advanced
real-time events processing?); and,
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• The flexible and highly customizable visualization of their data, providing an
advanced decision-making support environment (how can visualization tools be
extended to allow the development of highly interactive and customized data
visualizations?).

Although some of these challenges and open issues may also be relevant for the
traditional DW, the complexity associated with the volume, variety and velocity of the
data, the variability in data collection and processing, the veracity of the data sources,
the complexity of integrating diverse sets of data, the types of analytical workloads
(batch, streaming, and interactive), and the diverse and complex technological land-
scape, impose addressing them with the specificities and needs of Big Data contexts.

This paper is organized as follows. Section 2 presents some background concepts
and related work. Section 3 describes the overall framework for advancing BDW
research. Section 4 concludes with some highlights of the presented research topics.

2 Background and Related Work

The concept of Data Warehousing (DWing) has a long history, mainly associated to the
need to access, analyze and present data to support fact-based analytics [11]. Its aim is
to access multiple records at a time. A DW structure is optimized for processing
analytical tasks, such as repeatedly queries, reports, Online Analytical Processing –

OLAP, data mining or other data science approaches. In a Big Data context, some
challenges arise such as inadequate governance of data, lack of skills, cost of imple-
menting new technologies, and difficulties in addressing a modern solution that can
ingest and process the ever-increasing amount or types of data [8]. The concept of
BDW has been constrained by the fast technological evolution around Big Data, giving
short time for developing and maturing research contributions in this area [3].
The BDW can be implemented using two main strategies: (i) the “lift and shift”
strategy [12], amplifying the capabilities of relational DWs with Big Data technologies,
such as Hadoop or NoSQL databases, proposing particular solutions for specific use
cases that may lead to possible uncoordinated data silos [12]; (ii) the “rip and replace”
strategy, in which a traditional DW is completely replaced by Big Data technologies
[13]. These non-structured practices and guidelines are not sufficient [8], as practi-
tioners and researchers need well-established approaches or guidelines, based on
rigorously evaluated models and methods to design and build BDWs [14].

Some existing works explore implementations of DWs on top of NoSQL databases,
such as document-oriented [15], column-oriented [16] and graph databases [17],
despite the fact that these databases are mainly oriented towards Online Transaction
Processing (OLTP) applications [18]. Other works look into storage and processing
technologies, discussing SQL-on-Hadoop systems like Hive [19] and Impala [20], or
improving these technologies with the use of new storage and processing mechanisms
[21]. Moreover, advancements in analytical and integration mechanisms suitable for
BDWs are also available [22–24]. In [25], the authors present a framework for eval-
uating methodologies to design BDWs, defining a set of criteria like application,
agility, ontological approach, paradigm, and logical modeling. The authors also divide
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the methodologies into classes (e.g., automatic, incremental, and non-relational) and
define the characteristics being addressed by the methodologies (e.g., value, variety,
and velocity).

Taking this into consideration, we have been proposing several prescriptive
BDWing contributions grounded on a “rip and replace” strategy and other relevant
general contributions in the area of Big Data (e.g., NIST Big Data architecture), to
fulfill an emerging gap within the literature, namely the lack of a prescriptive approach
to guide practitioners in the design and implementation of BDWs, wherein they can
follow rigorous models and methods in real-world projects. Supported by our previous
work with: (i) methodological guidelines on the design and implementation of
BDWing systems, with proof-of-concepts in the context of Industry 4.0 at Bosch Car
Multimedia Braga [9, 10] or Smart Cities [26]; (ii) the extensive evaluation of SQL-on-
Hadoop systems for data processing [8, 27–29]; and, (iii) the relevance of extracting
value from data, moving from Big Data to Smart Data [30, 31], the next section
presents a set of research directions in this field.

3 Big Data Warehousing Systems

Researching in BDWing lacks from reference frameworks and methodological
guidelines that help researchers and practitioners in the process of enhancing this
valuable data system. Figure 1 depicts the vision proposed in this paper for an inte-
grated BDWing environment supporting the decision-making process. For the current
challenges and research directions identified in the introduction of this paper, five main
components are here proposed to address them: (i) BDW Entities Resolution, including
tasks such as data collection, preparation, enrichment, profiling, and lineage; (ii) BDW
Modelling and Implementation; (iii) BDW Management; (iv) BDW Intelligent Event
Broker; and, (v) BDW Visualization. Currently, the design and implementation of a
BDW is mostly based on use-case driven approaches, preventing a long-term view of
the BDW evolution and performance, reason why this proposal looks into a data
lifecycle that continuously assists the integration of new data sources, the monitoring of
the BDW as a valuable organizational asset, and the enhancement of the decision-
making process throughout an innovative and interconnected approach.

3.1 BDW Entities Resolution

The BDW Entities Resolution component addresses the adequate integration of new
business processes and data in the BDW, providing a unified and relevant view of the
organizational data for decision-making, see Fig. 1. This includes tasks for data sources
identification, data understanding, data cleansing, data fusion, data transformation,
among many others, with the aim of understanding how new business processes and
data can be integrated in the BDW. This is seen as a complex process that is able to
deal with the variety of data sources usually available in Big Data contexts, providing
adequate and efficient processes to give structure to unstructured or semi-structured
data sources (using Data Science techniques and technologies), and to identify relevant
entities for analysis, with the Collection, Preparation and Enrichment (CPE) Pipeline,
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which can be seen as part of a general approach of Big Data management, such as SILE
(Search, Identify, Load and Exploitation) proposed in [30], aiming to systematize the
search and identification of relevant data to be loaded, analyzed and exploited by a
Genomic Information Systems. Although in this case the method is proposed and
applied to a specific domain, genomics, the principles are transversal to any application
domain: search for relevant data sources; identify relevant datasets; load the relevant
data; and, exploit the value of data. From the identification of new business processes

Fig. 1. BDW for efficient, integrated and advanced analytics
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and data to their adequate integration in the BDW, there is the need to devise automatic
or semi-automatic approaches that are able to take them as input and evaluate how they
can be integrated in an already existing data structure, which is highly complex and that
needs to comply with demanding workloads and performance issues.

With structured data, Data Profiling characterizes the new business processes
(helping in the integration of the new data sources [32] with the already existing data in
the BDW), the new data sources, and the attributes that define the events associated to
those business processes, addressing their possible values, distribution, and quality.

To seamlessly integrate the arriving data (either in batches or in streaming), Data
Tagging and Lineage is complemented with the computation of a set of semantic
indicators that verify the affinity and joinability of the attributes [33], showing how
they relate to each other and how their integration in the BDW is possible. This is
represented by the Inter & Intra Data Sources Knowledge. The Inter Knowledge helps
in integrating new data sources with the ones already available in the BDW, whereas
the Intra Knowledge gives a conceptual overview of the new data sources. Information
for Data Tagging and Lineage can be automatically collected from CPE workloads,
Structured Query Language (SQL) scripts, databases’ metadata, among others. As a
result, for the identified business processes and data, a graph data structure makes
available the Inter & Intra Data Sources Knowledge with their characterization and the
semantic information that guides their integration in the BDW.

3.2 BDW Modelling and Implementation

In the vision proposed in this paper, BDW Modelling and Implementation must be
guided by appropriate methodological guidelines, and not by ad hoc or use case-driven
approaches, identifying the suitable data model to integrate the new data in the BDW,
ensuring efficient query processing, mixed complex workloads, and an adequate
decision support environment (see Fig. 1). As seen in [8], different data modeling
approaches can be followed for designing and implementing BDWs, such as com-
pletely flat (denormalized) data tables, star schema models, or hybrid approaches that
use flat tables and star schemas depending on the data cardinality and distribution. For
these different design patterns, which can optimize query processing [27], and for the
new business processes and data, the data modelling constructs need to be inferred
using the information available from the BDW Entities Resolution. Here, the charac-
teristics of the data and the data modelling constructs are mapped, identifying:

• Analytical objects (such as sales, inventory management, purchases, among others);
• Complementary analytical objects (similar to conformed dimensions in the Kimball

approach [11]);
• Descriptive and analytical attributes, where descriptive attributes add a meaning to

the analytical attributes, like product descriptions for the value of sales;
• Materialized objects (views) that increase efficiency for complex and long-running

queries.

With these, a Design Patterns Knowledge Base is used to derive a data model and
to later implement it using (semi)-automated procedures, adding the new physical
structures and data to the BDW. This knowledge base stores information about the data
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modeling design patterns, as well as their performance attending to the characteristics
of the data. This way, a data model can be derived, suggesting its implementation by
following a specific design pattern. Afterwards, as will be seen in the next subsection, if
the volume of data increases, if the data distribution changes, or if performance in
query processing is not satisfactory, the BDW Management component can recom-
mend changes to the data model, suggesting the adoption of different design patterns.
The model implementation, having the data model and the CPE workloads, can be
optimized leveraging agile and performant BDW’s updates.

3.3 BDW Management

As the number of business processes and data sources starts to increase in the BDW,
there is the need to know which tables and attributes were stored, to which business
processes they are related, when they were created or added, and how they are evolving
over time, such as how many rows were added, and when were they added. This gives
real-time information about the BDW and its evolution. For the adequate BDW
Management, the BDW Catalogue (see Fig. 1), a graph-based structure with the
BDW’s metadata, includes information about the business processes, tables, attributes,
loading processes, among others. This structure also complements the semantic
knowledge needed for Data Tagging and Lineage in the BDW Entities Resolution,
establishing the Inter & Intra Data Sources Knowledge, as it complements the
knowledge of the existing data with the one obtained from the new business processes
and data sources.

Besides cataloguing the BDW, supporting its governance, it is also relevant to
monitor its performance, verifying its efficiency in query processing. This challenge is
not seen here as a process of adopting more performant processing tools [28], but as an
architectural change in terms of the data models, adjusting the design patterns attending
to the characteristics of the available data [8]. This is important to devise strategies for
improving the BDW’s efficiency. In this case, a recommendation system can analyze
the current state of the BDW, using descriptive statistics, affinity measures, joinability
measures, metadata, query performance and query repetition, for instance, and propose
changes to the BDW data model, through the implementation of additional analytical
objects or structures like complementary analytical objects or materialized objects [10],
thus increasing the overall efficiency of the system. With this, data models can evolve,
changing the previously adopted design patterns, if that is advantageous for the BDW’s
efficiency. Moreover, the BDW Performance must use a Key Performance Indicators
(KPIs) tree that assists this monitoring task, providing a list of objective metrics and the
corresponding targets. As the data models evolve, the KPIs can show the impact of
those changes in the overall performance of the BDW.

3.4 BDW Intelligent Event Broker

For processing real-time data in the BDW, as a relevant functionality of an analytical
system in a Big Data context, there is the need for automated decision-making pro-
cesses through Complex Event Processing and Machine Learning, adopting innovative
ways to process complex events in a streamlined, scalable, analytical and integrated
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way [34, 35]. The BDW Intelligent Event Broker, see Fig. 1, is a just-in-time data
dissemination system using highly flexible business rules and Machine Learning
models to handle the event data that is available mainly due to the proliferation of IoT
devices. Therefore, there are several contexts in which this system can be used
(industry, smart cities, logistics, agriculture, among others), preventing possible
problems by using the data produced by several sources and processing it in real-time.
The monitoring of a production line is a relevant example where the verification of the
rules in a defect product can result in the application of Machine Learning models to
predict if the next products will also be defective, and then activating the needed
actions. Consequently, for this system, several components are needed, such as the
following:

• Business Rules Engine for defining a set of business rules to be applied to the
data/events, as well as the actions that must be taken as a consequence of triggering
a specific rule. A repository of business rules for managerial actions at different
organizational levels (mainly tactical and operational) feeds the Intelligent Event
Broker and uses data that arrives to the BDW (in streaming or batch), combining
real-time and historical data in the decision-making process;

• Machine Learning Engine for importing previously trained Machine Learning
models from a Models Lake, using a Machine Learning as a Service approach, in
order to predict future events and, if needed, provide corrective or optimal actions
regarding the event;

• Broker Monitoring to automatically track the functioning of the Intelligent Event
Broker, by collecting metadata regarding rules, triggers, KPIs, among others. This
component is used to monitor the performance of the broker and devise strategies to
improve it; and,

• Mapping and Drill-down Visualization to: (i) inspect the rules that have been
activated and drill-down into the data that activated those rules; and (ii) visualize
KPIs about the broker itself and drill-down into their relationship with the rules, the
triggers and the corresponding data.

Considering the analyzed related work [36, 37], some concepts and components
here mentioned are widely recognized for this type of system (e.g., rules and triggers).
However, these works do not consider: (i) the inclusion of concepts similar to the
Machine Learning Models Lake component that can be helpful for patterns discovery
in Complex Event Processing systems for Big Data contexts; and, (ii) the relevance of
the system monitoring through an innovative visualization platform, as its evolution
can quickly become untraceable in Big Data contexts.

3.5 BDW Visualization

Visualization is one of the key components to take advantage of the data made
available through the BDW, enhancing decision making with appropriate visual ana-
lytics tools. Technological developments in Big Data contexts are mainly driven by
open source initiatives, but as the open source Big Data Visualization landscape is still
very limited when compared to commercial solutions, practitioners have mainly two
alternatives, namely, use open source solutions or custom-made Web visualizations.
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In both cases, existing applications usually provide an environment for static and/or
more dynamic analyses, with classical or more advanced visualization methods [38], or
with the identification of interaction patterns for designing user interfaces oriented
towards extracting knowledge from Big Data [39]. In open source tools like Superset
(https://superset.incubator.apache.org), base functionalities are provided but improve-
ments are still needed regarding customization. When using commercial solutions,
usually including a wide variety of visualization methods and functionalities, there is
still the lack of customization and interaction that can be achieved with custom-made
Web platforms, like real-time access to data, highly customized events and interactions,
or calculations involving multiple sources. Taking this into consideration, there is the
need for BDW Visualization (see Fig. 1) platforms oriented towards dashboard
development by advanced data analysts and data scientists, providing a way to create
custom-made and interactive dashboards using small portions of reusable code that can
be easily integrated (like HTML, CSS and JavaScript code), including rich, highly
flexible, customizable and interactive charts or other visualization components.

4 Conclusions

This paper highlighted the research topics associated with current challenges and open
issues in BDWs as highly flexible, scalable and performant systems for supporting
decision-making processes. In this work, some proposals were refined and structured to
become a roadmap for the research community for the next years. This vision tries to
highlight were value can be added to a BDW, by approaching a fast-changing world
that needs to deal with the constant integration of new business processes and data
sources, and by understanding the proper way to adjust the BDW and its data model as
this evolution occurs. Also, it is crucial to deal with the management of these complex
data systems to enhance their performance, as well as addressing real-time analytical
capabilities through the use of Complex Event Processing and Machine Learning.

In this paper, all these challenges were instantiated with research areas. For the
integration of new business processes and data sources, approaches from research
areas like Entities Resolution, Data Profiling, Data Tagging, and Data Lineage can be
applied to provide information for the proper way to achieve this integration, based on
appropriate data models, with the attempt to provide a data model in a semi-automated
way, based on a Design Patterns Knowledge Base. This type of contribution will help
organizations that deal with huge amounts of data arriving from several sources and
will help them to manage these complex data systems and to enhance their perfor-
mance, reducing the time needed for tasks such as the BDW management and mod-
eling, allowing their users to focus on retrieving value from data. Moreover, the
capability to deal with other contexts, like events and streaming processing, automating
the analytical capabilities of a BDW, is another way to enhance the BDW and its value.

Currently, streaming data is constantly being produced in different contexts by the
several interconnected devices and people within the organizations. Its efficient pro-
cessing and usage are relevant to promote better decisions for decision makers, or,
sometimes, take decisions in an automated way. To accomplish this goal, the Intelligent
Event Broker is responsible for the real-time application of business rules and Complex
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Event Processing, allowing the identification of events and problems that can be dis-
patched by several triggers that take semi-automated actions. The Machine Learning
component is a core component of the Broker, making available the problems iden-
tification and recommendations even before these problems occur, based on the data
that arrives to the system. For this kind of system, its complexity needs to be managed,
being a monitoring and visualization component proposed to understand and track what
happens in the system.

In addition, the flexible and highly customizable visualization of data, for extracting
value from BDWs, is tightly-coupled with an adequate data visualization mechanism,
reason why this work discusses flexible, highly customizable, and interactive visual-
ization mechanisms based on portions of reusable code, which will provide an
advanced decision-making support environment based on rich Web-based user
interfaces.

Therefore, reference frameworks and methodological guidelines are strictly
required in this domain to provide effective solutions intended to manage adequately
the studied problem. After analyzing relevant research directions, the paper proposes
and introduces a framework that takes into account the most significant aspects of the
domain, and that can be used as a starting point to characterize BDWs for efficient,
integrated and advanced analytics as expressed in the work title. It is our firm intention
to apply, improve and extend it (where necessary) using challenging examples as the
Genome Data Science domain and the Industry 4.0 environment with the Bosch Car
Multimedia case, in which we already have at the moment some initially, encouraging
results.
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Abstract. Business Process Compliance (BPC) denotes the execution of
business processes in accordance with applicable compliance requirements.
BPC can be satisfied through compliance processes that are integrated into the
business process. In addition, compliance requirements place demands against
IT components that are sometimes necessary to execute business or compliance
processes. Various factors, such as outsourcing or business process reengi-
neering can lead to a change of processes or IT components and thus to a
violation of BPC. Consequently, our goal is to provide proposals for a business
process adaptation to further ensure BPC. Following the design science research
methodology, we developed two artifacts to reach our goal. First, we developed
a meta-model that represents the interrelations between alternative compliance
process patterns and compliance processes that satisfy the same compliance
requirement. Second, we developed a method to automatically put forward
proposals for a business process adaptation through the integration of alternative
compliance processes to further ensure BPC.

Keywords: Adaptation � Business process compliance � Change �
Compliance process � IT component

1 Introduction

Business Process Compliance (BPC) denotes the execution of business processes in
accordance with applicable compliance requirements [1]. A compliance requirement is
a constraint or assertion that prescribes a desired result or purpose to be achieved by
factoring actions or control procedures into processes [2]. In addition to business
processes, compliance requirements place demands to components of an information
technology (IT) architecture (e.g. software such as a ERP system or hardware such as a
physical server) [3]. Further, IT components are sometimes necessary to execute
activities of a business process. Thus, there are multilevel interrelations between
compliance requirements, business activities, and IT components.

Many factors such as outsourcing decisions, business process reengineering, and
new technologies can lead to changing compliance requirements, business activities, or
IT components [4, 5]. In dynamic markets the fast adaptation to changing environments
is key [6]. Consequently, the fast detection of BPC violations through changes and the
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adaptation of business processes to avoid BPC violations are both important tasks [7].
However, this might be a challenging and time consuming manual task due to many
compliance requirements, business process models, and large IT architectures [8].

In the literature various approaches exist to identify impacts on BPC through the
respective changes in business processes [4, 5], IT components [3, 9] and even a
common change of business processes and IT components [10]. Additionally, there are
approaches for an adaptation of business processes to satisfy compliance requirements
regarding the control flow of the business process and thus ensuring BPC [11, 12].
Nevertheless, these approaches do not consider IT components for the execution of
business activities. So far, there is a lack of an approach to ensure BPC during the
design time of business processes despite changes to business processes and IT com-
ponents. Additionally, to the best of our knowledge, there is no decision support system
for the adaptation of business processes to avoid violations of BPC. Thus, we address
the following research question: How can proposals be provided for an adaptation of
the business process to further ensure BPC?

We address this research question by designing and developing two artifacts
according to the design science paradigm by Hevner et al. [13]. In this paper we focus
on their design and development. The artifacts are each an exaptation that extends
known solutions to new problems. Following the problem statement, the developed
artifacts address a relevant problem and the required scientific rigor is fulfilled by the
usage of existing methodologies of graph search techniques. Finally, we present the
following contributions:

• First, we present a meta-model to model alternative compliance processes and their
interrelation.

• Second, we present a method to automatically put forward proposals for a business
process adaptation through the integration of alternative compliance processes to
further ensure BPC.

The remainder of this contribution is structured as follows: In Sect. 2, the pre-
liminaries background of BPC in combination with relevant views on an enterprise
architecture, and a motivation scenario are discussed. In Sect. 3, we present a method
to put forward proposals for a business process adaptation. In Sect. 4, the related work
is discussed and finally, Sect. 5 concludes the contribution.

2 Preliminaries and Motivation Scenario

2.1 Business Process Compliance

As already mentioned, business process compliance (BPC) denotes the execution of
business processes in adherence to applicable compliance requirements [1]. In this case,
a compliance requirement is a constraint or assertion that results from the interpretation
of compliance sources, such as laws, regulations, and standards (e.g. [2]). Various
approaches check or ensure BPC. As an example, BPC can be checked after process
execution by analyzing log files, or it can be ensured at the time the business processes
are designed (e.g., [14]).
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In a narrow sense, a business process is simply a sequence of work items (also
referred to as business activities). These processes transform one or more kinds of input
into output and are aimed at generating value [15]. However, ensuring compliance
requires activities that are not merely geared toward pure value generation, but to also
meet compliance requirements. The so-called compliance activities are appended to the
business process, e.g. at design time or as part of a process redesign [16]. The simple
combination of both business and compliance activities increases process complexity
and reduces process transparency [17]. For example, with an increasing number of
activities in a process model, it becomes increasingly difficult to differentiate between
those activities that serve to generate value and thus serve the core business and those
that ensure compliance. A promising way to address this difficulty is to separate the
view of business and compliance activities or activity sequences [17]. Similar to
modular software design, a process graph can thus be built modularly so that it can be
separated into exchangeable, functional components [18], i.e., process fragments that
serve business goals and those that serve compliance goals (e.g. [19]). Accordingly, we
provide the following formal definition of a process graph.

Definition 1 (Process Graph). A process graph G is a 3-tupel G ¼ ðN;E; typeÞ [20],
where: N ¼ BA[CA[C is a set of nodes in G, that follow common execution
semantics. BA is a set of business activities and CA is a set of compliance activities,
where: BA[CA = ;. C is a set of coordinating nodes and E �N x N is a set of edges
between nodes representing a control flow such that ðN;EÞ is a connected process
graph. The function type : C ! fstart; end; split; synchronize; choice; mergeg assigns
a coordinator type to each coordinating node of G.

A major advantage of a modular process structure is the potential for reusing
compliance processes or compliant process fragments to meet compliance requirements
in other business processes [12]. In addition, adherence to compliance requirements can
be automated and made more flexible through the tool-supported integration of com-
pliance processes into workflows at runtime as shown in [16, 21]. Thus, we define a
compliance process as an independent process (part) consisting of compliance-related
activities that ensure BPC [22].

Definition 2 (Compliance Process). A compliance process is a subgraph of G and a
3-tupel CP ¼ ðN0;E0; type0Þ if N0 �CA[C, E0 �E and type0 ¼ typejN0 . type0 restricts
the function type of G to the set of N’. A compliance fragment CF is a special type of
CP with exactly one input and one output node, i.e. CF does not contain coordination
nodes of type start; endf g. Given the business activity BAi 2 BA of process graph G,
Trigger G;BAið Þ denotes the compliance process(es) triggered by BAi.

Although business and compliance objectives seem to sometimes overlap in
practice, they can usually be treated and modelled separately, if there is a compliance
view of processes (e.g., [12, 17]). A compliance view of processes includes, among
other things, the knowledge of relevant compliance requirements that place demands
against these process or their single activities [10]. An example is the credit rating
before granting a loan.

On the one hand, credit institutions inquire into credit ratings to protect against
payment defaults; on the other hand, compliance requirements such as the German

Business Process Compliance Despite Change 229



Banking Act stipulate obligations to check creditworthiness. However, the protection
against payment defaults is not used to generate value, but to maintain value. Thus, it
does not belong to the core business process. A credit rating always pursues a com-
pliance objective, either based on a statutory provision or on an internal need for
protection (internal compliance requirement). The credit rating would thus have to be
operationalized as a compliance process. Consequently, the idea of modularization is
based on the assumption that the amount of business and compliance activities are
disjoint, i.e. that an activity meets either a business or a compliance objective.

If the pursuit of a compliance goal only serves value generation, compliance and
business activities are difficult to distinguish. This might be the case when complying
with requirements constitutes the unique selling proposition of a product or service.
However, our approach is limited to cases where modularization is possible.

2.2 Views on Enterprise Architectures

An enterprise architecture is understood as the fundamental organization of a gov-
ernment agency or corporation, either as a whole or together with partners, suppliers
and/or customers (‘extended enterprise’), or in part (e.g., a division, a department, etc.)
as well as the principles governing its design and evolution [23]. In the literature,
various sub-architectures of enterprise architectures have been proposed. They include,
among other things, a business, process, integration, software, and technology archi-
tecture (e.g. [24]). As stated in the introduction, we will focus on three perspectives of
an enterprise architecture: (1) business process (2), compliance, and (3) IT architecture.
For reasons of simplicity, we refer to a single element within an IT architecture as an IT
component that can be either software or hardware-based. The interrelations between
the single elements of these perspectives are illustrated in Fig. 1.

2.3 Motivation Scenario

The left side of Fig. 2 shows a simplified purchase to pay process including per-
spectives on compliance requirements, compliance processes, and IT components.
Some of the business activities are supported by IT components that are modeled as
triangles. We assume that the material management module of an enterprise resource
planning system (ERP MM) is a prerequisite for both the business activity ‘send
purchase requisition’ and the compliance process ‘check invoice’. Furthermore, a
financial module of an ERP system (ERP FI) is a prerequisite for the business activities
‘create payment order’ and ‘execute payment’.

Compliance Requirement

Compliance Process

helps to satisfy

Business Process

Business Activity

is
prerequisite

for

IT Component

is
prerequisite

for
is a prerequisite

to execute

is a prerequisite
to execute

place demands to

place demands to

Fig. 1. Considered elements of an enterprise architecture and their interrelations [10]
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In addition, both business activities and IT components are sometimes affected by
compliance requirements. In this example, ‘§ 238 of the German Commercial Code’
demands an accounting obligation for merchants in Germany. It is also related to the
proper operation of IT that supports the accounting activities. In this example, the
compliance requirements ‘physical access’ and ‘logical access’ are prerequisite by ‘§
238 of the German Commercial Code’. The compliance requirement ‘physical access’
requires a regulated access to physical IT components while ‘logical access’ requires
the identification and authentication of users of an application [25]. For simplification,
this compliance requirement only place demands on the IT component ‘ERP MM’.
Furthermore, the compliance requirement ‘internal policy’ specifies additional
requirements that are necessary for the payment of invoices. Finally, the compliance
process ‘check invoice’ helps to satisfy the ‘internal policy’.

As shown on the right side of Fig. 2, the compliance process ‘check invoice’ cannot
be executed in the case of deleting ‘ERP MM’. Thus, the compliance requirements
‘internal policy’ and ‘§ 238 of the German Commercial Code’ are violated. Further-
more, the compliance requirement ‘logical access’ is obsolete. A method and a soft-
ware prototype to determine the interactions between BPC and business process change
have been provided in [10, 26]. In the upcoming section, we propose an approach to
put forward proposals for an adaptation of the business process through the integration
of alternative compliance processes to further ensure BPC.

3 Towards Proposals for a Business Process Adaptation

In this section we present artifacts to put forward proposals for a business process
adaptation to further ensure BPC. First of all, we present the main ideas of our method
and show it in a running scenario. Second, we present a meta-model to represent the
relations between alternative compliance process and compliance process patterns.
Third, we present our method in detail.

Delete  ERP MM
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§ 238 German
Commercial Code (CR)

Logical access (CR)

obsolete 
element

Check invoice (CP)

activity IT
is prerequisite

forIT
is prerequisite
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order
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Fig. 2. Purchase-to-pay process (based on [10])
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3.1 Main Ideas

The elaboration of proposals for business process adaptation is based on three main
ideas:

• The separate modelling of business processes and so-called compliance processes
and its automatic integration into the business process during design time (e.g. [12,
27, 28]) as mentioned in the previous section;

• The definition of alternative compliance processes that satisfy the same compliance
requirement [11]; and

• The differentiation of alternative compliance processes based on their properties.

Alternative Compliance Processes. The compliance process that is integrated into the
business process helps satisfy at least one compliance requirement [22]. In addition, a
compliance requirement can be satisfied by more than one compliance process, i.e.
alternative compliance processes. An example of an alternative compliance processes is
the control of the number of bacteria in drinking water. The number of bacteria can be
controlled by alternative compliance processes and at different points in the supply
process e.g., by analyzing the water sources, the water depots, the hand-over to the
consumer, or the consumer him or herself [11].

In case of detecting a violation of BPC due to a changed compliance requirement,
business activity, or IT component the business process must be adapted to further
ensure BPC. Thus, proposals for the integration of alternative compliance processes
into the business process need to be put forward. The bases for these proposals are
alternative compliance processes that are separately modelled and stored from the
business process.

Properties of a Compliance Process. Each compliance process may have different
properties, such as the type of integration into the business process or the type of
execution. In [22] we proposed a taxonomy that categorizes properties of compliance
processes. In the end, our compliance process taxonomy contains 37 characteristics in 9
dimensions and 3 meta-characteristics.

The meta-characteristic ‘Integration Constraint’ contains requirements for the inte-
gration of a compliance process into a business process. One dimension within these
meta-characteristic is the dimension ‘Trigger’ that indicates the need for the integration
of a compliance process into a business process to satisfy a compliance requirement.
Another dimension contains further requirements that are necessary for the execution of
a compliance process, e.g. the existence of an IT component. The meta-characteristic
‘Modeling’ includes, in addition to other features, patterns for modelling compliance
processes. The meta-characteristic ‘Property’ contains further properties of a compli-
ance process. These properties may depend on other characteristics of the compliance
process taxonomy, such as the type of execution which can either be automatic, IT
dependent manual or manual.
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3.2 Running Scenario

As explained, the change of a business process or IT component sometimes leads to a
violation of BPC. In the motivation example, the removal of the IT component ‘ERP
MM’ leads to the violation of the compliance requirements ‘internal policy’ and ‘§ 238
of the German Commercial Code’ and thus also leads to a violation of BPC. The reason
is the unfeasibility of the compliance process ‘check invoice’. In order to avoid this
violation, there must be a proposal for a business process adaptation through the
integration of an alternative compliance process.

The left side of Fig. 3 shows the interrelation of alternative compliance process
patterns and compliance processes that satisfy the compliance requirement ‘internal
policy’. The right side of Fig. 3 shows the integration of the two alternative compliance
processes into the business process. For reasons of simplicity, we do not model the IT
components in Fig. 3. As an alternative to checking the invoice, the payment order can
also be checked. The annotations at the compliance processes contain their properties
derived from the compliance process taxonomy.

3.3 Meta-model and Method to Put Forward Proposals

In order to understand the following steps of our method, Fig. 4 shows the interrela-
tions between necessary elements. In the following, we briefly define two new ele-
ments: the compliance process pattern and the compliance rule.

In general, patterns are high-level domain-specific templates used to represent
desired properties and constraints [2]. Following this, we define a compliance process
pattern as a process template that contains process elements (e.g. activities, gateways,
and connectors) that are necessary to satisfy at least one compliance requirement.
Consequently, a compliance process is still necessary to satisfy at least one compliance
requirement. Thus, a compliance process is the specialization of the compliance pat-
tern; its properties are derived from the compliance process taxonomy [22]. Further, the
compliance requirement and the integration constraint of the compliance process are
formalized in a machine readable compliance rule.
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Check
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Fig. 3. Model alternative compliance processes and propose an adapted business process
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Next, we propose a three-step method, in order to put forward proposals for a
business process adaptation through the integration of alternative compliance processes:

• First, define alternative compliance processes which are based on a compliance
process pattern to satisfy the same compliance requirement [11, 22].

• Second, transform compliance requirements into machine readable compliance
rules.

• Third, automatically select an alternative compliance process and integrate it into
the business process.

Define Alternative Compliance Processes. As a basis for modelling alternative
compliance processes we use compliance process patterns proposed by Namiri [29] and
Schultz [30]. These patterns can be assigned to the corresponding dimension of our
compliance process taxonomy [22]. A compliance requirement pattern includes, among
other patterns, a second set of eyes pattern, a separation of duties pattern and document
patterns such as an N-way-match that compares different text values.

In our running scenario, the compliance requirement ‘internal policy’ can be sat-
isfied by a compliance process pattern ‘N-way-match’ on a general level. Further, we
specialize its level of detail by modelling two alternative compliance processes. One
possible specialization is the compliance process ‘check invoice’. The trigger to exe-
cute this compliance process is the existence of the event ‘delivery has arrived’. Fur-
ther, the compliance process needs the IT component ‘ERP MM’ to be executed. As
already mentioned, the payment order can also be checked as an alternative to the
invoice. The trigger for the integration of the corresponding compliance process ‘check
payment order’ is the existence of the business activity ‘create payment order’. In
contrast to the compliance process ‘check invoice’, there is no further requirement for
the execution of this compliance process.

Transform Compliance Requirements into Compliance Rules. For the automatic
selection of an appropriate compliance process, the possibility of its integration into the
business process must be examined. Accordingly, a prerequisite for this is the trans-
formation of the compliance requirement into a machine readable compliance rule.
Additionally, the compliance rule must be modelled individually for each compliance
process. In our case the rule must be able to represent the presence or absence of both

Compliance Requirement

Compliance Process Pattern

Compliance Process

Properties

Compliance Rule

Trigger Further Requirements Type of Execution

helps to satisfy

has

integration constraints
fomalized in

formalized in

...

Fig. 4. Modelling alternative compliance processes
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business activities and IT components. Thus, the compliance rule must include the
control flow and resource perspective of a process. A suitable compliance rule language
for this purpose is Linear Temporal Logic (LTL) [31].

Select and Integrate an Alternative Compliance Process. Alternative compliance
processes must be selected and integrated to put forward proposals for a business
process adaptation. For further explanations, we define the conceptual modelling of
compliance requirements and their associated compliance processes, etc., as a directed
graph G ¼ N;E; F;H;Kð Þ with its elements gi 2 G. In addition, N is a nonempty finite
set of nodes, and el 2 E is a set of directed edges between two nodes ðnðiÞ; nðjÞÞ. In
addition, fi 2 F is the unique identification (id) of the node nI; hi 2 H is the model type
of the node nðiÞ with H ¼ fCompliance Requirement CRð Þ; Compliance Process
Pattern CPPð Þ; Compliance Process CPð Þg; and ki 2 K is the machine readable com-
pliance rule of node ni. Further we limit the allowed edges between the defined node
types: Er ¼ nijhi ¼ CPPð Þ; njjhj ¼ CR

� �� ��
; nkjhk ¼ CPð Þ; nljhl ¼ CRð Þð Þ; nmjhm ¼ðð

CPPÞ; nnjhn ¼ CPPð ÞÞ; nojho ¼ CPð Þ; npjhp ¼ CPP
� �� ��

with ni::np 2 N; hi::hp 2 H;
and Er �E.

Basically, the search for alternative compliance processes starts at ni, which rep-
resents the compliance process that is no longer executable. First, we search for sibling
nodes of ni and their existing specializations. The specializations can be found by
searching the predecessors of each sibling node of ni. To check whether these com-
pliance processes can be executed within the business process, each of their compliance
rules must be checked against the business process by using graph searching methods
(e.g. [32]). If there is no appropriate compliance process, we perform a second search
for an appropriate compliance process pattern. Accordingly, we search for successors
of ni that are of the type ‘compliance process pattern’.

The search for alternative compliance processes can lead to three results. First, there
is one alternative compliance process, which is already the case in the running scenario.
Second, there is more than one alternative compliance process. Third, there is no
alternative compliance process. We propose a solution for each case. In case of exactly
one alternative compliance process the adapted business process is proposed. In case of
numerous alternative compliance processes, our method proposes all alternative
compliance processes. In these cases, our method will propose more than one adapted
business process. In case of no alternative compliance process, our method proposes a
generic compliance process pattern, if available. For a first and easy solution, the
compliance process pattern is integrated at the place of the original compliance process
within the business process.

4 Related Work

In [10, 14] we conducted two structured literature reviews in the field of BPC, business
process change and business process adaptation. Despite manual approaches to
remodel business processes, there are also methods that automatically adapt business
processes to satisfy compliance requirements. The latter approaches can be classified
into approaches that (1) change the order of activities, gateways and other flow
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elements in a business process, and (2) integrate separate modelled compliant process
fragments into a business process. However, none of the identified approaches consider
IT components as a prerequisite to execute a compliance process and put forward
proposals for an adaptation of business processes through (1) alternative compliance
processes or (2) compliance process patterns to ensure compliance due to business
process change.

Kopp et al. [33] proposed a method that transforms the business process into a well-
defined process model that can be used for further automatic compliance checking
techniques such as graph searching. Awad et al. [32] developed a method to reorder
business activities or change the gateway types within a business process to meet
compliance requirements. In addition, Höhn [34] proposed a method to automatically
rewrite the business process to enforce obligations.

Schumm et al. [12] proposed a method to integrate separate stored compliant
process subgraphs into a business process during their design-time. In [19] they
demonstrated their method with a software prototype. Schultz [30] modelled business
processes based on log files of an ERP system. Furthermore, he automatically added
activities that represent application controls for the business process. Kittel and
Sackmann [27, 28] proposed and demonstrated a method with a software prototype to
integrate control processes in business processes during their execution.

5 Conclusion

Various factors such as business process reengineering and outsourcing decisions can
lead to changing compliance requirements, business processes, compliance processes,
and new IT components. Consequently, this can lead to a violation of BPC. In order to
avoid such violations, the business process has to be adapted. Thus, we proposed the
idea of separate modelling of alternative compliance processes whereby each com-
pliance process has different properties (e.g., manual or automatic execution) and
specializes in a specific compliance process pattern. The modelling of the relationships
and the search for alternative processes is performed using a graph. In the end, our
method proposes adapted business process to further ensure BPC.

Currently, our method considers the control flow and the presence and absence of
IT components for the selection and integration of alternative compliance process
patterns or compliance processes. Each alternative compliance process pattern and
compliance process must be modelled individually. In case of more than one appro-
priate compliance process there is no criteria for the selection of an alternative com-
pliance process, e.g. by an economic assessment [35].

In a next step, we will demonstrate our method through an extension of our soft-
ware prototype, BCIT [26]. In addition, the software prototype will be evaluated
through the presentation of different scenarios to experts in the field of IT architecture
management, business process management and compliance. Additionally, the method
can be extended to include, e.g. a data or an organizational perspective on a business
process. Further, unsupervised machine learning techniques, such as frequent pattern
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analysis (e.g., a FP-Growth algorithm) can be used to propose possible alternative
compliance processes without explicit prior modelling based on existing business
process models that include compliance processes.
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Abstract. Volatile environments force companies to adapt their pro-
cesses, leading to so called concept drifts during run-time. Concept drifts
do not only affect the control flow, but also process data. An example are
manufacturing processes where a multitude of machining parameters are
necessary to drive the production and might be subject to change due to
e.g., machine errors. Detecting such data drifts immediately can help to
trigger exception handling in time and to avoid gradual deterioration of
the process execution quality. This paper provides online algorithms for
concept drift detection in process data employing the concept of process
histories. The feasibility of the algorithms is shown based on a prototyp-
ical implementation and the analysis of a real-world data set from the
manufacturing domain.

Keywords: Process technology · Online process mining ·
Concept drifts

1 Introduction

Flexibility and change are still among the most pressing challenges for pro-
cesses [12]. This holds particularly true for data-driven process executions in
volatile environments such as manufacturing processes [11]. Manufacturing pro-
cesses control and are controlled by a multitude of data, e.g., machining param-
eters and sensor data that constantly monitor the state of the process and the
machines. Changes in these parameters are common due to, for example, environ-
mental changes or errors, and can be of tremendous importance for the quality
of the process and the product. Similar requirements hold for patient treatments
where shifts in vital parameters have to be detected immediately. Hence it is of
great importance to be able to detect changes in the data attributes of processes,
specifically during run-time, i.e., based on process event streams.

This necessitates making a next step in detecting and evaluating so called
concept drifts [6]. So far concept drift refers to changes in the control flow of
the process that are discovered based on process execution logs. In [14], we
have provided algorithms for detecting and representing concept drifts in control
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flow from event streams. This work aims at detecting changes in process data,
called data drift in the following, from process event streams at run-time. This
is necessary as detecting data drifts from process execution logs ex-post might
be too late in order to take necessary actions in many cases.

Generally, data drifts can be categorised following the same guidelines gath-
ered from [6]: data drifts can have recurring effects as well as incremental effects
or just reflect sudden changes in the business process logic. As said before, data
drifts are also to be detected during run-time and not ex post.

Fig. 1. Process model with data attributes of event Transportation

Figure 1 shows a process example from the logistics domain. A product is
picked up by a delivery service, transported and delivered to the customer. The
data attributes for the event transportation are timestamp, name of the event,
resource that is executing this event, and average speed. Suddenly this attribute
of newer events changes as the driver is now driving significantly slower on aver-
age. The reason for this can be manifold, like a construction site on the road, or
even a construction site on a different road, which causes the normal route to be
jammed. The control flow of this process is not changed, but the data attributes
show a drift in the execution of the process, a data drift. Detecting such drifts
early helps tremendously in finding errors and bottlenecks that suddenly occur.
A data drift could also reflect the natural evolution of a process, e.g, instead of
only doctors, nurses administer drugs as well, due to a legislation change. This
would be reflected in a new organisational role for this event.

Similarly to control flow drifts [6], data drifts can have different effects, i.e.,
recurring as well as incremental effects or they just reflect sudden changes in
the business process logic. Moreover, data drifts must be detected during run-
time and not ex post for many application domains where immediate action
is required. Finally, data-intense processes are often emitting a huge amount
of events in high frequency. All these challenges will be tackled along the fol-
lowing research questions: RQ1 How to detect data drifts from process event
streams online, i,e., during run-time? and RQ2 Which types of data drifts can
be identified from event streams? How to define and identify them?

Note that the problem is two-fold as reflected by the research questions: In
RQ1 it is detected that a data drift has just happened. RQ2 and RQ3 aim at iden-
tifying the type of the data drift, e.g., recurring. For addressing RQ1, the already
established concept of process histories [14], is extended to store informa-
tion on process data attributes and to allow the detection of data drifts. These
drifts are identified using outlier detection on the values of a data attribute. The
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approach can independent of the contol flow of the process if instead of a model,
only event attribute pairs are saved. This would yield the disadantage of not
seeing the data drifts as the evolution of a process without the process history.
RQ2 yields a formal definition for the data drift types. RQ3 is tackled by an
algorithm that determines the type of a data drift based on process histories.
Summarizing, this paper provides definitions for extended process histories and
data drifts as well as two algorithms. One of them synthesizes the extended pro-
cess history in order to detect the data drift and the other one determines its
type. The definitions and algorithms form the conceptual artefacts of this paper.
They are evaluated through a prototypical implementation and application to a
real-world data set from the manufacturing domain.

The paper is structured into the following sections. Section 2 provides funda-
mentals. In Sect. 3 the definition of data drift types and two new algorithms are
presented. This section is followed by the evaluation in Sect. 4. In Sect. 2, related
work is discussed and an outlook and summary are provided in Sect. 5.

2 Fundamentals and Related Work

We recap the fundamentals on process mining and event streams, especially
events containing data attributes using related work. Process histories, previ-
ously defined in [14], are extended to comprehend viable data attributes into the
process history and to detect new types of drift, so called data drifts.

Process mining covers three tasks [3]: process discovery, the mining of a
process model based on a process execution log, process conformance checking,
which calculates the fitness of a process instance to a process model, and process
enhancement, which allows to improve already discovered models. A process
execution log consists of a log root node. A log may contain an arbitrary number
of process instances, so called traces and these traces have an arbitrary number
of activities, so called events. Process execution logs use the XES format [1].

The main contribution of this work focuses on events and their data
attributes. Common attributes would be the point of time when an event has
been executed, a organisational resource that has executed the event, or other
arbitrary data attributes, e.g., the cost of an activity.

Process mining is usually applied ex post. This means that process models
are discovered offline after their execution and storage in a process execution
log, like the α-miner [10], which transfroms a directly follows translation [15]
out of the log into a Petri Net. To negate this disadvantage, so called online
process mining algorithms [14,15] have been developed. The main difference is
the input data. While the offline algorithms use a process execution log file,
online algorithms use an event stream as input.

An event stream represents a continuous flow of sequentially processes events
and can be used to discover process models [7,15] as well to synthesise process
histories [14]. A process history contains every viable business process model,
that has been detected using an event stream. A viable model is defined, if
it fits the currently relevant traces significantly better than the old model. To
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calculate the viability of process models, conformance checking techniques are
applied. So far, only control flow drifts are captured in a process history, in fact
data attributes are rarely considered except some exceptions like the decision
mining algorithm [13]. In order to enable the detection of data drifts, we define
the data-extended process history as follows.

Definition 1 (Data-extended Process History). Let P be a process and ES
the corresponding process event stream. A data-extended process history HP :=<
M0,M1, ...,Mn−1,Mn, .. > is a list of viable process models Mn, n ∈ N that have
been discovered for P from ES with Mn being the current model for P . M ∈ HP

is defined as
M :=< E,< (e0, Ac

0), . . . , (ek, Ac
k) >>, ei ∈ E with

– E ⊆ ES is the set of all events in M;
– ei ∈ E : ei = (lei

, Ai), i.e., an event stores its label lei
and the set of data

attributes Ai;
– For ei, A

c
i ⊆ Ai denotes the sub set of attributes from Ai that have caused the

data drift.

Fig. 2. Process History showing a data drift in the attribute speed.

Figure 2 shows the extended process history for the example of Fig. 1. The
control flow of the models Mn and Mn−1 is not changed, but still a new
model has been detected because of a data drift in the event Transport. As
can be seen, the lower bound for the average speed in Mn−1 equals 90 and
the upper bound equals 110. A number of outliers have been detected, e.g,
40, 40, 40, 40, 50, 50, 50, 60, 60, 60, 60, 50, 50, and 50. This results in the new lower
bound 20 and the upper bound 80. The data extension does not interrupt the
detection of control flow drifts as presented in [14]. The process history is used
in Algorithm 1 in Sect. 3 to detect data drifts and append new process models
that show no difference at the control flow, but at the data level.

For the algorithm the data structure trace map is used. A trace map repre-
sents key value pairs as a hash-map. Hereby, the trace id, e.g., “Process instance
1” is used as a key. Using such unique identifiers bears advantages regarding
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the look up time of certain values. The corresponding value would be the trace,
that has been detected in the event stream. In addition, the data attributes are
now stored as well for each event in the trace map. In the following algorithms,
this map is synthesised using an event stream. This stream has the advantage
that every time an event is detected, it is processed immediately, so all the data
elements of this event will be saved in the trace map. To detect the currently
relevant traces in an event stream, the sliding window approach is used. This
means that only k traces are considered for the detection of drifts. If a new trace
is detected and there are already k traces in the trace map, the oldest trace is
removed and the new trace is stored.

Concept/Data Drifts: [5] differentiates four types of concept drifts at con-
trol flow level. 1© are incremental drifts, which consist of small changes to the
business process model, like a new event or a removed event. 2© are recurring
drifts, which show typical seasonal effects, like in a hotel for example. The busi-
ness process logic differs from winter to summer and alternates back to winter.
3© are gradual drifts, that represent a change in the business process logic, where
process instances of the old logic are still being executed. 4© are sudden drifts,
which are the direct opposite to 3©, i.e., no process instances of the old logic are
still being executed.

A concept drift cannot be a sudden drift and a gradual drift at the same time.
All other combinations like a sudden recurring incremental drift, are possible.
These concept drifts at the control flow level can also be defined and detected
at the data level, which is explained in detail in Sect. 3. Concept drifts on the
data level are called data drifts in this work.

The concept of process histories (cf. Definition 1) enables the detection of all
four types of data drifts and of the point in time when they occurred in the
process history, which is explained in the next section.

3 Detecting and Identifying Data Drifts

In this section, the synthesis of data-extended process histories as basis for
detecting and identifying data drifts is elaborated.

3.1 Detecting Data Drifts

Assume a data-extended process history HP =< M0, ...,Mn > as defined in
Definition 1 with most current process model Mn and the corresponding
trace map. Following [14] the core idea of detecting drifts is to synthesize a new
viable process model Mn+1 in the data-extended process history in case changes
to the data attributes have happened. The difference between Mn and Mn+1

yields the data drift and its type. As basis, for each new event in the stream, the
data attributes are checked for changes. In this work, changes in data attributes
are detected based on outlier detection in the data attribute values. For this
statistical methods will be used. However, it is not feasible to compare every
new event to all previous events in all traces as this might be too complex and
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might lead to misleading results in terms of the drifts. Imagine that a change
happened in one event and later the inverse change occurs. Considering all traces
this change would not be detected as a drift. Hence, it is feasible to restrict the
set of considered events and traces. In [14], the idea of using a sliding window
on the traces has been proven promising and hence this concept will be applied
for the synthesis of data-extended process histories in the following as well.

Algorithm 1 implements the core ideas of using a sliding window on the traces
and outlier detection on the data attributes. As input an event stream, ES, a
window limit k and the thresholds φ and κ are required. The thresholds are
described in detail in the following paragraphs. The algorithm is used while
synthesising a process history. A data drift is detected after the detection of a
control flow drift; algorithms for detecting control flow drifts are provided in,
e.g., [14]. At the beginning of Algorithm1, process history HP is an empty list
and does not contain any process models. Also the trace map which is used in
the detection of data drifts does not contain any items in the beginning.

The sliding window technique, allows to identify currently significant traces
for the detection of new viable models, where k is the maximal number of traces
stored in the trace map. The data extension uses the same window for detecting
drifts in the data elements. Since outliers shall be detected, a certain amount of
values for a specific data element, respectively a certain number of an events,
needs to be detected for statistical analysis. The minimum number of events,
κ, is user defined and a value between 0 and k, since it is, except for a loop,
impossible to have more events stored, than there are traces in the trace map.

After the event has been stored in the trace map, the algorithm tries to detect
a data drift. A whole new range of drift types is possible if a concept drift and a
data drift occur simultaneously, which require a definition and an algorithm to
be detected. This approach is beyond the scope of this paper.

If the process history contains at least one model, a copy of the current model
and its events with attributes is created. At the start the list of data drifts
is an empty list and contains pairs of the drifting attribute and its corresponding
event. If the current model of the process history contains the currently processed
event, an iteration over the data attributes of this event starts. In this iteration,
a denotes a data attribute of currently processed event e. The next expression
checks, if a is an outlier to e of the current model.

For the outlier detection following methods are used. If the data attribute a
contains continuous data, the data could be transformed into a normal distri-
bution [8] and a range is calculated. We are using the box plot approach, since
it is very distribution independent. The whiskers, here used as lower and upper
bounds of limits for outlier detection, are placed at 1.5 times of the interquartile
range below the first quartile and 1.5 times of the interquartile range above the
third quartile. The implementation currently only supports continuous data. If
the data attribute a does not contain continuous data, we use the likelihood. If
for example, only 3 equally common values have been detected in the last model
for this attribute in 50 events, and a new value occurs, its likelihood is lower than
all of the known values. On the other hand, if there are 50 different values for
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one attribute in 50 events, it could be deduced that this attribute is arbitrary.
A user input, defining the maximum distance between the new likelihood and
the average likehood of choices, is used as threshold, to detect outliers for this.
If this attribute is not in the last known model for event e, the outlier function
automatically returns true.

Fig. 3. Synthesising a process history with κ = 1 and φ = 1

In the next step an empty list list a is created and the variable as is ini-
tialised with 0. This variable counts how often event e is found in the trace map
containing a. The algorithm searches every trace in the trace map. If an event is
found that equals e and also has the same attribute a as an outlier, this attribute
is added to the list.

If the number of occurrences for attribute a in the trace map (as) is smaller
than κ, a data drift has been detected. Apparently this data attribute is not
used often enough to retrieve significant information and is removed from the
new model. The pair e, a is appended to the list of data drifts

Otherwise, the new range or likelihoods will be calculated using only the
information of outlying attribute values. It is then counted how often an attribute
of the trace map fits the new properties and is divided by the number of events e.
This yields a score value, which represents the percentage of fitting attributes for
the new properties. If this score is greater or equal than φ, the new properties are
added to the new model and the pair e, a is appended to the list of data drifts.
The threshold φ is in [0, 1], where 0 would be everything and 1 would be only
considering scores, where 100% of the attributes match the new properties as a
data drift. Afterwards, Algorithm2 is executed, to detect the type of the data
drift.

Figure 3, shows how an outlier is detected for the running example Fig. 1 and
how and when a new model is appended. The range from 90 to 110 has been
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Input: Event Stream ES (a series of events)
k (Limit for number of trace map items)
κ (Threshold for number of an attribute for consideration, [0,k])

φ (Threshold for distinction of a new viable data range [0,1])
Result: Process History HP (contains all viable process models in chronological order.)
HP = [ ], trace map<trace id,trace> = 0
for e in ES do

if trace map contains key e.trace id then
trace map[’e.trace id’].append(e)

else
if trace map.size ≥ k then

trace map.delete oldest
trace map.insert(e.trace id,e)

detect concept drifts based on workflow drifts();
if |HP | �= 0 then

New Model = HP .last, list of data drifts = [ ]
if HP .last.contains(e) then

for a in e do
if outlier(HP .last[e],a) then

list a = [ ], as = 0
for t in trace map.values do

for ev in t do
if ev == e and ev contains a then

as+=1;
if ev == e and outlier(HP .last[e],ev.a) then

list a.append(ev.a);
if as < κ then

if New Model[e] contains a then
New Model[e].remove(a);
list of data drifts.append({e,a});

break;
else

e size = 0; fitting e = 0; properties = calc properties(list a);
for t in trace map.values do

for ev in t do
if ev==e then

e size+=1;
if !outlier(properties,ev.a) then

fitting e+=1;
score = fitting e / e size;
if score ≥ φ then

New Model[e].a.properties = properties;
list of data drifts.append({e,a});

if |list of data drifts| >0 then
HP .append(New Model)

Algorithm 1: Algorithm to synthesise a process history

detected earlier. In the event stream three new traces are occuring, each of them
having an outlier in the event Transport. With a sliding window size of 3, only
outliers are in consideration for new models. Each time an outlier is detected, a
new range is calculated if there are more or equal κ outlier in the sliding window.
When the third outlier is detected, this requirement is met and the new range
from 30 to 70 is calculated. Each of the currently viewed speed values are fitting
this range. A new model is appended to the process history.

3.2 Data Drift Identification

Algorithm 1 detects data drifts in an event stream and creates new models for
the process history. Every time a new process model is appended to the process
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history a data drift is detected. The four types of data drifts, in relation to a
process history, can be defined formally as follows:

Definition 2 (Data Drift Types). Let U be a given set of unfinished traces.
Moreover let H be a process history for a process P containing only data drifts,
which can be easily filtered by checking if the list of data drifts in a Model M
is �= ∅. Let Hdd ⊆ H be the models of the process history containing data
drifts and for Mn =< E,< (e0, Ac

0), ..., (ek, Ac
k) >>∈ Hdd let Mn.drifts:=

< (e0, Ac
0), ..., (ek, Ac

k) > yield the list of event attribute pairs, containing the
attributes which have shown the data drift. Let φ ∈ [0, 1], σ ∈ [0, 1] be thresholds,
the function outlier, defined for a model and a data attribute, yielding true or
false and the function similarity, defined for two attributes of an event, ranging
from 0 to 1. The following drift types are defined as follows:

– Incremental Drift if |H| ≥ 2 ∧ ∃ (e,A) ∈ Mn.drifts, (A �⊂ Mn−1[e] ∧ A ⊂
Mn[e]) ∨ (A �⊂ Mn[e] ∧ A ⊂ Mn−1)

– Recurring Drift if |H| ≥ 3 ∧ ∃ m ∈ N, 2 ≤ m ≤ n,Mn−m∀ ({e,A} ∈
Mn.drifts,
similarity(Mn[e].A, Mn−m[e].A) ≥ σ

– Gradual Drift if |H| ≥ 2 ∧ ∃ t ∈ U , {e,A} ∈ Mn.drifts, ¬outlier
(Mn−1, t[e].A))

– Sudden Drift if ¬GradualDrift

As a fitness function the same technique as in [14] using conformance check-
ing with only considering moves in the log [2] is used. The similarity function
checks if the statistical properties are alike. For example, if the intervals have a
tremendous overlap or the distribution of likelihoods is similar.

It should be noted, that in this definition of data drift types, only the sudden
and the gradual drift are distinct. It is possible for a data drift to be an incre-
mental drift and recurring drift at the same time, e.g., a new data attribute has
been detected in comparison to the last model, but this data attribute is also
available and similar to an even older model. In the following, Algorithm2, is
explained in detail and shows how to answer RQ3.

As input parameters a list of unfinished traces U for M0, Mn−1, a process
history HP and σ are required. σ describes the threshold for determining if two
statistical properties are alike and ranges from 0 to 1, where 0 determines any 2
properties as equal and 1 determines only exactly equal properties to be similar.

If there is only one process model in the new process history no data drift had
happened. The first distinction is made between a gradual drift and a sudden
drift. It has to be either of them, so if it is a gradual drift, it cannot be a sudden
drift and vice versa. For this, the algorithm iterates over the list of data drifts of
the current model. If there is a trace out of U for which its attributes and events
match an entry in the list and is not an outlier, if compared to the second to
last model, Mn−1, a gradual drift is detected, because there are still unfinished
traces, that corresponds to the older model. The outlier function is the same, like
in Algorithm 1. The third position in the return vector is set to 1, which signals a
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Input: Traces u (list of unfinished traces), H (Process History),
ε (maximum error between similar statistical properties.)

Result: type vector[0,0,0,0] (Positions represent Drifts [Inc,Rec,Grad,Sudden], 1
represents this type of drift occurred. )

res = [0,0,0,0];
if |H| ≤ 1 then

return ”Error: No drift”
// M is an abstraction to directly access the models of H
for e,a in M.list of data drifts do

for t in U do
if !outlier(Mn−1,t[e].a) then

res[2] = 1 //Gradual Drift
break;

if res[2] �= 1 then
res[3]=1; // Sudden Drift

for e,a in Mn.list of drift events do
if (!(Mn−1[e].contains a) then

res[0]=1; // Incremental Drift
if (!(Mn[e].contains a) then

res[0]=1; // Incremental Drift
if |H| ≥ 3 then

for m in (M0,Mn−2) do
bool found = false;
for e,a in Mn.list of drift events do

if similarity(Mn[e].a,m[e].a) < ε then
found = true;
break;

if found then
res[1]=1; // Recurring drift;

return res;

Algorithm 2: Algorithm to identify data drift.

detected gradual drift. Likewise it can be determined if it is not a gradual drift,
a sudden drift is detected.

In the next step, the list of drift events is again iterated. If an attribute is
not found in the older model Mn−1 or if an attribute is not found in the current
model Mn, it can be deduced that the attribute has been added or removed
respectively. This indicates an incremental drift, represented by a change the
value of the first element to 1 of the return vector.

If there are at least 3 process models in the history, a recurring drift can be
detected. If there is at least one model from M0 to Mn−2 where all attributes
of the list of data drifts are similar, a recurring drift is detected. The resulting
vector is returned at the end containing the information on which data drift
could been detected. In the next section, the two algorithms are evaluated on a
real life log, using a log from the manufacturing domain.

4 Evaluation

For evaluating the approach, a prototypical implementation in Ruby [9] is used
and applied on a real world process execution log from the manufacturing
domain. The underlying process executes the manufacturing of small metal parts
for different machines.

Algorithms 1 and 2, are integrated into the algorithms presented in [14], how-
ever the work at hand is completely independent of the existing work. The steps
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creating the trace map and using a sliding window have been merged from the
algorithm from [14] into Algorithms 1 and 2 to save computation time.

The log files from the real world example are stored in XES format and
consist of 10 process instances containing 40436 events in total, but instead
of being serialised in XML, the log files are serialised in YAML [4]. There is
no information lost while transforming XML into YAML and vice versa. The
process execution log has been transformed into an event stream. The models in
the process history have been discovered, using the approach in [14].

For this evaluation we pick the event “AXIS/Z/aaTorque” and look at the
data attribute “value”. This event appears 4415 times in the log files in total and
is numeric. The only available non-numeric data attributes in this log file, reflect
either an enumeration, where only specific values are allowed or an arbitrary
value, which lets us only detect the moment this attribute has been detected
often enough to be in the process history, κ times.

Fig. 4. Results reflecting the range of the torque value

The event “AXIS/Z/aaTorque” describes the positioning of the machine part
in the z axis. With the sliding window k set to 200 and κ to 100, the first boxplot,
seen in Fig. 4 (M0), has been detected. For the outlier detection, the length of
the whiskers, the interval [−11.05, 15.28] has been calculated. Using 0.9 for the
threshold φ, 2 data drifts have been detected, at the 123rd and 3187th time
the event appeared in the event stream, shifting the boxplot to Fig. 4 (M1) and
(M2) with the new intervals [−105.10, 38.75] and [−20.28, 89.99], two significant
changes in the business process logic. This could be caused by a different part
being produced in the machine using different values, or the replacement of a
part of the machine where the new part is using new parameters.

Using a less strict drift detection threshold φ with 0.8, 8 drifts have been
detected. The ranges of the intervals differ greatly, where only the fourth drift,
when the event appeared for the 1795th time and the last drift, when the event
appeared for the 2800th time could be suggested as a recurring drift. The inter-
vals [−105.10, 38.75] and [−117.42, 91.08] overlap about 68%. Since there is
always the same number of data attributes in the event, caused be the process
execution engine which saved these logs, the only incremental drift is always the
first on at the κth time the event occurs, since in the previous model the data
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attribute is absent. All of these drifts are gradual drifts, because the drift never
occurred in the last appearance of an event of a process instance.

This evaluation was carried out with a proof of concept implementation to
visualise and present data drifts in a data attribute of an event and the deter-
mination of its type. This procedure can be reproduced with any number of
attributes of events, yielding a new model with adjusted statistical properties
for the drifting attributes.

5 Summary and Outlook

This work introduces an extension to process histories to include data attributes
and to detect and identify data drifts from event streams. Data drifts are part
of the evolution of business process, therefore a data drift can be categorised
into the four categories of concept drifts., i.e., incremental, recurring, gradual,
and sudden. All four types can be detected and are formally defined. Two new
algorithms have been presented. The first one synthesises a process history with
data attributes. The other one allows to determine the type of data drift. The
evaluation shows promising results. Based on a prototypical implementation and
a real-world data set from the manufacturing domain it is possible to detect
data drifts. The future work includes a more user friendly implementation of the
algorithms and testing the algorithms on more data sets.
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Abstract. Metrics have been applied in software engineering to manage the
complexity of program code. This paper explores a new application area of the
classic software engineering metrics to determine the complexity of compliance
rules in business processes. Despite the critical voices noting the rather weak
theoretical foundation, metrics provide effective measures for overlooking the
concepts that may drive the complexity of a program. Their scope, scalability,
and perceived ease of use do not diffuse these doubts, but provide ample reasons
to believe that there is more to complexity analysis than numbers, and that a
better methodological approach can help to reveal their true potential. Utilizing
this potential would be of great importance, not only for establishing effective
and efficient compliance management, but also for providing innovative solu-
tions to digitalization trends and increasing data stacks. While some extant work
has shown the applicability of software metrics for analyzing the complexity of
process models, metrics have not been applied so far to manage the complexity
of compliance rules. The approach presented in this paper provides an integrated
view on the complexity of compliance rules that are modeled with conceptually
different compliance languages. To this end, we review and discuss the literature
on software metrics to derive the definitions needed to compute the complexity
of compliance rules, and to refurbish the methodological foundation of software
engineering metrics.

Keywords: Complexity metrics � Compliance rules � Business process �
Model complexity � Compliance modeling

1 Introduction

Compliance modeling is hard work. Not only do we encounter numerous regulations
that need to be interpreted and applied to the respective field of business, but com-
pliance management has arrived at a point where it is essential to prove its efficiency
and prepare for emerging problems in process modeling, such as the challenges of big
data [1]. While quality attributes and the comprehension of a business process model
have been studied, for instance in [23, 27], similar evaluations are novel to compliance
research. Existing studies focus on the expressiveness of the language [16, 20], whereas
user evaluations and formal analysis addressing the manageability or comprehension of
compliance rules are missing. Reasoning about the suitability of a language, however,
requires both the expressiveness and complexity of a language to be managed [18].
While expressiveness is mostly positively associated with the representational capa-
bility of a language [28], from a practical point of view models that are too complex
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can create various problems for the process modeler, like the increasing amount of time
consumed in reading and writing a model [26], or the increasing risks of modeling
errors [22].

To contribute to the ease of use of current and future compliancemodeling languages,
this paper tackles the practical complexity of compliance rule formalizations and derives
complexity measures for language constructs used in a concrete model. In contrast,
theoretical complexity refers to the number of language constructs specified by a whole
language [9]. All in all, we adopt three complexity metrics, and alter the determinants of
themetrics to the format of compliance rules. This is a necessary and important step, since
compliance rules are usually represented by much smaller units than any software
module. The findings can be used (a) to analyze and compare the complexity of different
compliance languages based on the modeling result; and (b) to achieve a better alignment
between the expressiveness of compliance languages and their complexity.

To this end, we adopt the metrics proposed by Halstead [14], Henry and Kafura
[17], as well as Cardoso [3]. The complexity measures are illustrated by calculating the
complexity of example rules that are modeled with three conceptually different com-
pliance languages; that is, Compliance Request Language (CRL), the declarative
modeling language Declare, and Process Compliance Language (PCL). By choosing a
rather heterogeneous sample, we ensure that the derived complexity measures capture
various language aspects, and that the procedure can be easily transferred to other
languages.

The remainder of this paper is structured into four sections. In Sect. 2, some of the
most commonly used software metrics are discussed. Section 3 presents the example
rules that will illustrate the application of the metrics in Sect. 4. Section 5 summarizes
the contributions and limitations of this work.

2 Complexity Metrics

A software metric is basically a mathematical function which expresses a certain
property of the software by a numerical value [2]. This number is interpreted with respect
to relevant benchmarks and serves for the evaluation of program code regarding its
textual or structural complexity. Metrics can be a useful tool to detect and predict
modeling errors, improve programming productivity, and ensure overall software quality
[22]. The most prominent examples are Halstead’s complexity, McCabe’s cyclomatic
complexity, Henry and Kafura’s information flow and lines of code (LOC) [19].

Halstead [14] defines several metrics for calculating the effort it takes to read and
write a program. In their basic configuration, the metrics define different functions to
estimate the vocabulary, length, volume, and difficulty of a program. Vocabulary and
length are determined by a simple operand and operator count [5]. The results are
reused in the following functions. The problem with this approach is that the metrics
have been developed without a proper formal foundation [29]. That is, differences
between programming languages have not been accounted for and may lead to wrong
interpretations. Besides, Halstead’s metrics concentrate on lexical complexity. Con-
sequently, concepts implicating a direction, or other structural relationships, are more
difficult to map.
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For measuring the complexity of a graph, McCabe [21] provides an interesting
solution. He suggests computing the number of independent paths in a program. The
nodes of a graph are assigned to specific code sequences. A link in terms of a directed
edge between two nodes persists if the second code sequence can be executed directly
after the first one [12]. Because of these rudimentary assignments, the metric can serve
as an indicator for the structuredness of a program. More recently, Cardoso [3]
developed a metric to analyze the control flow complexity of business processes. Using
McCabe’s instrument, the metric describes the control flow based on the decision types
in a model. In contrast to McCabe, this metric tackles the semantic difference between
nodes.

More simple structures can be measured by LOC [11]. Its calculation is based on
counting the number of semicolons, which equates to the number of physical source
lines of code, excluding comments and blank lines. LOC serves as input for the
information flow metric of Henry and Kafura [17]. The metric calculates the data flow
as incoming and outgoing data calls with respect to LOC. The criticism has been made
that the function yields a complexity value of zero if one of the data parameters is
missing [29]. To capture typical program structures, like segmentation into lines or the
nesting of code, LOC has been modified repeatedly [12]. However, it is this focus on
high-level structures which makes LOC overall less attractive for mapping compliance
details.

As the discussion shows, the translation of process elements into mathematical
functions is not free of information losses, not to mention that the different process
aspects are quite difficult to combine in one metric. Beyond this background, there are
at least two motivations to check the applicability of different metrics rather than to
adopt a single metric. First, the expressiveness of the individual metric depends on the
combination of factors that can be captured, but, as we can see from the degree of
specialization, there is not one solution fitting all process dimensions. Furthermore, the
conceptual difference between the investigation subjects; that is, the compliance
approaches themselves, hinders the comparability of the languages if no formal
foundation is provided. To close this gap, we explore the applicability of three metrics
for estimating the complexity of compliance rules for different compliance languages.
The choice among Halstead’s, Henry and Kafura’s, and Cardoso’s metrics has been
influenced by the quality and quantity of the concepts that can be expressed.

3 Example Rules

In this section, we will provide examples to illustrate the different calculation methods
of the metrics. Table 1 shows four requirements describing basic airport security
procedures [10]. The first and last requirements relate to the control flow; that is, the
order (R4) and occurrence (R1) of activities. R2 and R3 depict a permission and an
authorization. The formalized compliance rules are given in Tables 2 through 4.

As Table 2 shows, CRL provides four patterns to formalize the given requirements
[8]. Two of them, the Exists and Precedes patterns, are very common among pattern-
based approaches [25]. The first pattern specifies that a task has to occur at least once in
a process model (R1), while the second pattern defines a relation between two tasks so
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that the second task is released, if the first task becomes true (R4). In R3, we model a
condition on a task that needs to be fulfilled before the next task can be performed.
However, the deployed Frees pattern cannot capture how the decision is made for one
of the ID cards. R2 cannot be modeled unequivocally either, because there is no direct
support of the concept of permissions in temporal logics [13]. To compensate for this
deficit, we modeled this requirement with the Substitute pattern.

Table 3 shows the rule mapping for Declare. Similar to CRL, each visual pattern of
Declare owns a formal representation in temporal logic. Both languages share a large
set of control flow patterns inspired by Dwyer’s property patterns [6]. In contrast to
CRL, we modeled R3 by a combination of a Branched_Existence pattern and an
Exclusive_1_Of_2 pattern [24] to express the link from the background check to the
decision between two different ID cards. Similar to CRL, R3 cannot be modeled
without information loss. The biggest semantic difference, though, can be observed for
the permission (R2). For Declare, we decided to use the Not_Response pattern which
resembles a negated LeadsTo pattern of CRL. Obviously, the semantics is not the same

Table 1. Example requirements (adopted from [10], Annex I)

ID Requirement Section

R1 All originating, transfer and transit passengers and their cabin baggage
shall be screened

4.1.1 (a)

R2 Transit passengers and their cabin baggage may be exempted from
screening, if: (a) they remain on board the aircraft

4.1.3 (a)

R3 Persons […] shall have successfully completed a background check before
either a crew identification card or an airport identification card authorising
unescorted access to security restricted areas is issued to them

1.2.4

R4 All hold baggage shall be screened prior to being loaded onto an aircraft 5.1.1

Table 2. Formalized compliance rules in CRL

ID Compliance rule

R1 Pattern: (ScreenPassenger And ScreenCabinBaggage) Exists
LTL: F(ScreenPassenger ^ ScreenCabinBaggage)

R2 Pattern: (PassengerRemainOnBoard And CabinBaggageRemainOnBoard) Substitute
Screening
LTL: G(¬Screening) ! F(PassengerRemainOnBoard ^
CabinBaggageRemainOnBoard)

R3 Pattern: BackgroundCheck = ‘Successful’ Frees (IssueCrewID Or
IssueGroundStaffID)
LTL: BackgroundCheck = ‘Successful’ R(IssueCrewID _ IssueGroundStaffID)

R4 Pattern: ScreenHoldBaggage Precedes LoadHoldBaggage
LTL: ¬LoadHoldBaggage W ScreenHoldBaggage

Temporal operators: F = final, G = global, W = weak until, R = release; Logical operators:
^ and, _ or, ¬ not.
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as for the Substitute pattern of CRL, but none of the other Declare patterns seems to
have a better fit.

The last table in this section presents the deontic modalities that we need to capture
the normative meanings of the legal requirements. Compared to CRL and Declare, PCL
does not struggle with interpretation of the requirements, because it depends on a

Table 3. Formalized compliance rules in Declare

Table 4. Formalized compliance rules in PCL

ID Compliance rule

R1 NewPassenger ) [OAPNP] ScreenPassenger, ScreenCabinBaggage
R2 TransitPassenger, RemainOnBoard ) [P] NoScreening

CabinLuggage, RemainOnBoard ) [P] NoScreening
R3 CabinCrew, BackgroundCheckSuccessful ) [OAPNP] IssueIDCard

GroundStaff, BackgroundCheckSuccessful ) [OAPNP] IssueIDCard
R4 LoadHoldBaggage ) [OAPNP] ScreenHoldBaggage

Alternatively
¬ScreenedHoldBaggage ) [OM] ¬LoadHoldBaggage

Obligation operators: OAPNP = achievement, persistent, non-preemptive,
OM = maintenance, P = permission; Logical operator: ¬ not.
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different conceptual angle than temporal logics [15]. The requirements R1, R3, and R4
can be represented by an achievement obligation (OAPNP), which can be further
defined by the two attributes persistent and non-preemptive. The other two deontic
concepts are permissions (R2) and prohibitions (R4). In the example, we used a
maintenance obligation (OM) to implement the prohibition.

4 Calculation Method

This section focuses on the measures for calculating the complexity of compliance
rules. We therefore provide first a general definition of each metric before presenting
the approach, that is, the naming convention, used to adapt the metrics to the size and
scope of compliance formalizations. Finally, we illustrate the measurement by esti-
mating the complexity of the example rules that were introduced in Sect. 3.

4.1 Halstead’s Complexity Metrics

Halstead’s definition of complexity comprises six metrics to estimate the implemen-
tation effort and time of a software module [14]. The key concepts of the metrics are the
operators and operands that must be determined before the functions can be calculated.
Operators relate to commands and structuring elements like parentheses, while oper-
ands capture variables and elements that have a fixed value like constants [22]. As a
general rule, the effort increases with the number of decidable operators and operands,
and the frequency with which they occur in the module. The central metrics for
measuring complexity (and time in seconds) are presented below:

Vocabulary n ¼ n1 þ n2 ð1Þ

LengthN ¼ N1 þ N2 ð2Þ

VolumeV ¼ N � log2 nð Þ ð3Þ

DifficultyD ¼ n1
2
� N2

n2
ð4Þ

EffortE ¼ D � V ð5Þ

Time T ¼ E
18

ð6Þ

where n1 (n2) is the number of unique operators (operands) and N1 (N2) is the total
number of operators (operands). The metrics can be extended by functions for, for
example, program level (L) or number of delivered bugs (B) [12], which are indicators
for the error-proneness of a program.

To transfer these metrics to all three compliance languages, we developed the
scheme in Table 5. The definitions for the operator and operand count are designed to
capture the typical elements of compliance rules. To arrive at this point, we reviewed
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the documentation of the three selected languages regarding recurring elements, such as
patterns, nodes, and edges for the visual language; and respective patterns, modalities,
and logical expressions for the other two languages. Thereafter, we applied the metrics
to our example rules and recorded the results.1

Table 6 shows how the metrics are calculated for CRL. Overall, the requirements
R2 and R3 seem to be more complex due to the repetition of operands (i.e., task
descriptions) and logical connections. This is supported by the results for CRL
(ECRL = 33.94), Declare (EDEC = 48.10), and also PCL (EPCL = 102.02/107.85).
Compared to PCL (VPCL = 17.55/18.97; DPCL = 5/5.25), we found that the rules
modeled with CRL (VCRL = 10.31; DCRL = 2.88) and Declare (VDEC = 12.23;
DDEC = 3) diverge in volume and difficulty, possibly, because the rule length is con-
siderably higher.

Another difference results from the semantic expressiveness of the languages. In
contrast to CRL and PCL, Declare is restricted to control flow rules. Hence, data
constraints could neither be modeled nor considered in the metrics. However, the

Table 5. Definitions for the operator and operand count

Type n1 n2
Flow object {pattern, modality} {activity, event,

gateway}
Connecting
object

{and, or, not, else, parentheses, sequence flow,
message flow}

n.a.

Process
constraint

n.a. {data, resource,
time}

Notes: Pattern, modality etc. types are counted per rule. Parentheses are counted as pair. Brackets
of modalities are not counted. Sequence flow and data flow edges can be specified by different
arrow types.

Table 6. Metrics calculation for CRL

ID n1 n2 n N1 N2 N V D E T

R1 3 1 4 3 2 5 10 3 30 1.67
R2 3 1 4 3 3 6 12 4.50max 54max 3
R3 3 2 5 3 4 7 16.25max 3 48.76 2.71
R4 1 1 2 1 2 3 3min 1min 3min 0.17P

10 5 15 10 11 21 41.25 11.50 135.76 339.40
Mean 2.50 1.25 3.75 2.50 2.50 5.25 10.31 2.88 33.94 1.89

Operators (n1): pattern, parentheses, and, or; operands (n2): activity, data.

1 A complete documentation of all metric calculations can be retrieved from http://win-dl.informatik.
uni-rostock.de/190101_metrics_calculation.pdf.
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calculation shows a relatively high effort for Declare, although it deploys almost the
same patterns as CRL. This might be the case because we had to repeat certain patterns
to model more complex rules. The last metric measures the implementation time. It has
to be interpreted bearing in mind (TCRL = 1.89; TDEC = 2.67; TPCL = 5.67/5.99) that
the number 18 is an approximation for program code.

4.2 Henry and Kafura’s Information Flow Metric

Henry and Kafura define a complexity value which attempts to measure how simple the
connections between software modules are [17]. Connections are defined as channels
or information flows whereby one module can pass information to the other [5]. The
data exchange is restricted by the flow type. Local flows may either be direct, if module
A passes parameters to B, or indirect, if A returns a value to B or module C calls A and
B, and the result value is passed from A to B. Global flows indicate that A writes to a
data structure and B reads from that data structure. The connections between modules,
named coupling, is also known in the process domain, where it is used to locate design
and implementation weaknesses.

The concrete metric is composed of two channels (fanin and fanout), describing the
information flow between modules, and a weighing factor (length). The fanin (fanout) of
module A is defined as the number of local flows into (from) module A plus the number
of data structures from which module A retrieves (updates) information. Thus, the
complexity value (Cv) can be described by the function:

Complexity Cv ¼ length � fanin � fanoutð Þ2

where the length is measured by LOC (or cyclomatic complexity). That means the
complexity depends on the procedure code (module size) as well as the complexity of
the procedure’s connections to its environment.

Like Halstead’s complexity, information complexity is a software-specific measure
that needs to be adapted to compliance languages. To this end, we propose to distin-
guish the presentation mode, i.e., textual or visual; see Table 7. LOC is reinterpreted to
the number of patterns or modalities that are used to express one requirement. In the
case of LTL, we counted the temporal operators. Another interpretation can be found in
[30]. Fanin and fanout can be simply mapped to the inputs and outputs of activities. To
avoid a zero value, we set the base of each fanin = fanout = 1. Moreover, we found that
the measure is not sensitive to text-based languages. Consequently, the metric can only
serve as a weak indicator for the complexity of compliance rules.

Table 7. Definitions for LOC and information flow

Mode LOC fanin fanout
Textual {pattern, modality, temporal operator} {and-split, or-split} {and-join, or-join}
Visual {ingoing edges} {outgoing edges}

260 A. Zasada



The complexity of the example rules is calculated as Table 8 illustrates. The
complexity values for Declare (Cv DEC = 28) and PCL (Cv PCL = 28.25) are almost
identical, whereas CRL yields the lowest complexity (Cv CRL = 3.25). In contrast to
Halstead’s metrics, R2 and R3 do not result in higher complexity. Due to the lack of
split and join connectors in CRL and PCL expressions, we decided to count the logical
connector “and” as fanin and “or” as fanout. Structuring elements such as parentheses
could not be mapped to the metric. Overall, the calculation suffers from the uneven
differentiation of inputs and outputs, which explains the low complexity of CRL.

4.3 Cardoso’s Control Flow Metric

Cardoso defines process complexity as the degree to which a process model is difficult
to analyze, understand, or explain [4]. He assumes that complexity depends on the
elements that are used to describe the logical structure of a process. These can be
divided into activities and transitions. Activities are represented using circles and
transitions using arrows. The focus lies on the transitions, which indicate the possible
execution states of a process. A new state results from the execution of an activity. An
activity with more than one outgoing transition can be classified as xor-split, or-split, or
and-split. The metric counts the present split constructs of the process. The absolute
control flow complexity is then calculated as the sum of all split constructs:

Complexity CFCabs Pð Þ ¼
X

i2 XOR�splits of Pf g CFCXOR�split ið Þ
þ

X
j2 OR�splits of Pf g CFCOR�split jð Þ

þ
X

k2 AND�splits of Pf g CFCAND�split kð Þ

where CFCabs is the absolute complexity of process P, and the or-split is determined by
CFCOR-split (activityi) = 2n − 1 with n = fanout of the split. The or-split is set to a
higher level because it generates a greater number of states. The relative control flow
complexity CFCrel (P) can be calculated from CFCabs (P) divided by the number of
distinct xor-or-and-splits of the process [3].

For the calculation of the complexity, we adopt the definitions in Table 9. Or-splits
are not specified, because compliance rules typically imply an exclusive choice. Since
the metric is based on output flows, the different split types can be determined

Table 8. Metrics calculation for Declare

ID LOC fanin fanout Cv DEC

R1 2 2 1 8
R2 2 2 1 8
R3 2 1 2 8
R4 1 2 1 4minP

1.75 1.75 1.25 7
Mean 7 7 5 28

How Complex Does Compliance Get? 261



unambiguously. However, in comparison to information flow complexity, the CFC
metric does not provide a measure for the internal complexity of a module.

Table 10 shows the metrics calculation for PCL. The numbers indicate a difference
between the absolute complexity of both CRL (CFCabs CRL (P) = 3) and Declare
(CFCabs DEC (P) = 2) compared to PCL (CFCabs PCL (P) = 7). The relative complexity
shows a similar picture (CFCrel CRL (P) = 1.50; CFCrel DEC (P) = 1; CFCrel PCL (P) =
3.50). R2 and R3 exceed the complexity of the other rules, especially because some
rules have a zero value due to the patterns that do not use split connectors. PCL, on the
other hand, deploys two modalities with a pair of and-splits which increases the
complexity considerably. In this regard, the metric provides only limited access to the
control flow complexity of compliance rules.

5 Contributions and Limitations

In this paper, we were able to address a part of the problem of the complexity of
compliance rule formalizations. The excerpt that we used to develop and demonstrate
our approach is complete, since “Any ‘real’ complexity is irrelevant, as we never
interact with the total systems, only certain aspects of them at any one time” [7]. We
focused on typical process elements that are used in compliance rule languages to
model legal requirements. To assess the complexity of the regulatory expressions, we
employed software metrics, and derived definitions for the application of the metrics’
instruments. One main contribution is therefore, an overview of common software
metrics, as well as a practical application of complexity metrics to simplify the
selection and use of approved tools of another domain. In this regard, we found that
Halstead’s metrics were most flexible in adopting the features of compliance languages.

Nevertheless, there are certain limitations to this work. Since the focus has been on
the knowledge transfer and differentiation problem, we concentrated our endeavors on

Table 9. Definitions for the splits of the control flow

Mode xor-split or-split and-split

Textual {or, _} – {and, comma, ^}
Visual {or} – {and}

Table 10. Metrics calculation for PCL

ID xor-split and-split CFCabs PCL CFCrel PCL

R1 0 1 1 1
R2 1 2 3 1.50
R3 1 2 3 1.50
R4 0 0 0min 0minP

2 5 7 3.50
Mean 0.50 1.25 1.75 1.00
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a small but concise sample. Therefore, we can answer questions regarding how com-
plex compliance rules are, but not what high complexity is. This is because there exist
benchmarks for programs but not for compliance rules. That means, as of now, that it
can only be said whether a formalization is complex in comparison to another for-
mulation. In order to learn more about the practical complexity of compliance modeling
languages, and process constraints in general, it is necessary to expand the sample in
terms of requirements and compliance languages. A case study approach might be best
suited in this regard.

Finally, there are several possibilities for extending this work. Most important in
our view is to include more specific concepts in complexity discussion and measure-
ment, such as similarity, cohesion and so forth. Besides, there is no better way to show
how complex a language can get, than to determine its theoretical complexity as well.
Another aspect is the human factor in compliance modeling. Many times it has been
argued that automation is a desired feature to detect compliance violations, but this
addresses mainly run time and post execution compliance. A major problem of orga-
nizations is the amount of information that is exchanged and that the individual must
process. Thus, we need more information on the cognitive complexity of compliance to
improve the design process and to make it cost- and time-efficient. Usability studies
deploying cognitive theories in a context of information overload, complexity, and
mental effort may be intriguing approaches to that problem.
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