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Preface

The capital market has become one of the most important components of the Polish
economy, but unfortunately, little is known about this important sector and that
needs to change. The duty of education and science development in this direction
rests to a large extent on the scientific community and capital market institutions. It
should be noted that research conducted about capital markets has a theoretical and
practical dimension. Both of these areas are equally important in order to under-
stand the market and the methods or processes, which are taking place on the
market. It is also important to apply unpredictable methods in the investment
process in order to minimize the risk of investing.

Research on the Polish capital market and its most important element—the
Warsaw Stock Exchange—is advancing very fast. Following the publications in the
recent years in this area, it is clear that apart from the popularity of known methods
from developed markets, the Polish scientific knowledge starts to emerge. Scientists
are still introducing new or modified classical approaches to the investment process.
They also focus on researching the processes, which already exist on the capital
market. It should be said that recently there is an increase of the importance of
behavioral finance and experimental economics in these fields.

The book offers an opportunity to present experiences and innovative solutions
and share a vision on the state of the capital market in Poland and where it is heading
to, this all in comparison with countries where capital markets are more mature.

The book is divided into four parts

I. Theoretical aspects of investments on capital market
II. Quantitative methods on financial markets
III. Experimental economics and behavioral finance on capital markets
IV. Practical issues—case studies

Each of these parts begins with an introduction outlining its subject and sum-
marizing each of its chapters. The purpose of the introduction is to help the reader
navigate through the chapters contained in the given part. The authors of the
introductions are their thematic editors.
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According to the title, Part I of the book presents theoretical aspects of invest-
ments on capital market. It outlines some theoretical aspects of the capital market in
Poland and selected countries in the world. Additionally, it provides a study on the
interaction among various elements of stock as well as several other issues related
to investments process. It also sheds the light on the financial integration between
the markets and their hierarchical structure. From a theoretical point of view, there
is an increasing significance of issues such as capital market models, market effi-
ciency, and share liquidity. In addition, the chapter includes issues important for
selected problems within finance. This applies, among others, to aspects of law and
digital competence.

Part II of the book includes an application of quantitative methods on the capital
market. It includes the usefulness of the quantitative methods in the investment
process over the short-; medium- and long-term This part focuses on the incor-
poration of different approaches (usually classical and no classical) on making
investment decisions or assessing investment efficiency on the capital market.
Another important issue is defining factors (qualitative and/or quantitative) and
their influence on rates of return, risk, or both on the capital market. Quantitative
methods do not only help us measure phenomena occurring on the capital market,
but also help us to understand the relationships between the financial instruments.

Part III of the book begins with an overview of the theoretical development
of the first and the second generations of behavioral finance. Next we present the
possibility of using quantitative methods to study various investors’ behavior on the
financial markets, such as uses the VEC DCC, M-GARCH models to estimate
Sovereign Credit Default (CDS) for credit risk securities in selected EU countries.
Furthermore, simulation experiments in the field of characteristics of dichotomous
variable estimators were taken into account, beside the concentration of investor
wealth as one of the most important factors shaping investment strategies. In this
part, it shows how to use the methods for measuring psychophysiological data (in
particular EEG) and microexpression in the context of the emotional states of
financial market participants. The basic behavioral indicators (emotions, involve-
ment, interests, and memory) are discussed based on the possibility of what
determines the reactions of investors to various external stimuli.

Part IV the book includes selected issues of research conducted on capital market
or financial market with the use of selected and various methods. Important are also
different approaches introduced by researchers in relation to existing issues on the
capital market. It also explains stock liquidity, abnormal rates of return, dividends
of listed companies, and risks of shares or investment risk on the capital market.
Case studies are very useful in this context. Case studies help us to show how to use
many tools from different disciplines to investigate processes that take place on the
financial or capital market. In this context, we shed the light on VAR models,
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econometric models, analysis of Granger causality, and analysis of HFT systems.
The case studies underline particular problems that appear in the financial and
capital markets.

Szczecin, Poland Waldemar Tarczyński
Kesra Nermend
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Chapter 1
Analysis of Performance of the Warsaw
Stock Exchange Companies from Finance
Macrosector in Periods of Crisis

Beata Bieszk-Stolorz and Iwona Markowicz

Abstract The aim of the article is the assessment of response to a crisis situation
for companies belonging to the macrosector of finance in comparison with other
sectors on theWarsaw Stock Exchange. The survival analysis methods were applied.
The authors analysed the periods of decrease and of the subsequent increase in share
prices during the crisis of 2008–2009 and the bearmarket of 2011. TheKaplan–Meier
estimator of the survival function made possible to assess the probability of decrease
and of subsequent increase in the share prices. The similarity of the survival curves
was investigated using the log-rank test. The Cox regression model was used to
determine the intensity of the decrease and increase in share prices. The analysis
made possible to assess and compare the performance of the financial sectors against
the background of other sectors in both periods.

Keywords Warsaw stock exchange · Crisis · Survival analysis · Kaplan–meier
estimator · Cox regression model

1.1 Introduction

The cyclical nature of the economy encompasses regular periods of recession. Nowa-
days, in the age of globalisation, the occurrence of crises and their international distri-
bution are common and rather obvious. Discussions take place on how governments
should react to minimise their impacts.

The years of 2008 and 2009 are recognised as a period of global financial crisis
which affected the economies of many countries, including Poland. The effects of the
crisis were also seen on the Warsaw Stock Exchange (WSE) [8]. Table 1.1 presents
the Warsaw Stock Exchange Index (WIG) rates of return in the years 2005–2017.
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Table 1.1 WIG rates of
return in the years 2005–2017
(%) [14]

Year WIG rates of return

2005 33.66

2006 41.60

2007 10.39

2008 −51.07

2009 46.85

2010 18.77

2011 −20.83

2012 26.24

2013 8.06

2014 0.26

2015 −9.62

2016 11.38

2017 23.17

WIG, listing companies from the Warsaw Stock Exchange Main Market, hit a low
in 2008. The next year, with a negative WIG rate of return, saw a record turnover
in shares and derivatives, which reflected the increased activity of stock exchange
investors. However, drops in the value of companies in the second half of the year
consequently led to a decrease in the WIG index by 20.8% [7]. The 2011 decrease
was not as spectacular as in the crisis of 2008–2009, but the WIG index plunged by
at least 20%. According to Olbryś and Majewska [28], the increase or decrease by
at least 20% in quotations is indicative of bull or bear market periods. In the paper,
the Pagan–Sossounov procedure of determining the market phases was applied to
identify the periods of crisis.

The aim of the article is to assess the reaction to crisis situations of companies
in the following sectors: banks, developers and other financials in relation to other
sectors listed on the Warsaw Stock Exchange. The study comprises four stages. The
first one assesses the probability, intensity and duration of a decrease in share prices
that occurred in the period from 1 January 2008 to 31 December 2009 (the crisis).
The second step is to estimate the likelihood and intensity of recovery, i.e. the chance
of share prices to increase within six months, as well as the time taken to catalyse
losses. In the third stage, an assessment was made of the probability, intensity and
duration of a decrease in the companies’ share prices in 2011 (the decrease). The last
stage of the study is focused on possible price increases by the end of 2013.

In the analysis, the multi-category explanatory variable (sector of companies’
operation) was replaced with dichotomous explanatory variables and 0–1 coding was
applied, which allowed to compare the intensity of events in the examined sectors
with that in the other sectors [15, 23].
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1.2 Financial Crisis

Financial crises disturb economies around theworld from time to time. This is related
to the economic cycles, i.e. the periods of economic expansion and economic slow-
down. The increase in the incidence of crises was particularly evident in the twentieth
century. During that time, the world economy experienced such phenomena as the
liberalisation of trade flows and financial flows, the development of financial mar-
kets, deregulation of many areas of the economy and increasing globalisation. Each
subsequent crisis had similar causes, and it occurred suddenly following a certain
sequence of events and spread with increasing speed to other countries. The recent
global economic crisis was triggered by the bursting of the property bubble in the
USA in 2007. Themechanism of transformation of local disturbances in the financial
system into a serious economic crisis of global scope was described, among others,
by [20].

One of the sources of the global crisis indicated by European Commission [11] is
the sharp growth of the financial sector’s importance in the world’s largest economies
and the formation of bubbles on the assets market due to, among others, low inflation
in developed countries as well as massive capital flows thanks to globalisation and
integration of financial markets.

As highlighted in the NBP Report [27], the boom in the real estate and credit
markets, the rapid growth in household consumption and a quest for high rates
of return have led to serious imbalances and, consequently, macroeconomic and
structural turbulences in many countries. One of the effects of the collapse in the real
estate market in the USA and some European countries was a reduction in demand,
further reinforced by restrictions on access to credit.

The five-stage Minsky model is increasingly being used to explain the crisis in
today’s global economy [22]. The first stage—displacement—is associatedwith high
interest in a specific financial product (e.g. mortgage loans). The second stage, the
boom, is related to the activity of speculators who are starting to collect income from
investments while, at the same time, the prospect of further profits appears. The next,
third stage is euphoria, which manifests itself in the appearance of more and more
investors on the market (herd instinct). More and more people are eager to take out
loans, and banks are expanding their lending activity by lowering their requirements.
In the fourth stage (profit taking)—the bubble reaches its peak, prices are maximally
exorbitant, small investors make large profits and they draw them out of the market.
This triggers the final stage which is the panic in the market. Previous enthusiasm
is being replaced by extreme pessimism. Investors are starting to dispose of their
assets as soon as possible. Borrowers are stopping repaying their loans, and banks’
assets are melting rapidly as prices fall. Minsky’s hypothesis of the instability of the
financial system states that the longer it has been since the recent crisis, the more
risk-seeking the banks will be [26].

Economic and sentiment indicators are an important source of information on
the economic situation of enterprises and, consequently, of the economy. They are
among the first to provide information on the state of the economies. They are used
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Fig. 1.1 PENGAB index, monthly data in the years 2007–2018 (points). Source Own calculation
on the basis: [16]

by managers, economists, analysts, scientists, investors and governments. The lead-
ing economic and mood indicator is the Purchasing Managers’ Index, published
for several dozen countries, including Poland (it applies to the industrial, service,
construction and retail sectors).

Every month in Poland, the Central Statistical Office examines the economic
situation in industry, construction, trade and services, as well as consumer moods.
The situation in the banking sector is reflected in the PENGAB index (the index
measuring sentiment in the bank sector in Poland), published by the Association of
Polish Banks. Practice has shown that economic and sentiment indicators are reliable
barometers of the economic situation in the economy and have a forecast value, thus
providing support in the analysis of the economic situation in individual countries
and in the world. PENGAB index is a synthetic indicator of the economic situation
in the banking sector, commissioned by the Polish Bank Association. Its values (in
points) in the period from January 2007 to June 2018 are presented in Fig. 1.1, which
shows two breakdowns in the trends at the turn of 2008/2009 and 2012/2013, clearly
showing that amarked decrease inmoods took place during the crisis periods covered
by the study presented in this article.

1.3 Data Used in the Study

Four steps were considered in the study. They result from the situation on theWarsaw
Stock Exchange and the share price movement. The first stage concerns the decrease
in prices during the crisis, i.e. at the turn of 2008–2009. On 17 February 2009,
the WIG index reached its minimum, and then, from January 2008 it decreased by
ca. 60% to go up by about 80% in the following six months (24 August 2009).
Therefore, the first two stages of the study included the observation of share prices
fluctuations between 01 January 2008 and 31 December 2009 and the assessment



1 Analysis of Performance of the Warsaw Stock Exchange Companies … 7

Table 1.2 Number of surveyed companies in 2008–2009 (stage I and II) by sectors

Sectors Stage I—decrease in prices Stage II—share prices

Complete Censored Total Complete Censored Total

Banks 12 2 14 13 1 14

Developers 17 0 17 17 0 17

Other financials 18 3 21 11 10 21

Other 216 60 276 204 72 276

Total 263 65 328 245 83 328

Table 1.3 Number of surveyed companies in 2008–2009 (stage III and IV) by sectors

Sectors Stage III—decrease of prices Stage IV—share prices

Complete Censored Total Censored Complete Total

Banks 10 2 12 10 2 12

Developers 26 1 27 24 3 27

Other financials 35 4 39 35 4 39

Other 257 42 299 249 50 299

Total 328 49 377 318 59 377

of the probability of achieving the specified 60% price decrease (stage I), followed
by the examination of the possibility of making up for losses, i.e. the probability of
share prices to rise by 80% from the lowest price (stage II). The next stages of the
study concern the period of decrease, i.e. 2011 and two subsequent years. On the
basis of the WIG observation, the threshold values were established again, that time
at the level of 30% for the decrease in prices in 2011 (stage III) and 40% for the
increase in prices in 2012–2013 (stage IV). The study was to result in an assessment
of the situation of three sectors involved the financial market (banks, developers,
other financials) as compared to other sectors.1 Data used in the research come from
[17].

In the first and second stages, 328 companies were investigated (Table 1.2), of
which 263 achieved the above described 60% price decrease and 245 companies later
saw an 80% price increase (complete observations).

In the third and fourth stages, 377 companies were surveyed (Table 1.3), of which
328 achieved the described 30% price decrease and the prices of 318 companies saw
a 40% price increase in the months to follow (complete observations).

1A new classification of WSE sectors was introduced in 2017. However, due to the research period
prior to that date, this article uses the earlier classification of listed companies.
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1.4 Methodology

The study used models applied in the analysis of the history of events that took into
account censored data [34]. This is a set of methods for studying the duration of
phenomena occurring in various areas of human activity: in social, economic and
political life. Methods of survival analysis have been increasingly popular in socio-
economic research. The examples of their application are company survival analysis
[13, 22, 29], credit risk analysis [25, 33], unemployment analysis [5], economic activ-
ity of the population [21] and poverty of households [31]. The methods of analysing
the survival probability are also used in the analysis of financial phenomena [10, 24].
The subjects of such studies are often companies listed on the stock exchange. What
is examined is the likelihood of companies form specific sectors to survive the crisis
[2–4, 12]. The said methods can also be used to assess the impact of the crisis on
national economies [30].

In this study, the following survival analysis methods were used: Kaplan–Meier
estimator, log-rank test and Cox regression model.

The probability that a specific event would not occur (a trigger fall or increase in
share prices) was estimated using a Kaplan–Meier estimator for the survival function
[18]:

Ŝ(ti ) =
i∏

j=1

(
1− d j

n j

)
for i = 1, . . . , k, (1.1)

where ti—a point in time when at least one event occurred, di—number of events in
the time ti and ni—number of units under observation in the time ti.

Basing on the survival function, the survival time quartiles can be determined.
They will be determined at the points where the survival function is 0.25, 0.5 and
0.75, respectively [1].

The analysed populations may be divided into groups according to the character-
istics under examination, the survival functionmay be estimated for each of them and
the significance of differences between them may be investigated. Since the distri-
bution of the survival time is not known, nonparametric tests based on the ranking of
the survival times are used. Unfortunately, there are no commonly accepted methods
of selecting a test in a given situation. Most of them give reliable results only with
large samples, while the effectiveness of tests run on small samples is less known. A
log-rank test is often used to compare the two survival curves [19]. It is used to verify
the hypothesisH0: S1(t)= S2(t) of equal survival curves determined for both groups.
At a given significance level, the test statistic is compared with the chi-distribution of
a square with one degree of freedom. This test is most powerful when the difference
between the hazard functions of individual subgroups is constant over time [21]. Pre-
liminary analysis using the ln(–lnS(t)) function and some limitations resulting from
assumptions for other tests have confirmed the validity of the use of the log-rank test
in the study.
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The relative intensity of the event was assessed by means of a Cox regression
model [9], also known as the proportional hazards model [6, 18]:

h(t : x1, x2, . . . , xn) = ho(t)exp(a1x1 + a2x2 + · · · + anxn) (1.2)

where h0(t)—the reference hazard, a1, a2, . . . , an—model coefficients and
t—duration of observation.

1.5 Results

The study assessed the situation of three sectors related to the financialmarket (banks,
developers and other financials) in comparison with other sectors during two peri-
ods of falling prices and during the following periods of making up for losses. As
the study deals with the events that had occurred before 2017, this article uses the
previous classification of listed companies. Due to the previous sector classification
and because of small size of some sectors in the period under study (e.g. insurance),
the authors decided to include a part of the WSE companies in the group of other
financials.

In the first downward period (referred to as the 2008–2009 crisis) and the subse-
quent upward period until the end of 2009, the probability was assessed of achieving
both a 60% price decrease (stage I) and the possibility of making up for losses, i.e.
the probability of share prices rising by 80% from the lowest price (stage II). The
Kaplan–Meier estimator was calculated for the three analysed sectors and for the
companies from the other sectors (Fig. 1.2).

The first to reach the threshold price drop were developers. The log-rank test
proved that the survival curve for this sector differed statistically significantly from

Stage I (decrease of prices) Stage II (increase of prices)
1 – Other, 2 – Banks, 3 – Developers, 4 – Other financials

Fig. 1.2 Kaplan–Meier estimator for decrease in share prices (crisis 2008–2009) and increase in
share prices. Sources Own calculation
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Table 1.4 Results of log-rank tests for companies from examined sectors and for remaining WSE
companies—the crisis of 2008–2009

Sectors Developers Other financials Other

Decrease

Banks −3.8443 (p= 0.0001*) −1.2545 (p = 0.2097) −0.4701 (p = 0.6383)

Developers 1.9083 (p = 0.0564*) 2.7088 (p = 0.0068*)

Other financials 1.1084 (p = 0.2677)

Increase

Banks 0.2694 (p = 0.7876) 2.1381 (p = 0.0325*) 1.6985 (p = 0.0894*)

Developers 2.5335 (p = 0.0113*) 1.8992 (p = 0.0575*)

Other financials −1.7290 (p= 0.0838*)

*Significance of differences at the level of 0.1

Table 1.5 Survival quartiles for companies from examined sectors and for remaining WSE com-
panies—crisis of 2008–2009

Sectors First quartile Median Third quartile

Decrease

Banks 9.26 9.67 10.41

Developers 5.91 7.12 7.86

Other financials 4.69 9.01 10.15

Other 6.21 9.02 11.10

Increase

Banks 1.30 2.37 4.06

Developers 1.54 2.56 5.23

Other financials 1.74 4.87 –

Other 2.04 4.30 7.25

the other curves (at the level of 0.1). Other test results indicated that there were no
significant differences between pairs of groups of companies in which there was
no developer sector (Table 1.4). 75% of developers saw their prices fall by 60% in
just eight months, while banks and other financials had not seen such a drop until
over 10 months later (Table 1.5). The research conducted by [32] revealed that in
the years 2006–2010, the other financials were the weakest sector in terms of their
fundamental strength.

Banks and developers made up for their losses the fastest. Their survival curves
are similar (Fig. 1.2, stage II). The log-rank test run only for banks and developers
shows that their price growth curves did not differ significantly (Table 1.4). Three-
quarters of banks reached a threshold 80% rise in share prices after just four months,
while developers—after more than five months (Table 1.5). Out of 21 companies in
the financial sector, only 11 managed to make up for previous losses, so that no third
quartile could be determined for their survival.
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Table 1.6 Results of Cox regression model estimation (stage I and II of the study)—crisis of
2008–2009

Variable—sector Parameter Standard error Wald test p Relative hazard

Stage I (decrease in prices)

Banks −0.1290 0.2970 0.1886 0.6641 0.8790

Developers 0.9395 0.2580 13.2581 0.0003 2.5587

Other financials 0.2983 0.2458 1.4732 0.2249 1.3476

Stage II (increase in prices)

Banks 0.5551 0.2869 3.7449 0.0530 1.7422

Developers 0.5138 0.2532 4.1188 0.0424 1.6716

Other financials −0.4991 0.3097 2.5965 0.1071 0.6071

The Cox regressionmodel was used to evaluate the relative intensity (relative haz-
ard) of both the decrease and the subsequent increase in share prices (Table 1.6). The
reference group in this case consists of companies from the other sectors. Among the
sectors analysed, developers were characterised by a clearly greater relative hazard
of a drop in prices (the intensity of the price drop was more than twice as high as in
the other sectors). As regards making up for losses, companies from the banking and
real estate development sectors had a similar high intensity. It should be noted that
during the crisis period, banks saw the lowest relative intensity of price falls (0.8790)
and the highest relative intensity of recovery (1.7422). These companies survived
the crisis of 2008–2009 in the best condition.

In the second downward period (defined as a 2011 recession) and upward period
until the end of 2013, the probability of experiencing a 30% price decrease (stage III)
and the possibility of making up for losses (increase in share prices by 40%—stage
IV) were examined. The curves of survival determined by the Kaplan–Meier estima-
tor are shown in Fig. 1.3.

Similarly, developers and other financials were the fastest to see the threshold
price drop. The course of survival functions for these sectors differs statistically
significantly from those calculated for other companies (log-rank test, Table 1.7).
75% of developers and banks experienced price reductions by 30% in less than five
months, while the remaining companies saw such a drop after more than six months.
Developers and other financials responded to the crisis most quickly through share
price reductions. But they also made up for their losses the fastest. They reached the
third quartile of price rises after four and more than five months, respectively, while
banks needed as much as 24 months to make up for losses (Table 1.8).

The results of the Cox regression model estimation are presented in Table 1.9.
Once again, developers faced the highest relative hazard of a price drop (the intensity
of the price reduction was higher by 75% than in other sectors). Also, when making
up for losses, companies from this sector saw the highest intensity (by 57%).
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Stage III (decrease of prices)        Stage IV (increase of prices)

1 – Other, 2 – Banks, 3 – Developers, 4 – Other financials

Fig. 1.3 Kaplan–Meier estimator for decrease in share prices (2011 recession) and increase in
share prices. Sources Own calculation

Table 1.7 Results of log-rank tests for companies from examined sectors and for remaining WSE
companies—2011 recession

Sectors Developers Other financials Other

Decrease

Banks −1.2861 (p = 0.1984) −1.1057 (p = 0.2689) −0.0806 (p = 0.9358)

Developers 0.8614 (p = 0.3890) 2.28759 (p = 0.0222*)

Other financials 1.8114 (p = 0.0701*)

Increase

Banks −2.2649 (p= 0.0235*) −2.2126 (p= 0.0269*) −1.3330 (p = 0.1825)

Developers 0.5773 (p = 0.5637) 1.8074 (p = 0.0707*)

Other financials 1.5689 (p = 0.1167)

*Significance of differences at the level of 0.1

Table 1.8 Survival quartiles for companies from examined sectors and for remaining WSE com-
panies—2011 recession

Sectors First quartile Median Third quartile

Decrease

Banks 3.83 4.08 4.83

Developers 2.28 3.65 4.92

Other financials 2.66 4.02 5.79

Other 3.35 4.63 6.31

Increase

Banks 2.70 10.09 23.84

Developers 1.04 1.78 4.15

Other financials 1.09 2.33 5.55

Other 1.51 3.40 14.01
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Table 1.9 Results of Cox regression model estimation (stages III and IV of the study)—2011
recession

Variable—sector Parameter Standard error Wald test p Relative hazard

Stage III (decrease in prices)

Banks −0.0309 0.3233 0.0091 0.9240 0.9696

Developers 0.5573 0.2072 7.2324 0.0072 1.7460

Other financials 0.3665 0.1812 4.0936 0.0431 1.4427

Stage IV (increase in prices)

Banks −0.3570 0.3228 1.2228 0.2688 0.6998

Developers 0.4534 0.2144 4.4732 0.0344 1.5737

Other financials 0.3099 0.1809 2.9338 0.0868 1.3632

1.6 Conclusions

In order to summarise the results of the conducted research, the situation in three
analysed sectors of listed companies in four periods was presented (two periods of
decrease: the 2008–2009 crisis and the 2011 recession, as well as two subsequent
periods of growth), as shown in Fig. 1.4. The relative intensities of decrease and
rise of company prices in the analysed sectors are shown in axes which intersect in
point 1, being the reference point (the intensity of decrease and increase in prices of
companies from other sectors).

Figure 1.4 consists of four squares:

1. “low-low”—including banks (recession); in the time of recession companies in
this sector experienced the low intensity of both the decrease and of the subse-
quent rise in the share prices (they were companies that had been least affected
by the 2011 recession),

2. “high-high”—including developers (crisis), developers (recession) and other
financials (recession) with highly intense price drops and rises (companies that
strongly responded to crisis situations, but whose odds for subsequent price
rebound were high),

3. “low-high”—including banks (crisis); in this sector companies saw low intensity
of price drops followed by the high intensity of recovery (companies that barely
responded to the crisis, but their subsequent odds for recovery were higher than
in the remaining sectors),

4. “high-low”—including banks (crisis); this square indicates the worst posi-
tion—intense price drop and difficulty in recovering.

All in all, it seems that the other listed financials were more affected by the
2008–2009 sector as the relatively high intensity of their price decrease was not
accompanied by a similar intensity of subsequent price increases. Developer com-
panies during the crisis and the recession, as well as other financials during the
downturn, were strongly affected by the crisis periods in question, but only tem-
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Fig. 1.4 Relative intensity of price decrease and increase by sectors during crisis (2008–2009) and
recession (2011). Sources Own calculation

porarily and intensively making up for the losses. Therefore, in general, companies
related to the financial market (except for other financial sectors) did not suffer the
long-term effects of both the 2008–2009 crisis and the 2011 recession.
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Krzanowski, Szczecin (2013)

6. Bieszk-Stolorz, B., Markowicz, I.: Modele regresji Coxa w analizie bezrobocia. CeDeWu,
Warszawa (2012)

7. Bieszk-Stolorz B, Markowicz, I.: Analiza tendencji zmian cen akcji spółek na Giełdzie
Papierów Wartościowych w Warszawie po bessie w 2011 roku. Finanse, rynki finansowe,
ubezpieczenia 2(86):375–388. https://doi.org/10.18276/frfu.2017.86-31 (2017)

https://doi.org/10.22099/ijes.2017.26659.1354
http://uu.diva-portal.org/smash/get/diva2:723216/FULLTEXT01.pdf
https://doi.org/10.18276/frfu.2017.86-31


1 Analysis of Performance of the Warsaw Stock Exchange Companies … 15

8. Bieszk-Stolorz B, Markowicz I.: The assessment of the situation of listed companies in macro-
sectors in a bearmarket—duration analysismodels. In: Conference proceedings full text papers.
Applications of Mathematics and Statistics in Economics, pp. 17–25 (2017). http://amse.ue.
wroc.pl/proceedings2017.html. https://doi.org/10.15611/amse.2017.20.02

9. Cox, D.R., Oakes, D.: Analysis of Survival Data. Chapman and Hall, London (1984)
10. Deville, L., Riva, F.: Liquidity and arbitrage in options markets: a survival analysis approach.

Rev. Finan. 11(3), 497–525 (2007). https://doi.org/10.1093/rof/rfm021
11. European Commission: Economic crisis in Europe: causes, consequences and responses. Euro-

pean economy, 7/2009 (2009)
12. Evrensel, A.Y.: Banking crisis and financial structure: a survival-time analysis. Int. Rev. Econ.

Finan. 17(4), 589–602 (2008). https://doi.org/10.1016/j.iref.2007.07.002
13. Gepp, A., Kumar, K.: Predicting financial distress: a comparison of survival analysis and

decision tree techniques. Proc. Comput. Sci. 54, 396–404 (2015). https://doi.org/10.1016/j.
procs.2015.06.046

14. GPW database. http://www.gpw.pl/analizy_i_statystyki. Accessed 15 June 2018
15. Hosmer, D.W., Lemeshow, S.: Applied Logistic Regression, 2nd edn.Wiley, NewYork (2005).

https://doi.org/10.1002/0471722146
16. https://www.bankier.pl. Accessed 15 June 2018
17. http://bossa.pl/notowania/pliki/eod/omega/. Accessed 10 June 2018
18. Kaplan, E.L., Meier, P.: Nonparametric estimation from incomplete observations. J. Am. Stat.

Assoc. 53(282), 457–481 (1958). https://doi.org/10.2307/2281868
19. Kleinbaum,D., Klein, M.: Survival Analysis. A Self-Learning Text, 3rd edn. Springer, New

York (2012). https://doi.org/10.1007/978-1-4419-6646-9
20. Konopczak,M., Sieradzki,R.,Wiernicki,M.:Kryzys na światowych rynkachfinansowych—w-
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Chapter 2
Integration Level and the Hierarchical
Structure of European Stock Markets
in the Years 2004–2017

Elżbieta Majewska

Abstract The aim of this research is to conduct a dynamic analysis of the level of
integration between the European stock markets including their hierarchical struc-
ture. The analysis of the structure of links between markets allows identifying those
groups of markets that have a particularly strong impact on each other and those with
weaker connections. That is an important issue from the point of view of investors
as strong links between markets can significantly limit the benefits of internationally
diversifying investment portfolios. The study has been carried out with the use of
closing prices for 35 main European stock market indices for the time period from
September 2014 to August 2017. In the first step, Ward’s method was utilized to ana-
lyze the hierarchical structure of the entire set of markets. This allowed to identify
groups of markets with the strongest levels of interconnectedness. Next, the level of
financial integration was analyzed for the entire group of markets and for smaller
subsets of the sample with the use of dynamic integration indicator—calculated as
the share of variance explained by the first principal component in the overall vari-
ance of the original variables. The indicator was calculated over a moving window.
This allowed not only to distinguish groups of markets with higher levels of financial
integration but also to identify periods of rising and falling integration.

Keywords Financial integration · Index of integration · Hierarchical structure ·
Ward’s method

2.1 Introduction

Integration is one of the key aspects of the development and growth of financial mar-
kets. It brings many benefits not only to markets but also to investors. By stimulating
financial development, it contributes to economic growth and helps to weaken and
eliminate barriers to international investment. However, strong integration also car-
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ries risks. According to many authors, it facilitates the transmission of disturbances
and adverse changes including crisis contagion [14, 40, 56]. Strong integration can
also limit the benefits of risk diversification, which are especially sought after during
financial crises [4, 6].

Financial integration is a very broad issue; therefore, a single universal definition
of it does not exist.Most commonly, financial integration is understood as a process in
which the allocation of financial assets is not subjected to any significant limitations.
Integrated markets are characterized by uninhibited flow of capital, which results
in equalization of prices and returns on assets with the same levels of risk across
multiple markets. According to Baele et al. [3], a given market of particular financial
instruments or services is fully integrated if all of its participants: (1) are subject to
same rules and regulations, (2) have equal access to these instruments (or services),
(3) are treated equally while active in the market what follows from the definition is
that the law of one price should hold on integrated markets. Law of one price states
that assets with identical levels of risk and return should be traded at the same prices
regardless of which market the transactions are being made [5]. Many authors point
to another important aspect of integration—highly integrated markets will primarily
price global risk factors. If markets are partially integrated, theywill price both global
and local risk factors [7, 9, 33].

The topic of financial integration and more broadly of the interconnectedness of
markets became more widely discussed in recent years because of the 2007–2009
global financial crisis. Some authors analyze the influence of those disturbances on
the structure of links between the markets on an international scale. Tools employed
for such analyses includemethods of hierarchical clustering of objects. Suchmethods
result in subdividing the entire set of objects into subsets called clusters with objects
within clusters beingmore similar to each other than to the objects from other clusters
[48]. The subdivision is carried out based on the distances between the objects and
between the clusters. In the case of financial markets hierarchical methods allow to
analyze the structure of links between them, this, in turn, allows identifying markets
that interact strongly with each other and markets that are less interconnected.

The structure of this paper is as follows. Section 2.2 consists of a short literature
review on the topic of financial markets integration and their hierarchical struc-
ture. Hierarchical methods with a particular emphasis on agglomerative methods are
described in Sect. 2.3. Principal components analysis and the integration indicator
based on it are presented in Sect. 2.4. Section 2.5 consists of a description of the
empirical analysis carried out with the use of methods described in Sects. 2.3 and
2.4, along with the obtained results. Section 2.6 contains a summary and conclusions
from this study.
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2.2 Hierarchical Methods and Financial Markets
Integration—A Literature Review

A broad scope of the notion of financial integration implies the existence of many
methods for measuring it. Most authors (e.g., Fung et al. [27]) specify two basic
groups of methods: price-based measures and quantity-based measures. Price-based
measures rely on the differences between the prices of assets listed on multiple
markets. Significant discrepancies in those prices are a sign of lack of integra-
tion. Measures from this group allow verifying if the law of one price holds or
not. Quantity-based measures focus on fundamental characteristics such as assets,
liabilities, company stocks, bank loans, and financial flows from an international
perspective. Those are quantitative tools for analyzing the consequences of frictions
between markets.

One additional group of methods for analyzing the level of financial integration
deserves attention, namely the news-based measures [3]. Those measures utilize the
fact that new information with a regional scope should not significantly affect prices
of assets whereas global news should have a much greater influence.

Among the price-based measures, the simplest tools utilize correlations. Rising
integration can result in an increase in cross-correlations (e.g., Ang and Bekaert [2],
Campbell et al. [16], Longin and Solnik [43]). Some authors study the interconnect-
edness of big groups of markets by analyzing the mean correlation coefficient for
each pair (e.g., Goetzmann et al. [31], Mauro et al. [49], Quinn and Voth [60]). A
rise in the value of cross-correlation can be interpreted as an increase in the level
of integration between two markets (e.g., Chesnay and Jondeau [19], Longin and
Solnik [42]). One more way to confirm this fact is to use the equality tests for the
correlation matrices [31, 35, 39]. Results obtained with the use of this method can
be found among others in articles by Chesnay and Jondeau [19], Briere et al. [13],
Olbrys and Majewska [52–54].

However, measures based solely on correlations raise serious doubts. This is
mostly due to unfavorable statistical and interpretative characteristics of the cor-
relation coefficient (e.g., Carrieri et al. [17], Volosovych [65, 66]). Studies have
shown [59] that even highly integrated markets can be only weakly correlated and
vice versa—high correlation can exist with low levels of integration. Because of
that, many different methods and tools for measuring integration are utilized. Those
include among others: cointegration tests (e.g., Al Nasser and Hajilee [1], Bentes
[8], Guidi and Ugur [32], Kizys and Pierdzioch [38], Oanea [51], Voronkova [67])
or GARCH-type models (np. Büttner and Hayo [14], Carrieri et al. [17], Fratzscher
[26], Kenourgios [37]). Many authors utilize multivariate regression models. Most
commonly those models are built by regressing rates of return on the stock market
index on: macroeconomic variables (e.g., [58], rates of return on other indices (e.g.,
Al Nasser and Hajilee [1], Schotman and Zalewska [63]), or synthetic variables such
as principal components (e.g., Lehkonen [40], Pukthuanthong and Roll [59]). One
can also include in this group models that have investment portfolios of developed
markets as regressors. Such models analyze the integration level measured as the
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percentage of variability in the rates of return that can be explained by the influence
of global factors (e.g., Bekaert et al. [7], Boamah [9]). A comprehensive review of
integration measures can be found in an article by Chen et al. [18].

Studies that analyze the hierarchical structure of financial markets usually utilize
one of three methods: minimal spanning trees, asset graphs, and clustering analysis.
Thosemethods are based on dissimilaritymeasures (distance) between the time series
of market rates of return. Minimal spanning tree is a graph of n objects connected
with n − 1 edges, with the sum of weights of all of the edges (distance between the
objects) being subject to minimization [41, 55]. The structure obtained through such
an algorithm does not contain cycles or isolated vertices. There are many studies that
utilizeminimal spanning trees to analyze financial markets.Mantegna [47] pioneered
this approach by analyzing the structure of portfolios of DJIA and S&P 500 indices
for the time period from July 1989 to October 1995. Other studies of the American
marketwere carried out byBonanno et al. [10] andBrida andRisso [12]. Studies of the
structure of international markets were carried out by: Coehlo et al. [20], Gilmore
et al. [29], Eryiğit and Eryiğit [22], Sandoval [61]. Asset graphs are structures in
which both cycles and isolated vertices can occur [55]. The number of connections
in the graph is dependent on the set threshold value of the distances between the
objects. Examples of the application of graph methods can be found in the studies
by Onnela et al. [55] and Sandoval [62].

Clustering methods are based on the analysis of similarities between the objects,
and their results are presented as a binary tree [41]. This group of methods is not
widely represented in the scientific literature on financial markets. One of the first
studies on this topic was conducted by Panton et al. [57]—this work showed the
results of grouping of 12 world markets for the time period 1963–1972. Hierarchical
treeswere utilized also among others by Sensoy et al. [64], Leon et al. [41],Majewska
[44].

The author of this paper is not aware of any studies that would combine an analysis
of the hierarchical structure of European financial markets with an analysis of their
level of integration.

2.3 Agglomerative Clustering

Clustering methods are a known tool of multidimensional statistical analysis that
allows investigating links between objects. They work by grouping objects into
nonempty, disjoint, and homogeneous sets called clusters. Most similar objects
should end up in the same cluster, whereas most dissimilar objects should end up
in different clusters. Grouping can be either nonhierarchical or hierarchical. In the
former case, it is necessary to determine the number of clusters in advance, whereas
hierarchical methods allow to determine the clusters through agglomerative (merg-
ing) or divisive algorithms of the clusters established in the previous steps of the
procedure. In the first step of the agglomerative algorithm, each object belongs to its
own cluster. Most similar clusters are then merged together in the following steps up
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until all objects are gathered in a single cluster, whereas for the divisive algorithms
in the first step, all of the objects are gathered in a single cluster that is then being
divided into smaller ones up until each object is in a separate cluster. A dendrogram
(binary tree) is used to graphically show the process of agglomeration or division
with end nodes representing objects and other nodes representing clusters. Each ver-
tex is placed at the level representing the value of the measure of similarity (distance)
from its child/parent vertices.

A key aspect in clustering is the method of measuring the level of dissimilarity
between two objects and two clusters. In the case of objects i and j, the Euclidean
distance di j can be used to measure similarity:

di j =
√
√
√
√

n
∑

p=1

(

xip − x jp
)2

, i, j = 1, 2, . . . , K (2.1)

where

xip is the value of variable p for object i,
K is the number of grouped objects,
n is the number of observations for each variable.

The lower the value of di j , the more similar the objects.
Sometimes other measures of similarity are also used, e.g., Minkowski distance

or Mahalanobis distance [23]. When it comes to financial time series, many authors
utilize a distance measure based on the correlation coefficient [47]:

di j =
√

2
(

1− �i j
)

, i, j = 1, 2, . . . , K . (2.2)

Properties of the correlation coefficient require the assumption of normality of
returns.Moreover, the correlation coefficient is biased due to the level of variability in
rates of return [25]. Hence, a comparison of distances based on correlation coefficient
during periods of changing variability (this applies to periods of financial crises) is
not recommended.

The choice of a measure for comparing the similarity between two clusters is
strictly related to the utilized method of grouping. In the case of agglomerative
algorithms, most commonly used methods include [23]:

• single linkagemethod (nearest neighbor)—similarity between two clusters is mea-
sured as the minimal distance between two objects each belonging to one of the
clusters in question.

• complete linkage method (furthest neighbor)—similarity between two clusters is
measured as the furthest possible distance between two objects each belonging to
one of the clusters.

• average linkage method—similarity between two clusters is measured as the aver-
age distance between the objects belonging to each of the clusters.
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• Ward’smethod—similarity between two clusters ismeasured as the sumof squared
deviations within those clusters.

There are no conclusive studies that would demonstrate which of those methods
is most suited for applications with financial time series. However, many authors
that utilize multiple methods, point to Ward’s method as an advantageous one [15,
24, 34, 41]. Additionally, it is worth pointing out that Ward’s method is the only
one that is based on a kind of optimization, namely the minimization of the loss of
information resulting from combining two clusters into one [68]. Moreover, dendro-
grams obtained with this method have a much clearer structure and thus are easier
to interpret. For those reasons, Ward’s method has been utilized in this study.

2.4 Index of Integration

One of themethods used in the research on the level of financialmarkets integration is
the principal components analysis. It is a method of reduction of datasets that contain
a big number of variables that are connected with each other. A new set of variables
is constructed in a way that preserves the biggest possible amount of information
contained in the initial set of variables. Observable input variables are transformed
into new unobservable variables called the principal components, which are linear
combinations of initial variables. Consecutive principal components are uncorrelated
with each other and are constructed in a way that maximizes the variability that has
not been explained by the first component [36]. Thanks to this approach; a few first
principal components contain the vast majority of information from the initial dataset
[21].

Let X be the vector of N variables with known variances, for which either the
covariance or correlation matrix is known. Then, the kth principal component (k =
1, 2, . . . , N ) can be written as:

zk = aT
k x = αk1x1 + αk2x2 + . . . + αkN xN =

N
∑

j=1

αk j x j , (2.3)

where

X = [x1, x2, . . . , xN ]T is the vector of N initial variables,
ak = [αk1, αk2, . . . , αkN ]T is the vector of N coefficients.

Coefficients αk j are selected in a way that maximizes the variance of the new vari-
able zk subject to constraint1: aT

k ak = ∑N
j=1 a

2
k j = 1. Additionally, each following

principal component is orthogonal to the one preceding it, that is, aT
k ak+1 = 0.

This procedure boils down to calculating the eigenvectors ak of the covariance
matrix X corresponding to its eigenvalues λk . It is possible to demonstrate that

1This constraint ensures the normalization of the coefficients vector.
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var(zk) = λk ; that is, the kth principal component corresponds to the kth high-
est eigenvalue. Additionally, due to the lack of correlation between the consecutive
principal components, the overall variance of the new set of variables is equal to:
∑N

i=1 λi .
Principal components can be calculated with the use of covariance matrix when

the input variables are expressed in the same units and do not differ significantly
in terms of variability. Otherwise, one should standardize the variables (covariance
matrix of standardized variables is equal to the correlation matrix of the variables
before standardization). In practice, this approach is preferred.

Most commonly utilized standardization formula is given by the following equa-
tion:

zit = rit − r̄i
si

, (2.4)

where

zit is the rate of return on index i at time t after standardization,
rit is the rate of return on index i at time t before standardization,
r̄i is the expected value of the rate of return on index i,
si is the standard deviation of the rate of return on index i.

Integration measures based on principal components have multiple advantages
[65]. Principal components analysis is robust with respect to outliers and fat tails
of distributions. It also allows diagnosing global disturbances that can be falsely
interpreted as integration when using other methods. One of such measures, first
introduced by Volosovych [65, 66], is the index of integration—calculated as the
share of variance explained by the first principal component in the overall variance
of the initial variables:

vPC1 = λ1
∑N

i=1 λi

, (2.5)

where λi is the ith eigenvalue of the correlation (or covariance)matrix of the analyzed
variables. When eigenvalues are calculated for a set of comparable variables such as
prices or rates of return on instruments listed on studied markets, the first principal
component has a natural interpretation. It can be considered as a multidimensional
equivalent of the correlation coefficient. A substantial share of variance explained by
the first principal component indicates a high level of interconnectedness between
the markets. Conversely, when each of the principal components explains only a
small (and roughly similar) share of the overall variance, it means that the markets
are only loosely connected [30].

Analyses of the level of integration with methods based on principal components
can be either static or dynamic. In the former case first principal component (or a
number of first ones) is calculated for a given time period. Those types of analyses
usually supplement studies are carried out with other methods and techniques [11,



24 E. Majewska

28, 49, 50, 59]. A dynamic analysis investigates changes in the level of integration
and consists in calculating principal components over a moving window. This allows
for a graphical visualization of results which makes the dynamic analysis of the level
of integration simpler [21, 46, 65, 66].

2.5 Data Description and Empirical Results

The analysis of the hierarchical structure of European markets and their levels of
integration has been carried out with the use of monthly closing prices of 35 main
European stock market indices (Table 2.1) from the time period from September
2004 to August 2017 (156 observations). This data was used to calculate monthly
logarithmic rates of return which were the subject of further calculations.

Table 2.1 Stock market indices of 35 European markets included in the study

Country Index Market Cap.
EUR billion
Dec 2016

Country Index Market Cap.
EUR billion
Dec 2016

England FTSE100 2889.39 Portugal PSI 20 48.91

France CAC40 2049.21 Greece ATHEX 35.31

Germany DAX 1630.41 Croatia CROBEX 30.75

Switzerland SMI 1331.21 Czech
Republic

PX 22.19

Netherlands AEX 811.72 Hungary BUX 21.27

Spain IBEX35 669.40 Romania BET 16.81

Sweden OMXS30 642.96 Iceland OMXI 14.6

Russia RTSI 588.15 Slovakia SAX 5.28

Italy FTSEMIB 525.05 Slovenia SBITOP 5.00

Belgium BEL20 358.91 Bulgaria SOFIX 4.95

Denmark OMXC20 319.19 Malta MSE 4.21

Norway OSEAX 219.48 Ukraine UX 4.21

Finland OMXH25 209.00 Lithuania OMXV 3.50

Turkey XU100 162.78 Montenegro MONEX 2.88

Poland WIG20 130.99 Cyprus GENERAL 2.39

Ireland ISEQ 113.85 Estonia OMXT 2.29

Austria ATX 95.20 Latvia OMXR 0.80

Luxembourg LuxX 57.87

Source http://sdw.ecb.europa.eu, http://www.nasdaqomxnordic.com, http://fese.eu/

http://sdw.ecb.europa.eu
http://www.nasdaqomxnordic.com
http://fese.eu/
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Fig. 2.1 Hierarchical tree of the investigated indexes

2.5.1 Hierarchical Structure of Investigated Markets

Logarithmic rates of return were standardized with the formula given in
Eq. (2.4)—this allowed to avoid the scale and dispersion effects when investigating
the hierarchical structure of the markets. Euclidean distances between the indices
were calculated and their grouping was carried out with the use of Ward’s method.
Figure 2.1 presents the obtained dendrogram.2

There are four distinct clusters in the obtained structure. The smallest group con-
sists of just two indices: GENERAL and UX. However, those two indices represent
markets with very low levels of interconnectedness (distance between them is the
highest in the entire group). Second cluster is significantly more numerous and con-
sists of ten indices: MONEX, OMXR, OMXT, OMXV, SOFIX, CROBEX, SBITOP,
OMXI, MSE, SAX. Strongest connections in this group exist between OMXT and
OMXV; those two indices togetherwithOMXRrepresentBalticmarkets.Next, three-
element cluster consists of indices: CROBEX, SBITOP, and SOFIX—and represents
south European markets. Those two groups are examples of clusters consisting of
markets which are in close geographical proximity. Not all clusters, however, share
this characteristic. Next group consists of six indices: ATHEX, RTSI, XU100, BET,
WIG20, and BUX. Within this group, Polish and Hungarian indices are most sim-
ilar. The final cluster is the most numerous one and consists of 17 indices: PSI20,
IBEX35,MIB, LuxX,ATX, PX, ISEQ,OMXH25,DAX, FTSE100, BEL20, CAC40,
AEX, SMI, OMXS30, OMXC20, OSEAX. Two indices from this group provedmost
similar out of the entire group—the French CAC40 and Dutch AEX. Those along
with the Belgian, English, and German markets constitute a cluster of indices that
are least distant from each other in the entire group. This cluster contains the biggest
European markets.

2Dendrogram was created with the use of R package.
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2.5.2 Dynamics of the Integration Index

The indicator described by Eq. (2.5) was used to investigate the level of integration.
Firstly principle components were calculated from the correlation matrix of the rates
of return on all of the indices. Because the aim of the study is to analyze changes in
the levels of integration, integration index was calculated over a 36-month moving
window. Appropriate length for the window cannot be clearly specified. Previous
studies show, however, that the length of the window does not significantly affect the
shape of the integration curve. The longer the window, the smoother the curve with
its shape remaining analogous [46]. Window with the length of 36 months used in
this study allowed to obtain values of the integration index starting from September
2007 and thus to include the influence of the 2007–2009 financial crisis on the level
of integration.

After considering the results of hierarchical clustering of the markets, the inte-
gration index has been calculated for three groups of indices:

Group A: PSI20, IBEX35, MIB, LuxX, ATX, PX, ISEQ, OMXH25, DAX,
FTSE100, BEL20, CAC40, AEX, SMI, OMXS30, OMXC20, OSEAX, ATHEX,
RTSI, XU100, BET, WIG20, BUX;

Group B: MONEX, OMXR, OMXT, OMXV, SOFIX, CROBEX, SBITOP,
OMXI, MSE, SAX;

Group C: all indexes.
Integration curves obtained for all three groups are presented in Fig. 2.2.
The integration curve for group A markets is the highest at all time period-

s—indices that constitute group A had the highest level of integration during the
entire studied period. The lowest values of integration index occurred for group B.
This is confirmed by statistics presented in Table 2.2. It is worth noting that the
first of those clusters comprises indices whose mutual distances were the smallest.
Distances between indices in the second cluster were considerably bigger.

Differences between the mean values of the integration indicator for each group
were statistically significant (Table 2.3).

The shapes of integration curves are analogous for each group. A significant
increase in the value of the indicator can be observed from the end of 2007 until
mid-2008 (phase I). A high level of the indicator persisted until the second half of
2011 (phase II), after which a visible decrease in its value occurs—this was, however,
a less sudden change than the initial increase. Downward trends subsisted until the
second half of 2015 (phase III) followed by a modest increase and stabilization of
the integration index (phase IV) at a level similar to that of September 2007. Phases I
and II correspond with declining European markets due to the global financial crisis
and European debt crisis.
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Fig. 2.2 Dynamics of the index of integration in the groups A, B, and C

Table 2.2 Descriptive
statistics for the index of
integration in each group

Group Min Max Mean Standard deviation

A 0.4816 0.8057 0.6813 0.0928

B 0.2120 0.6098 0.4034 0.1346

C 0.3290 0.6937 0.5338 0.1116

Source Own calculation

Table 2.3 Results of the
equality test for mean values
of the integration index in
groups A, B, and C

Groups u p

A and B 18.6148 0.0000

A and C 11.1328 0.0000

B and C −8.1651 0.0000

Source Own calculation

Because group A is a numerous one (23 indices), it was further subdivided into
two following clusters:

Group A1: PSI20, IBEX35, MIB, LuxX, ATX, PX, ISEQ, OMXH25, DAX,
FTSE100, BEL20, CAC40, AEX, SMI, OMXS30, OMXC20, OSEAX;

Group A2: ATHEX, RTSI, XU100, BET, WIG20, BUX.
Figure 2.3 shows the shapes of integration curves for the new groups.
The shape of those integration curves is analogous to those obtained in other

groups. However, the levels of integration among the new groups are much closer
than in the previously analyzed clusters (Table 2.4). Only in the final stabilization
phase (beginning in the last months of 2015), the discrepancies become somewhat
bigger.
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Table 2.4 Variability of the
index of integration in groups
A, A1, and A2

Group Min Max Mean Standard deviation

A 0.4816 0.8057 0.6813 0.0928

A1 0.5764 0.8539 0.7436 0.0610

A2 0.4089 0.8328 0.6572 0.1414

Source Own calculation

Table 2.5 Results of the
equality test for mean values
of the integration index in
groups A, A1, and A2

Groups u p

A and A1 −6.1379 0.0000

A and A2 1.5629 0.1181

A1 and A2 6.1433 0.0000

Source Own calculation

Results of the equality test for mean values of the integration index indicate that
the difference between means of clusters A and A2 is not statistically significant
(Table 2.5).

It is worth noting that obtained results reveal a certain regularity between the
results of clustering and the level of integration. The lower the distance between
clusters, the higher the integration level of markets that constitute those clusters.
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2.6 Conclusions

The aim of this study was to analyze the hierarchical structure of European stock
markets and to investigate the levels of integration among the entire studied group
and selected smaller clusters. Prices of 35main European stockmarket indices for the
time period from September 2004 to August 2017 were the subject of the analysis.

Market grouping was carried out with the use of Ward’s method on standardized
monthly logarithmic rates of return. Obtained structure had four distinct clusters.
Next, the integration indicator (share of variance explained by the first principal
component in the overall variance of studied indices) was calculated for the entire
group and for a couple of distinct clusters. The indicator was calculated over a 36-
month moving window, which allowed to analyze the changes in integration level
during the studied period.

Integration level varied among different groups of markets. Results show that
higher levels of integration were present in clusters that contain markets with smaller
mutual distances from each other and vice versa. One can hence deduce that the
hierarchical tree is sufficient to identify groups of markets with the highest and
lowest levels of integration.

The analysis of the dynamics of the integration indicator allowed to identify
phases of increase, stabilization, and decline in the level of integration between the
markets. Those phases were analogous for all studied groups of markets. One distinct
feature was the sudden increase in the level of integration at the starting phase of the
global financial crisis and a subsisting elevated level throughout the European debt
crisis. In the final months of 2015, the integration indicator reverted to the level from
before the financial crisis, after that the indicator remained stable until the end of the
studied sample. This confirms the results of analogous research carried out for the
other groups of markets (e.g., Majewska and Jamróz [45]).

A question of whether or not the outcome of the analysis in terms of consistency
between the results of market grouping and integration levels would remain the same
if another methodology of measuring distances between the indices was applied in
the hierarchical analysis remains open (this study utilized the Euclidean distance).
This issue can be investigated in further research.
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Chapter 3
In Search of the Best Proxy for Liquidity
in Asset Pricing Studies on the Warsaw
Stock Exchange

Szymon Stereńczak

Abstract Stock liquidity is unobservable, and thus, its level needs to be approxi-
mated. There is a large body of liquidity measures recorded in the existing literature.
The main goal of this paper is to investigate which measure is the most appropriate
one tomeasure stock liquidity for the purposes of asset pricing studies on theWarsaw
Stock Exchange. To indicate the most appropriate proxy for liquidity, a series of cor-
relation analysis between different liquidity measures and estimation error measures
have been applied. Four high-frequency liquiditymeasureswere used as a benchmark
for liquidity, and fourteen low-frequency liquidity proxies were examined. The study
was conducted on a group of 100 companies listed on the Warsaw Stock Exchange
between 2006 and 2016. The ranking of low-frequency proxies for liquidity has been
created based on eleven performance dimensions. It shows that the most appropri-
ate liquidity measure on the Warsaw Stock Exchange is that developed by Fong
et al. [12], which is a simplification of the zero-return-days measure developed by
Lesmond et al. [20]. In addition, two modifications of Amihud’s [2] illiquidity are
presented as the second and third best-performing ones. To the best of the author’s
knowledge, this is the first such extensive study of the performance of liquidity mea-
sures on the Warsaw Stock Exchange. It examines both existing liquidity measures
and some modifications proposed on the basis of the literature overview.

Keywords Stock liquidity · Liquidity measures · Liquidity proxies

3.1 Introduction

Liquidity is viewed as the investor’s ability to buy or sell large quantities of an
asset quickly, at low cost and without causing adverse price impact [24]. This is an
extremely important issue on the stock market, from both practitioners’ and aca-
demics’ perspective. Its relevance comes from its effects on asset pricing (see, e.g.,
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[4]; Amihud [1–3, 24], on portfolio allocation (see, e.g., [14–17, 21, 25] as well
as on risk management. Undoubtedly therefore, stock liquidity is of great interest
for investors on the capital market. For investors, its measurement is equally impor-
tant as the stock liquidity itself. For several reasons, accurate measurement of the
level of asset liquidity on the market is difficult. This difficulty is mainly due to the
elusiveness and multidimensionality of the concept of liquidity. Predominantly, the
bid-ask or effective spread is used as a measure of liquidity, as it reflects the cost of
immediate trade execution.

To compute some of the liquidity measures, ultra-high-frequency data on order
flows is needed. As pointed out in the literature, these are the most appropriate
measures to analyse the effect of liquidity on stock returns [13]. It results from the
nature of liquidity, which depends on the equilibrium of buy and sell orders that flow
into the market. Applying these measures allows us to measure the level of liquidity
costs more accurately and thus indirectly infer the level of stock or market liquidity.
However, access to ultra-high-frequency data is barely available or even impossible
to obtain in some markets, especially emerging ones. Acquiring this type of data is
usually expensive [20], and, in addition, it is not available for longer periods of time
[1]. It is worth noting the fact that for NYSE and NYSE MKT (formerly AMEX)
exact data on order flow is available only for the period after 1983 [8]. In turn, for
many other, smaller, less developed and less liquid markets, data on order flow is
unavailable or availability is limited (for example in the Polish market).

Due to the difficulties in obtaining data for the calculation of ultra-high-frequency
measures, many authors use measures that are less data-demanding, i.e. low-
frequency proxies that require data only on a daily frequency. They are an alternative
for high-frequency measures or are simply the only option if ultra-high or high-
frequency data is not available. Moreover, the use of daily data is far less costly and
time-consuming. The use of low-frequency measures also allows us to obtain much
longer time series than in measures based on order flow data and intra-daily data [19,
22, 30]. As noted byGoyenko et al. [18], low-frequencymeasures are just as effective
as themeasures using higher-frequency data. Fong et al. [12] come to a similar propo-
sition from their research. The popularity and usefulness of low-frequency measures
is evidenced by the fact that they have even become commonplace in studies focusing
on the US markets for which ultra-high-frequency data is available [5].

The main goal of the paper is to investigate which measure is the most appropriate
one tomeasure stock liquidity for the purposes of asset pricing studies on theWarsaw
Stock Exchange. It is considered that liquidity should be measured using the so-
called high-frequency measures whose application requires often costly and scarcely
available data on order flows. For this reason; for time, computational and cost
savings, a number of proxies are used instead, which require more affordable low-
frequency data, in particular daily data on prices and volumes. These proxiesmeasure
liquidity with varying degrees of accuracy, and the studies carried out so far do not
provide clear indications as to which of them is the best one, in particular with
regard to emerging markets. Research conducted in this paper includes data from the
Warsaw Stock Exchange in the period from 2006 to 2016. In this period, WSE was
the biggest and fastest growing emerging market in the region of Central and Eastern
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Europe. It can be therefore assumed that the results obtained for the WSE could be
widened to the other stock exchanges in the CEE region.

This paper contributes mainly to the literature on the measurement of liquidity
in stock markets. Similar studies done so far were carried out for several reasons
including the search for the best liquiditymeasure for international research or testing
the usefulness of newly developed liquiditymeasures. Fong et al. [12] tried to find the
best liquidity proxy for global research. They utilised data on 42 securities exchanges
from 38 countries around the world in the period from 1996 to 2014. Porcenaluk
[26] investigated estimation errors of six different bid-ask spread estimators, namely
Roll’s [27], Thompson and Waller’s [29], Choi et al.’s [9], Chu et al. [10] and two
versions of CS estimators. He indicated that the above-mentioned estimators are
characterised by large estimation errors on the Polish capital market and also noted
that, due to the positive autocorrelation of stock returns, it is reasonable to use
estimators based on the price range. In addition to the aforementioned research, one
should also recall the paper of Będowska-Sójka [6]. Using the data of 52 companies
listed on theWSE in the years 2009–2016, she indicated that the best liquidity proxies
on theWSE are Amihud’s [2] illiquiditymeasure, daily price range and CS estimator.

So far, research done in search of the best proxy for liquidity on theWarsaw Stock
Exchangewas carried out only to a limited extent.With the aim of indicating themost
useful liquidity measure on the Polish stockmarket, an empirical study on the sample
of companies listed on the WSE was carried out. The results of the study indicate
that the best proxy for liquidity in asset pricing studies is the measure developed by
Fong et al. [12], which is a simplification of the zero-return-days measure developed
by Lesmond et al. [20]. In addition, two modifications of Amihud’s [2] illiquidity
measure are presented as the second and third best-performing ones in asset pricing
studies on the WSE.

The rest of this paper is organised as follows. The following section describes
the methodological design of the study carried out. Section 3.3 is devoted to the
presentation of the empirical results of the study. The final section contains the
summary and concluding remarks.

3.2 Design of the Empirical Study

When assessing the usefulness of a measure for measuring the liquidity in a given
market, one should pay attention to several important issues. Primarily, it should be
assessed if a given measure can be applied for measuring liquidity in this market
(applicability); so whether it fits to the organisation of the trade in this market (i.e.
whether the assumptions made while constructing the measure are fulfilled), whether
the required data is available and how complicated and time-consuming the calcula-
tions are. The two latter issues are importantmainly from the investors’ point of view;
in academic research, they have much less importance. The assessment of selected
liquidity measures in terms of their applicability on the Warsaw Stock Exchange is
presented in the paper of Stereńczak [28].
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Next, one should decide whether each given indicator reflects the level of liquidity
accurately (the veracity of themeasurement), i.e. that it orders the stocks according to
their liquidity in line with the reality, and also has minimal error in estimating the real
liquidity cost. The former criterion is important mainly in asset pricing research, as in
these studies it is important to order stock according to the decreasing or increasing
level of liquidity. In turn, the measures characterised by low estimation errors are
more useful in research on market efficiency, as in this type of analysis, one should
obtain properly calibrated measures of transaction costs [18].

The accuracy of the measurement was assessed using several criteria, which were
commonly used in other studies in this field. For the measure to be considered the
best measure of liquidity, it had to be characterised by:

(1) the highest average cross-sectional correlation with the benchmark of liquidity,
(2) the highest average Spearman rank cross-sectional correlation with the bench-

mark of liquidity,
(3) the highest average time-series correlation with the benchmark of liquidity (at

single stock level),
(4) the highest time-series correlation with the benchmark of liquidity (at the level

of a portfolio containing all stocks),
(5) the highest time-series correlation of first differences with the benchmark of

liquidity (at the level of a portfolio containing all stocks),
(6) the highest pooled cross-sectional time-series correlation with the benchmark

of liquidity,
(7) the lowest average value of the root-mean-squared error (RMSE hereafter),
(8) the lowest value of the average mean error.

In this paper, to compare low-frequency liquidity measures in terms of the accu-
racy ofmeasurement, 14 liquidity proxies were chosen and four ultra-high-frequency
measures constitute liquidity benchmarks. The selection of liquidity measures was
based primarily on the frequency of their use in the research on liquidity in other
stock markets. In addition, some of the measures were chosen because of their good
applicability on the Polish stock market [28]. A few proxies used in the study are
modifications of existing ones, aiming to fit better to the organisation of trading on
the Polish stock exchange. In turn, high-frequency measures, serving as a bench-
marks of liquidity, were selected based on other studies on the accuracy of liquidity
level measurement by various liquidity proxies (among others [6, 12, 18]).

3.2.1 High-Frequency Liquidity Benchmarks

High-frequency liquidity measures are considered as benchmarks of liquidity due to
the fact that they measure liquidity ex ante and liquidity measured in such a way is
useful in investors’ decision-making. The first of such measures used in the study is
the relative bid-ask spread computed using the following formula:
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st = pA
t − pB

t

pM
t

(3.1)

where pA, pB and pM reflect, respectively, the best ask price, the best bid price and
the midquote, which is the average of the best bid and the best ask prices.

The values of the bid-ask spread were computed for each transaction. If the value
of the spread was nonpositive (equal to zero or negative), it was set as missing. A
nonpositive value of the spread indicates that the best ask price is lower than or equal
to the best bid price, which indicates that the transaction should occur. The monthly
bid-ask spread was calculated as the average of the spread for each transaction in
a given month. On the Warsaw Stock Exchange, bid-ask spread calculated in this
way reflects the level of price concession that the investor should make in order to
execute a trade of a volume not exceeding the volume of the best bid or ask order.

In the study, as a liquidity benchmark, the effective spread was also used. It is
computed using the following formula:

sefft =
∣
∣pt − pM

t

∣
∣

pM
t

(3.2)

where p is the transaction price.
The values of the effective spread were computed for each transaction and then

averagedmonthly. Two different averageswere used: simple average and the volume-
weighted average. The former version will be marked as seff, and the latter one as
seff,V.

The aforementioned high-frequency liquidity measures allow us to measure the
level of price concession that the investor willing to trade has to accept. The values
of the bid-ask spread or effective spread, computed using Formulae (3.1) and (3.2),
inform us of the costs incurred by the investor, regardless of the transaction volume.
The transaction volume has an effect on the liquidity cost; therefore, a measure
taking into account the transaction volume was proposed. This measure is given by
the following formula:

P It = sefft

V olt
(3.3)

The measure described by Eq. (3.3) was calculated for each transaction, while its
monthly value was calculated as an arithmetic average.

3.2.2 Low-Frequency Liquidity Proxies

The first of low-frequency liquidity measures analysed is the Amihud’s [2] illiquidity
measure, which seems to be the most frequently applied liquidity measure in studies
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on the relationship between liquidity and stock returns. This measure is given by the
following formula [2]:

ILLIQim = 1

Dim

Dim∑

t=1

|rimt |
Volimt

(3.4)

where Dim denotes the number of days with available data for stock i in month m,
r is the stock return, and Vol denotes the respective dollar volume denominated in
thousands of PLN. To include the stock in the sample, it was required that the data
needed to compute the Amihud measure would be available for at least 15 days of
each month of the study period.

Due to various weaknesses of the above measure, pointed out among others by
Tobek [30], some modifications were introduced. These modifications consist of
changing the numerator and/or the denominator, or changing the frequency of its
calculation. The first proposed modification subtracts the market return from the
stock return in the numerator of the measure:

ILLIQE
im = 1

Dim

Dim∑

t=1

|rimt − rMmt |
Volimt

(3.5)

where rM denotes the market return, approximated by the daily percentage change
in the value of the Warsaw Stock Index WIG. Such treatment allows us to eliminate
stock price changes resulting from general market movements and eliminates zero
estimates for less liquid stocks. It is expected that values of ILLIQE will be higher
than values of ILLIQ for less liquid stocks and lower than values of ILLIQ for more
liquid ones.

Another modification is aimed at eliminating the underestimation of the short-
term pressure of demand or supply on stock prices, which disappears before the
end of trading day and is not reflected in the daily rate of return. Such modification
consists in replacing the rate of return in Eq. (3.4) with the log of a daily price range:

ILLIQR
im = 1

Dim

Dim∑

t=1

∣
∣ln

(

pH
imt

/

pL
imt

)∣
∣

Volimt
(3.6)

where pH and pL denote, respectively, the highest and the lowest stock price observed
in day t.

The next two modifications were made in order to take into account the specifics
of the schedule and the organisation of the trading session. On theWSE, after closing
call, there is additional phase of trading, namely “trading at last”, during which trans-
actions are executed at a fixed price, regardless of the volume of these transactions.
So that the measure should consist of adequate components, the trading volume in
the denominator should be lowered by the trading volume from the “trading at last”
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phase of a session. Next, the rate of return in the numerator was decreased by the
market return. These two modifications are given by the following formulae:

ILLIQD
im = 1

Dim

Dim∑

t=1

|rimt |
Volimt − VolDimt

(3.7)

ILLIQED
im = 1

Dim

Dim∑

t=1

|rimt − rMmt |
Volimt − VolDimt

(3.8)

where VolD denotes the trading volume from the “trading at last” phase of a session.
The last proposed modification of Amihud’s illiquidity measure concerns the

frequency of measurement. Instead of a daily basis, the measurement was made at
one-minute intervals. This measure was averaged for the whole month and does not
include the “trading at last” phase. Hereafter, it will be marked as ILLIQI.

Pástor and Stambaugh [24] developed another liquidity measure—γ . It is sup-
posed to measure the price impact of trading volume, similarly as Amihud’s [2]
illiquidity measure. However, it is estimated using the following OLS regression
[24]:

rei,d+1,m = θim + φimridm + γimsign
(

reidm
)

Volidm + εi,d+1,m (3.9)

Apart from the price impact measures, the study also analysed measures of trans-
action costs belonging to the group of measures based on the rates of return, price
range or zero-return days. Roll’s estimator is given by the formula [27]:

sRoll = 2
√−cov(�pt ;�pt−1) (3.10)

Computing Roll’s estimator for each of the 132 months of the study period for
each of the companies included in the sample was not possible due to the existing
positive values of the autocovariance of the rates of return. Existence of the positive
autocovariancesmakes it impossible to compute the square root inEq. (3.10), because
its value does not belong to a set of real numbers, but to a set of complex numbers.
Therefore, in order to eliminate this inconvenience, one author’s modification and
twomodifications existing in the literature were applied. Each of these modifications
is a departure from the original Roll’s model; therefore, each will be examined in
terms of accuracy of measurement on the Warsaw Stock Exchange.

First of the modifications, introduced by Goyenko et al. [18], is about replacing
the positive autocovariances of returns with zeros. In such a situation, if a positive
autocovariance of returns exists, it is assumed that transaction costs are equal to zero.
Formally, this modification is calculated as follows [18]:

Roll0 =
{

2
√−cov(�pt ;�pt−1), if cov(�pt ;�pt−1) < 0

0, if cov(�pt ;�pt−1) ≥ 0

}

(3.11)
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Another modification aimed to eliminate the inconveniences related to positive
autocovariances of returns and omitting the necessity of extracting the square root
from a negative number consists of replacing the value opposite to the autocovariance
with its absolute value, i.e.

RollAbs = 2
√|cov(�pt ;�pt−1)| (3.12)

A similar solution was introduced by Olbryś [23]. It consists in multiplying the
expression on the right side of Eq. (3.12) by the inverse of the sign of the autocovari-
ance of returns. Such a solution has quite a serious disadvantage; namely, if positive
autocovariances of returns appear in some periods, it is assumed that the effective
spread was negative in these periods. As a rule, spread should not take values less
than zero. Amodification introduced by Olbryś can therefore be used to approximate
the level of liquidity, but not to estimate the transaction costs as a part of liquidity
costs. This modification is given by the formula [23]:

RollOlb = −2 sgn
[

cov(�pt ;�pt−1)
]√|cov(�pt ;�pt−1)| (3.13)

As the only measure based on the price range, the spread estimator of Corwin and
Schultz [11] was analysed. It is given by the formula:

HL = 2(eα − 1)

1 + eα
(3.14)

where

α =
√
2β − √

β

3 − 2
√
2

−
√

γ

3 − 2
√
2

β =
1

∑

j=0

[

ln

(

pH
t+ j

pL
t+ j

)]2

γ =
[

ln

(

pH
t,t+1

pL
t,t+1

)]2

(3.15)

For each day in a given month, the values of α, β, γ and the expression HL in line
with Eqs. (3.14) and (3.15) were calculated. Next, regarding the authors’ guidelines,
negative values of the expression HL were replaced with zeros [11]. It allows us to
eliminate the possibility of obtaining negative values of the effective spread, which
is calculated as the average value of HLs in a given month.

Another analysed measure is included in the group of measures based on zero-
return days. It is based on the limited dependent variable (LDV) model of the rela-
tionship between the observed (r) and “true” (r*) rate of return. The parameters of the
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model are estimated with the maximum likelihood method, and the log of likelihood
function has the following form [20]:

∑

t∈U1

{

−1

2
ln

(

2πσ 2) − 1

2σ 2
(rt + α1 − βrmt )

2

}

+

+
∑

t∈U2

{

−1

2
ln

(

2πσ 2
) − 1

2σ 2
(rt + α2 − βrmt )

2

}

+

+
∑

t∈U0

ln

(

φ

(
α2 − βrmt

σ

)

− φ

(
α1 − βrmt

σ

))

→ max (3.17)

where α1j and α2j denote the thresholds for transactions on negative and positive
information, respectively.

Spread is then calculated in the following way [20]:

LOT = α2 − α1 (3.18)

In their paper, Lesmond et al. [20] assumed thatU0 are the days in which the stock
return was equal to zero (rt = 0); the first region (U1) are days with negative market
return and nonzero stock return (rt �= 0, rmt < 0); the last region (U2) are days with a
positive market return and nonzero stock return (rt �= 0, rmt > 0). Goyenko et al. [18]
proposed a slightly different division: region U0 are days with the stock return equal
to zero (rt = 0); region U1 are days with negative (rt < 0), and region U2— with
positive (rt > 0) stock return. According to Zhao andWang [31], themethod proposed
by Lesmond et al. generates large biases that cannot be eliminated even by enlarging
the research sample, which indicates the inconsistency of this estimator. In turn, the
Goyenko et al. method is more effective and econometrically correct [31]. In order
to indicate the best low-frequency liquidity proxy for the Polish stock exchange,
both versions of LOT estimator were analysed in the study. The original one will be
hereafter denoted as LOT-M, and the version of Goyenko et al. [18] will be denoted
as LOT-Y.

Based on the same assumptions as the LOT estimator, but less computationally
demanding is the measure introduced by Fong et al. [12]. It does not require the
maximisation of the likelihood function, but it uses the cumulative distribution of a
standardised normal distribution. This measure is given by the formula [12]:

FHTm = 2σmφ−1

[
1 + Zerom

2

]

(3.19)

where Zerom denotes the proportion of zero-return days in the month m, σ is the
standard deviation of daily stock returns, and Φ(·) is the cumulative distribution of
standardised normal distribution.
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3.2.3 Data

To calculate all liquidity measures, both data on order flow and daily and intra-daily
data on transactions were needed. Data on order flow was delivered by the Warsaw
Stock Exchange and covered the period from 1 January 2006 to 31 December 2016.
The database contains information on five best bid and five best ask orders before
each transaction. In addition, it contains data on transaction volume, price and time.
Data on order flow was used to compute ultra-high-frequency liquidity benchmarks.
Data on transactions with a one-minute frequency is from the bossa.pl service. They
were used to obtain trading volume from the “trading at last” phase and the intra-daily
version of Amihud’s illiquidity measure. Thus, intra-daily quotations were useful to
compute ILLIQD, ILLIQED and ILLIQI, which are the modifications of Amihud’s
measure.

Daily quotations, needed to calculate the remaining part of low-frequency liquid-
ity proxies, originate from the GPWInfoStrefa service. Quotations were corrected
by corporate actions, i.e. dividend payouts, subscription rights issuances, splits and
reverse splits. This required the creation of a database of these actions, whichwas cre-
ated by the author on the basis of the information contained in companies’ card,WSE
annals, the WSE session archives, Official Quotations of Warsaw Stock Exchange
(CedułaGPW) andGPWInfoStrefa service. The calculationsweremainly carried out
with the use of a spreadsheet together with the use of Visual Basic for Applications,
while R programming was used to compute LOT measures. Operationalisation of
the data on order flow required the use of the filtrating programme.

3.3 Empirical Results

3.3.1 Coherence of Liquidity Proxies with Liquidity
Benchmarks

The coherence of liquidity proxieswith liquidity benchmarks is assessed based on the
sixmeasures of correlation. Tables 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6 show the values of the
correlations of low-frequency liquidity proxies with high-frequency liquidity bench-
marks. The highest correlations are highlighted in bold. The presented values are
averaged for the whole period. The highest average cross-sectional correlation with
bid-ask spread, effective spread and volume-weighted effective spread has the FHT
measure. The LOT measures are characterised by slightly lower correlation, both
in the original version (LOT-M) and in the modified one (LOT-Y). Aforementioned
measures are also well correlated with the PI measure, which reflects the cost-per-
dollar-volume. However, the intra-daily version of Amihud measure (ILLIQI) is best
correlated with the PI measure.

It is worth noting that the correlations of ILLIQ and HL measures with volume-
weighted effective spread are similar to those presented by Będowska-Sójka [6]. In
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Table 3.1 Average cross-sectional correlation of liquidity proxies with liquidity benchmarks

Measure s seff seff,V PI

ILLIQ 0.4397 0.4047 0.3757 0.2782

ILLIQE 0.4311 0.3946 0.3637 0.2711

ILLIQR 0.5374 0.4984 0.4582 0.4092

ILLIQD 0.4021 0.3668 0.3383 0.2373

ILLIQED 0.3607 0.3290 0.3010 0.2121

ILLIQI 0.4547 0.4405 0.4121 0.7227

P-S 0.4840 0.4625 0.4334 0.3605

Roll0 0.4451 0.4426 0.4289 0.3708

RollAbs 0.3902 0.3878 0.3848 0.3324

RollOlb 0.3803 0.3618 0.3487 0.3013

HL 0.3198 0.3228 0.3100 0.3928

LOT-M 0.5720 0.5505 0.5369 0.4496

LOT-Y 0.5812 0.5526 0.5344 0.4697

FHT 0.6102 0.5823 0.5639 0.4838

Table 3.2 Average cross-sectional Spearman rank correlation of liquidity proxies with liquidity
benchmarks

Measure s seff seff,V PI

ILLIQ 0.8806 0.8706 0.8153 0.7296

ILLIQE 0.8797 0.8674 0.8119 0.7198

ILLIQR 0.8937 0.8858 0.8303 0.7788

ILLIQD 0.8758 0.8642 0.8084 0.7169

ILLIQED 0.8727 0.8593 0.8031 0.7053

ILLIQI 0.7509 0.7574 0.7203 0.9430

P-S 0.6928 0.7014 0.6865 0.7099

Roll0 −0.0300 −0.0163 −0.0093 0.0103

RollAbs 0.2140 0.2290 0.2307 0.2467

RollOlb 0.2343 0.2305 0.2140 0.2001

HL 0.1872 0.2118 0.2149 0.3520

LOT-M 0.5132 0.5163 0.5072 0.5188

LOT-Y 0.5077 0.5010 0.4860 0.4911

FHT 0.5318 0.5256 0.5076 0.5219
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Table 3.3 Average time-series correlation of liquidity proxies with liquidity benchmarks (single
stock level)

Measure s seff seff,V PI

ILLIQ 0.4073 0.3486 0.2943 0.3802

ILLIQE 0.4121 0.3519 0.3068 0.3969

ILLIQR 0.4695 0.3984 0.3539 0.4581

ILLIQD 0.3457 0.2911 0.2563 0.3139

ILLIQED 0.2946 0.2497 0.2330 0.2539

ILLIQI 0.5606 0.4692 0.3749 0.6370

P-S 0.3353 0.2940 0.2659 0.3297

Roll0 0.2545 0.2411 0.1977 0.1479

RollAbs 0.2109 0.1989 0.1773 0.1006

RollOlb 0.1470 0.1367 0.1147 0.1280

HL 0.2202 0.2046 0.1766 0.1151

LOT-M 0.3294 0.2906 0.2791 0.1903

L1OT-Y 0.3657 0.3090 0.2883 0.2365

FHT 0.4087 0.3471 0.3264 0.2609

Table 3.4 Time-series correlation of liquidity proxies with liquidity benchmarks (portfolio level)

Measure s seff seff,V PI

ILLIQ 0.6948 0.4948 0.6725 0.4484

ILLIQE 0.7083 0.4989 0.6847 0.3931

ILLIQR 0.7013 0.4882 0.6726 0.4501

ILLIQD 0.7197 0.5211 0.7087 0.3424

ILLIQED 0.4020 0.2836 0.4017 0.1108

ILLIQI 0.8434 0.6216 0.8090 0.2943

P-S 0.6228 0.4761 0.6202 0.4569

Roll0 0.6562 0.4725 0.6143 0.3994

RollAbs 0.4114 0.3119 0.3912 0.1813

RollOlb 0.4754 0.3511 0.4449 0.3630

HL 0.1822 0.1345 0.1689 −0.1281

LOT-M 0.3838 0.2812 0.3617 0.1815

LOT-Y 0.8279 0.5696 0.8051 0.6353

FHT 0.9373 0.6348 0.9016 0.6121
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Table 3.5 Time-series correlation of first differences liquidity proxies with liquidity benchmarks
(portfolio level)

Measure s seff seff,V PI

ILLIQ 0.1971 0.0098 0.1215 0.2468

ILLIQE 0.2174 0.0085 0.1060 0.2780

ILLIQR 0.2143 0.0438 0.1297 0.2036

ILLIQD 0.2699 0.0295 0.1815 0.2142

ILLIQED 0.1849 0.0114 0.1094 0.0937

ILLIQI 0.4525 0.0445 0.3269 0.1659

P-S 0.1578 0.1014 0.1758 0.2371

Roll0 0.4444 0.1623 0.4133 0.1500

RollAbs 0.5283 0.1951 0.5273 0.0824

RollOlb −0.0887 0.0181 −0.1279 0.0886

HL 0.4678 0.0653 0.4685 −0.0404

LOT-M −0.0602 0.0018 −0.0376 −0.0980

LOT-Y 0.1265 −0.0230 0.0699 0.1180

FHT 0.4798 −0.0042 0.3508 0.2225

Table 3.6 Pooled cross-sectional time-series correlation of liquidity proxies with liquidity bench-
marks

Measure s seff seff,V PI

ILLIQ 0.4474 0.2345 0.3928 0.3699

ILLIQE 0.4435 0.2325 0.3906 0.3518

ILLIQR 0.4430 0.2287 0.3886 0.4882

ILLIQD 0.3563 0.1865 0.3161 0.2306

ILLIQED 0.1078 0.0577 0.0955 0.0670

ILLIQI 0.4510 0.2388 0.4111 0.2729

P-S 0.4301 0.2264 0.3903 0.3108

Roll0 0.8248 0.4357 0.7835 0.4736

RollAbs 0.7498 0.4034 0.7019 0.4225

RollOlb 0.6222 0.3378 0.5775 0.3197

HL 0.4392 0.2394 0.4311 0.1772

LOT-M 0.3909 0.2134 0.3632 0.1568

LOT-Y 0.8174 0.4410 0.7501 0.5260

FHT 0.9367 0.5058 0.8717 0.5711
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her sample, Amihud’s ILLIQ was correlated with spread at 0.3523 (0.3757 in this
study), and the Corwin and Schultz estimator (HL) was correlated with spread at
0.3378 (0.3100 in the present study). However, the correlations for the two other
measures differ quite significantly from each other. Roll’s estimator (marked here as
Roll0) in Będowska-Sójka’s [6] studywas correlated with volume-weighted effective
spread at 0.1279, and the LOTmeasure (the original version, i.e. LOT-M) was corre-
lated at 0.2739. Corresponding correlations in the present study are equal to 0.4289
and 0.5369. Discrepancies are probably the result of differences in the research sam-
ple.

The analysis of cross-sectional correlation of liquidity measures is complemented
by the cross-sectional Spearman rank correlation. The highest rank correlation with
themeasures of spread in the whole study period has ILLIQR measure. Slightly lower
values of the coefficients have the other versions of Amihud’s measure, except for
ILLIQI. The latter one is in turn best correlated with the PI measure, similar to the
case of Pearson correlation.

Taking into account correlation over time, the ILLIQI measure is most strongly
linked with the high-frequency liquidity measures at the level of a single stock.
Subsequently, these measures are ILLIQR, ILLIQE, FHT, ILLIQ and LOT-Y. Also
the remaining versions of Amihud’s measure are characterised by high time-series
correlation with liquidity benchmarks.

At the portfolio level, in which liquidity was calculated as a simple average of
liquidity of all stock; the best correlated with spread measures turns out to be the
FHT measure. The correlations of ILLIQI and LOT-Y, as well as the other versions
of Amihud’s measure, are slightly weaker.

Changes in the liquidity of the portfolio are best reflected by RollAbs and ILLIQE

measures. The former one reflects the changes in the spread measures well, while the
latter one shows the changes in the level of the PImeasure. The FHTmeasure also has
the highest coefficients of pooled cross-sectional time-series correlation with three
measures of the spread and the PI measure. Slightly lower values of these coefficients
can be observed in the case of Roll0 and LOT-Y measures.

3.3.2 Estimation Errors

Two measures of estimation errors are utilised in the study: namely, the root-mean-
squared error of estimation andmean error of estimation. Estimation errors of liquid-
ity measures are presented in Tables 3.7 and 3.8. The lowest values of the error are
highlighted in bold. The root-mean-squared errors of estimation (RMSE) of a given
measure should be analysed jointly with the values of mean errors of estimation.
Working solely on the basis of the value of RMSE, one cannot discern if this is a
result of a different order of magnitude than the benchmark, or if it is an effect of
the inaccurate reflection of the level of liquidity. The lower the value of RMSE and
the lower the absolute value of mean error, the better the liquidity proxy reflects the
liquidity costs measured with high-frequency measures.
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Table 3.7 Root-mean-squared errors of estimations

Measure s seff seff,V PI

ILLIQ 1.3027 2.1941 2.526 139.215

ILLIQE 1.4845 2.6643 2.8012 179.908

ILLIQR 1.1197 1.5563 1.6204 54.202

ILLIQD 1.7268 3.1990 3.3936 944.037

ILLIQED 8.1118 16.6453 18.4906 6074.38

ILLIQI 13.0104 26.8263 29.0302 1008.02

P-S 0.9972 0.9945 0.9944 2.4536

Roll0 2.7818 4.8853 5.0162 7849.58

RollAbs 3.9266 6.9200 7.0432 11,646.5

RollOlb 4.5317 7.5442 7.6663 11,646.9

HL 1.3237 2.3958 2.4281 4947.61

LOT-M 3.4049 6.6718 6.9283 8594.85

LOT-Y 1.4923 2.9064 3.1636 2514.15

FHT 0.7773 1.2854 1.3795 1822.95

Table 3.8 Mean errors of estimations

Measure s seff seff,V PI

ILLIQ −0.7627 −0.4955 −0.4572 42.389

ILLIQE −0.6645 0.2932 −0.2342 58.226

ILLIQR −0.8613 −0.7082 −0.6854 25.246

ILLIQD −0.6067 −0.1741 −0.1084 156.434

ILLIQED 0.3830 1.8806 2.1583 802.12

ILLIQI 4.5892 10.2146 10.8545 850.37

P-S −0.9972 −0.9943 −0.9941 −0.0676

Roll0 0.5425 1.8041 1.8915 2443.7

RollAbs 1.8185 4.0733 4.1814 4515.8

RollOlb −0.73334 −0.4650 −0.3984 371.52

HL 0.1942 1.1491 1.1905 1929.3

LOT-M 1.7578 4.1401 4.2955 3584.4

LOT-Y −0.0507 0.8096 0.8901 985.04

FHT −0.3429 0.2490 0.2998 739.31
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According to both RMSE and the mean error of estimation, the best proxy for
the PI measure is Pástor–Stambaugh’s γ . The mean error of estimation is −0.0676,
which means that the values of P-S measure are on average 6.76% lower than the
corresponding values of PI measure. Pástor–Stambaugh’s measure is also charac-
terised by relatively low values of RMSE when reflecting the measures of a spread.
However, taking into account the mean error of estimation, such value is due to the
fact that it has a much smaller order of magnitude and gives estimates on average
99.5% lower than the values of the spread. Therefore, despite being characterised by
the lowest RMSEs in the estimation of the effective spread and the volume-weighted
effective spread, the P-S measure cannot be considered as a good reflection of the
level of liquidity costs. In this case, when considering the RMSE, the best proxy for
the spread measures (also the bid-ask spread) is the FHT measure.

Summarising the results of the study of the accuracy of the measurement of
liquidity by low-frequency liquidity proxies, one may indicate a few proxies that are
characterised by good correlation with benchmarks and low estimation errors. As
the best ones, one should indicate the following measures: FHT, ILLIQI, ILLIQR,
LOT-Y and P-S. The two latter proxies measure liquidity well mainly due to the low
estimation errors.

3.3.3 Ranking of Liquidity Measures

When summarising the considerations regarding the usefulness of individual mea-
sures to proxy for liquidity on the Polish stock market, one should compare its
applicability with the accuracy with which they measure liquidity. As mentioned,
the applicability of selected liquidity measures is presented and assessed in the paper
of Stereńczak [28]. Table 3.9 contains the comparison of low-frequency liquidity
measures, which is basically a ranking of liquidity proxies. Similar ranking is done
(among others) by Bleaney and Li [7]. Each measure was evaluated in terms of its
applicability and accuracy of measurement. Within each criterion, 0–4 points were
awarded. Pointswithin the scope of the applicability of themeasure have been granted
to take care that the number of points awarded reflects the most objective assessment
as possible. Measures correlated with the benchmark at less than 0.2 received 0
points; a correlation between 0.2 and 0.4 was awarded with 1 point; between 0.4
and 0.6—2 points; between 0.6 and 0.8—3 points; above 0.8—4 points. The mea-
sure which was the best in terms of estimation errors received 4 points, two more
measures—3 points, measures in places 4 to 7—2 points, measures in places 8 to
12—1 point, and the rest—0 points.

Each criterion has an assigned weight, which reflects its importance in studies
on asset pricing. According to Goyenko et al. [18], the most important ones are
criteria related to the coherence with high-frequency benchmarks. Therefore, to each
correlation criterion, a 10% weight was assigned. Thus, the criteria related to the
correlation with liquidity benchmarks are jointly assigned with 60% weight. Both
of the criteria referring to estimation errors were assigned weights of 5%, due to
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the fact that in the studies on the relationship between the level of liquidity and
rates of return, the accuracy of estimating liquidity costs is of secondary importance.
Another important criterion is also the fulfilment of the assumptions adopted in the
construction of the measure, and hence the conformity to market organisation—this
criterion is assigned a weight of 15%. The criterion related to the data requirements
is assigned with a weight of 10%. This is not a very important criterion, but when
constructing a set of weights, the liquidity measures for the needs of investors were
also taken into account, albeit to a lesser extent. The smallestweight has been assigned
to the criterion of computational efforts, due to the fact that this criterion is important
primarily for investors and is less important in scientific research. The table shows the
average number of points obtained when comparing each of the four benchmarks. In
the last column, the average number of points awarded under all criteria is given, with
specific weights. In the presented ranking, the largest number of points was granted
to the FHT measure. The ILLIQR measure was ranked second. The third place in
the ranking taking into account the estimation errors was the intra-day version of
Amihud’s measure (ILLIQI).

3.4 Summary and Conclusions

This paper was aimed at indicating the most appropriate proxy for liquidity for the
purposes of asset pricing studies on the Warsaw Stock Exchange. The measurement
of liquidity is extremely important from the investors’ point of view, as well as
from the scientific researchers’ perspective. Equally as important, measurement of
liquidity is difficult, what results from its multidimensional and elusive nature. Using
a set of eleven assessment criteria, fourteen liquidity proxies were assessed in terms
of their usefulness in measuring liquidity on the Warsaw Stock Exchange. Each
criterion was assigned with a specific weight, which was justified by the significance
of this criterion in measuring liquidity for the purposes of asset pricing studies. The
weights may seem arbitrary, as all interested parties (e.g. investors, researchers) are
able to freely modify the presented set of weights such that it will correspond to the
assessment of liquidity proxies for other purposes, e.g. studies on market efficiency.

In the presented empirical study, the measure developed by Fong et al.
[12]—FHT—was indicated as the most useful in asset pricing studies on the War-
saw Stock Exchange. FHT measure reflects the average price concession that has
to be made by an investor in order to trade immediately, regardless of the volume
of the transaction. The next two best-performing measures are two modifications
of Amihud’s [2] illiquidity measure. These modifications are intended to improve
the fit of the measure to the market and include: replacing the absolute value of
return in the numerator of the measure with the absolute value of the log of the price
range (ILLIQR), and computing the measure with intra-daily frequency (ILLIQI).
The study has its own limitations, the largest of which is the arbitrariness of the
weights. Nevertheless, 70% of the final assessment of each proxy for liquidity is a
result of objective criteria, i.e. the accuracy of measurement.
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Miłobędzki. The study was financed by the National Science Centre, Poland, as a research project
(2017/27/N/HS4/00751).

References

1. Acharya,V.V., Pedersen, L.H.:Asset pricingwith liquidity risk. J. Financ. Econ.77(2), 375–410
(2005). https://doi.org/10.1016/j.jfineco.2004.06.007

2. Amihud, Y.: Illiquidity and stock returns: cross-section and time-series effects. J. Financ.
Markets 5(1), 31–56 (2002). https://doi.org/10.1016/S1386-4181(01)00024-6

3. Amihud, Y., Hameed, A., Kang, W., et al.: The illiquidity premium: International evidence. J.
Financ. Econ. 117(2), 350–368 (2015). https://doi.org/10.1016/j.jfineco.2015.04.005

4. Amihud, Y., Mendelson, H.: Asset pricing and the bid-ask spread. J. Financ. Econ. 17(2),
223–249 (1986). https://doi.org/10.1016/0304-405X(86)90065-6

5. Bekaert, G., Harvey, C.R., Lundblad, C.: Liquidity and stock returns: lessons from emerging
markets. Rev. Financ. Stud. 20(6), 1783–1831 (2007). https://doi.org/10.1093/rfs/hhm030
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28. Stereńczak, S.: Przydatność wybranych miar płynności akcji na Giełdzie Papierów
Wartościowych w Warszawie. Finanse Rynki Finansowe Ubezpieczenia 89(2), 207–218
(2017). https://doi.org/10.18276/frfu.2017.89/2-15

29. Thompson, S.R., Waller, M.L.: The execution cost of trading in commodity futures markets.
Food Res. Inst. Stud. 20(2), 141–163 (1987)

30. Tobek, O.: Liquidity proxies based on trading volume. Available at SSRN https://ssrn.com/
abstract=2736584 (2016). Accessed 28 Jan 2017

31. Zhao, W., Wang, M.: On the computation of LOT liquidity measure. Econ. Lett. 136, 76–80
(2015). https://doi.org/10.1016/j.econlet.2015.08.030

https://doi.org/10.1086/374184
https://doi.org/10.1017/S0022109010000323
https://doi.org/10.18276/frfu.2015.75-33
https://doi.org/10.1111/j.1540-6261.1984.tb03897.x
https://doi.org/10.18276/frfu.2017.89/2-15
https://ssrn.com/abstract=2736584
https://doi.org/10.1016/j.econlet.2015.08.030


Chapter 4
International Capital Markets
and the Global Real Economy

Adam Szyszka

Abstract This text focuses on two aspects of the relations between the financial
sector and the global real economy. First, it discusses the impact of quantitative eas-
ing programs (QE) on the situation on global capital markets. The efficiency of such
programs as tools to stimulate economic growth is analyzed and compared across
different countries. The author puts forward a hypothesis that the efficiency of QE
depends on the capital market model in a given country and the different channels of
transferring capital between the financial sector and the real economy. The second
aspect of the relations between capital markets and the economy discussed in this
article is the problem of market efficiency. The thesis advanced here is that capital
market inefficiency not only leads to wrong asset pricing andwealth transfer between
investors, but also contributes to the wrong allocation of resources and underinvest-
ment or overinvestment in given real sectors, bringing about significant losses for
the entire economy.

Keywords Quantitative easing (QE) · Capital market models · Capital market
efficiency · Asset pricing

4.1 Introduction

There are different opinions in the literature about the relationship between financial
markets and the real economy. The former are considered as both ancillary and
superior to the real sphere. Some researchers also admit that there aremutual relations
between the two. Moreover, it is often mentioned that the mutual influence of both
spheres is changing and, specifically, that the financial sector tends to become more
and more autonomous of the real economy.

This text focuses on two aspects of the relations between the real economy and
the financial sector. First, it shows the impact of quantitative easing programs on
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the situation on global capital markets and analyzes the efficiency of such programs
as tools to stimulate economic growth in different countries. The author claims that
quantitative easing programs implemented by central banks by means of asset pur-
chasing contributed to a significant drop in bond profitability and a spectacular boom
on global stock exchanges over the last decade. However, how efficient such pro-
grams are in achieving economic objectives differs across countries, which may be
related, among others, to the differences in financial market models and the different
channels of transferring capital between the financial sector and the real economy.

The other aspect of the relations between capital markets and the economy dis-
cussed in this article is the problem of market efficiency. The thesis advanced here is
that inefficiency of financial markets not only leads to wrong asset pricing andwealth
transfer between investors, but also contributes to the wrong allocation of resources
as well as underinvestment or overinvestment in individual sectors, bringing about
significant losses for the entire economy. The debate over the importance of capital
market efficiency broke out with a particular force in the context of the 2008 turmoil
and the ensuing problems in the real sphere of the global economy.

The structure of this article reflects its planned scope and advanced theses. The
text is divided into two basic parts. The first comprises three sections discussing, first,
the separate nature of the financial sector and the real economy, second, the impact
of financial sector support schemes and quantitative easing programs on the market
situation as well as the consequences of these programs for economic growth, and
finally, the differences in the way quantitative easing programs impact the economy
depending on the capitalmarketmodel prevailing in a given country. These reflections
expand on the first of the advanced theses.

The other part contains two sections that focus on the different aspects of market
efficiency and the relationship between the efficiency of capital markets and of the
economy. The main conclusion of this part is that capital market inefficiency leads
to a waste of resources in the real sphere. This confirms the second thesis.

The text endswith a conclusion that summarizes all itsmain findings and identifies
the importance of the reflections for potential further studies as well as political and
economic practice.

4.2 Separate Nature of the Financial and the Real Spheres
of the Economy

It is commonly acknowledged that the economy operates in two fundamental dimen-
sions. The first of these is the real sphere which encompasses everything that relates
to material and physical processes of goods production or service provision. The
other dimension is the financial (monetary) sphere. Initially, its role was to assist
the real economy and was supposed to be limited primarily to financial matters and
settlements: money is used to enter into contracts between good producers and their
customers, entrepreneurs need sources of financing, households need consumer loans
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or mortgages, exporters and importers have to exchange currencies, and many enti-
ties must make savings.While the real economy produces physical goods or provides
services, the only result generated by the financial sphere is cash flows.

The traditional view is that the source of wealth for societies is the real sphere as
it is there that goods are produced and services provided as the genuinely new value.
Inventingmore andmore sophisticated instruments as well as repacking and reselling
financial assets only create the appearance ofwealth and can atmost enrich individual
financial market players at the expense of others. The financial sphere is not the place
where new value is created in the economy. The only outcome of financial transfers
is to reallocate the value created in the real sphere. These fundamental truths are
often forgotten by the financial markets.

Over at least two last decades, there have been important changes in the mutual
relations between the real and the financial (monetary) spheres. The financial sphere
stopped playing a role that was only ancillary to the real economy, becoming more
andmore independent and detached from it. Traditional transactions involvingmoney
and goods were dominated by money–money transactions. Not only did the value
of trade in financial instruments skyrocket, but there were also new categories of
financial assets that were being created on an unprecedented scale. These became
more and more complicated and disconnected from the original sources of cash
flow creation so that it was increasingly difficult to identify the true risk factors that
determined their value. All these issues came dramatically to the fore during the
financial crisis of 2008, a painful lesson of how transient and illusory the value of
created financial instruments can get.

For the first time in history, the 2008 turbulences in financial markets were caused
directly by the financial factors. Previous financial crises have always taken place
in the wake of different shocks that originated in the real economy. This time, it
was the monetary–financial sphere that experienced problems first, the entire global
economy suffering the consequences as a result.

The chaos in the financial sphere forced state governments and watchdogs of
international economic order to take action. Contrary to what some populist critics
claim, the aid provided to financial institutions was not motivated by any particular
preferences or strong lobbying from financial actors. It was primarily driven by
concerns that, once it becomes impossible to use transfers uninterruptedly and capital
is no longer available, the real economy will go into a long-term and deep tailspin.

4.3 Support for the Financial Sector and Quantitative
Easing Programs

The cost of keeping the global financial system stable through a recapitalization
of financial institutions and offering state guarantees proved to be huge—the Inter-
national Monetary Fund estimated that, at the turn of 2009, such costs in the G20
countries amounted to the equivalent of 5.3% of their GDP figures from 2008. This
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average is made up of over 6% of the GDP in the USA and about 20% of the GDP in
the UK. State expenditure in Ireland intended for bank recapitalization corresponded
to the G20 average, but the Irish government also provided guarantees to banks
amounting to 257% of the Irish GDP [14].

In addition to the direct recapitalization of financial institutions in danger of
bankruptcy, actions were taken at an almost global scale to increase the supply of
money. Having brought interest rates down to unusually low levels, central banks
(Federal Reserve System in the USA, Bank of England, Bank of Japan and European
Central Bank) launched policies of quantitative easing on an unprecedented scale by
purchasing assets on financial markets. Over the three phases of the quantitative eas-
ing program implemented in the years 2009–2014, the Fed pumped over $3 trillion
into the American financial market. This gigantic operation was accompanied by a
campaign of purchasing risky assets: the Fed purchased not only governmental secu-
rities, but also cooperate stocks and bonds, and even huge amounts of the notorious
subprime bonds, helping commercial banks to get rid of assets that could compro-
mise their financial stability. Undoubtedly, the Fed’s actions did much to alleviate
the consequences of the crisis for the American economy and helped it to recover
relatively quickly.

The European Central Bank (ECB) started purchasing assets from commercial
banks only inMarch2015,which is at themomentwhen theFedwas already at the end
of the process of decelerating its own quantitative easing program. At the beginning,
the ECB purchased assets worthe60 bn per month, and then the figure was increased
temporarily to e80 bn. From 2018, however, the program was reduced by half to
e30 bn per month and it was announced that it will continue at least to September
2018. There are many reasons to believe that the efficiency of quantitative easing in
stimulating inflation and economic growth in Europe is much lower than in the case
of the programs implemented in the USA by the Fed and that the European process
of transmission from the financial sector to the real economy is much more complex
and resistant. With the exception of the German economy, which does spectacularly
well, practically all the other economies in the eurozone are still struggling to get
back on the path to sustainable growth and ward off the spectra of stagflation.

The Bank of Japan (BoJ) was the first to apply quantitative easing. BoJ main-
tained short-term interest rates close to zero since 1999. The country was mired in
a crisis caused by accumulated debts of large corporations, lack of investment, and
deflation. Unable to decrease interest rates any further, BoJ started handing out cash
to commercial banks as early as March 2001, promoting loans and hoping that the
economy will recover. This was done by purchasing treasury bonds and stocks. In
2010, the Bank of Japan announced that it will consider another asset purchase pro-
gram. It was an attempt to decrease the value of the yen to the dollar in order to
stimulate the domestic economy by making Japanese exports cheaper. In 2013, the
central bank increased the asset purchasing program to JPY70 trillion annually with
the aim of bringing inflation to 2%. This policy was named Abenomics. In 2014,
BoJ announced that the program will be expanded, purchasing bonds worth JPY80
bn annually. Despite these efforts, the situation has not improved significantly so
far, even though asset purchasing in Japan has grown to monstrous proportions. It is
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enough to say that, as a consequence of the ongoing purchase of assets (including
stocks), the Bank of Japan has become the largest shareholder in Nikkei 225.

The impact of the policy of quantitative easing on the real economy is difficult to
assess clearly at this stage as we do not know how the global economy would look
like had the financial sector not been pumped with unimaginable funds. There are
a lot of signals that quantitative easing proved to be more effective in boosting the
real economy in the Anglo-Saxon economies (USA and the UK) compared to the
economies of the eurozone (except for Germany) or in Japan.

As for capital markets, the policies of quantitative easing resulted in a huge supply
of capital. Besides provoking a drop in bond yields (in the case of both governmental
bonds—as a result of enabling cheaper deficit financing—and corporate bonds—by
facilitating investment), but it also caused a long-term and spectacular boom on stock
markets, which took stock market indexes to levels that much exceeded the values
from before the crisis of 2008.

4.4 Capital Market Models and Channels for Capital
Transfers Between the Financial Sector and the Real
Economy

There are two opposed institutional models of capital markets: Anglo-Saxon (also
referred to as Anglo-American) and European-Japanese (sometimes called the
German-Japanese or continental model). The Anglo-Saxon model prioritizes cap-
ital markets and institutional investors. It is dominated by direct financing carried
out through securities issue. The main functions of commercial banks in this model
have to do with settlements, payments, and, possibly, short-term financing. On the
other hand, the basic channel of supplying the capital to companies is the capital
market where companies issue stocks, bonds, or other financial instruments. Stock
exchanges play a key role in the pricing and allocation of capital. Also, important
are institutional investors, i.e., investment funds (including pension funds), insur-
ance companies, and investment banks. The Anglo-Saxon model is characterized by
advanced capital markets, high liquidity (i.e., easy trading in large packages of secu-
rities), active market for corporate control (understood as a large volume of merger
and acquisition transactions), and a great share of public capital market in the total
economy (measured as a ratio of overall market capitalization to GDP). Suppliers
of capital are often anonymous, the relations between companies and suppliers of
capital are frequently short-term and opportunistic, and investors allocate their funds
being motivated primarily by the risk-return relationship.

In the European-Japanesemodel, capital allocation in the economy is donemainly
through the banking sector and, to a lesser extent, through the capital market. The
financial system is dominated by universal banks responding to short- and long-term
needs of customers, whether depositors or borrowers. A lot depends on capital links
between banks and companies reflected by a large share of banks in the financing
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of companies. Here, capital suppliers are not anonymous, and relationships between
entrepreneurs are often long-termandmultilayered. In theEuropean-Japanesemodel,
it is not the capital market but banks that control companies (e.g., through special
provisions in loan contracts—the so-called covenants). In thismodel, strong universal
banks also play an important role in public-sector financing as they are one of the
chief buyers of government bonds issued to finance budget deficits. It is also worth
mentioning the links between the banking sector and politics.

Globalization of financial markets and regulatory changes (such as making it
legally possible for universal banks to operate in theUnited States) should contribute,
at least theoretically, to the convergence of the two capital market models mentioned
above. Even so, historical differences between the Anglo-Saxon and the European-
Japanese models seem to be persistent and have far-reaching consequences. The
fact that the two models have different channels of transferring capital from the
financial sector to the real economy may explain the differences in the efficiency of
the quantitative easing programs launched by the major global central banks.

In the Anglo-Saxon model, the key channel for the allocation of capital is the cap-
ital market, and in particular the public market. The growth of capital supply caused
by asset purchases as part of quantitative easing programs increases asset prices, low-
ering the cost of capital for companies. Noticing positive developments on the capital
market, companies issue stocks or corporate bonds, placing them on the market at
comparatively high prices to raise relatively cheap capital. Among other things, the
lower cost of corporate financing means that more investment projects become prof-
itable [low-weighted average capital costs (WACC) increase the net present value
(NPV)]. This is how the economy stimulates investment and, consequently, con-
sumption to boost economic growth.

In the European-Japanese model, the main channel for distributing extra capital
from quantitative easing is the banking sector. Theoretically, a higher supply of funds
in banks should bring down loan prices and foster lending. On the other hand, access
to cheap credit should generate more investment from companies, as well as higher
private consumption figures. It turns out, however, that the banking channel of trans-
ferring capital from the financial sector to the real economy is less efficient in this
case than a well-developed and active capital market. Despite access to cheap financ-
ing sources, banks are risk averse and do not increase lending sufficiently. Instead of
engaging in risky investment projects, banks used the funds from the asset purchase
program primarily to rebuild their own capital base weakened as it was by the crisis.
Furthermore, banks often prefer to invest funds in new issues of government bonds
as the market is never short of them given the fact that most governments experience
never-ending problems with budget deficits. As a result, in the European-Japanese
model, only some funds from the quantitative easing program reach companies. This
is done either through lending, which has been partially increased after all or by
means of the capital market which does account for some of the transfers into the
real economy in the European-Japanese model in spite of the domination of the
banking sector.
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4.5 Efficiency of Capital Markets and Efficiency of the Real
Economy

The concept ofmarket efficiency is not clear-cut, although its individualmeanings are
more or less related. Nonetheless, even specific interpretations of the term contain
detailed definitions that may be so different as to produce serious theoretical and
practical consequences. On the most general level, we may differentiate between
operational efficiency, informational efficiency, and allocational efficiency of capital
markets.

4.5.1 Operational Efficiency

Operationally speaking, a market is efficient when it ensures attractive conditions
for making transactions. Among other factors, this concerns primarily asset liquidity,
price continuity, no investor discrimination, rational transaction costs, and access to
information. In other words, the operational efficiency of the market is technical and
should be understood as a situation where investors enjoy equal rights and are able
to make transactions cheaply and quickly. The closer the market gets to the idealistic
conditions of the perfect market, the higher the level of its operational efficiency.
Overestimated or excessively diverse transaction costs, unequal access to informa-
tion, investment restrictions for some categories of investors, segmentation, poor
liquidity, or other market inefficiencies may lead to an imbalance in the relationship
between return rates and investment risk. This means that high operational efficiency
is a necessary (but inefficient) condition to obtain market efficiency in the areas of
information and allocation.

4.5.2 Informational Efficiency

Informational efficiency is understood as the ability of the market to reflect informa-
tion correctly in the quotes of financial instruments. When people talk about capital
market efficiency in general, what they mean most often is precisely informational
efficiency. It was difficult to arrive at a formal and precise definition of the concept
right from the outset and, with the passage of time, its understanding became more
and more intuitive or common sense which led to misunderstandings and interpre-
tations that were frequently wrong.

Arguably, the most well-known definition of informational efficiency was offered
by Fama [7]: “A market in which prices always “fully reflect” available information
is called “efficient.”’ (p. 383). However, Fama [7] himself noticed that this definition
is too general and, as such, cannot be verified empirically. Hence, in the same article,
he put forward the concepts of potentially testable predictions i.e., the so-called fair
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game, submartingale and random walk models. The models are different in several
aspects—for example, the martingale and submartingale models are less restrictive
compared to the randomwalkmodel—but they all claim that neither future no current
information can be used to predict the future situation on the market in the way that
would guarantee extraordinary return rates, i.e., rates higher than justified for a given
level of risk (see Samuelson [21], Mandelbrot [17, 18]).

In response to that, LeRoy [16] made the objection that the formal account based
on the fair game model Fama advanced to enable verification of the efficient market
hypothesis is, in fact, a tautology. Moreover, one could not equate the martingale,
submartingale, and random walk models with the efficient market hypothesis.

Answering LeRoy’s objection, Fama [8] suggested a new formal account of infor-
mational efficiency whereby “in an efficient market the true expected return on any
security is equal to its equilibrium expected value, which is, of course, also the mar-
ket’s assessment of its expected value” (p. 144). Put differently, the balance price
set by an efficient market is such that the expected market return rate on invest-
ment reflects the “real” return rate for a given level of risk. The account implies that
long-term return rates should always offer an adequate reward for the amount of risk
involved in an investment.

This, however, presents us with the fundamental problem of the so-called joint
hypothesis. The problem is that we are actually testing two hypotheses: one concerns
the validity of the risk-reward pricing model itself; the other concerns informational
efficiency of the market. If it turns out that the empirical results are much different
from those that were predicted on the basis of the tested formula, we cannot say
whether there was an error in the theoretical structure of the model or whether
the market is inefficient. This was the line of argument adopted by the proponents
of the informational efficiency hypothesis in response, for example, to the observed
empirical anomalies related to the so-called company size effect [3] or the possibility
to predict return rates based on the price/book value index [10]. For instance, the
literature does not generally challenge the empirical results of parameter estimates
in the Fama and French [9, 11] three-factor model. The debate focuses only on
the interpretations of the observed bonuses for company size and bonuses for high
price/book value ratios. Representatives of behavioral finance provide convincing
arguments to demonstrate psychological errors and irrational investor behavior. Still,
the point of departure for the proponents of market efficiency is that, if a given
category of companies experiences higher return rates, it must be because the rates
are a rational reward for the extra risk. Consequently, instead of rejecting the market
efficiency hypothesis, we should change the model of risk estimation. Thus, in this
account, the market efficiency hypothesis becomes unfalsifiable.

Depending on the type of information that is to be reflected by asset prices, infor-
mational efficiency is usually divided into three forms: weak form (current prices
reflect all important information contained in historical instrument quotes), semi-
strong (current prices reflect all publicly available information), and strong form
(current prices reflect all important information, including private and confiden-
tial) [3]. It is easy to notice that progressively stronger forms of efficiency contain
weaker forms. For example, if market efficiency is semi-strong, the market should
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also display weak-form efficiency. In other words, the entire set of publicly available
information contains a subset comprised of potential signals coming from the series
of historical quotes.

Jensen [15] suggested the following definition of informational efficiency that is
valid for any information set: “A market is efficient with respect to information set
θ t if it is impossible to make economic profits by trading on the basis of information
set θ t. ‘By economic profits’, we mean the risk adjusted returns net of all costs.”
(p. 95). The problem of the costs of obtaining and using information was also raised
by Grossman and Stiglitz [12] and Cornell and Roll [4] who demonstrated that,
when information is not entirely free, the market cannot be perfectly efficient in the
strict sense and may at most move toward the conditions of quasi-efficiency under
whichmarginal costs of obtaining new information is equal to themarginal benefit an
investor can earn thanks to this information. In time, informational efficiency started
to be equated with an inability to predict future price changes and obtain long-term
net return rates (cost adjusted) that would be higher than suggested by the level of
risk.

Even though Fama made the reservation that, in the world of uncertainty, intrinsic
values cannot be known precisely, he also argued that, at any time, prices of securities
take account of the effects of information about both the events that have already
taken place, as well as those that the market expects to take place in the future based
on the current situation. In other words, in an efficient market, “actual prices at every
point in time represent very good estimates of intrinsic values” (Fama [6], p. 54). In
the literature that has beenwritten over several decades,whether popular, textbook, or
scientific, there are many examples where the fundamental value of an instrument is
directly equated with its market pricing (see the critical review presented byGuerrien
and Gun [13].

In fact, Shiller et al. [22] already warned against making the error of linking
the unpredictability of price changes with the conclusion that they offer a good
approximation of intrinsic values, calling this one of the biggest mistakes in the
history of economic thought. It is actually a classical fallacy of inverse induction in
logical reasoning. Granted, if market quotes are to reflect all available information,
prices should change only in response to new information, which is unpredictable
by definition, which means that price changes themselves should also be random.
Nonetheless, the unpredictability of price changes does not prove that the market is
able to price assets correctly. Pricesmay change at randomand still be incorrect. After
all, it is also difficult to predict human action and, by the same token, behaviorally
motivated errors. Among others, this is illustrated by the General Behavioral Asset
Pricing Model (GBM), which illustrates the scale of incorrect pricing resulting from
irrational, psychologically motivated investor behavior, is a random variable that
generates stochastic price changes and leads to unpredictable return rates as a result
[25].

Referring to the fair game hypothesis that he himself suggested, [21] warned
against its misunderstanding or overinterpretation: “It does not prove that actual
competitive markets work well. It does not say that speculation is a good thing or
that randomness of price changes would be a good thing. It does not prove that
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anyone who makes money in speculation is ipso facto deserving of the gain or even
that he has accomplished something good for society or for anyone but himself”
(p. 48). In spite of the author’s warning, the fair game hypothesis was used by Fama
[7] rather uncritically to construct theoretical arguments in support of the efficiency
hypothesis.

Discussing the events of the last financial crisis, DeLong [5] wrote that many
wrong economic decisions have been made over the last decades as a result of the
failure to differentiate between two fundamental implications of market efficiency,
i.e., “there is no free lunch” (related to the concept of fair game and the unpredictabil-
ity of return rates) and “market price is always right” (which is supposed to be related
to the market’s ability to reflect information in prices quickly and correctly). While
the former element has consequences primarily in the area of investment strategies
and the results obtained by individual investors, the ability to price assets correctly
has a direct impact on the allocational efficiency of the market and can potentially
bring about more serious repercussions for the general economy.

4.5.3 Allocational Efficiency

In the microeconomic sense, one may define the allocational efficiency of the market
as the ability to allocate capital among different available investment options in a
way that offers the investor the highest expected return rate at a particular level of risk
or makes him accept the lowest risk given the expected return rate. In this account,
allocational efficiency is equivalent to efficiency as understood by Markowitz [19].

Macroeconomically speaking, allocational efficiency of capital markets is under-
stood as the ability to allocate capital to such individual sectors of the real economy
where it will be used in the most efficient way. Hence, allocational efficiency of
capital markets is an element of the broadly understood economic efficiency where
all assets are allocated optimally in the sense of Pareto, i.e., in such a way that there
is no alternative method of allocation that could make any player earn profit without
worsening the situation of another player.

The first fundamental tenet of welfare economics says that perfect competition
always leads to the Pareto optimum. This is because, under conditions of perfect com-
petition, the market mechanism forces allocation of resources where the marginal
rates of transformation are equal for all resources, whereas the structure of consump-
tion ensures the equal marginal rate of substitution for all goods. Given that the com-
petition on capital markets is very intense, it was claimed that such markets ensure
efficient allocation of the basic resource traded there, i.e., capital, contributing in this
way to the efficiency of the entire economy. Unfortunately, the restrictive require-
ments on which this first fundamental hypothesis of welfare economics was based
were all too often forgotten. Besides perfect market conditions, another requirement
is the rationality of decision-makers who are able to process all available informa-
tion correctly and it is on this basis that they make the right choices focused on
maximizing individual usefulness of each of them (the homo oeconomicus concept).



4 International Capital Markets and the Global Real Economy 63

4.6 Efficiency of Capital Markets and Efficiency
of the Economy

Stiglitz [24] provided a number of arguments of both formal and practical importance
to demonstrate that informational efficiency of capital markets is neither necessary
nor sufficient as a condition to achieve the allocational efficiency of the economy in
the sense of Pareto. Among other things, he identified such inefficiencies of the econ-
omy as the costs of obtaining information, agency costs, market incompleteness, or
divergent motives of suppliers and receivers of capital. For example, wherever infor-
mation is obtained at a cost, the prices on the market will not reflect “all available
information” but only such information that was obtained and used at a cost that
does not exceed the economic benefits it may bring. Therefore, formally speaking,
the market will not display informational efficiency as it will not take account of
the information for which the cost of obtaining and application is too high (see
Grossman and Stiglitz [12]; Cornell and Roll [4]. Still, this does not preclude allo-
cational efficiency in the sense of Pareto, provided that the potential methods of
allocating resources factor in the costs of obtaining information. The same goes the
other way round—even supposing that capital markets are characterized by perfect
informational efficiency and are able to price each company adequately, it does not
automatically mean that the entire economy is allocationally efficient in the sense of
Pareto. Even if the market pricing of a company is correct, the obtained value is not
necessarily the maximal possible value resulting from the optimal use of resources
by this company. In fact, there are many reasons for which management boards,
whether consciously or not, make decisions that are not optimal and do not try to
maximize the market value of the company using the available resources. Thus, inef-
ficient management on the microscale may lead to the cumulative effect of wasting
and non-optimal use of resources in the economy as a whole.

In spite of the above reservations, the relationship between informational effi-
ciency and allocational efficiency of the market is commonly considered to be quite
obvious. The inability of the market to reflect the available information correctly in
asset prices leads, on the one hand, to an imbalance in the relations between return
rates and risk (potential surplus return rates and the lack of efficiency in the sense of
Markowitz), and on the other, to a situation where market equilibrium prices cannot
be used as reliable indicators for the assessment of the true value of specific assets
(there are no grounds for a correct allocation of resources).

With no informational efficiency, allocational efficiency becomes defective on the
micro- and macrolevels. Capital markets characterized by informational inefficiency
offer no guarantee that using a well-diversified investment portfolio as part of the
so-called passive strategy will be an optimal kind of investor behavior in the long
term. It cannot be excluded that a combination of investments that are potentially
inefficient in the sense of Markowitz will provide investors with higher return rates
than should be expected for a given level of systemic risk. If we reject the hypothesis
about the informational efficiency of the market, it makes sense to allocate capital
actively by looking for specific rules of investment or analytical tools that are based
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on, for example, repeatable patterns of behavior displayed by market players. We
should always remember, however, that it is not easy to predict return rates, even
on inefficient markets, as it is difficult to predict human behavior, including the one
triggering market anomalies [26].

Incorrect asset pricing also means that the costs of capital are priced incorrectly.
Changing investor fads or moods may lead to periodical overpricing of stocks from
one sector or underpricing of companies from another. This disturbs the optimal
allocation of capital among particular sectors of the real economy. Due tomispricing,
part of resources may be used in a non-optimal way.

Let us try to trace the mechanisms whereby mispricing of financial instruments
may lead to losses in the general economy. First, let us imagine that some companies
or even the entire sectors are incorrectly priced on the market for a long time because
of growing investor irrationality. If an investment fad, excessive expectations related
to new technologies, pure speculation, or other factors result in a situation where
stocks of a specific group of companies are overpriced (e.g., the dotcom bubble at
the turn of the twentieth century), the cost of equity is automatically underpriced
for these entities. Being an incentive for a given type of issuers to step up their
activities, this generates the supply of new stocks purchased by the capital flowing
into the sector. With the low cost of equity, the weighted average cost of capital also
drops, which increases the net present value (NPV) of potential new projects. In
this situation, the management boards of such companies will be inclined to engage
in more expansive investment policy. Unfortunately, at least some of their projects
should not have been implemented if the market cost of capital had been priced
correctly. The capital they engage could be used alternatively in more efficient way
in other companies or sectors of the economy that offer a better relation between the
expected return rate and the actual, correctly priced, risk.

The same is true for the situation where incorrect asset pricing affects not only
individual companies or sectors but the entire capital market. At times of irrational
booms, the overestimation of most securities is accompanied by underestimated
risk. Financing that is too cheap and incorrectly priced in relation to risk induces
management boards to launch investment initiatives that should not be implemented
under normal circumstances. When the risk materializes later according to the true,
rather than overly optimistic, distribution of probability, part of the launched projects
turn into real losses that, accumulated, can spread onto the general economy.

On the other hand, when the market is bearish and the cost of equity is too high,
attractive investment projects are in danger of being put off for later. Available capital
resourceswill not be properly used, and the economywill develop slower than it could
have if assets on the capital market had been priced correctly.

Of course, the problems with incorrect estimation of the cost of capital do not
only apply to the stock market, but may also have equally serious consequences for
the debt market. Too low a cost of foreign capital impacts real investment policy
in two ways. First, it boosts the appetite for investment due to the lower average
cost of financing projects. Second, it increases the tendency to leverage, i.e., finance
projects with foreign capital to a greater extent, which burdens investment activities
with extra risk related to financial leverage. The terrible consequences of excessive
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leverage could be observed, for example, during the last period of turbulence on
global financial markets caused by the US subprime mortgage crash.

Finally, capital market inefficiency also has a direct impact on the economy by
influencing the mood among small investors who are not only suppliers of capital but
also consumers. At times of “irrational exuberance” (a term popularized by Shiller
[23]), when company pricing is on the rise and investment portfolios of small players
havemore andmore value, the propensity to consume is often also on the rise, driving
specific sectors of the economy. For example, the luxury goods market in California
experienced a significant upturn during the time of the dotcom boom. The rental
market for luxury summerhouses in The Hamptons on Long Island—the favorite
destination of Wall Street bankers—is also rather well correlated with the situation
on the stock exchange and the amount of paid out bonuses.

In conclusion, it should be observed that, even if a capital market displaying
informational efficiency made it possible to allocate capital optimally in the sense of
Pareto, this allocation would not necessarily be desirable in the social sense. Capital
that is priced adequately in the sense of the relation of return rate to risk may be
supplied to sectors that are socially harmful (such as armaments, gambling, or the
production of substances with an adverse impact on health), which would not really
contribute to general prosperity.

4.7 Summary

The relationship between financial markets and the real economy becomes most
evident during times of destabilization and extraordinary interventions. This calls
for a deeper reflection on the actual links between the two structures.

The present article focuses on two important aspects of the relations between the
real economy and the financial sector. First, it analyzes the impact of quantitative
easing programs on the situation of global capital markets and the efficiency of
such programs as tools to stimulate economic growth in different countries. On the
one hand, quantitative easing programs implemented by central banks through asset
purchasing contributed to a significant drop in bond profitability and a spectacular
boom on global stock exchanges over the last decade. On the other, the efficiency
of such programs in achieving economic objectives differs across countries. It may
be assumed that this is due, at lest partially, to the differences between the Anglo-
Saxon and the European-Japanese models of capital markets. The reason is that these
models use different channels for capital transfers between the financial sector and
the real economy. The channel that is based on capital markets seems to be more
efficient in transferring funds to the economy than the one based on the banking
sector.

The second part of the article focuses on the problem of capital market effi-
ciency versus the efficiency of the economy. The lack of efficiency on capital mar-
kets has serious consequences not only on the microlevel (for investors), but also the
macrolevel of the real economy.On themicroscale, it leads to a situationwherewealth
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is transferred from the investors who make mistakes in asset pricing to the investors
who take advantage of them. Additionally, incorrect asset pricing also results in
incorrect allocation of resources as well as underinvestment or overinvestment in
individual sectors, which generate substantial losses in the entire economy.

The reflections presented in this article may have a considerable impact on future
macroeconomic policies and the issue of supervising financial markets. They may
provide inspiration for further studies in this field, especially those involving empir-
ical research.
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Chapter 5
Tax Planning in Bank Tax—Analysis
of the Use of Treasury Bonds

Małgorzata Twarowska-Ratajczak

Abstract Purpose: The issue of taxation of the financial sector has long been widely
discussed both in the European Union and in other countries of the world. It is
extremely important to construct a proper tax, which would ensure the objectives set
for it, and at the same time would generate as little negative effects as possible and
would be as little burdensome for taxpayers as possible. The aim of the study is to
verify the hypothesis that banks in Poland use the possibility of purchasing treasury
bonds in order to lower the tax base. Methods: The paper analyses the use of treasury
securities as an instrument of tax optimisation. The study includes theoretical and
empirical research. A descriptive comparative analysis has been used to assess if
after the introduction of the tax on some financial institutions there was an increase
in treasury bond purchases in the last days of the month and an increase in sales at the
beginning of the following month. Results and conclusions: The author confirmed
the research hypothesis that banks in Poland use the possibility of buying treasury
bonds in order to lower the tax base.

Keywords Bank levy · Bank tax · Tax optimisation · Treasury bonds

5.1 Introduction

The issue of taxation of the financial sector has long beenwidely discussed both in the
EuropeanUnion and in other countries of theworld. Themain functions of taxation of
thefinancial sector include thefiscal function providingpublic revenues, aswell as the
anti-crisis function, which is expressed in increasing the stability of financial markets
and reducing risk in these markets. Among EU member states, 17 have introduced a
bank levy: Austria (2011), Belgium (2012), Cyprus (2011), Finland (2013), France
(2011), Germany (2011), Hungary (2010), Latvia (2011), the Netherlands (2012),
Portugal (2011), Poland (2016), Romania (2011), Slovakia (2012), Slovenia (2011),

M. Twarowska-Ratajczak (B)
Maria Curie-Skłodowska University, Lublin, Poland
e-mail: m.twarowska@umcs.pl

© Springer Nature Switzerland AG 2019
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Spain (2013), Sweden (2009) and the UK (2011), while 3 have introduced a financial
transaction tax: France (2012), Italy (2013) and Hungary (2013). The implemented
tax models differ between countries. Liabilities or their selected items are tax bases
in 12 EU countries, while 5 have chosen to tax assets (Hungary, Poland, Slovenia)
or risk-weighted assets (Finland, France). In addition, the UK has introduced an
additional tax on banks’ profits since 2016. It is extremely important to construct a
proper tax, which would ensure the objectives set for it, and at the same time would
generate as little negative effects as possible and would be as little burdensome for
taxpayers as possible. The aim of the study is to verify the hypothesis that banks
in Poland use the possibility of purchasing treasury bonds in order to lower the
tax base. The paper will analyse the use of treasury securities as an instrument of
tax optimisation. The importance of the discussed topic results from the important
role played by the financial sector in the modern economy. The case of the Polish
bank levy was chosen because of its specific construction, where treasury bonds are
excluded from the tax base. The paper analyses the use of treasury securities as an
instrument of tax optimisation. The study includes theoretical and empirical research
based on Polish Financial Supervision Authority, Central Securities Depository of
Poland and Supreme Audit Office data. A descriptive comparative analysis has been
used to assess if after the introduction of the tax on some financial institutions there
was an increase in treasury bond purchases in the last days of the month and an
increase in sales at the beginning of the following month.

5.2 Theoretical Background

Applying tax optimisation allows the company to reduce its tax burden and thus
improve its financial results. Entrepreneurs may pay lower taxes and remain in com-
pliance with tax regulations [1]. The specialist literature defines tax optimisation as
tax planning aimed at creating the most beneficial structures and solutions in respect
of tax burdens and quasi-fiscal charges related to specific economic actions taken
by taxpayers [2]. The concept of tax optimisation (also referred to as tax planning)
means such a choice of the structure of a planned legal act so that the total tax burden
can be reduced to a minimum. Tax optimisation should, however, be distinguished
from tax evasion. That means that tax planning takes place within the limits of the
applicable legal regulations. The term tax savings is not tantamount to tax optimi-
sation as the former consists in refraining from actions that result in creating a tax
liability. On the other hand, tax planning is aimed at creating optimal structures and
solutions related to specific economic actions taken by the taxpayer [1]. The literature
distinguishes between two forms of tax resistance: tax avoidance and tax evasion [3].
Tax avoidance consists in reducing the tax burden using the methods permitted by
tax law and aimed at exploiting the possibilities arising from them, within the limits
and within the limits of the regulations in force, tax relief. On the other hand, tax
evasion involves actions that lead to their minimisation or complete elimination, but
are prohibited by tax law [1].
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Banks, despite their specific function in the economy, are also enterprises whose
aim is to generate profits. Therefore, the issue of minimising the fiscal burden also
concerns this group of entities. Especially due to the universal banking system dom-
inating in Poland, banks are an interesting subject of legal and financial analyses due
to the various tax consequences of their operational activities [4].

One of the recently popular problems of tax policy is the new model of taxation
of financial institutions, especially in the context of postulates of wider tax interven-
tions in this area of economic activity. The introduction of additional public levies
on the financial sector has been considered for many years in various forms. The
first proposals for such instruments were formulated by Keynes [5] and Tobin [6].
The recent financial crisis has intensified the discussion at both the EU and national
level on the possibility and consequences of an additional tax on financial institutions
[7–26]. Different countries have decided to introduce various forms of additional tax-
ation of the financial sector. Additional taxation of the financial sector includes bank
levies, financial transaction tax and financial activity tax [27]. The design of bank
levies may also vary, particularly with regard to the taxable entities, the tax base and
the exemptions and exclusions applied. Marcinkowska carried out an assessment of
the bank tax base variants, indicating the advantages and disadvantages of particular
solutions [28].

5.3 Tax on Certain Financial Institutions in Poland

The objective of bank levy in Poland is to mobilise an additional source of financing
for budgetary expenditure and to increase the financial sector’s share of budgetary
expenditure. Therefore, it can be assumed that the banking tax in Poland has mainly
a fiscal function. Moreover, bank levy in Poland is a tax on the scale of business
activity of banks, but it does not refer to the level of risk undertaken by banks [29].
The aim of introducing in Poland an additional levy on banks, insurers and loan
institutions was to obtain an additional source of financing of budgetary expenditure,
in particular social expenditure. The project proponents justified the new contribution
by the need to increase the share of the financial sector in the financing of budgetary
expenditure. The Act of 15 January 2016 on Tax on Certain Financial Institutions
entered into force on 1 February 2016. The tax is levied on banks with a tax base
higher than PLN 4 billion, insurance companies with a tax base higher than PLN
2 billion and loan institutions with assets exceeding PLN 0.2 billion. The subject
of taxation is the excess of the total value of taxpayers’ assets, resulting from the
statement of turnover and balances established on the last day of the month, over the
tax-free amount. The tax rate is 0.0366% of the tax base per month (0.44% per year).
The amount of tax paid is not deductible for corporate income tax purposes. State
banks, entities in relation to which the Polish Financial Supervision Authority issued
a decision on suspension of operations, entities subject to reorganisation proceedings
are exempt from the obligation to calculate and pay the tax [30] (Table 5.1).
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Table 5.1 Tax on certain financial institutions in Poland—the tax base thresholds

Taxpayers Tax-free amount (billion
PLN)

Tax base

Banks, branches of banks,
credit institutions and
cooperative banks

4 Assets decreased by equity
and certain financial assets,
e.g. treasury bonds, funds of
cooperative banks on
accounts in affiliating banks,
securities purchased from the
National Bank of Poland as
collateral for NBP
refinancing loan

Insurers, reinsurers and their
branches

2 Tax base is calculated jointly
for all taxpayers related or
co-related directly or
indirectly to one entity or a
group of related entities

Loan institutions 0, 2

Source [30]

Fig. 5.1 Revenues from the tax on certain financial institutions in Poland (PLN billion). Source
[31]

Revenues from bank tax in Poland in 2016 were lower than assumed, while in
2017, they exceeded the amount assumed in the Budget Act. The revenue forecast for
2016was overestimated. Tax revenues from some financial institutions realised in the
period from March to December 2016 amounted to PLN 3506.8 million, i.e. 63.8%
of the forecast assumed in the Budget Act for 2016, including PLN 2935.4 million
from the banking sector and PLN 550.4 million from insurance and reinsurance
companies. Revenues in 2017 amounted to PLN 4341.2 million (110.3% of the plan)
[31; Fig. 5.1).

The number of entities which at least once submitted a FIN-1 declaration varied
from 79 to 82 per month in 2016 and from 75 to 81 in 2017. In total, between March
2016 and September 2017, 90 financial institutions submitted their FIN-1 declara-
tions at least once.Among the entitieswhich submittedFIN-1declarations, the largest
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number was domestic insurance companies (from 34 to 37 in particular months) and
domestic banks (from 24 to 26). The number of loan institutions submitting declara-
tions ranged from 9 to 10. Domestic banks and domestic insurance companies had
the dominant share in the realised income. Their share in 2016 was 83.6 and 15.6%,
respectively. Other entities realised a total of 0.8% of revenues (including loan insti-
tutions 0.6%). In 2017 (until September), this share slightly changed and amounted
to 83.3, 16.0 and 0.7%, respectively (including 0.5% loan institutions) [32].

In Poland, the tax base is assets decreased by equity capital. Equity capital is
excluded from the tax base (the government is interested in banks having as much of
it as possible in relation to the scale of their operations, because then they are safer).
Banks pay tax when they borrowmoney from outside to finance credit activities (e.g.
take deposits from customers, borrow money from another bank or issue bonds).

Among the consequences of the introduction of a bank levy in Poland are: a
reduction in the availability of loans and an increase in their cost, transfer of tax costs
to bank customers, a decrease in liquidity on the interbank market and an increase
in demand for treasury securities, which are excluded from the bank levy base.
Banksmay purchase treasury bonds in order to aggressive tax avoidance. Particularly
noteworthy should be the situation when a bank decides to purchase treasury bonds
of an appropriate value on the last day of the month, which will lower the bank’s tax
base. At the same time, it will sell the same bonds on the second day, thus freeing
the assets that have not been covered by the tax obligation.

5.4 Assessment of the Use of Treasury Bonds to Reduce
the Tax Base by Banks

Figure 5.2 shows the shifted positions in the balance sheet of the bank’s balance
sheet which influenced the shifted tax base. From January 2016, the interest of
banks in treasury bonds increased. Banks also increased the equity capital, which are
also exempted from tax. As a result, at almost constant level of assets, the tax base
decreased. Banks have taken steps to tax optimisation, because they try to reduce tax
base. The largest change can be observed in treasury bonds, which since December
2015 (month before tax introduction) has increased by 48%. In the quantitative use, it
is a change in the portfolio by PLN 76.1 billion. In the same period, assets increased
by 6% (PLN 76.6 billion) and total tax base decreased by 2% (PLN 20.2 billion)
[33].

From the point of view of servicing the government debt, the increased demand for
treasury bonds is positive. However, it should be remembered that this tendency will
be very unfavourable for the country from the point of view of falling tax revenues.

The construction of a bank tax may have an impact on the long-term bank’s
strategy. Treasury bonds (exempted from taxation) and loans (non-exempted) are the
bank’s assets. Banks may face a dilemma of whether to invest in treasury bonds or
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Fig. 5.2 Dynamics of tax base components (banks that have paid tax, 2015–12 = 100). Source
[33]

whether to lend loans, which on the one hand are subject to bank tax and on the other
hand are exposed to economic risk (Fig. 5.3).

On the basis of data from the systemof theCentral SecuritiesDepository of Poland
(banks’ own accounts), the Ministry of Finance estimated daily debt balances of the

Fig. 5.3 Value of domestic treasury bonds portfolio in the banking sector (billion PLN). Source
[32]
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banking sector in treasury bonds issued on the domestic market. These data covered
the period from the end of 2015 to the end of August 2017. The amounts reported at
the end of the month were based on financial institutions’ reporting data.

In the case of banks in the analysed periods of 2015 (i.e. before the introduction
of the tax on certain financial institutions), there were increased purchases of trea-
sury bonds (above average) in the last days of the month and increased sales at the
beginning of the following month. In 2016 and 2017, this trend was no longer so
unambiguous. Increased purchases at the end of the month (above the average) took
place only in some of the analysed periods (in majority, they were lower than the
average). On the other hand, sales of treasury bonds at the beginning of the month
were clearly higher in most of the analysed periods. Increased purchases of treasury
bonds in the last days of the month and sales in the first days of the following month
were more frequently used for tax optimisation by branches of credit institutions, but
their value was not significant in terms of the total value of treasury bonds held by
branches of credit institutions in relation to the value of treasury bonds held by banks,
purchase and sale transactions and their impact on tax. Banks held approximately
98% of treasury bonds and branches of credit institutions approximately 2% [32].

According to the data of the Supreme Audit Office in Poland, from the end of
January 2016 to the end of June 2017, the value of the portfolio of domestic treasury
bonds in the banking sector increased by PLN 72.0 billion (from PLN 179.5 billion
to PLN 251.5 billion), and the share of banks in debt in treasury bonds issued on
the domestic market increased from 34.7 to 40.1%. More than half of the increase
in bank exposure took place in the first two months since the introduction of the
tax—an increase by PLN 31.0 billion in February and by PLN 7.8 billion in March
2016, although the increase in purchases could already be observed at the end of
2015. In the period from the end of December 2015 to the end of May 2016, the
value of bonds held by banks increased by PLN 54 billion, i.e. by over 33%.

Increased demand from the domestic banking sector for Polish treasury bondswas
a factor reducing their yields and, as a result, the cost of public debt. This resulted
in an additional effect on the state budget in the form of lower costs of financing
public debt. It is not possible to quantify the effect of the introduction of the tax
on certain financial institutions due to the influence of many other factors, which
influenced in different directions during the period under consideration. According
to the Tax Collection Department of the Ministry of Finance in Poland in the first
half of 2016, when the largest increase in bank involvement in treasury bonds took
place, the factors affecting the treasury bonds market included in particular [32]:

– downgrade of Poland’s rating by Standard & Poor’s in January 2016, resulting
in an increase in the profitability of domestic bonds and a decrease in the formal
possibilities of investing in Polish treasury bonds by some institutions requiring
an appropriate rating level for the instruments they purchase,

– outflow of foreign investors from the domestic treasury securities market (in the
first half of 2016—PLN 10.2 billion, and in 2016—PLN 14.2 billion), which in
practice means additional supply on the domestic market and pressure to increase
profitability.
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5.5 Conclusions

Many countries are considering the possibility or have introduced additional taxation
of banks as an alternative to prudential regulation or income taxation. Theoretical
analyses of the impact of individual taxmeasures are carried out on a large scale.Also,
the practice and experience of many countries that have introduced bank taxes allow
lessons to be learned and tax structures that will increasingly meet the objectives
of taxation with the least harmful effects. Poland has also introduced a tax on some
financial institutions since 2016. Even such a short period after the implementation
of the tax allows for initial assessment and drawing conclusions for the future.

Among the consequences of the introduction of a bank levy in Poland are: a
reduction in the availability of loans and an increase in their cost, transfer of tax
costs to bank customers, a decrease in liquidity on the interbank market and an
increase in demand for treasury securities, which are excluded from the bank levy
base. As a result, banks may purchase treasury bonds in order to avoid tax liabilities.
The conducted research allowed for a positive verification of the hypothesis that
banks in Poland use the possibility of purchasing treasury bonds in order to lower
the tax base.

Based onPolish Financial SupervisionAuthority, Central SecuritiesDepository of
Poland and SupremeAudit Office data, it can be concluded that after the introduction
of the tax on some financial institutions in the last days of the month, there was an
increase in treasury bond purchases and an increase in sales at the beginning of the
following month. However, it is not possible to quantify unambiguously the impact
of the introduction of a tax on certain financial institutions due to the influence of
many other factors which influenced in different directions during the period under
consideration.

From the point of view of servicing the government debt, the increased demand for
treasury bonds is positive. However, it should be remembered that this tendency will
be very unfavourable for the country from the point of view of falling tax revenues.
The construction of a bank tax may have an impact on the long-term bank’s strategy.
Treasury bonds (exempted from taxation) and loans (non-exempted) are the bank’s
assets. Banks may face a dilemma of whether to invest in treasury bonds or whether
to lend loans, which on the one hand are subject to bank tax and on the other hand
are exposed to economic risk.
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32. Najwyższa Izba Kontroli (Supreme Audit Office).: Pobór podatku od instytucji finansowych.
Informacja o wynikach kontroli, Warszawa (2018)

33. KNF (Polish Financial Supervision Authority).: Syntetyczna informacja na temat wpływu
podatku od niektórych instytucji finansowych na sytuację banków komercyjnych. Warsaw
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Chapter 6
The Role of a Court Expert
in Determining the Sale Price
of an Enterprise or Individual Assets
in the Polish Bankruptcy Law—Selected
Legal Aspects

Kinga Flaga-Gieruszyńska

Abstract The study refers to cases in which an investor decides to purchase an
enterprise, its organized part or individual assets constituting the bankruptcy estate.
In this situation, apart from economic aspects, the legal conditions referring to the
role of the court expert in determining the sale price of an enterprise or assets are
of particular importance, both as part of the pre-pack solution and in the case of
bankruptcy proceedings conducted on general terms. Resolutions of the bankruptcy
proceedings issued on the basis of the expert opinion regarding this price are decisive
in determining the conditions of purchase of the above-mentioned components of
the bankruptcy estate.

Keywords Investing in a company in bankruptcy · Court expert · Bankruptcy
proceedings

6.1 Introduction

The essence of bankruptcy proceedings is the liquidation of the debtor’s assets,
including the enterprise, in order to satisfy the creditors. However, this rule is
not absolute, because according to Art. 2 paragraph 1 of the Act of 28 February
2003—Bankruptcy law (i.e. Journal of Laws of 2017, item 2344), proceedings reg-
ulated by an Act should be carried out in a way to satisfy the creditors as much
as possible and if rational considerations allow it—to preserve the debtor’s current
enterprise. Thus, despite the parallel existence of restructuring law in Poland, the
purpose of which is to restructure the debtors’ obligations and keep them on the
market; in the course of bankruptcy proceedings, it is also possible to enter into an
arrangement with creditors. In the context of the below considerations, the modes of
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proceedings, in which the assets of the debtor, being a part of the bankruptcy estate,
are liquidated, are of fundamental importance.

Liquidation of assets depending on the circumstancesmay have a different course,
which is particularly important from the point of view of the investor who is a poten-
tial buyer of a part of the bankruptcy estate. According to Art. 316 paragraph 1 of
the Bankruptcy law, the enterprise of the debtor should be sold as a whole, unless it
is not possible. This provision applies to the enterprise in the material aspect, which
is an organized set of intangible and physical components intended for conduct-
ing business operations and includes in particular: (1) designation individualizing
an enterprise or its organized parts (company name)—with this restriction that the
purchaser may use the designation of the enterprise which contains the bankrupt’s
name, onlywith his or her consent; (2) ownership of real estate andmovable property,
including devices, materials, goods and products, and other property rights referring
to real estate or movable property; (3) rights arising from lease or tenancy agree-
ments for real estate or movable property and rights to use real estate or movable
property resulting fromother legal relationships; (4) claims, rights fromsecurities and
cash (these components do not refer to enterprises in bankruptcy); (5) concessions,
licences, and permits; (6) patents and other industrial property rights; (7) property
copyright and related rights; (8) company secrets; (9) books and other documents
related to running a business. Consequently, when talking about an enterprise in
this aspect, both the value of tangible and intangible assets, which, however, have a
material value that is significant for the purchase price of the enterprise, should be
taken into account.

The lack of possibility to sale the enterprise as a whole indicated in the said
regulation may result from: (1) its character, when the debtor’s assets are not an
organized whole serving the achievement of an economic goal but an accidental col-
lection of objects and rights; (2) presence in the assets of objects and rights which
are related to expensive obligations (binding employment contracts connected with
overstaffing, unorganized archive of several decades of operation, landfill of post-
production waste, etc.)—causing individual assets to achieve a much higher price
when sold separately; (3) lack of demand for the production of the enterprise, or
other circumstances that make reaching the economic goal for which the enterprise
was created is no longer attractive [1]. In such a situation, the bankruptcy proceed-
ings authorities should strive for alternative solutions, i.e. the sale of an organized
part of the enterprise (this term generates problems of interpretation, as will be dis-
cussed below) or individual assets included in the bankruptcy estate. However, such
a solution not only reduces the amount obtained from the sale of a company in a
fragmented formula but also affects the need to multiply actions performed by the
authorities carrying out the bankruptcy proceedings.

This does not mean that the sale of the company as a whole in the course of the
bankruptcy proceedings is an ideal solution. In relation to this mode of liquidation
of debtor’s assets, in practice also negative aspects are raised, mainly concerning
such factors as costs and time of proceedings. The mode of liquidation sales of an
enterprise requires firstly the assessment of the company and then the organization
of the tender. Therefore, financial resources are needed to order an expert valuation
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and to organize a tender. Conducting the tender procedure is naturally related to
the extension of the bankruptcy proceedings, generating further costs associated
with its continuation [2]. For this reason—in accordance with the intention of the
legislator—if the debtor manages to acquire an investor interested in acquiring the
company at the stage preceding the submission and recognition of the application
for bankruptcy, this fact should be used to apply the so-called prepared liquidation
(pre-pack), due to the possibility of accelerating actions aimed at changing the owner
of the enterprise or its organized part or assets constituting a significant part of the
enterprise.

In each of these cases, regardless of the adopted sales mode, the purchase price
is only partially determined by economic conditions (expressed in parameters used
in the expert opinion regarding the description and estimation of the company or its
part), and not without significance are legal and organizational solutions relating to
the scope of application of the expert opinion, the admissibility of specific actions
of the authorities conducting the proceedings, assessment of the expert opinion by
these authorities, etc., which will be the subject of the analysis in this study.

6.2 Status of a Court Expert in Bankruptcy
Proceedings—General Issues

In bankruptcy proceedings, which are a type of civil proceedings, the status of court
expert is the same as in the case of other categories of civil cases. The difference of
this procedure is that the judicial body does not have such freedom as in ordinary civil
proceedings and cannot decide whether in a specific case it is necessary to use special
information. The legislator decides about the necessity of using an expert opinion,
indicating precisely the situations in which it is to be prepared and constitutes one of
the elements relevant to the decision of the body of the proceedings. Proof from an
expert opinion due to an ingredient in the form of special information is evidence of
the kind that cannot be replaced by another Act of proof, such as hearing a witness. In
fact, the expert opinion is intended to help the judicial authority to assess the material
collected when special information is needed. However, it cannot be treated as a
source of factual material in the case or the basis for determining the circumstances
that are the subject of the expert’s assessment. Therefore, the general principles
indicated in the opinion must be referred by the court to the specific circumstances
of the case examined, taking into account the final factual findings [3]. It is worth
emphasizing that in the Polish legal system, the role of an expert and a witness is
treated as two separate procedural roles, which are not combinable. Therefore, the
construction of an expert witness as a witness with special information known from
the common law system is unacceptable.

At the same time, there is no doubt that in bankruptcy proceedings, like in general
civil proceedings, there is a clear departure from the obsolete concept of the court as
“the highest court expert”, putting on people who have appropriate in-depth knowl-



82 K. Flaga-Gieruszyńska

edge and high professional qualifications. This results in the fact that the knowledge
of the authority is not evidence in the case; it only allows and facilitates the assessment
of the expert opinion. Even if the body of the proceedings had special knowledge (e.g.
completed post-graduate studies in the field of business valuation), it is still obliged
to use the evidence in the form of an expert opinion. The judicial body cannot resign
from an expert opinion if the determination of the fact requires special knowledge.
Nor can it reject all specialist opinions and adopt its own alternative position in a
given case [4]. Proof of this kind, due to its specificity, is subject to the assessment
of the body of the proceedings only in terms of compliance with the principles of
logical thinking, life experience, and general knowledge. The criteria for assessing
this proof are also: the level of expert knowledge, the theoretical basis of the opinion,
the manner of motivating the position expressed in it, and the degree of firmness of
the assessments expressed in it. This means that the body of the proceedings cannot
adjudicate contrary to the expert opinion, if it is coherent, categorical and properly
justified, and if in the course of proceedings the participant in the proceedings will
not effectively deny the assessment made by a specialist (e.g. by effectively ques-
tioning the methods or calculations made in order to estimate the value of the subject
of sale) [5]. Thus, expert evidence is subject to the assessment of the body of the
proceedings, according to the measures appropriate for the subject of a particular
opinion, and therefore from the point of view of compliance with the principles of
logical reasoning, general knowledge, theoretical basis of opinions indicating expert
knowledge, the way of formulating opinions and its conclusions, also due to their
unambiguity and compliance with the questions asked, but without going into the
scope of the matter, which results from expert knowledge [6]. If such an obligation
results from the provisions of the Bankruptcy law, the proceedings authority must
use the services of an expert and take into account the conclusions of the opinion,
provided that it will meet the standards discussed later in the considerations.

At the same time, in the practice of Polish bankruptcy proceedings, another prob-
lem arises, which is often the uncritical approach of the proceedings authorities to
the expert opinion, which results in its recognition as almost “infallible”. This is a
too far-reaching approach to special messages, on the basis of which the authority
(bankruptcy court, judge-commissioner, etc.) issues the decision, in particular as to
the sale price of an enterprise, its organized part or individual asset. Thus, in many
cases, it is de facto a court expert, not a judicial authority that decides about the
price to be paid by the investor intending to acquire part of the bankruptcy estate.
Such situations should be considered as inadmissible, because the evidence of an
expert opinion differs from other evidence in a way that its purpose in principle is
not to determine facts relevant to the case but to provide the judicial authority with
clarifications on matters requiring special knowledge. It is the body of the proceed-
ings which is appointed to make all findings in the proceedings, not an expert. In
other words, the body of the proceedings can and should use the help of an expert
in the area requiring special information, but the expert cannot replace the court in
making findings, and in particular, make legal assessments for which he or she is
not appointed or authorized [7]. As a consequence, the terms of sale of a part of the
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bankruptcy estate must be determined by a body of the proceedings—based on the
expert opinion as one of the elements of the decision-making process.

As a consequence, in the scope of determining the purchase price of the indicated
components of the bankruptcy estate, the expert only supports the authority of the
proceedings in the obligation to comprehensively and reliably shape the beliefs about
circumstances essential for the correct estimation of their value [8]. Moreover, the
court expert—as an assistant to the judicial authorities—must carry out his or her
task in accordance with the guidelines contained in the order issued in the ordinance
of the body of the proceedings. By admitting evidence from an expert opinion, the
authority should mark an evidential thesis that sets the subject scope of the opinion.
The evidential thesis is binding for the expert in the sense that, on the one hand,
the expert is obliged to comprehensively explain all matters that have been covered
by the evidential thesis, and on the other, he or she cannot go beyond this scope.
However, it is impossible to accept an understanding of binding the expert with the
thesis, according to which the expert would not have the opportunity to express the
views on the matters, from the examination of which the correctness of preparing
an opinion depends as such [9]. With regard to bankruptcy proceedings, the scope
of the court expert opinion is clearly defined in the provisions of the Act, and it
includes a description and estimation of the subject of the transactionwith an investor
purchasing part of the bankruptcy estate, drawn up in accordance with the standards
expressed in Art. 319 of the Bankruptcy law, which will be discussed below. This
does not mean, however, that this provision also exhaustively outlines the manner
and scope of the opinion, and this causes a number of practical problems related to
the different approach of court experts to similar assets. An example is the method
of preparing an opinion, which is an element of the special knowledge, and therefore
only in obvious situations of error in the methodology, the court may question such
opinion. For the same reasons, there are no grounds to consider that it is necessary
to order a court expert to perform another supplementary opinion or a new opinion
of another expert if the methodology used by the expert is admissible [10]. However,
in a situation where this method, due to the purpose of the opinion (in this case
the valuation of certain assets), in the assessment of the body of the proceedings is
inappropriate, the body should use the opportunity to modify the opinion or order
another one.

It is worth noting here, referring to the detailed provisions of the Bankruptcy
law, that in the Polish legal system bankruptcy proceedings are divided into two
stages—proceedings on the application for bankruptcy, which ends with a declara-
tion of bankruptcy or dismissal or rejection of the bankruptcy application; and the
so-called proper bankruptcy proceedings, the essence of which is to quickly and
effectively carry out the liquidation of the debtor’s assets included in the bankruptcy
estate. For this reason, further considerations will refer to each of these stages of
the proceedings separately, because the legislator has differently defined the scope
of using evidence from the court expert opinion, having in perspective the different
nature and course of actions performed in each of them, aimed at determining the
value of the component parts of the bankruptcy estate. However, regardless of the
stage of the proceedings, the subsidiary role of the expert, both towards the body and
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the participants in the proceedings, should be emphasized. The opinion presented by
the expert does not have a compulsory meaning for both participants and authorities,
as on the one hand—participants in the proceedings may criticize and attempt to
refute it with proof to the contrary, and on the other hand—the body should evaluate
it together with all collected evidence [11]. Certainly, in the bankruptcy proceedings,
the evidence to be taken into account when determining the final terms for the sale
of an enterprise, its organized part or individual parts is the hearing of the debtor
(bankrupt) or creditors, as they may indicate additional circumstances relating, for
example, to the choice of the most effective mode of sale of the components of the
bankruptcy estate, because the liquidation of the bankruptcy estate is carried out
by single-source sales, tender or auction of a bankrupt enterprise in its entirety, its
organized parts or real estate and movable property.

6.3 The Role of an Expert in the Implementation
of the Prepared Liquidation (Pre-pack)

As indicated above, the first stage of bankruptcy proceedings is the procedure before
the bankruptcy application is resolved. At this stage, no expert opinion is carried out,
with the exception specified in Art. 56b paragraph 1 of the Bankruptcy law. This
last case will be discussed later. This quite radical and doubtful solution is justified
mainly by the separation of bankruptcy proceedings and restructuring proceedings,
which allows deciding whether there is any indication of bankruptcy or restructuring
obligations without any need to reach for special information, as well as remove other
doubts relating to the premises of bankruptcy (e.g. disputability of claims). Practice
will show whether this exclusion does not adversely affect the quality of decisions
regarding bankruptcy.

The said provision of Art. 56b paragraph 1 of the Bankruptcy law refers to the so-
called prepared liquidation as a procedure initiated yet at the stage of the proceedings
before the announcement of bankruptcy. The prepared liquidation is a new solution
under the Polish Bankruptcy law. Its structural assumptions derive directly from
Anglo-Saxon law (pre-packaged administration), where this mechanism is popular
in practice [12]. This procedure was conceived by the Polish legislator as a way of
supporting those entrepreneurs who rely on the reputation and trust of customers, and
thus the chance for their further functioning on the market in new hands is high but
conditioned by the right speed of proceeding in the field of change of ownership. In
practice, it is pointed out that the process of the ongoing liquidation of the bankruptcy
estate may result in a decrease in the value of the bankrupt enterprise as a whole. The
main reason for this will be the loss of contractors’ trust, lowering the reputation, and
reducing the presence on the market. These reasons will have a particularly negative
impact on the intangible assets of a company with trademarks and a good name
at the forefront [13]. For this reason, the legislator decided that the introduction of
such a solution may have a positive impact on the effectiveness of disposal of assets
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included in the bankruptcy estate, also from the perspective of the debtor, who by
independent search for an investor intending to acquire an enterprise or individual
assets, has a direct impact on who will take over a significant part of the assets, as
well as such important components of the company’s future as the reputation on the
market or continuation of employment of the debtor’s existing staff.

The purpose of introducing a pre-pack solution is to optimize the process of liqui-
dation by selling the bankrupt enterprise, its organized part or even just specific assets
included in it, which are of high value and economic significance. In this respect, the
key role is played by shifting the buyer search phase and negotiation of the terms of
sale to the period preceding the initiation of the bankruptcy proceedings. Thus, an
entrepreneur with the prospect of bankruptcy can search for an investor who decides
to buy an enterprise or part of it, which will also allow the issue of time-consuming
bankruptcy proceedings to be resolved.Model bankruptcy proceedingswith prepared
liquidation are carried out in such a way that an entrepreneur experiencing financial
problems (recognizing a threat of insolvency or insolvency at a very early stage),
while continuing his or her activity and avoiding public information about his or her
problems, seeks a buyer for the company. The entrepreneur sets the terms of the sale
transaction with the buyer and then submits to the court an application to declare
bankruptcy [1]. In this case, the debtor adds to the application for bankruptcy an
additional application, the content of which is a request for approval of the terms of
sale of the debtor’s company, its organized part, or assets which constitute a signifi-
cant part of the company (Art. 56a paragraph 1 of the Bankruptcy Law). In addition,
the application for approval of the terms of sale must contain the terms of sale by
indicating at least the price and the buyer. The terms of sale may be specified in
the submitted draft of an agreement to be concluded by the trustee. What is more,
the application for approval of the terms of sale may provide for the release of the
company to the buyer from the date of declaration of the bankruptcy of the debtor.
In this case, the application is accompanied by proof of payment of the full price to
the court’s deposit account.

However, from the perspective of these considerations, the most important is that
the application for approval of the terms of sale is accompanied by a description
and estimation of the component covered by the application prepared by a person
entered on the list of court experts. It should be clearly indicated that the above-
mentioned description and estimation have the character of a private expert opinion,
which raises a number of doubts as to its reliability. Although there is no definitive
test for determining the reliability of expert testimony, the Supreme Court U.S. has
identified a number of factors bearing on reliability, including (1) whether a theory
or technique “can be (and has been) tested”, (2) “whether the theory or technique
has been subjected to peer review and publication”, (3) a technique’s “known or
potential rate of error”, and “the existence and maintenance of standards controlling
the technique’s operation”, and (4) whether a particular technique or theory has
gained “general acceptance” in the relevant scientific community [14].

These dilemmas refer not only to the situation of intentional ill will of the ordering
party and expert (deliberate falsification or distortion of conclusions in the opinion),
but also to the terms of the accuracy of the selection of the expert as to his or her
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knowledge and qualifications, especially if the valued set of components includes
unusual types of structures, installations, etc., requiring a special substantive prepara-
tion of the valuer. In any case, the extrajudicial expert opinion prepared at the request
of the party is not subject to review by the court as evidence from an expert opinion
[15]. This is due to the fact that private expert opinions prepared at the request of the
parties, whether during the proceedings or before their initiation, should be treated
in the event of their acceptance by the adjudicating court as an explanation sup-
porting the position of the parties, taking into account special information [16]. For
this reason, the body of the proceedings must approach the attached description and
estimation with particular caution, as it may lead to intentional or unintentional irreg-
ularities in the formulation of conclusions in this expertise. The attitude presented by
the expert, which raises doubts as to his or her impartiality, may result in attributing a
low evidential value to the presented opinion [17] and in some cases also in expert’s
liability for damages. For this reason, literature claims that the application should be
accompanied not only by the description and estimation of the components covered
by the application prepared by a person entered on the list of court experts, but also
by evidence of the expert’s civil liability insurance contract, where the guarantee
sum is not less than the difference between the sum of the debtor’s liabilities and the
sum resulting from the estimation [18]. The American doctrine of Bankruptcy law
indicates that the trial court judge serves as “gatekeeper” and excludes expert wit-
nesses who are deemed not qualified, reliable, or able to provide relevant testimony.
The gatekeeper’s duty, in essence, is to ensure that the fact finder is not tainted by
evidence that does not meet “the same level of intellectual rigour that characterizes
the practice of an expert in the relevant field [19]”.

The discussed provision of the Bankruptcy law considering the description and
estimation also does not specify the method of valuation of an enterprise, its orga-
nized part or individual assets. The economics of enterprises have developed various
valuation methods, but attention is drawn to the fact that the in concreto analysis of
the company’s assets is conditional upon the purpose for which this valuation is to be
used. Most commonly, the valuation of an enterprise is made in the following cases:
(1) sale of the enterprise, (2) contribution to the company, in particular a capital
company, (3) buyer’s responsibly for the liabilities related to this enterprise. In the
face of the dispute existing in the field of economics of enterprises in the adoption of
the most favourable method reflecting the value of a specific enterprise, the judicial
authorities face the problem of choosing the method of valuation and determining
whether it is possible to clearly determine a reliable method in all situations in which
the element of the facts covered by the hypothesis of the legal norm is the value
of the enterprise as a whole or a value of its organized part [20]. This ambiguity
causes many practical problems both with regard to the suitability of both private
expertise and opinions prepared at the request of the court, an example of which will
be the description and estimation for the purposes of bankruptcy proceedings in the
discussed scope. As indicated in the doctrine, a well-prepared valuation analyst can
be an important asset for a party in a bankruptcy dispute. Such a valuation expert
can also be a real benefit for the judicial finder of fact. However, before the valuation
analyst can help anyone, the analyst’s expert testimony must be admissible. If the
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valuation analyst considers the factors that a court will consider, then the valuation
analyst should be able to tailor his or her report and testimony to ensure that the
expert testimony admissibility thresholds are met [20].

However, referring to the price indicated in the estimate made to sell the company,
it should be noted that this price, determined on the basis of the adopted valuation
method, is only a possible, never effective price. The potential price of an enterprise
can be transformed into an effective price, meaning a specific sum of money that is
transferred from the buyer’s assets to the seller’s assets. However, the actual occur-
rence of such an effect depends on many circumstances, including among others the
two basic factors shaping the prices of goods in the course of trade, namely supply
and demand. However, in the case of the valuation of the enterprise, the methods of
determining the potential price are different, which in turn is related to the princi-
ples that this price has to meet [21]. It should be remembered that from the point
of view of different parties (debtor and creditors), this price has different functions:
it can be the maximum, minimum, and sometimes the only acceptable price, hence
it is important to determine it correctly, which on one hand will not discourage the
investor from acquisition of the components of the bankruptcy estate, and on the
other—will not jeopardize creditors who will not be satisfied in an optimal manner
due to their undervaluation.

In order to prevent detriment to creditors, of particular importance are the provi-
sions of Art. 56b paragraph 1 of the Bankruptcy law, which states that the sale to the
entities indicated in Art. 128, this Act is permissible only at the sale price not lower
than the price of the estimate. The estimated price is determined by the court based
on the evidence from the expert opinion. In this case, these are entities that for emo-
tional or property reasons will not keep the rules of economics in terms of investment
in the bankruptcy estate, due to their close relationship with the debtor (bankrupt).
These are: (1) his or her spouse, relative by blood or relative by affinity in direct line,
relative by blood or relative by affinity in secondary line up to the second degree,
including the person remaining with the bankrupt in the actual relationship, who is
jointly managing the household or the adopted or adopter; (2) a company in which
the bankrupt is a board member, the sole partner or shareholder, and companies in
which the persons mentioned in point 1 are members of the board of directors or only
partners or shareholders; (3) partners of the bankrupt being a commercial company
or a person, their representatives or their spouses, as well as related companies, their
associates, representatives or spouses of such persons; (4) another company, if the
bankrupt is a company, and one of them was the parent company. The applicant and
the possible buyer submit a declaration as to whether there are any relations between
them and the debtor referred to in Art. 128 of the Bankruptcy law. However, this
mechanism also raises doubts as to its real effectiveness, because in practice entities
that have such connections build complex constructions of indirect links, which allow
them to bypass the requirement of an obligatory construction of the description and
estimation, which is often related to the actual detriment to the creditors.

The solution from the so-called prepared liquidation clearly raises many practical
problems, but it is certainly one of the basic regulations that allow the investor to
effectively finalize the transaction with the debtor (bankrupt), which is of economic
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importance not only for the investor but also for creditors seeking satisfaction in
bankruptcy proceedings and in many cases also for the social and economic envi-
ronment (debtor’s employees, contractors, etc.).

6.4 Determination of the Sale Price of an Enterprise
or Assets After the Declaration
of Bankruptcy—General Principles

While referring to the so-called proper bankruptcy proceedings in the scope of an
expert opinion, essential for shaping the terms of acquisition of an enterprise, its
organized part or individual assets, attention should also be paid to the scope of
participation of a court expert in this proceeding. The taking of evidence from an
expert opinion cannot be limited to the expert’s submission of a written opinion to
the case files, and the expert should be summoned to a court session in order to
allow the authorities and the parties to the proceedings to ask questions. Similar
regulation is present in the German code of civil procedure, where on the basis of §
411 of Zivilprozessordnung the court calls for the preparation of an expert opinion
in writing and its presentation in a given period. The court may also summon an
expert to appear in court in person in order to clarify the written opinion [22]. This
matters when the party raises new allegations to the content of the opinion if the
case is resolved in the next instance. The demand for oral explanation of the opinion
is a court’s right, not an obligation, but it becomes its obligation not only when
such explanations are clearly demanded by the participants in the proceedings but
also when they raise objections requiring clarification, or when the authority notices
lacks or illogicality in the written opinion [23]. However, in the case of bankruptcy
proceedings, in which efficiency and effectiveness are of paramount importance, the
legislator has also introduced other organizational possibilities as to how to receive
additional explanations from a court expert. The Act provides for the following
acceptable forms of hearing: (1) hearing by a court or by a judge-commissioner in
the presence of interested persons orwithout their presence; (2)making a statement in
writing; (3)making a statement inwritingwith a signature certified by a notary public.
The choice of the form of the hearing is made by the court or judge-commissioner
by way of order—it is its exclusive competence, and the decision in this matter is
not subject to appeal. This gives the opportunity to speed up the proceedings by
departing from the need to conduct a court session to discuss the content of the court
expert opinion on the description and estimation of the company in its entirety, its
organized part or individual assets.

As already indicated, the Bankruptcy law petrifies the rules for the execution of
an expert opinion on the description and estimation to a greater extent than it results
from the general provisions of civil procedural law. This applies to a situation in
which the so-called prepared liquidation has not been applied, which is associated
with the conduct of a full proceeding aimed at liquidating the assets of the debtor
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which are parts of the bankruptcy estate. If the sale of the bankrupt company is
planned as a whole, when preparing the inventory and estimating the bankruptcy
estate, or in parts, if the possibility of such sale is revealed at a later stage, the expert
selected by the trustee makes a description and estimation of the bankrupt enterprise.

Therefore, the basis for taking actions by a court expert is the direction of opin-
ion indicated by the body of the proceedings, thanks to which the expert has the
opportunity to explicitly refer to the indicated scope in the prepared and presented
opinion. Thus, the emphasis on the literature on the subject of the need to cooperate
with the court expert is important [24]. At the same time, however, according to
the will of the legislator, the description of an enterprise should specify in particu-
lar the subject of the enterprise’s activity, real estate included in it, its area and the
number of land register or a set of documents, other fixed assets, established rights,
and burdens. If the company’s components are encumbered with mortgage, pledge,
registered pledge, fiscal pledge, sea mortgage, or other rights and effects of disclo-
sure of rights and personal claims, the estimate should specify separately which of
these rights remain in force after the sale, as well as their value and the value of the
components burdened with them and the ratio of the value of individual encumbered
components with the value of the enterprise (Art. 319 paragraph 4 of the Bankruptcy
Law). The elements of the company description define the minimum content of this
description; in addition, it must always include a valuation of the entire company,
and if the “organized part of the enterprise” is suitable for sale—also the valuation of
this part. An essential element of the description of the company is the data indicated
in Art. 319 paragraph 4 of the Bankruptcy law, with the proviso that it considers
the ratio of the value of the encumbered enterprise component to the value of the
entire enterprise, and not the ratio of the value of the encumbering right to the value
of the enterprise [25]. At the same time, the justification of the opinion should be
formulated in a way to allow the court expert to confirm the comprehensiveness of
his or her specialist knowledge in the most credible way. It must be adapted to the
specific circumstances of the case, and it should also express a specific reasoning of
the expert in an understandable way, taking into account the analysis of the material
provided by the body of the proceedings. At the same time, it is important that the
justification of the opinion is drawn up in a diligent manner, omitting unnecessary
divagations, which go beyond the opinion-making process [26].

Objections to the description and estimation are submitted within a week of the
date of the announcement of their transfer to the judge-commissioner. Objections
are recognized by the judge-commissioner. In case of doubts as to the reliability
or correctness of the description and estimation, the judge-commissioner appoints
an expert to prepare a new description and estimation. It is assumed that an expert
opinion is incomplete if it does not answer all the questions asked to the expert,
which according to the scope of special information and materials available to him
or her should be answered, or if it does not take into account all the circumstances
relevant to the resolution of the examined issue, or it does not contain justification of
expressed assessments and views. On the other hand, the expert’s opinion is unclear
if its wording does not allow to understand the assessments and opinions expressed
in it, as well as the way of reaching them, or if it contains internal contradictions or



90 K. Flaga-Gieruszyńska

uses illogical arguments. The jurisprudence established position is that if evidence
from an expert opinion is convincing and understandable to the authority of the
proceedings, and the opinion is properly justified the fact that the evidence is not
convincing for the participant in the proceedings cannot create a basis for the re-
appointment of experts or seeking the opinion of new experts [27]. In this case, it is
crucial to precisely determine the terms of sale of the enterprise, its organized part
or individual assets. The supervisory actions of the authorities of the proceedings
are intended to protect the interests of creditors and other entities affected by the
bankruptcy. All the more, the judge-commissioner should not let his or her actions or
omissions to act to the detriment of the bankrupt’s creditors. If the terms of sale of the
company were possible to establish in an enigmatic way, the necessity of obtaining
permission for single-source sales would not make sense [28]. Thus, in this case,
a properly prepared expert opinion in relation to the valuation of the enterprise, its
organized part or individual assets must be precise, and prepared with the use of an
appropriate method, taking into account the specific subject of valuation, which is
part of the bankruptcy estate subject to actions aimed at its liquidation.

6.5 Conclusions

As it appears from previous considerations, the expert opinion is used in those areas
in which the court as a layman is not able to assess certain facts and determine
proper values on their basis [29]. American literature indicates that the valuation
standards may be vague, but the tools of valuation are well established. Though there
are many names and variants, methods for valuing a company as a going concern
are typically classified into three groups: discounted cash flow (DCF), comparable
company multiples (CCM), and comparable transaction multiples (TM). A fourth
method that is often used in bankruptcy cases is what we will call direct market
evidence, such as a stock price, or an offer to buy securities or assets on a given
date. Finally, if liquidation is being considered, book value or some other estimate
of liquidation value may be used. However, a detailed discussion of these methods
goes beyond the scope of the study [30].

The certificate submitted by an expert is only an expression of his or her personal
opinions, established on the basis of the factual material provided by the procedural
body and after a thorough analysis of similar situations [31]. However, this does
not mean that he or she enjoys full discretion, as he or she must apply both general
standards for the preparation of court expert opinions in civil matters, and the rules
for enterprise valuation arising from economic sciences, but also the detailed rules
discussed above regarding the description and estimation of an enterprise or its
organized part in bankruptcy proceedings.

However, from the perspective of an authority of the bankruptcy proceedings, two
types of problems can be discussed—quality and time. In the first scope, violation
of the provisions of procedural law occurs when from the very beginning a person
appointed in this capacity did not have expert knowledge and did not meet the criteria
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of being appointed as an expert or failed to meet such criteria in the scope of the
research subject entrusted to him or her, but not in a situation when the expert
was formally appointed correctly, but his or her knowledge and skills proved to be
insufficient for a particular subject of research [32]. Thus, the body of the proceedings
should exercise due diligence in selecting a court expert adequately to the needs of a
specific opinion. The evidence from the expert opinion is properly carried out when
the opinion contains justification of the final conclusions, formulated in an accessible
and understandable way for people without special knowledge. Not the number of
opinions testifies to their value, but the explanations contained in them that require
special knowledge. The expert opinion is the whole position and as such is subject
to the assessment of the body of the proceedings, and any deficiencies in the written
form may be supplemented by the expert’s position presented in an oral form [33].
Therefore, the body of the proceedings is responsible for the proper selection of an
expert and enforcement of the opinion, which may be a basis for a correct decision.

The second problem important for bankruptcy proceedings, which is largely
dependent on the efficiency of action of the bodies of the proceedings, is the cri-
terion of the time of actions carried out during the proceedings. Actions taken by
a court in connection with the admission of evidence from an expert opinion may
contribute to the length of the proceedings. Firstly, such a situation is incorrect for-
mulation of the decision on the admission of this evidence; secondly, refraining from
determining in advance whether a person indicated as an expert is a specialist in a
particular scope; thirdly, the excessive duration of the proceedings is caused by the
lack of supervision over the timeliness of an expert’s opinion [34]. These circum-
stances should be taken into account, in particular, when the investor is interested
in acquiring the enterprise, its organized part and individual assets, especially if the
prepared liquidation is not applied and time-consuming bankruptcy proceedings take
place.
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Chapter 7
Inclusion of ESG Factors in Investments
and Value Addition: A Meta-Analysis
of the Relationship

Ria Sinha, Manipadma Datta and Magdalena Ziolo

Abstract The research explores the impact of ESG factors on investments by con-
ducting a global study considering 100 academic papers dealing with the interlink-
age between ESG factors and financial performance. The papers are selected using
Cochrane methodology across different geographical domains over a time period of
1990–2015 and analyzed using a meta-analytic approach. The idea was not only to
assess the relationship between sustainability and financial performance but also to
decipher the impact of different control variables on the relationship. The results
emphasize the positive impact of ESG factors on financial performance.

Keywords Sustainability · ESG · Responsible investment · Finance

7.1 Introduction

Over the past decade, there has been an increased growth of responsible investments
around the world, resulting in a multitrillion dollar market in the developed countries
[1]. A slow transition has been witnessed from the emergence and growth of ethi-
cal investments to socially responsible or responsible investments (SRI or RI) and
still further to environmental, social and governance (ESG) investing. The funda-
mental motivation behind these investments has changed from being philanthropic
to material, keeping in mind the financial profitability of such investments. Unlike
the conventional investments, SRI funds apply a set of screening norms, involving
both positive and negative screens based on certain indicators such as environmen-
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tal, social and governance factors. The study intends to find an answer to the vital
question, i.e., whether it is possible to perform good by doing good. Simply put
whether SRI or ESG investments lead to financial and market value addition of busi-
ness portfolios. Hence, in this paper we have attempted to decipher the financial
impact of the inclusion of ESG factors in investments. Several academicians have
resorted to empirical studies both at the company and at the portfolio levels to assess
the impacts. The authors from several studies have adhered to fund analysis, firm-
level analysis and analysis of the sustainable indices, to test the performance of the
sustainable funds vis-à-vis their conventional counterparts using several financial
models such as capital asset pricing model (CAPM), Carhart’s alpha, matched pair,
multifactor and multivariate regression models. For establishing the relationship,
corporate social performance (CSP) has been majorly used as a proxy for sustain-
ability measurement to assess the firm- or company-level impacts. Meta-analysis has
also been used as a statistical tool to meaningfully assimilate the existing literature.
There are certain advantages of this particular approach. First, incorporation of a
large number of studies helps to improve the statistical power of small or inconclu-
sive studies to answer questions and the ability to identify sources of diversity across
various types of studies. Second, meta-analysis also helps to summarize the results
from various studies conducted at different points of time and at varied geographical
locations. Third, meta-analysis can be used to detect cases of publication bias as
well as deficiencies in the design, conduct, analysis and interpretation of research.
Fourth, the application of this approach helps to reveal cases of heterogeneity among
studies which may otherwise affect the overall findings of the studies. Hence at first,
a detailed review of these studies has been conducted to understand its historical
roots and methodologies. Secondly, a meta-analytic review is conducted to compre-
hend the global findings have been presented by incorporating 100 academic studies
conducted at different points of time from 1990 to 2015. Studies conducted prior to
1990 have not been considered due to the concern raised by Buerden and Gössling
[2]. According to them, the Brundtland Commission Report was published in 1987,
which is believed to be one of the pioneering reports on the sustainable development
and can be viewed as a turning point in the attention toward CSR. In this context, the
role of business was discussed from an alternative perspective. The organizational
consequences of the report and the stakeholder responses are highly unlikely to be
reflected in academic studies conducted prior to 1990. The present study is in strong
concurrence with the concerns pointed out by previous researchers and hence does
not incorporate studies conducted before 1990. The present paper is organized as
follows: Sect. 2 includes a review of the literature, Sect. 3 presents the methodology,
Sect. 4 presents the research results, and this is followed by conclusions.

7.2 Literature Review

There havebeen severalmeta-studies andprimary surveys conducted in the developed
markets to assess the importance and potentiality of ESG integration in investment
portfolios. The crucial question addressed here is whether ESG investing leads to
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increased financial returns in the form of profits and shareholder value, i.e., whether
ESG factors are material. Materiality of ESG factors in investment portfolios will
encourage investors to focus more on the sustainable value of investments, thereby
leading to achieve the larger goals of sustainability. Positive relationship between
ESG factors and portfolio performance based on research carried reported: [3–7].
At the same time, other researchers pointed out neutral [8, 9] or negative relation-
ship [10] between ESG factors and portfolio performance. RobecoSAM [11] refers
to a study conducted by the US-based Governance & Accountability Institute, Inc.
(G & A). It has found that, in 2011, approximately 53% of S & P 500 companies
reported on ESG topics compared to 19–20% in 2010. According to the report,
these numbers are even higher in other parts of the world and are partially reflected
in the 66.6% increase in RobecoSAM’s Corporate Sustainability Assessment (CSA)
response rate since 2003. The increased numbers are fueled by increasing stakeholder
pressure in the environment and social domains. Companies are strengthening the
accountability of ESG metrics to meet investors’ needs to provide more compara-
ble and meaningful information. A recent study by the Association of Chartered
Certified Accountants (ACCA) and Eurosif suggests that 66% of investors agree to
the European Commission’s proposal to cover a minimum number of environmental,
social, employee, human rights and anticorruption issues.Accordingly, governments,
national stock exchanges, local communities and employees demand more reporting
transparency and accountability. Innovest [12] had carried out a meta-analysis of 60
studies to assess the relationship between environmental governance and financial
performance. Environmental governance has been defined as the state of governance
that describes a company’s management of its environmental impacts, risks, perfor-
mance and opportunities. The fundamental financial performance parameters used in
this report are shareholder value, share price, market cap, market share, BMV, EBIT,
EBITDA and operating costs. According to the report, 72% of the studies reported
a positive relation between environmental governance and financial performance,
17% highlighted negative correlation, and 11% confirmed a neutral relationship.
Sector-specific studies reflected 79%positive correlation between environmental and
financial performance, 14% reflected negative correlation, and 7% reported a neutral
relationship. Lastly, fund studies highlighted 70% positive correlation, 24% showed
negative correlation, and 6% witnessed neutral relation between environmental and
financial performances. The market studied in the report pertained to developed mar-
kets. Although the definition of corporate financial performance (CFP) is not debated
in the literature, there exists incongruity with respect to the best way to quantify CFP
[13]. According to Orlitzky et al. [5], the wide gamut of the academic literature avail-
able to capture CFP highlights basically three forms: market, accounting and survey
measurements. The approach based on market emphasizes the degree of shareholder
satisfaction; the second approach captures the internal efficiency of a firm, and the
third provides a qualitative and subjective estimation of financial performance. The
accounting and market measures of CFP, viz. ROA, ROE, ROS, cost of capital,
turnover, Tobin’s Q, operating expenses, P/E ratio and ratio of profits to assets, have
been used in several studies [4, 10, 14–30]. Studies have also resorted to fund analy-
sis mechanisms, and the financial indicators mostly used in such studies are Jensen’s
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alpha, Carhart’s alpha, Sharpe ratio and Treynor ratio [31–48]. In this context, the
study intends to emphasize that the financial variables employed to measure CFP are
supported in the literature by precise forms. On the other hand, there is no univer-
sally accepted variable to measure CSP that is unanimously acknowledged by every
stakeholder. Weber et al. [10] have conducted a study by comparing 151 SRI funds
against theMSCI conventional fund using Jensen’s alpha and Sharpe ratio. The study
which covers Europe, Asia-Pacific, North America, South Africa and Latin America
has clearly shown the outperformance of the SRI fund over its conventional peers.
On the other hand, Kreander [33] had performed a study by considering 80 funds,
out of which 40 belonged to the ethical group and other 40 belonged to the non-
ethical group. The study covered the European countries of UK, Sweden, Germany,
the Netherlands, Norway, Switzerland and Belgium. With the help of CAPM, Fama
French 3-factor andCarhart 4-factormodels, the risk-adjusted returnsweremeasured
by Jensen’s alpha and Sharpe and Treynor ratios. The study surprisingly found the
under-performance of the ethical funds over the non-ethical ones. However, most of
the studies mentioned have used negative screens in selecting companies and funds.
There is another set of studies (through limited) which assess the impact of both the
positive and negative screens on financial performance. Such a study by Stenstrom
and Thorell [48] conducted in Sweden measured the performance of SRI funds over
its conventional peers. The study has used CAPM and Carhart 4-factor models to
estimate Jensen’s alpha and Sharpe ratio and found an inverse U-shaped relationship
between CSR and financial performance. Moreover, the results of the study have also
emphasized on the fact that investors should carefully estimate the screening method
and fund management of SRI fund investments as they seem to have an effect on the
fund performance. Fund management of regular funds has been found to perform
better than that of the SRI funds. Stock exchanges in both developed and develop-
ing economies across the globe have launched sustainability indices to comprehend
the market mood of the sustainable investments. Examples of this include the stock
exchanges in several developed economies of UK, USA, Australia, France and South
Africa. This proliferation is based on the fact that market is evolving from largely
value-oriented investors and now involves a great segment with a growing emphasis
on investors seeking long-term value. However, the role of the stock exchanges has
not been limited to launching of sustainability indices but has also been instrumental
in providing sustainability guidance to listed companies and assists in the develop-
ment of carbon markets in developing countries as well. The growing awareness has
also led some stock exchanges such as the stock exchanges of South Africa and Istan-
bul to become signatories to the UNPRI. Sustainability reports are also published by
the Spanish and Hong Kong stock exchanges.

The existing studies in this domain lack comprehensiveness in approach. There
have been a plethora of studies to establish the relationship between sustainable per-
formance and financial performance of companies. However, corporate entities such
as investors and companies are still not convinced about the value-adding potential
of ESG investments. This is because most of the studies have been sector-specific
and concentrated in the USA. Some studies have focused on company performance,
while several studies have focused on fund performance.More to this, the time period
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considered for such studies has also been constricted to a narrow time period. The
meta-studies existing in this domain are also subjected to the mentioned shortcom-
ings along with accommodating a small sample of studies. Moreover, these studies
also do not address the influence of other intervening or control variables which
may impact the relationship. The present study attempts to address these limitations
by incorporating a larger sample and time period of study, a wider gamut of sec-
toral classification of portfolios, types of analysis, control variables and domiciles to
accentuate comprehensiveness and clarity in approach.

7.3 Methodology

The use of meta-analytic approach in determining whether the inclusion of ESG fac-
tors results in increasedfinancial value has been one of the very innovative approaches
in the academic literature. Screening of relevant studies based on the authors’ objec-
tive has indeed produced desired results. Usually, two types of statistical methods
have been applied to summarize the results. First, use of descriptive statistics and
synthesis of the academic studies have been used to integrate the findings [49]. Sec-
ondly, explanatory variables have been used to synthesize the different indicators of
sustainability performance [5, 51–53]. Most of the studies mentioned here have been
domiciled in USA and have established a positive relationship. As a matter of fact,
meta-analysis has proven to be a very useful technique in several substantive areas
where findings from several studies have yielded inconclusive and conflicting results
[5]. Corporations and academicians have used this statistical technique to establish
the relationship between sustainable factors and financial performance of compa-
nies. Phillips, Hager and North Investment Management [51] had performed a meta-
analysis with 17 studies on SRI funds, considering the time period 1993–2007, and
established a neutral to positive relationship between CSR and investment returns. In
another study, Rathner [52] had applied a logit model to meta-analytic data extracted
from 25 key studies to understand the performance of SRI funds. The study had
embarked on a positive relationship. Large sample studies have also been conducted
with the help of meta-analysis. In a recent report by Allianz GI Solutions [50], meta-
analysis was performed with the help of 190 studies to check the materiality of ESG
factors on equity portfolios. Vishwanathan and Heugens [53] had assimilated results
from 280 core studies, collected over a period of 40 years to establish a positive rela-
tionship between CSR and financial performance. There are at least two approaches
which may be used to analyze secondary data accrued through meta-analysis of the
relevant literature. First, according to Buerden and Gössling [2], a meta-analytic
approach can be used to evaluate studies using descriptive analysis, in which each
evaluated study constitutes a unit of analysis. Secondly, a meta-analysis can be used
for a particular number of studies to extract information relating to data sets and
correct for sampling and measurement errors [5].

The present study is classified according to the first definition of meta-analysis
due to the following reasons. First, the primary aim of this chapter has been to gauge
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the direction of relationship between CSP and CFP (positive, negative or neutral) and
uncover the key factors which influence the relationship in an inductive way, such as
the moderating and control variables. Secondly, the data accrued from the selected
studies is qualitative in nature. Hence, descriptive statistics seem to be the most
relevant and appropriate technique to summarize the data. Additionally, this method
has also been applied by Boaventura et al. [49] to establish the causal relationship
between CSP and CFP.

7.3.1 Sampling Technique

The Cochrane methodology for systematic reviews1 has been followed for searching
and selecting the studies. First, we conduct an extensive search with keywords in
JSTOR, Google Scholar, SSRN and ResearchGate. The terms used for searching
are “ESG investing and financial performance”, “the relationship between corporate
social performance and financial performance”, and “sustainable business adds val-
ue”. Secondly, the researcher has communicated over emails with other researchers
working in similar areas for getting access to unpublished studies. Thirdly, refer-
ences and cross-references have been used to collect papers for the purpose. This has
resulted in assembling 100 relevant studies over the time period 1990–2015.

7.3.2 Statistical Analysis

Every article extracted has been analyzed at depth to understand whether the sus-
tainable factors add value to business and business investments in particular. All
the studies have been critically and carefully reviewed according to the following
specifics: (1) year of publication, (2) type of document, (3) time period of study, (4)
domain or geographical location studied, (4) mode of data collection and databases
used, (5) financial instrument applied, (6) approach used for selection of stocks
(wherever applicable), (7) statistical models considered, (8) financial performance
indicators taken into consideration, (9) sustainable performance measures taken into
account, (10) control variables and (11) the direction of relationship established
between sustainable factors and CFP.

1It is by far themost comprehensive documentwhich provides guidance to the authors for conducting
systematic reviews in accordance with Cochrane Collaboration Group Controls. The handbook
provides eight steps for the reviews: (1) defining the review question(s) and developing criteria for
including studies; (2) searching for studies; (3) selecting studies and collecting data; (4) assessing
risk of bias in included studies; (5) analyzing data and undertaking meta-analyses; (6) addressing
reporting biases; (7) presenting results and “summary of findings” tables; and (8) interpreting results
and drawing conclusions.
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Fig. 7.1 Depth of studies considered for meta-analysis

Table 7.1 Descriptive
statistics of empirical analysis

Type of Document Percent

Secondary 81.0

Primary 1.0

Meta-analysis 13.0

Behavioral study 1.0

Content analysis 1.0

Theoretical model 1.0

Event analysis 1.0

Literature review 1.0

Total 100.0

The sample considered for our analysis constitutes of 100 studies of varied time
periods under study. The lowest time period of the sample has been one year, and
the highest has been 44 years. This variability has been illustrated in Fig. 7.1.

The compendium of studies consider several types of analysis for the purpose,
namely secondary analysis, primary analysis, meta-analysis, content analysis, behav-
ioral study, theoretical modeling, literature review and event analysis, as illustrated
in Table 7.1. For the sample covered under our study, there has been a predominance
of the use of secondary sources. The secondmost important type of analysis has been
meta-analysis with the help of relevant academic studies.

Thedifferent studies consideredunder our periodof study take into account several
sustainability factors concerning environmental, social, CSR, corporate governance
and ethical concerns. Very few studies have actually mentioned the key ESG factors
considered. However, the plethora of key factors is stated in Table 7.2. As is evident
from the table, the environmental factors consideredmostly include the production of
harmful substances which directly or indirectly can affect the ecological system. The
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Table 7.2 ESG factors considered

Environment Social Corporate governance

No. of inspections by the
environmental agency
Eco-efficiency in products and
processes
Energy efficiency of buildings
Effective emission reductions
Variability of air pollutants
Quantity of hazardous waste
Ozone-depleting chemicals
Agricultural emissions
Carbon intensity (calculated)
Gross production of fossil
energy
Operation of energy plants
based on fossil energy or
nuclear energy
Production of harmful
substances according to the
Stockholm agreement
Sustainable fishery or forestry
Production of nuclear reactors
Operations related to
genetically modified
organisms
Production of weapons or
military machines
Production of tobacco and
cigarettes

Communication to employees
Health-related benefits to
employees
Compensation to employees
Teamwork and philanthropy
Dimensions of charitable
contributions
Revealed misdeeds
Employer–employee
relations
Gender ratio at workplace
Human rights
Product quality
Policies on health and safety
Working hours and wages
Child/forced labor issues
Community involvement
policy and programs
Supplier information

Shareholder advocacy
Community investing
Shareholder rights
CG disclosures and
transparency
Board composition; board
and CEO compensation
Litigation fees
Range of takeover Defense
Rights and duties of
shareholders

social factors deal mostly with the well being of employees, and governance domain
includes several indicators starting from transparency to shareholder proposals.

Analytical review of the sample indicates that majority of studies relating to
materiality or value addition of ESG or socially responsible investments have been
carried out in developed economies, especially USA and UK, with an extremely
insignificant fraction conducted in developing economies. Table 7.3 illustrates the
same.Table 7.3 is reflective of thewide range of developed and developing economies
which have been covered in this paper. As is also consistent with the findings of
Orlitzky et al. [5], most of the academic studies undertaken have focused on USA.

Different studies have adhered to different types of databases for obtaining data
for both financial and sustainability factors. The most commonly used databases
considered for the studies areThomsonReuters,Datastream,Bloomberg,Compustat,
Morningstar and CRSP. Different types of documents have been considered for the
study, namely academic papers, PhD thesis/M.Sc. dissertations and reports by some
of the ESG research consulting houses. Information on this has been highlighted
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Table 7.4 Descriptive
statistics of document type

Type Frequency Percent

Academic papers 86 86.0

Thesis/dissertation 8 8.0

Report 6 6.0

Total 100 100.0

Table 7.5 Descriptive
statistics of relationship
established

Relationship Percent

Negative 14.0

Positive 66.0

Neutral 20.0

Total 100.0

in Table 7.4. Academic papers have been mostly considered for the purpose of the
study.

As we have previously mentioned, the studies considered for our analysis entail
different kinds of analysis, namely mutual fund performance over the benchmark
asset, comparison of SRI funds vis-a-vis its conventional counterpart, portfolio stud-
ies and firm-level analysis. Taking all these studies together, we have found that
the overall influence of ESG or sustainability factors on financial performance is
positive. Table 7.5 provides the frequency distribution.

7.4 Results and Discussion

For the purpose of the analysis, 100 academic studies, reports and thesis/dissertations
have been considered which vary according to the financial variables of performance
evaluation, control variables, methodology employed, statistical model considered,
databases and depth of study. We will decipher these variabilities one by one. The
variables considered for the study have been provided in Table 7.6. The financial
performance indicators take account of company or firm’s financial performance
measures including accounting and market measures. Return on assets (ROA) mea-
sures the short-term performance and does not reflect the long-term performance.
Table 7.6 illustrates in detail both the percentages of studies which have considered
the indicators (Column B) and also the relative performance of the indicators with
respect to the whole (Column A).

As we observe from Table 7.6, the measures such as ROA, ROE, ratio of profits to
assets, EBIT,ROI, leverage, Tobin’sQ, cashflowand total shareholder returns (TSRs)
measure the financial position of the firm. Other indicators which have been used to
measure mutual fund performance include Jensen alpha, Fama French alpha, Carhart
alpha, Sharpe ratio and Treynor ratio. These measures have been used to compare
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with the benchmark index as a part of the fund analysis. This apart, portfolio analysis
has also been conducted, where stock returns and net asset value are considered for
evaluation purpose. Themost important part of the study is this onewhere the authors
have used more than one regression model for the purpose. Table 7.7 presents a
synopsis of the models used. In reality, CAPM has been commonly used to estimate
expected returns from an asset or portfolio and compare the returns from a sustainable
asset vis-à-vis the traditional counterpart. Different types of regression analysis have
been resorted to by the authors depending on the type of data estimated. The table
is also reflective of the not-so-common financial models such as O-bucket adjusted
model, and Ohlson and GARCH models for the purpose.

The analyzed studies considered a broad range of variables that influence the con-
cerned relationship. These are control variables or intervening variables, depending
on the statistical model used. The list of variables and the frequency distribution
is illustrated in Table 7.8. So, the other important and intervening variables which
might have a significant influence on the estimated relationship include firm size,
book-to-market ratio, investment patterns and operating risk. Time fixed effects have
also been considered in certain types of analysis to eliminate the time-invariant fixed
effects.

The current study presents a meta-analytical approach to the role of sustainability
factors on financial value addition. Taking into account the financial model consid-
ered for evaluation, financial and control variables, nature of data analysis, databases
and time period of the study, the statistical evaluation of the studies pooled together
highlights the significant positive value addition by ESG or sustainability factors.
However, there is a significant opportunity to expand this research. First, studies can
be screened further to include only those which provide numerical data on the level
of correlation between sustainability factors and value addition. Second, the impact
of the explanatory financial variables could be further analyzed through the help
of studies which include numerical data. This requires access to a large number of
relevant databases. Third, there is also a possibility of analyzing the causal relation-
ship between sustainability factors and financial variables. Nevertheless, we expect
that the present study will provide the necessary impetus and assurance to business
entities, policy makers and institutional investors to take up strategic actions related
to ESG investments.

7.5 Conclusions

At present, developed economies are going through their phases of fiscal consolida-
tion. Not only that, even developing and emerging economies are facing their fair
share through resource scarcity in light of increased population and ever-increasing
environmental problems. Yet, they are converging toward the helm of global eco-
nomic activity. As a result, traditional models of analysis that investors use to identify
investment opportunities may fall short of covering the range of variables that are
important for analyzing emerging economies. Local and global companies operating
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in these countries face unique social, economic and environmental risks related to
the efficient extracting and exploiting of commodities. As a result, a growing num-
ber of investors are asking about corporate responsibility and sustainability in the
emerging markets. As a matter of fact, emerging market companies that effectively
address sustainability risks and opportunities are becoming global leaders in their
field and in the creation of long-term shareholder value. The materiality of ESG
investments has been debated a number of times at various academic gatherings.
Although there are certain evidences of negative to neutral impact of ESG factors
in business investments, majority of the studies have established beyond doubt the
value-adding potential of such type of investments. If the market recognizes and
acknowledges this value, it is highly likely that the sustainable company shares fetch
a price premium in the market. This will lead to increase of the market capitaliza-
tion, a reduction in the cost of equity capital and a subsequent increase in the value
of the firm. Additionally, if the information perceived by the market participants
about value addition potential of the sustainable firms is correct, this will enhance
the intrinsic value of the company which is reflected in the financial ratios ROA,
ROE and ROS. Hence, if the company decides to keep its dividend policy intact,
then a rise in ROE will accentuate the sustainable growth rate of the firm. Now, if
the company increases the dividend rate, the amount of earnings retained will fall.
However, if the rate of increase of ROE overpowers the decrease of the retention rate
of the firm, the growth rate of the firm is expected to rise. In case, the rate of increase
in ROE just offsets the decrease in retention rate, the sustainable growth rate of the
firm remains unchanged.
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2017/25/B/HS4/02172.

References

1. Renneboog, L., Horst, J, Zhang, C.: Socially responsible investments: methodology, risk expo-
sure and performance. ECGI Working paper, 1–51 (2007)

2. Buerden, P.V., Gossling, T.: The worth of values: a literature review on the relation between
corporate social and financial performance. J. Bus. Ethics 82, 407–424 (2008)

3. Derwall, J., Guenster, N., Koedijk, K.: The eco-efficiency premium puzzle. Finan. Anal. J.
61(2), 51–62 (2005)

4. Gompers, P.A., Ishii, J.L,Metrick, A.: Corporate governance and equity prices.WhartonWork-
ing paper series, 1–68. Retrieved from www.fic.wharton.upenn.edu (2003)

5. Orlitzky, M., Schmidt, M.L., Rynes, S.L.: Corporate social and financial performance: a meta-
analysis. Organ. Studies 24(3), 403–441 (2003)

6. Smit, T.J., Trigeorgis, L.: Strategic Investment. Real Options and Games. Princeton University
Press, Princeton and Oxford (2004)

7. Statman, M.: Socially responsible mutual funds. Association for Investment Management and
Research, 30–39 (2000)

http://www.fic.wharton.upenn.edu


108 R. Sinha et al.

8. Core, J.E., Guay, W.R., Rusticus, T.O.: Does weak governance cause weak stock returns?
An examination of firm operating performance and investors’ expectations. J. Finan. 61(2),
655–687 (2006)

9. Bauer, R., Otten, R., Rad, A.T.: Ethical investing in Australia: is there a financial penalty?
Pacific-Basin Finan. J. 14, 33–48 (2006)

10. Hong, H., Kacperczyk, M.: The price of sin: the effects of social norms on markets. J. Finan.
Econ. 93, 15–36 (2008)

11. RobecoSAM What are the financially material ESG factors in the pharma sector? Insight, 3.
Retrieved from www.robecosam.com (2015)

12. Innovest Corporate Environmental Performance: environmental governance has been defined
as the state of governance that describes a company’smanagement of its environmental impacts,
risks, performance and opportunities. Retrieved from www.kellogg.northwestern.edu (2004)

13. Cochran, P.L., Wood, R.A.: Corporate social responsibility and financial performance. Acad.
Mgm. J. (27), 42–56 (1984)

14. Nham, P.T., Tran, H.C., Nguyen, T.H.: Impact of firms environmental performance on its
financial performance: empirical evidence from Vietnam’s Small and medium manufacturing
firms. JSPS Asian CORE Program, Nagoya University and VNUUniversity of Economics and
Business, 1–17. (2012)

15. Ganzi, J.T., Steedman, E., Quenneville, S.: Linking environmental performance to business
value: A North American perspective. Background paper was prepared for the Secretariat
of the Commission for Environmental Cooperation (CEC) and Environment Canada, 1–80.
Retrieved from www.cec.org (2004)

16. Core, J.E., Guay, W.R., Rusticus, T.O.: Does weak governance cause weak stock returns?
An examination of firm operating performance and investors’ expectations. J. Finan. 61(2),
655–687 (2006)

17. Yang, F.J., Lin, C.W., Chang, Y.N.: The linkage between corporate social responsibility and
corporate social performance. Afr. J. Bus. Manage. 4(4), 406–413 (2010)

18. Hart, S.L., Ahuja, G.: Does it pay to be green? An empirical examination of the relationship
between emission reduction and firm performance. Bus. Strategy Environ. 3, 30–37 (1996)

19. Earnhart, D., Lizal, L.: Does better environmental performance affect revenues, costs or both?
Evidence from a transitional economy. 1–42 (2008)

20. Guenster, N., Bauer, R., Derwall, J., Koedijk, K.: The economic value of corporate efficiency.
European Financial Management, 1–26 (2010)

21. Tsoutsoura, M.: Corporate social responsibility and financial performance. Working paper
Series, Centre for Responsible Business, UC Berkeley, 1–22. Retrieved from www.
responsiblebusiness-new.haas.berkeley.edu (2004)

22. Dowel, G., Hart, S., Yeung, B.: Do Corporate Global Environmental standards create or destroy
market value? 1–32. Retrieved from www.people.stern.nyu.edu (2000)

23. Mans-Kemp,N.: Corporate governance and the financial performance of selected Johannesberg
Stock Exchange Industries. Ph.D. Thesis, Stellenbosch University, 1–332 (2014)

24. Hillman, A.J., Keim, G.D.: Shareholder management, stakeholder management and social
issues: what’s the bottom line? Strateg. Manag. J. 22(2), 125–139 (2001)

25. Evans, J., Peiris, D.: The relationship between environmental social governance factors and
stock returns. Australian School of Business Research Paper, 1–18 (2010)

26. Trunow, N.A., Linder, J.: Perspectives on ESG integration in equity investing. Calvert Invest-
ments, 1–24. Retrieved from www.calvert.com (2015)

27. Semenova, N., Hassel, L.G.: Industry risk moderates the relation between environmental and
financial performance. Sustainable InvestmentResearchPlatformWorkingPapers, 1–28 (2008)

28. Balatbat, M.: ESG scores and its influence on firm performance. 1–32. Retrieved from www.
business.unsw.edu.au (2012)

29. Klein, A., Zur, E.: Entrepreneurship activism: Hedge funds and other private investors. 1–68.
Retrieved from www.hedgerelations.com (2007)

30. Ghosh, A.: Corporate sustainability and corporate financial performance: The Indian Context.
IIM Working paper Series. 1–37. Retrieved from www.financelab.iimcal.ac.in (2013)

http://www.robecosam.com
http://www.kellogg.northwestern.edu
http://www.cec.org
http://www.responsiblebusiness-new.haas.berkeley.edu
http://www.people.stern.nyu.edu
http://www.calvert.com
http://www.business.unsw.edu.au
http://www.hedgerelations.com
http://www.financelab.iimcal.ac.in


7 Inclusion of ESG Factors in Investments and Value Addition … 109

31. Weber, O., Mansfeld, M., Schirrmann, E.: The financial performance of an SRI Fund portfolio
in Times of Turmoil. 1–24. Retrieved from www.accounting.uwaterloo.ca (2010)

32. Edmans, A.: Does the stock market fully value intangibles? Employee satisfaction and equity
prices. J. Finan. Econ. 101, 621–640 (2011)

33. Kreander, N., Gray, R.H., Power, D.M., Sinclair, C.D.: The financial performance of European
Ethical funds. 1–14. Retrieved from www.st-andrews.ac.uk (1999)

34. Cortez,M.C., Silva, F., Areal,N.: The performance of European socially responsible investment
funds. 1–35. Retrieved from www.ifk-cfs.de (2008)

35. Cheung, V.K.A., Li, H., Roca, E.: The performance of socially responsible investments across
different market regimes. Griffith University Discussion papers. 1–22. Retrieved from www.
griffith.edu.au (2010)

36. Mollet, J.C., Ziegler, A.: Is SRI really beneficial? New Empirical evidence from the US (2012)
37. Rathner, S.: The relative performance of SRI funds: new evidence from Austria. Working

Papers in Economics and Finance, University of Salzburg, 1–28. Retrieved from www.uni-
salzburg.at (2013)

38. Bazo, J.G., Verdu, P.R., Santos, A.A.P.: The performance of SRI Funds: the role of fees and
management companies. J. Bus. Ethics 94(2), 243–263 (2010)

39. Bauer, R., Koedijk, K., Otten, R.: International evidence on ethical mutual fund performance
and investment style. J. Bank. Finan. 29, 1751–1767 (2004)

40. Bauer, R., Otten, R., Rad, A.T.: Ethical Investing in Australia: Is there a financial penalty?
Pacific-Basin Finan. J. 14, 33–48 (2006)

41. Schroder, M.: The performance of socially responsible investments: investment funds and
indices. Swiss Society for Financial Market Research, 122–142, (2004)

42. Liang, J.: Canadian ethical mutual funds: risk adjusted performance of specialty funds versus
general mutual funds. M.Sc. Dissertation, Concordia University, 1–64. Retrieved from www.
spectrum.library.concordia.ca (2012)

43. Ito, Y., Managi, S., Matsuda, A.: Performances of socially responsible investment and environ-
mentally friendly funds. MPRA Archive, 1–33. Retrieved from www.mpra.ub.uni-muenchen.
de (2012)

44. Utz, S., Wimmer, M.: Are they any good at all? A financial and ethical analysis of socially
responsible mutual funds. 1–17. Retrieved from www.epub.uni-regensburg.de (2014)

45. Vincent, L.: Financial performance of SRI: does the visibility of firms in the portfolio matter?
1–34 (2015)

46. Taiana, L.: Extra-financial performance in socially responsible investment. Center for Micro-
finance Thesis Series, 1–69. Retrieved from www.cmf.uzh.ch (2012)

47. Blancard, G.C., Monjon, S.: The performance of socially responsible funds: does the screening
process matter? CEPII, 1–51. Retrieved from www.cepii.fr (2012)

48. Stenstrom, H.C., Thorell, J.J.: Evaluating the performance of socially responsible investment
funds: a holding data analysis. 1–49. Retrieved fromwww.responsible-investor.com; Suchman,
M.C.: Managing legitimacy: strategic and institutional approaches. Academy of Management
Review, 20(3), 571–610 (2007)

49. Boaventura, J.M.G., Silva, R.S., Bandeira-de-Mello, R.: Corporate financial performance and
corporate social performance: methodological development and the theoretical contribution of
empirical studies. Revista Contabilidade & Financas 23(60), 232–245 (2012)

50. AllianzGI Global Solutions ESG in Equities. Retrieved from www.allianzgi.com, (2015)
51. Phillips, Hager and north investment management does socially responsible investing hurt

investment returns? 1–16. Retrieved from www.phn.com (2007)
52. Rathner, S.: The Performance of SRI Funds: AMeta-analysis. 1–13. Retrieved from www.uni-

salzburg.at (2011)
53. Vishwanathan, P., Heugens, P.: Assessing the ‘mechanisms turn’ in corporate social and finan-

cial performance studies: a meta analysis. 1–57. Retrieved from www.portal.uc3m.es (2008)
54. Vromen, J.J.: Evolution and efficiency: an inquiry into the foundations of new institutional

economics. Eburon Publishers, Delft (2008)

http://www.accounting.uwaterloo.ca
http://www.st-andrews.ac.uk
http://www.ifk-cfs.de
http://www.griffith.edu.au
http://www.uni-salzburg.at
http://www.spectrum.library.concordia.ca
http://www.mpra.ub.uni-muenchen.de
http://www.epub.uni-regensburg.de
http://www.cmf.uzh.ch
http://www.cepii.fr
http://www.responsible-investor.com
http://www.allianzgi.com
http://www.phn.com
http://www.uni-salzburg.at
http://www.portal.uc3m.es


Chapter 8
Financial Services Market in an Ageing
Society. Challenges for the Development
of Silver Economy

Grażyna Krzyminiewska

Abstract The article addresses the issue of the ageing of societies and the need to
adopt a new strategy for financial services aimed at the elderly people. Attention is
drawn to the specifics of behaviour of senior citizens as financial services customers,
resulting from historical experiences, income opportunities, competencies and their
cognitive abilities. It is emphasised that financial services constitute a significant part
of the silver economy development, necessary due to the need for protecting capital,
preserving assets and preventing loss of savings of senior citizens. The article also
points to the need to use the achievements of experimental economics, economic
psychology and socioeconomics to study the causes of financial behaviours. The
article fits into the trend of economic and social analyses and uses the achievements
of social research. It was based on existing sources and own research. Desk research
and descriptive analysis were used in the presentation of the issues addressed.

Keywords Financial services · Silver economy · Financial behaviours of elderly
people

8.1 Introduction

In the modern world, accompanied by the society ageing process, there is a chance
of developing silver economy if there is a clear change in attitude to the older gen-
eration. The first step towards the success of senior economy is to combat the phe-
nomenon of ageism, which marginalises or even directly excludes senior citizens
from mainstream social and economic life. Undoubtedly, cultural change related to
the necessary changes in the mentality of all generations is crucial for the success
of senior economy. This regards the elevation of the so-called III age as active and
valuable both among the senior citizens, who withdraw frommainstream society due
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to age (and not necessarily medical condition), and younger generations, reluctant or
hostile towards the growing population of elderly people. Older people, as a social
category, much more often than in previous decades refuse to ‘stay in the shadows’,
so it becomes necessary to use the potential of older people and their growing activity,
develop intergenerational communication, change the image of the elderly as poor,
clumsy, unnecessary and actively use their knowledge, experience and skills. This
means overcoming intergenerational prejudices and stereotypes and creating social
order friendly for all generations. The economy of the ageing population is both
a challenge and chance for development, and its nature, concepts and assumptions
may be beneficial for economy due to economic reasons and be a sign of concern
for older people and their needs.

8.2 Silver Economy and Megatrends in the Global
Economy

The dynamic social and economic phenomena occurring in themodernworld encour-
age forecasting the development of the globalised world. Therefore, researchers take
up the challenge of identifying megatrends which will affect the future economy.
Experts from Deloitte, an international consulting company, determined which fac-
tors will be the most important on a global scale based on extensive analyses. Six
megatrends were identified, including:

1. Industry 4.0—which blurs the boundaries between the physical, manufacturing
and biological spheres in manufacturing processes, and its most significant solu-
tions include the Internet of things, machine learning, artificial intelligence as
well as augmented and virtual reality.

2. Circular economy enabling better allocation of resources. The existing linear
resource use model ‘manufacture-use-throw away’ will be supported by the
‘closed-loop’ model in which any potential waste becomes a raw material.

3. Sustainable finance and investment with a view to environmental impact,
where while measuring their income and return on investments, investors and
entrepreneurs take into account not only costs and financial gains but also social
and environmental benefits.

4. Electric vehicles as the answer to the interest of consumers and the increas-
ing cost-effectiveness of such vehicles, which are crucial in the development of
‘sustainable cities’.

5. The growing importance of the talent labourmarket—the spread of flexible forms
of employment and the coexistence of different generations in the labour market.

6. Silver economy related to longer professional activity, combined with the pro-
jected low pensions from the public system, influencing the tendencies regarding
savingmoney and investing, searching for assets that will constitute a safe capital
deposit and ‘old-age policy’ [5].
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Fig. 8.1 Proportion of people 65 and older in a country’s population, estimates for 2010 and
2050 in %. Source United Nations, Department of Economic and Social Affairs, World Population
Prospects: 2012, Revision, June 2013, http://esa.un.org/unpd/wpp/index.htm, Pew Research Centre

The last megatrend mentioned here is the subject of multiple economic and social
analyses due to the dynamics of population ageing, particularly characteristic of
some regions of the world. Referring to the research by the Pew Research Center
[14], it can be stated that ‘The global population is on the brink of a remarkable
transformation. Thanks to the ageing of today’s middle-aged demographic bulge and
ongoing improvements in life expectancy, the population of seniors is projected to
surge, increasing from 530.5 million in 2010 to 1.5 billion in 2050. The result will
be a much older world, a future in which roughly one-in-six people is expected to be
65 and older by 2050, double the proportion today’. The proportion of people aged
65 and more in the population of selected countries is presented in Fig. 8.1.

Also in Poland, according to the forecasts of the Central Statistical Office (GUS),
the share of people aged 65 and older in the total population in 2050 will amount to
30.2% and people aged 80 and older will constitute 10.4% of the total population (in
2013—3.9%) [17].

In view of the above, there is no doubt that societies which use ageing processes
as soon as possible and make them an advantage for the economy, and at the same
time eliminate (weaken) the existing threats, will prove to be the most competitive.

The definition of silver economy used by the OECD points to the need of devel-
oping economy through the implementation of silver production, that is, one that
produces and supplies products and services targeted at older people, creating an
environment in which people over 60 years old cooperate and achieve successes in

http://esa.un.org/unpd/wpp/index.htm
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theworkplace, engage in innovative projects, help in the development of themarket as
customers and lead healthy, active and productive lives [12]. The assumptions of the
silver economy are the answer to the advanced ageing processes; therefore, the imple-
mentation of the silver economy should enable the transformation of demographic
problems into development opportunities, and the development strategy which takes
into account the needs of the ageing population should contribute to the improvement
of life quality not only with regard to the elderly but also the remaining population.

Silver economy is not only the production of goods and services dedicated to
senior citizens but also a wide range of activities. According to Enste et al. [6], the
areas in which the silver economy may stimulate the development of market sectors
directly or indirectly related to the ageing of the population are, among others:

– information technologies (IT) in health care;
– flat adaptation and services that make life easier, based primarily on IT;
– independent life based on of the growing use of IT;
– areas which are gerontologically significant for the health economy, including
medical technologies and e-health, vision and hearing technologies, prosthetics
and orthopaedics;

– education and culture as the answer to the desire for development and leisure time
management;

– IT and media combined with medicine, promoting independence and safety;
– service robotics and the promotion of independent life in the case of elderly people
with severe diseases;

– mobility and promotion of its constituents, e.g. road traffic safety;
– leisure, travel, culture, communication and entertainment;
– fitness and wellness as the response to raising awareness of healthy lifestyle;
– clothing and fashion as a manifestation of the desire for social integration;
– services facilitating the day-to-day functioning and other housework;
– insurance primarily related to the forms of risk specific to older people;
– financial services, particularly with regard to protecting capital, preserving assets
and preventing loss of savings.

The last of the mentioned areas is the subject matter of this discussion. The
organisation and management of this area become the key to securing the financial
future of elderly people and reducing the impact of the demographic burden. Here,
we are faced with the need for a long-term project consisting of several activities:
readiness of financial institutions to provide services in an ageing society, preparing
society members of all generations for conscious financial management—rational
attitude tomoney, savings and investment strategies aswell as preventing the financial
exclusion of senior citizens. Undoubtedly, the implementation of these ideas requires
the development of an integrated educational and organisational system which takes
into account the knowledge of experimental economics, economic psychology and
socioeconomics as well as the internal differences between senior citizens.
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8.3 Theoretical Explanations of Financial Behaviours

Both economy and other fields of science undertake to discover the reasons behind
decision-making and financial behaviours. By conducting laboratory experiments in
this area, experimental economics is intended to minimise the impact of uncontrol-
lable external factors and at the same time, arrange the optimal test conditions and
values of relevant parameters. This allows, first and foremost, to learn the preferences
of an individual and determine the economic decision-making process, although the
experimental economics researchers are less interested in individual decisions of the
participants and more in their effects on the entire market [9]. The use of methods of
experimental economics in other sciences enabled a more comprehensive definition
of decision-making mechanisms by taking into account the social, psychological
and cultural impacts. Such analyses attempt to explore the economic behaviours of
individuals and households, decision-makers in business and in the public sector.

In the studies on attitudes towards money, the Money Attitudes Scale (MAS)
by Yamauchi and Templer [22], Money Ethic Scale (MES) Tanga [19] and Money
Beliefs and Behaviour Scale (MBBS) Furnham [7] are effectively used. These are
characterised in Table 8.1.

In turn, sociological research (referring to experimental economics and economic
psychology) draws attention to the fact that attitudes towards money largely depend
on cultural conditions in which an economic culture characteristic of a given society
[11], constituting an integrated system of economic behaviours of an individual, is
created. An important issue here is economic socialisation as well as the economic
knowledge of the individual and the community. People acquire economic culture
through their own life experience, upbringing and the influence of the social envi-
ronment; therefore, the mechanisms and channels of learning play an important role
here. On the basis of the process of primary and secondary socialisation, a value sys-
tem is created which influences the assessment of social reality, decisions regarding
consumption, attitude to work and entrepreneurship as well as towards money and
money saving [10].

Four approaches were distinguished with regard to the studies on money saving.
These are:

1. Surveys on habits, attitudes and motives related to saving.
2. Segmentation studies (on groups of people saving money), mainly with the use

of surveys.
3. Controlled laboratory experiments.
4. Qualitative research on money saving as a process [21].

An important economic saving theory is the Life-Cycle Hypothesis (LCH) based
on the assumption that people are forward-looking and limit their consumption in cer-
tain periods in order to maintain a similar consumption level in the future, when their
income is smaller. This hypothesis has been repeatedly supplemented and changed,
pointing (with regard to the issues addressed) to the issues of time horizon and
changes in attitudes resulting from changes in the circulation of information, learn-
ing processes and the consequences of social impact. The significant factors here are
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Table 8.1 Attitudes towards money in classic studies of economic psychology

Name of the scale Author Characteristics

Money Attitudes Scale
(MAS)

Yamauchi and Templer Psychological aspects of money include:
a sense of security and a sense of danger,
self-control and refraining from spending
money, recognising money as a symbol of
power and social status
Attitudes towards money: power and
prestige as a symbol of success;
refraining from spending money through
the planning of financial future and
control over the current financial
situation; distrust indicating a tendency to
perceive issues related to money as
suspicious and prompting dishonesty;
quality—factor related to the need of
spending money in the most reasonable
way; unrest, when money is the cause of
anxiety and negative emotions

Money Ethic Scale
(MES)

Tang Attitudes towards money: money is
perceived by people as something that is
either good or bad (emotional element),
people see the relationship between
money and success, respect and freedom
(cognitive aspect), people pay attention to
expenditure planning (behavioural aspect)

Money Beliefs and
Behaviour Scale
(MBBS)

Furnham Attitudes towards money: obsession with
money, money as a symbol of power,
refraining from spending money, saving,
constant feeling of scarcity of money,
making efforts to get money

Source Tyszka and Zaleśkiewicz [20]

psychological aspects such as: the role of providence (personality and upbringing),
self-control (willpower), incomeuncertainty in the future (or certainty that the income
will decrease upon retirement), selective perception and limited cognitive abilities
(significant with age), attitude towards the future (e.g. related to the desire to leave a
legacy to the loved ones or allocating it for specific purposes), change of objectives
and preferences. The Life-Cycle Hypothesis drew attention to the importance of
future orientation and the long-term objective of preparing for lower incomes in old
age and maintaining the same level of consumption throughout life [ibid., p. 558.].
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8.4 Attitudes of Poles Towards Finances and the Challenges
for Financial Institutions

The mentality of Polish society with regard to finance was shaped by various factors.
These are the objective capabilities of individuals resulting from the social structure,
but also the developed patterns of behaviour, values and ways of thinking. They
were formed throughout the course of historical changes, overall social conditions in
which the individual and the community function. Furthermore, it largely depends
on the level of trust vested in the institutions and in Polish society, trust (the so-
called culture of trust) is low. There is no doubt that there are many reasons for this
state of affairs and that they are rooted both in the past of Poland and in the current
experiences (this regards i.a. perceiving the social environment as a sequence of
reforms, modifications and changes), and the Amber Gold affair further reinforces
this mistrust. However, the importance of the older group of financial consumers is
increasing and this will be an ongoing trend. Nonetheless, the issue of low financial
competence of elderly people, particularly negative for Polish senior citizens, still
remains.

According to the Adult Financial Literacy Competencies report [1], based on
the thirty countries and economies study, 17 OECD countries participated in an
international survey of financial literacy, using the OECD/INFE toolkit to collect
cross-comparable data. In total, 51,650 adults aged 18–79 were interviewed using
the same core questions. This report provides high-level highlights of the survey’s
findings focusing on relevant aspects of financial knowledge, behaviour, attitudes and
inclusion. The highest possible score was 21 points (7 points for knowledge, 9 points
for behaviour and 5 for attitude). The average score for the countries surveyed was
13.2 and for OECD countries 13.7. Among the populations surveyed, Poland was in
the last place with the score of 11.6 points (where the highest score was obtained by
France—14.9). What is particularly alarming is the fact that only three in ten Poles
think about the financial future in a long-term perspective.

In the Postawy Polaków wobec finansów report (Polish attitudes towards finance)
(Kronenberg Foundation [16]), 28% of the Poles surveyed (based on a representative
sample) declare that they savemoney to secure their future or the future of their loved
ones, while 21% explicitly indicate that they save money with a view to retirement.
Unfortunately, 50% of the people who are not currently retired are unaware of the
amount of their pension in the future.

Biuro Informacji Gospodarczej InfoMonitor [3] indicates that Polish senior cit-
izens (345 thousand people over 64) have as much as PLN 7.3 billion of debt and
one in eighteen senior citizens does not make payments on time. The average debt of
people over 64 is PLN 21-23 thousand, while the major part of pensioners’ debts are
liabilities to banks and loan companies, and the remaining are unpaid phone, utility
or rent bills.

Naturally, these studies do not exhaust the knowledge about the attitudes of Pole
to money and saving, the real issues with income; however, they point out some
alarming phenomena.
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These also include the issue of demand for financial services which are limited
due to the financial and digital exclusion. Studies on financially excluded consumers
show that in the vast majority of cases, these are people who are subject to the so-
called self-exclusion. In their case, the main reason is the declared absence of the
need to use financial services. The group of self-excluded people declaring that their
situation is a result of a conscious decision, arising from a profitability calculation,
lack of trust in banks or preference for cash, is significantly smaller [8, 15, 18].

The different behaviours of older people in the financial products market show
that it is not only Poles who are most focused on bank services—depositing money
(mainly deposits) or running up a debt and much less frequently investing money in
bonds, shares or investment funds.

Studies by Czerwiński [4] show that the use of financial services by elderly people
mostly includes the simplest offers—personal account, general insurance and life
insurance. The oldest people (over 70) used these services to a lesser extent than
younger people (over 50). This is primarily influenced by age, education and income.
As the author of the study concludes, financial institutions should verify the service
offer and adapt it to the needs of senior citizens with different socio-demographic
characteristics. Treating senior citizens as a homogeneous category is a clear loss
for financial institutions and senior citizens themselves, especially since it is those to
whom the world of finance is not unknown anymore that will become senior citizens
in the long run.

It should also be taken into account that the demand for broadly understood
financial services is gradually growing along with the growth of the overall wealth
of Poles. According to the report on wealth forecast for Poles [2], the reason for
the enrichment of Poles in the coming years will be i.a. an increase in income,
higher return on investment in assets, an increase in the value of inheritances and
the establishment of new companies and savings. It is assumed that by 2040 their
net wealth will triple from PLN 6.5 to PLN 18 billion. This means that it will be
70% higher than at present (even after adjustment for inflation) (ibid). In the face
of these (and other) forecasts, strategic plans concerning this issue should already
be developed under the financial sector. If—as the authors claim—there is a wealth
revolution in the next few years and the generation of older Poles, who got richer
during the economic transformation, will bequest their wealth to their children, it
means that the younger generations will become richer by several hundred thousand
zlotys on average. In this case, the demand for wealth management and protection
services will be growing gradually.

However, at the moment, elderly people in the financial services market constitute
unused capital. First of all, the market offer should be aimed both at people who are
still professionally active and, functioning at the so-called dawn of old age, may still
be interested in investments, depositing money for the future retirement, but cannot
always find themselves in this market and need professional advice, and at those
who are already retired but managed to accumulate certain funds. Even if people
over the age of 70 have relatively low incomes, they often own properties which they
have already paid off while still professionally active (asset rich and cash poor). This
right here is the most important area of activities for financial institutions which, in
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accordancewith social responsibility, should expand services aimed directly at senior
citizens. This regards financial services related to protecting capital, preserving assets
and preventing loss of savings. Senior citizens as potential customers of financial
institutions constitute a very sensitive, difficult segment when it comes to making
financial decisions. This results from two issues: people of the oldest age groups with
the least experience in markets and financial instruments, and at the same time with
low level of trust, may not be interested even in the most favourable offers for them,
but also, due to the decrease in cognitive skills with age, they will not be able to make
conscious decisions. Unfortunately, there were cases of abuse against older persons
in financial institutions where the weaker analytical capacity of older persons was
taken advantage of in order to persuade them to purchase products more beneficial
for the institution than the senior citizen. However, the aim is for a customer entering
a bank to know that they are coming to an institution of public trust and be sure that
the funds they entrusts it with are safe.

At this point, it is worth to refer to the recommendations developed in 2013 on the initiative
of the Commissioner for Human Rights in the field of facilitating the financial decisions
of senior citizens. This refers to legislative measures that increase the legal protection of
elderly people by extending the period for withdrawal, improving control and introducing
sanctions for fraudulent sales activities. It is also the development of training for sellers and
financial intermediaries in the field of services for elderly people, as well as including it
in the code of good market practice. Another important area of activities defined was the
establishment of financial institutions friendly for senior citizens, where it is possible to,
e.g., borrow glasses, use the toilet, print out documents in bigger letters and increase the
transparency of agreements so that older customers are aware of the monthly or total price
associated with a given service. (Osoby starsze….[13])

8.5 Summary

The above considerations are headed towards the conclusion that meeting the needs
of older customers, taking into account the skilful adaptation of financial services,
may constitute an enhancing factor and development potential for the financial sector
and the silver economy as awhole. On the other hand, the increased activity of elderly
people in the financial services market may improve their quality of life, which ulti-
mately positively affects the society as a whole. If the tendency to save money and
preferences regarding the directions of allocation of savings are shaped by multiple
factors, such as financial, fiscal, economic, legal, technological, demographic, psy-
chological and cultural factors, then the adaptation of the financial services sector to
those factors should be more dynamic. This also applies to increasing educational
activity which develops the knowledge and skills in the field of finance. Educating
senior citizens is necessary in accordance with the life-long learning concept, by
placing high value on learning and improving universal access to information and
advice on educational opportunities.
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wyników badań Handel Wewnętrzny. 3(362), 76–87 (2016)
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Przekształcenia – Wyzwania, Wydawnictwo Adam Marszałek, Toruń (2013)
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Chapter 9
Towards Measurement Framework
of Digital Skills in Finance

Monika Rozkrut and Dominik Rozkrut

Abstract The ongoing technological transformation and increasing the areas of
application of digital tools are naturally also observed in finance. The development
of new e-finance solutions increasingly requires the digital competence of customers
of the financial sector. This article aims to propose and discuss digital financial com-
petence framework that together with a prospective statistical measurement system
may help to identify problems posed by emerging digitalisation of society and econ-
omy. It attempts to systemise themeasurement through the proposed framework, also
dealing with conceptual and practical issues related to digital competences and skills.
The article attempts to define critical competences of individuals, for the financial
sector. There have been many propositions so far of generic digital skills frameworks
and digital literacy assessment tools. However, there has been no proposition of dig-
ital skills framework for financial services. This paper adds to the existing works by
proposing the relevant scheme of digital competences for digital financial services
that subsequently may be used as a reference framework for statistical measurement.

9.1 Digital Society and Economy

The development and dissemination of information and communication technologies
give rise to the digital economy and information society [1]. The economy and society
become increasingly dominated by technology and automation. Big data, artificial
intelligence, machine earning, digital privacy, digital government, remote sensing,
one might continue to enumerate all the similar terms that were never before used in
the public discourse, yet are ubiquitous now.

Recent trends shaping the development of modern states are the digital economy
and the information society. Along with the widening uptake of IT tools and the
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increase in the number of users, a new type of society has evolved, whose func-
tioning to the greatest extent determines the broad application of IT achievements.
Progress in the development of advanced computer technologies has led to a rev-
olution in the field of collecting, processing, storing and transmitting information.
Undoubtedly, new technologies are currently one of the fastest growing sectors of
the economy in developed countries, characterised by an increasing share in gener-
ating GDP. The process of digitisation in the entire economy fundamentally changes
the way consumers, businesses and public and private institutions operate, including
education and administration. Digital technologies are more andmore integrated into
the economy.

The development of modern enterprises is related to the use of IT achievements.
Modern digital technologies are revolutionising the way of running a business. ICTs
allow companies to expand the scope of their operations, speed up and facilitate
access to information, data processing and help to use resources more efficiently.
The use of the potential of digital technologies requires, on the one hand, the cre-
ation of an appropriate supply offer (i.e. access to broadband infrastructure and an
attractive offer of e-services and e-content), on the other, creating demand for them
through dissemination of knowledge about the benefits and practical ways of apply-
ing new technologies and also building user competence. Companies that see the
impact of technological solutions on the efficiency of their operations build strong
foundations of digital business. They commit to it more often andwillingly than other
companies. They decide to test new digital solutions. They are active in social media.
They develop and implement new products and services based on the potential of
digital technologies, which allow them to sustain a competitive advantage. There is
a dynamic growth in the use of the Internet in business, in the exchange of informa-
tion, making purchases and sales, financial settlements, promotions and searching
for suppliers. Some studies predict that a business based on digital technologies will
account for 25% for the whole world economy in 2020.

The use of new technologies createsmore significant opportunities, brings positive
effects and is ubiquitous and necessary for everyday life, in communication, learning,
work, access to information and knowledge. We observe the growing importance of
computers and the Internet in all spheres of life. ICTs diffuse into many areas of
life, resulting in all new areas of e-learning, e-services, e-shopping, e-banking, e-
government. Intensive development of the Internet and digital networks has resulted
in minimising the time needed for information flow, increased opportunities in busi-
ness contacts and improved the quality of life of the society. The full use of the
potential of digital technologies is one of Poland’s development priorities for the
coming years. The dissemination of information and communication technologies is
the subject of observation of academic research and statistical surveys. There is awide
range of studies at national and international levels regarding the measurement of
the development of the information society, prepared by national statistical institutes
and international organisations [5]. These publications regularly show continuous
progress in the use of newer and more advanced information and communication
technologies in the economy and society. The statistics on the information society
are presented by National Statistical Institutes. These studies are carried out follow-
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ing methodological recommendations used in OECD and Eurostat. They concern
aspects of the development of the digital economy and development of the ICT
sector and its use in the economy and households.

9.2 Digitalisation and Finance

Information processing and management systems and activities related to digital
technology have been developing intensively since the 1980s. Today, the digital
revolution radically changes almost every business environment, and the financial
service industry is no exception. The development of modern computer technology
and telecommunications is an essential force in the transformation of the finance sec-
tor. Innovative solutions in the field of financial services appear, and the accelerating
pace of changes makes it necessary to keep up to date with the latest achievements.
Keeping up with the pace of change is a great challenge for people. There is a vast
need to quickly adapt to changing conditions and challenges, as well as show high
flexibility. Innovative applications of digital technologies for financial services alter
communication between financial consumers and service providers and at the same
time require an appropriate level of experience to use them.

The technological advances have significantly improved the quality and speed of
data processing. To a large extent, it helped to reduce information costs and other
transaction costs. These changes have undoubtedly affected both suppliers and users
of financial products and services. The new financial technologies include distributed
accounting technology, big data, Internet of things, cloud computing, artificial intel-
ligence, biometrics and an extended/virtual reality. These technologies are associ-
ated with applications such as payments, planning, saving, lending and financing,
trade and investment, insurance, security, operations and communication. Emerging
new technologies can affect many aspects of the financial landscape, including new
business models and product designs, competition, operational efficiency, broker-
ing, accessibility, consumer engagement, speed, automation, analytics, privacy and
transparency, digital security.

The notion of digital financial services is fundamental in this context. This very
general term covers the broad range of financial services accessed and delivered
through digital channels, like payments, transfers, savings, credits and insurance,
but also bookkeeping, analytics and financial management. Digital channels include
new solutions such as smartphones and other NFC-enabled devices, electronically
enabled cards, biometric sensors and devices, tablets, phablets and all other relevant
digital systems. It also comprises “old-fashioned” channels like the Internet, ATMs
or POS terminals (which anyway become more and more advanced).

Modern solutions for the provision of financial services are adapted to the chang-
ing needs of clients. They provide a different standard, a higher level of service and
customer relations. Other sources of changes come from specific needs and new
expectations of digital customers who become immersed in the world of the Internet
and mobile applications. These customers know how to search the network to find
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the best-suited product and service. Modern technologies boldly enter the financial
sector. The financial sector’s digitisation is done through digital sharing solutions and
products, thus changing the standards of services offered, among others regarding
payments.

9.2.1 User Experiences, Innovations and FinTech

Consumers want financial institutions that can respond quickly to their needs with
products tailor-made to them. Large technology players, for example, have a very
successful experience in taking the friction out of business processes. Consumers
require then the same level of commitment, quality and ease of use from financial
intermediaries. In an era where retail products can be ordered and delivered on the
same day, people want their financial transactions to also occur in real time. The
same expectation applies to other financial products. Consumers want services that
make sense within their day-to-day lives. The expectations and needs of digitally
savvy individual clients have changed radically.

Enhancing the customer experience is the most important objective of financial
institutions that are aware of the importance of FinTech strategies. Systematic push
for innovation is also triggered by the need to transform current operations, safeguard
against threats and broaden existing and entering new markets. New technologies
change the functioning of the financial system, bringing further benefits to the users,
like providing services that are tailored to individual needs or offering faster and
secure transactions. They allow formore effective communication channels, improve
access to the services and broaden the range of providers.

Naturally, digital technology is not magic enough to increase financial inclusion
by itself. It is important that also people with low skills use digital financial services.
The services must be well adjusted to their needs and capabilities. The digitalisation
of financial products and services results in the need to strengthen digital financial
literacy.

One of the strong trends observed recently is the formation of FinTechs [6]. Fin-
Tech, or financial technology, is an innovative financial service based on information
technology. They may not necessarily be strictly financial institutions but also enti-
ties that want to operate in the financial sector. Actually, by providing disruptive
financial services, FinTech can boost financial inclusion. They aim at using the latest
technology achievements in providing financial services to the user. Products and
business models that have worked for decades are no longer relevant to the digital
economy. The pressure from customers and the proliferation of technology have
moved FinTech to the top of the growth agenda. Actually, recent years have been an
impressive march of companies from this sector through the markets of Asia, Europe
and the USA. Innovative companies from the FinTech sector are doing better and
better on the market.

With a proliferation of mobile Internet, FinTech has exploded, introducing a wide
variety of technological innovations into personal and commercial finance, as well
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as business models. Emerging technologies like artificial intelligence and machine
learning, the blockchain and the Internet of things combined with quickly chang-
ing customer needs are transforming how financial institutions deliver services. The
scope of FinTech activities is extensive: from tools supporting investors in searching
the market or making decisions, through algorithms verifying creditworthiness, to
various facilitations in the payment process, and from innovations in financial liter-
acy an financial education to redefined retail banking and crypto-currencies. Most
often, the focus is on developing a single product, which makes the services they pro-
vide highly specialised and user-friendly at the same time. What is important, these
companies usually have access to a vast amount of data about their clients, extending
the potential of extensive data analytics. FinTech companies generally offer better
customer service than the traditional financial sector.

9.2.2 The Need for Digital Skills for the Financial Sector

Living in the digital, however, creates the need to acquire new digital competences
and skills. Only mastering the ability to use the potential of digitalisation appro-
priately gives full opportunities for the development of both society and individual
citizens [2]. Digital competences are increasingly necessary for everyday life, but
also more and more desirable in the labour market [3]. Lack of these skills, skill gaps
or mismatch may constitute a significant barrier to the development.

It should be emphasised that the full potential of modern technology requires not
only infrastructure and services but also the competence of the digital society. The
competences are necessary to be able to participate in an increasingly digitalised
society. It is, therefore, necessary to examine the digital competences of society and
their impact on the ability to use emerging new e-government services.

More and more individuals across EU use the Internet every day. Most of them
have smartphones. Many of them use it to for banking operations, conducting daily
payments, including contactless. The number of active users of online banking is
systematically growing, of which many use mobile banking. We may observe the
rise of a digitised consumer. However, there are limits. The critical problem may
be the relatively low level of digital competence of still many people. This poses
a serious obstacle to the digitisation of the economy. Following this, it is relatively
easy to identify other related risks, like a lack of trust in digital financial services,
the digital financial system or technological innovation in general. This leads to new
types of exclusion for certain groups of the population, as in the general case of
digital skills, mainly the elderly and those on with low education. They might not be
able to afford the use of digital devices to access financial services. The interesting
part of the problem is the so-called self-exclusion. The most frequent answer among
individual to the question on the reasons for not using the Internet is the lack of need.
The true reasons, however, may include low levels of digital literacy or income or
worries related to privacy and security.
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The notion of digital literacy is one ofmany terms used to describe the area of com-
petence related to the ability to use information, media and ICTs. The fundamental
concepts of this area are digital competences, digital literacy, digital skills, e-skills.
These terms are vastly used in policy-related documents, programmes, strategies,
scientific literature, international organisations and institutions. Digital competences
relate not only to digital skills but also to the attitudes and social aspects of skilful
use and comprehension of digital devices. For example, the application of digital
technologies to personal finance management may provide new tools to support
consumers in improving their well-being. However, it is important to note that new
challenges and risks are created by the digitalisation.

The ongoing technological transformation and increasing the areas of application
of digital tools are naturally also observed in finance. Increasing the availability of
new technologies translates into the development of new services. The development
of new e-finance solutions increasingly requires the digital competence of customers
of the financial sector. Employees are also faced with increasing demands. Working
on large data sets, using sophisticated software and practical usage of communication
tools are nowdesirable or even necessary skills in the financial sector. The appropriate
level of these skills can also positively contribute to the efficient implementation of
modern financial services. On the other hand, customers, users of modern solutions
and services in the financial market will need to have appropriate competences as
well.

Many proposals for general digital qualifications, competences and skills frame-
works have been developed in recent years, to support socio-economic policymaking,
including policies tackling the problem of digital and social exclusion. It seems, how-
ever, that there is a strong need to develop more focused and detailed frameworks for
selected specialised areas of social and professional activity, crucial for sustainable
development. Adoption and dissemination of modern digital solutions in finance,
bearing so many different names, like FinTech or emerging PropTech, but still shar-
ing the same technological backgrounds, depend heavily on the digital readiness and
skills of the society. Therefore, it seems that there is a need to develop an appropriate
framework for assessing the competences of individuals regarding the potential to
the uptake of the digital financial services.

9.3 Proposition of the Competence Framework

9.3.1 Measurement, Monitoring and Competence
Frameworks

The role of financial innovation should not be underestimated. Many of the inter-
national organisations and individual governments are committed to assessing the
effects of technological change in the financial landscape. Evidence-based policies
need, however, robust statistical data to properly design the policy responses to the
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problems. Data collection to produce statistics may be organised by the national sta-
tistical institute. In this case, the data would have the value of official statistics. The
measurement system may be based on different data sources including traditional
questionnaire-based survey. In order to design the whole process correctly, there is a
need for a conceptual framework that may be the basis for identification of the most
relevant issues and problems, and tackle themwith appropriate questions. In the case
of the measurement of digital skills, the conceptual framework might be guided by
relevant competence framework for digital finance. The paper aims to address this
issue by proposing the relevant competence framework, tailor-designed for the need
to analyse the issue of skills necessary to increase the uptake of digital financial
services.

The discussion about digital competences is not easy, the first impediment being
the very notion of competence, to which several meanings are assigned. The same
applies to digital competences. It is not easy to define their semantic scope, since
they are interdisciplinary in nature, referring rather to the practical ability to use
the richness of tools and methods offered by modern technologies. The explanations
regarding the terminology used in terms of digital competences can be found inmany
national and international strategic documents and scientific literature. These terms
are widely used by research institutes, public organisations and international insti-
tutions. The variety of definitions and approaches to digital literacy is undoubtedly
related to the dynamic development of information and communication technologies
and the increase in their use in society and the economy.

Usually, the competence frameworks are presented in terms of three layers of
a specification, i.e. competences, including awareness, knowledge and understand-
ing, then skills and behaviour and finally attitudes. Some define competences as a
“harmonious set of knowledge, skills and attitudes that allow effective use of digital
technologies in various areas of life” (…). Similarly, other authors refer to defining
digital competences as a set of skills conditioning the effective use of electronic
media and therefore both IT skills (hardware, software and application support) and
information (searching for information in various sources to process them and use
them in accordance with need). The digital literacy, therefore, covers a very wide set
of skills determining the efficient and conscious use of new technologies and active
participation in the life of the information society.

The directions of the development of digital competences in the broadly under-
stood financial sector should be analysed on the side of both employees of the finan-
cial sector and its recipients. In this paper, however, competence framework for users
of services is considered and proposed. The development of digital competence of
employees in the sector is enforced by technological changes as well as customer
expectations. For employees of the broadly defined financial sector, there is a need
to develop new digital skills related to working on large data sets, modern software,
business processes in the big data model and cybersecurity. They should be able to
use e-tools in finance, sell online financial products and participate in the develop-
ment of electronic banking, which results in a change in the nature of existing work.
What’s more, automation is used for back office tasks, risk management, big data
analytics. The emergence of artificial intelligence provides the opportunity to create
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support and chatbots, but it is also used for automatic trading and advice. Technology
is changing the employment structure, leading to the digitisation of routine tasks and
enabling the creation of new, different types of jobs.

As innovation and modern technologies change the financial sector, the need for
human skills also changes. Service beneficiaries should have appropriate compe-
tences to be able to use emerging modern solutions and capabilities. Broad digital
competences will provide users of the financial system with an active use of elec-
tronic channels of access to financial services (provided electronically by finance
and insurance), e-banking solutions, opportunities offered by e-investment.

9.3.2 Digital Competence Framework for Financial Services

Digital financial competence framework proposed is presented below. The frame-
work has been developed based on a thorough critical analysis of similar frameworks
with related scope, as well as stocktaking exercise and profound examination of
available digital financial services. In particular, the existing frameworks of digital
and financial competences were analysed. It is the DigComp, the Digital Compe-
tence Framework for Citizens [7] developed by the Joint Research Centre, Core
Competencies Framework on Financial Literacy for Adults [4] developed under
the auspices of the OECD. It consists of six thematic areas and thirty-five compe-
tences. The proposed competence areas consist of information and communication,
the financial landscape, service uptake, managing finances, safety and risk manage-
ment, problem-solving. The competences were defined in terms of title indicating
a rather but well-established scope, then followed by identification of knowledge
elements and accompanied by awareness and understanding. In this form, the com-
petence framework will be supplemented in future with two more layers, refining the
semantic scope, i.e. concerning skills and attitudes corresponding to the knowledge
layer.

1. Information and communication

1.1 Browsing, searching and filtering information. Understands how infor-
mation is produced, processed, managed and made available. Aware of dif-
ferent search engines and how and why they operate, especially how they
index and classify information. Understands which digital tools, like search
engines or databases, best answer to own information needs. Understands
how information can be found in different sources.

1.2 Evaluating information. Aware of the varying quality of available data
and information. Aware of the risks of misinformation and the concepts of
post-truth and fake news. Understands the varying reliability of information
sources, regardless of the communication channels. Understands the need
to evaluate digital media content. Knows hot to gather, process, evaluate,
cross-check and interpret information, including the information acquired
through digital platforms.
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1.3 Interacting through technologies. Aware of different digital communica-
tion channels (e.g. email, chat, VoIP, video conference, SMS). Aware of the
benefits and limits of different means of communications. Knows how digi-
tal communication means work. Knows the functionality of communication
apps (on mobile devices) and (desktop) applications. Knows how to choose
the most appropriate means of communication for the context. Knows how
to interact through a variety of digital devices, apps and applications.

2. Financial landscape

2.1 Understanding digital environment. Answers that money and financial
assets may take digital forms, and related transactions may be conveyed
digitally.

2.2 Understanding consumer protection system. Aware of digital financial
services consumer protection regulations. Knows where to find relevant
information regarding the extent of the protection for various digital finan-
cial products and contexts. Aware of redress mechanisms for unsatisfactory
service or products. Knows how to complain about financial products and
services to a relevant body.

2.3 Understanding rights and responsibilities. Knows and understands the
rights and responsibilities of digital financial services consumers.

2.4 Gathering information and advice on digital financial services. Knows
where to find information and advice on digital financial services. Aware of
existing sources of information on digital financial services and the avail-
ability of independent financial advice.

2.5 Staying up to date with digital financial services offerings. Aware of
the variety of available digital financial services. Aware of available digital
financial services providers offering relevant products. Knows that the right
choice of the digital financial product depends on many factors.

2.6 Understanding digital financial services landscape. Aware that digital
financial products may be offered by non-financial organisations including
big tech companies and small FinTech start-ups. Understands the mecha-
nisms of services used and knows organisations involved.

2.7 Keeping up with innovations and changes. Aware that digital financial
services evolve over time and sometimes can change rapidly and radically.

3. Services uptake

3.1 Making digital payments. Aware of various digital payment methods.
Knows how to assess the potential benefits and risks of various payment
methods. Understands the advantages and limitations of different methods
of making digital transactions.

3.2 Making money transfers. Understands different digital payments and
money transfer methods; knows how to make a payment or transfer money
using digital platforms (including mobile).
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3.3 Doing currency exchange. Aware of various exchange practices on digital
platforms; knows how to convert currencies using digital services; under-
stands the differences between digital services of currency exchange used
in different contexts.

3.4 Managing financial records. Understands the importance of systematic
reviewing of digital financial records and assuring access to them if neces-
sary, also through making copies or backups.

3.5 Using digital financial management services. Aware of integrated dig-
ital personal financial management services. Understands the differences
between functionalities offered.

4. Managing finances

4.1 Managing the budget. Aware of the need to create budgets, taking into
account incomes and expenses. Knows how to monitor them. Understands
the importance of planning for expenses.

4.2 Managing savings. Aware of different savings options available on digital
platforms, that may differ in terms of interest rates, fees, and taxes. Knows
about savings options available through digital finance services.

4.3 Managing an investment portfolio. Aware of digital financial investment
services. Knows how to invest using digital services. Aware of the difference
between different investment instruments available digitally when making
long-term investments, especially for retirement.

4.4 Managing liabilities and contracts. Aware that in some cases it may be
possible to renegotiate the terms for digital financial services. Knows when
and how the terms can be renegotiated.

4.5 Managing debt. Aware that digital financial products can affect personal
debt. Understands why it is essential to manage the ratio of the individual
or household debt to income. Knows that digital financial services may be
used for debt management.

4.6 Managing credit score. Aware that financial decisions on digital platforms
as on traditional channels may be assessed and taken into account in future,
for example by the third-party credit provider for assessment of a borrower’s
ability to repay the credit purposes. Knows which digital transactions and
related factors are taken into account in a credit score, and how it is assessed.

5. Safety and risk management

5.1 Identifying risk of information deficiencies. Aware of the risks linked to
making uninformed financial decisions, especially on digital platforms.

5.2 Identifying risks associatedwith excessive advertising. Aware that in the
digital environment, advertising and similar activities targeted at engaging
clients may be even more effective than in the real world. Understands the
consequences of compulsive or excessive buying.

5.3 Identifying emotional risks. Aware that emotions can have an impact on
financial decisions, primarily related to investments.
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5.4 Identifying risks related to ease of use of the platform. Aware that
simplified lending processes on digital platforms make it easy to access
credit without considering consequences or to spend more than initially
planned or necessary, especially that all forms of deferred payment are
also a form of credit.

5.5 Identifying mistakes. Aware that when using digital financial services,
mistakes can be made. Knows how to reveal them.

5.6 Identifying market risks. Aware of the risks related to digital financial
products, related to, among other things, making inappropriate product
choices including excessive exposure to market interest rates or currency
exchange risks. Aware of how internal or external shocks may impact
financial markets and possible consequences for digital financial services
users and providers.

5.7 Safeguarding against scams and frauds. Aware of the risk of scams
and frauds. Understands why it is important to report them to the relevant
bodies even if not personally a victim. Knows whom to report suspected
scams and frauds. Knows how to report scams and frauds.

5.8 Protecting personal data. Aware of personal data protection importance
and existing regulations. Aware that digital service providers may use the
personal data of users. Aware of online fraud, cyberbullying and threats in
the digital world. Understands basic concepts like confidentiality, privacy,
data security and data protection. Understands the risk of identity theft and
related credentials’ thefts. Understands the importance of keeping all the
personal data and financial information secure (including security-related
information like passwords and PINs). Understands how others can see
user’s digital footprint. Knows that most of the digital services collect and
use information about users, also for commercial reasons. Knows about
appropriate behaviour in the digital domain.

5.9 Managing digital identity. Aware of the connections between the online
and the offline worlds. Understands the benefits of having one or more
digital identities to be able to secure against risks and threats, to protect
reputation.

5.10 Protecting devices. Aware of the risks and threats associated with the use
of digital technologies. Knows about current and up-to-date strategies to
avoid risks and deal with threats.

6. Problem-solving

6.1 Solving technical problems. Knows how digital devices are built and the
way they function. Knows how to solve possible technical problems or
where to look to solve a problem.

6.2 Identifying needs and technological responses. Understands the potential
and limitations of digital technologies and tools. Knows available technolo-
gies, their strengths and weaknesses and how to use them to achieve per-
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sonal goals and increase productivity. Knows the most relevant applications
of digital technologies.

6.3 Identifying digital competence gaps. Aware of the broader context of
the information society, digitalisation and globalisation. Understands where
own digital skills and competences need to be improved or updated, also to
keep up to date with new developments. Knows about the important digital
technologies used.

6.4 Identifying digital financial competence gaps. Knows that it is possible
to improve an individual’s digital and financial literacy.

It seems significant that the most competences were distinguished for the area of
security (ten). This confirms the importanceof theproblem in the context of the degree
of use of digital financial services. The issues related to ensuring privacy and security
are certainly the greatest concern of users who refrain from using digital channels.
These fears are additionally intensified by the lack of appropriate competences and
skills in the field of individual protection against threats occurring in this sphere. It
is probably even more important, and perhaps even above all, in the case of attitudes.
The shaping of attitudes should be at the beginning of all considerations regarding
the development of upcoming policies aimed at promoting the use of modern digital
financial services.

9.4 Conclusions

Digitalisation is affecting individuals and businesses, and strengthening the digital
economy and information society. Mobile devices and the Internet have given rise to
a new generation of financial services. The digitalisation of financial products leads
to a need to increase digital financial literacy. Following this, appropriate policies
should be developed to address the issues of digital and financial exclusion. This
requires substantial empirical evidence based on a robust measurement framework
in the form of data collection systems for statistical production processes. Policy-
makers need timely and relevant statistics to better understand this crucial area of
digital economy development.

competence, skills and attitude frameworks are an essential prerequisite facili-
tating the production of meaningful statistics. This paper proposes the competence
framework for digital financial services. The proposed competences, grouped into
six major areas, have been identified and defined in terms of the first layer of usual
description, i.e. awareness, understanding and knowledge. The work presented here
should be continued in the form of making the framework more granular by adding
skills and attitudes corresponding to identified competences. Itmay, however, already
be used as a guide in design of set of indicators necessary to monitor and evaluate
policies targeting digital financial exclusion. The framework proposed identifies crit-
ical core competences that should be developed to ensure the everyday and safe use
of digital financial services by consumers.
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Chapter 10
The Motives of Name Changes and Share
Quotations on the Warsaw Stock
Exchange

Roman Asyngier

Abstract The aim of this article is to analyse the motives of name changes made
by public companies listed on the Warsaw Stock Exchange and to identify abnormal
returns before and after this event depending on the motives given by issuers. The
research methodology using cumulated abnormal return (CAR) was to determine
the relative strength of quoted shares in relation to the WIG index before and after
changes in companies’ names. The results of the research done indicated abnormal
returns before the name change as well as unambiguously negative trends afterwards.
The article is a continuation of the author’s previous research into the problem of
name changes, which has not yet been carried out on the Polish market.

Keywords Name change · Abnormal return ·Warsaw Stock Exchange · Event
study ·Market performance

10.1 Introduction

Every year, a lot of companies in the world change their names. The motives for
such operations may be mergers and acquisitions, a change of the business profile,
creating a new capital group or marketing activities. In the last 20 years, companies
listed on the Warsaw Stock Exchange have changed their names exactly 200 times.
The investigation of the relationship between the motives of name changes and stock
quotations may provide some important information for managers and investors.
The results of the research on the impact of name changes on quotations of the listed
companies do not bring, however, sufficiently clear indicators.

The purpose of the article is to analyse the motives behind name changes under-
taken by public companies on theWarsaw Stock Exchange and to identify the occur-
rence of abnormal returns before and after this event, depending on the motives given
by the issuers. The research methodology which uses cumulated abnormal returns
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(CARs) is to determine the relative strength of listed shares in relation to the WIG
index, before and after the change of the company’s name. The article continues the
previous research on the problem of name changes, which has an aspect of novelty
on the Polish stock market.

The structure of the article goes as follows: literature review, description of
a research methodology, research findings and conclusions. The already existing
research carried out on various capitalmarkets highlighted differences in the obtained
results. The methodological part presents the description of the stages of creating
a research sample along with the division into subgroups and the applied research
method.The researchfindings showCARsdependent on themotives of namechanges
before and after this operation in the established subgroups. The last part of the arti-
cle includes the research conclusions compared with the results achieved by other
authors together with the discussion on these results.

10.2 The Motives of Name Changes

The brand is usually defined as a notion, symbol, design or combination meant to
help identify goods or services of one seller or a group of sellers and to distinguish
them from an offer of competition [27]. The name of the brand is discussed as a
main means or a signal thanks to which a company may communicate publicly with
market participants [36]. Competition enhances the strength of brands because they
allow for non-price differentiation [1]. According to Turley and Moore [39], the
importance of a name and a brand is more significant when a given product is of
intangible nature (service), because it is a fairly good source of information about a
company provided by customers’ opinions.

A change of the name of a company is often referred to as rebranding. Yet,
rebranding is defined broader not only as renaming but also as makeover, reinvention
or reposition [32]. It may be connected with a change in the strategy of the company’s
activity, launching new products, entering new areas of operational activity or a
total change of a business profile. The rebranding model proposed by Muzellec
and Lambkin [35] covers four factors: a change in the ownership, a change in the
company’s external environment and a change in its competitive position. According
to Rooney [37], rebranding may refer to corporate industrial and service rebranding.

Renaming sensu stricto is a name strategy lying in the exchange of a name for
a new one. More often, it is connected with changes in the companies’ names than
names of products. It is due to the fact that it is much easier to introduce changes
in the company’s name than in its product. Clients are emotionally attached to the
name of a given product; thus, it is more difficult for them to accept these changes.
Renaming often results from the need to change the image following the change in
the strategy. Researchers suggest that a change of the name should be a measure
of the last resort and it should be undertaken only when there is no other option of
resolving such a problem [25].
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Renaming aims at bringing market benefits and as a consequence also financial
ones. This may stem from two mechanisms due to which a change of the name
not only helps companies but also influences the manner investors perceive their
shares—these are inherent value and signalling value (see also [24, 34]). Inher-
ent value covers the name itself, increasing the company’s cash flows, raising cus-
tomers’ awareness or perception of the company. A change of the name may also
signal a promise to make value-generating changes in its business operations. The
likely improvement of the perception of the company’s brand will bring about higher
incomes of the company and, thus, profits for shareholders (expected higher share
prices and dividends).

A change of the name itself does not always have to result in long-term benefits
that might exceed the cost of the operation. The complexity of the process may be
connected with considerable legal costs, advertising costs and the need to inform
market participants of the change made [18]. Quite often, such costs are variable and
difficult to estimate (see other examples [23]). Badly prepared and poorly managed,
such a change might have disastrous effects, worse than merely losing the existing
customers.

One of the key factors determining changes of brands and companies’ names is
mergers and acquisitions [19, 35, 43]. Amerger may result in creating a new brand or
a company name, adopting a stronger brand or the joint use of both brands. A choice
of a solution should in the best possible way communicate the potential synergies
arising from M&A transactions [5, 29].

A change of the name most often has got a strategic background, but it may also
be caused by fashion or vice versa, by some reluctance to identify the company’s
business activity with a particular industry. It was proved that during the dot-com
boom on the NASDAQ Stock Market a lot of companies were undertaking changes
of their names by adding ‘dot’ or ‘com’ [10]. Such a move had a positive effect
on share prices (cf. [6, 28]). The research done after the bursting of the speculative
bubble revealed that a lot of companies decided to remove these elements from their
names due to the wrong perception of the company by investors [11].

10.3 Literature Review

The subject literature referring to the research into the issue of the influence of name
changes on share prices, although quite extensive, does not give unambiguous results.
More often, positive CARs were indicated; however, the strength of this effect and
the influence of the event time on quotations were identified differently.

A clearly positive reaction to a change of the issuer’s name was proved by,
inter alia, DeFanti and Busch [12] and Karim [22]. Their results were confirmed
by Biktimirov and Durrani [7] on the Canadian market who recorded a close relation
between a type of the change in the name and share prices as well as trading volume.
Essential changes connected with core business activity, such as M&As or product
launch, are of much greater importance than pure name changes. Also, Agnihotri and
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Bhattacharya [2], basing on quotations of Indian companies, noted a positive effect
of name changes. Greater abnormal returns occurred when companies’ names were
not referring to their geographical location and were fluent, specific and related to the
owner’s family. Positive return rates on the Indian stock markets were also observed
by Gupta and Aggarwal [16], but in the group of small cap stocks exclusively.

Horsky and Swyngedouw [17] on the basis of a narrow research sample covering
only 58 American companies showed a strong positive effect of the change of the
name in a group of industrial firms and firm of investment risk. In the case of financial
entities, there was a negative response to the prices. The research by Mayo [31] run
on the basis of a 30-day observation of quotations on the NYSE after the change
of the name confirmed a positive effect of this event. However, the impact of this
was not significant enough. Kot [26], basing on his observations of the Hong Kong
market, noted a short-term impact of a change of the name on share prices. He
proved, however, that the reactions of investors vary depending on the motives of
such a change. The market reactions were positive when the change of the name
followed an M&A transaction, undertaken restructuring or a change in the business
profile of the company. Changes meant to improve the company’s reputation did
not bring about any price reactions. In this context, the conclusions drawn from the
analysis by Kashmiri and Mahajan [24] are worth noting as the authors showed that
American companies while making significant marketing investments in the change
of the name are viewed much better by investors. The research on the British market
confirmed the importance of information on the change of the name for stockholders
because they brought significant CARs after the announcement [30]. It was found
out that there are various dependencies between shortening or lengthening of the
name and a direction of price changes. A removal of an element of the name met a
negative reaction, contrary to an addition an element to the company’s name which
gave positive price effects.

In contrast to the research indicating positive abnormal rates, there are research
findings showing no relation between name changes and a value for stockholders of
the US companies (e.g. [8, 18, 23]). Even though Bosch and Hirschey [8] confirmed
slightly positive abnormal returns before publishing the information, this effect was
temporary as it was entirely eliminated by the price changes within the subsequent
three weeks. Similar results were recorded in the research on the Malaysian market
[21]. They concluded that the changes of names not accompanied by formal, national
regulations on restructuring, have no significant impact on share prices.

Few studies demonstrated unequivocally negative price effects for companies
which were changing names. A negative long-run effect of a name change was
pointed by Andrikopoulos et al. [3], while investigating 800 cases of companies
based in the UK after a considerable change in the name within the next 36 months.
The authors claimed markets respond slowly to the contents of the information on
the change in the name and a downward trend spread in time occurs regardless of the
results obtained by companies before the change of their names. Short-run negative
effects of changes were, in turn, indicated by the analysis of quotations on Australian
companies [20]. Significantly, negative results within 21 days after announcing the
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change were particularly limited to enterprises undertaking major name changes
while being restructured and to small companies.

Part of publications, besides examination of abnormal returns, referred to the
influence of name changes on the volume of trading. The analyses of several thou-
sand name changes of companies of the US markets allowed to state that changes in
names generally increase the average liquidity of shares [15]. A linguistic aspect of
the changes made was highlighted there. More fluent names and easier to pronounce
extended shareholding and increased the company’s value. Similar results for liquid-
ity were recorded byWu [42].While analysing changes of nearly 200 tickers of listed
companies in the USA, he proved a positive reaction of prices for companies which
take the name of one of the well-recognized brands, which may be associated with
good activity. However, names meant to cut off from the company’s bad reputation,
on giving the information, were even negative. Biktimirov and Durrani [7] claimed
that the changes on the Toronto Stock Exchange are accompanied by an increase in
the trading volume for a few days from the date of approval.

The only research dealing with the impact of a change of the name on share prices
of the companies on the Polish market was published in 2018 [4]. The research was
of a pilot nature, and it was limited to essential name changes of the companies listed
on the WSE’s main market in 2006–2015. On the basis of a selected research group
(70 name changes), positive abnormal returns from shares were confirmed before
the change and clearly negative ones after this operation in a long-term perspective.
The present study continues the above-mentioned analyses with the extension of a
research group, taking into account motives for these changes and applying more
advanced research tools.

10.4 Research Sample and Research Methodology

Initially, the analysis of dependencies between name changes of public companies
and their return rates covered the period of 1998–2017, i.e. 20 years of the WSE’s
functioning. During this time, the number of name changes amounted to 200, and all
the changes resulted in a change of the company’s ticker, its name given in the listing
or both of them. Split operations and share issuances with the rights issue carried
out by issuers at the time of the analysis were also included into the research. Share
prices in these cases were adjusted for theoretical values of the rights issue and split
coefficients.

Having considered the information available in the WSE’s annual reports and
the Internet content, the period of 1998–2000 was excluded from the analysis. The
data accessible from this period did not allow to establish the accurate dates of
name changes. With the assumption of conducting the analysis of share price move-
ments within two years, the cases from occurring after 30 September 2016 were also
excluded. Eventually, subject to the analysis were 162 events of name changes which
took place on the WSE between January 2001 and the end of September 2016.
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In order to receive possibly the most representative research sample, it under-
went a two-stage selection. At the first stage, two time criteria of a name change
were established, which due to the adopted research methodology could distort the
achieved results. It was assumed that those events will be excluded from the analysis
if they take place in companies performing renaming within three calendar years, if
companies are de-listed from the market within two years after the event or compa-
nies which changed their names within a year from their debut on the stock exchange.
As a result, 54 such cases were identified (33, 13 and 7, respectively) and the research
sample was reduced to 108 events. At the second selection stage, the analysis aimed
at detecting all the name changes in terms of specific operations which might dis-
rupt the research. At this stage, the following companies were excluded: OPTIMUS
and GRUPA ONET (created due to the transfer of part of the publicly listed OPTI-
MUS’s assets), ASSECO POLAND (in 2005, it performed rebranding, and in 2007
it merged with SOFTBANK—another public company), GETINOBLE (there were
two mergers in 2010-2012), ABADONRE, ALPRAS, DZPOLSKA (following the
name change, their quotations were suspended for over a year) and BICK (following
the name change, its quotations were suspended for over a half a year). Taking into
account the above nine cases, the research sample further investigated comprised 99
changes of the name.

At this point, two bizarre cases of name changes made on the WSE by the issuer
might be worth mentioning (both of themwould not have been subject to the analysis
anyway due to the time criteria). The first one refers toWDMCP, the company which
debuted on the stock market on 26 November 2014. The listings showed WDM’s
ticker and its abbreviated name WDMCP. According to the information given by
the company, on the debut day the stock exchange changed the abbreviated name
because of a spelling mistake in the application for the admission to trading (the
company made a mistake giving this abbreviated name WMDCP). The company
was listed in quoting under the corrected name for less than three months, as already
in February 2015, it changed its name to ‘EVEREST’. The other case refers to a
company which debuted on the WSE as early as 2008 under the name ‘HARDEX’,
and in 2012 it changed its brand to Libra. In May 2013, the same company changed
the name twice within only 8 days—at first to GLOBAL NGR and then to GLOBAL
NRG. Also in this case, a highly probable reason for a fast change was a spelling
mistake. Eventually, after the change made in 2014, the company took the name
‘STARHEDGE’.

The next stage of the analysis was to determine the motive of a change of the
name. First, name changes were attributed to the research sample by four motives:
mergers and acquisitions, rebranding, a new operational strategy and a change of
the business profile of an issuer. The motives were identified on the basis of the
information published by companies in their current reports (referring to the very
name change) or interim reports (most often annual with the description of the most
significant events from the issuer’s activity).

Apart from M&A transactions defined clearly as such, also adverse acquisitions
and ownership transformations were included. A change of a strategy in a business
activity may be related to, e.g., a new business strategy, sales of products and co-
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operation with other entities, and at the same time, it may be connected with a new
holding strategy, creating a capital group, reorganization of the group, restructuring
or wide co-operation with an strategic investor. All marketing activities that aim
at enhancing or changing the brand were qualified to rebranding. Consequently, a
change of the profile means core changes in the area of the company’s operational
activity (a total change of operational activity after discontinuing current activity or
entering new areas of activity, which were to be core activities in giving revenues
and generating profits).

In cases of multifaceted name changes in public companies (e.g. the issuer per-
formed an acquisition, which changed the strategy of their activity and justified
rebranding), the importance of a given motive in the operation was subject to sub-
jective evaluation. The most decisive motive was that one which in the course of
publishing current information (occasionally with financial results obtained later)
exerted the highest impact of the functioning of a public company.

The research carried out allowed to determine unambiguously a leading motive
of the change of the name in 91 cases:

– Mergers and acquisitions—30,
– Rebranding—39,
– New strategy of activity—11,
– Change of the issuer’s activity.

Out of eight cases, a sample of five name changes made by National Investment
Funds (NIFs) 1 was distinguished. Each time, when a name change took place after
a merger with other entities (including NIF funds), the companies strongly accentu-
ated rebranding. Full homogeneity of this sample as well as the lack of possibility of
evaluating of the key factor for the name change contributed to the identification of
the fifth research sample. The remaining three cases were excluded from the study as
it was not possible to relate the operations to the adoptedmotives of the issuers’ activ-
ity (NEW WORLD—relocation, ORION—a change of the share quotation market,
INVISTA—officially given motive was ‘to beautify ticker’).

Commonly used in the world, the calendar-time portfolio method was applied
based on the cumulative abnormal returns (CARs) and recommended for long-term
event studies [9, 14, 33]. To calculate surplus returns, the model based on the market
index was engaged. Therefore, the analysis took into account a relative strength of
quotations related to a general market index to eliminate impacts of existing trends
on the listing of the companies. The index at issue was the index of a wide share
market in Poland—WIG.

The date of the name change of the company (t0) was assumed to be the actual
day of the change in the name or the ticker. The quotations of selected shares were
taken as single time point (t0), giving CAR value 100 to the whole research sample.
For a given day t, above-average return rate from the share wallet was calculated as

1An investment fund of the close-ended type, a public company set up by the Polish State Treasury in
1995; within theMass Privatisation Programme, 15 funds were created whose shares were admitted
to trading at the WSE. The appropriate abbreviation for the Polish language is NIF (also officially
used in WSE listing).
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the average from abnormal returns which were subject to the analysis. The research
was run within 250 sessions before and 500 sessions after that day. Considering the
fact that on average there are 250 market sessions, it corresponds approximately to
one year before and two years after the change of the companies’ names.

The source of information on the dates of the name changes was annual reports
of the WSE [40] as well as current information on shares published by the issuers
[41]. The data on share quotations and the WIG index used for this research came
from the services EMIS [13] and Stooq [38].

10.5 Research Findings

The research carried out proved that in the period of one year before the name change,
the quotations of the analysed companies showed a clear upward trend (Fig. 10.1).
Positive abnormal returns of the whole sample were 20%. This clear upward trend
was over 38 sessions before the name change. For the remaining two months, the
companies’ quotations before the change were in a side trend of a limited liquidity.
Reinforcement of the quotations from the last 15 sessions before the name change
accounted for nearly 4%.

The least liquidity of quotations and fluctuations of CARs were characteristics of
the companies’ name changes motivated by marketing activities. In the case of this
research group, the effect was zero. The companies motivated by a new strategy to
change their names strengthened their quotations against the benchmark by about
20% and in the case of entities performing M&As by nearly 30%. In both cases,
upward trends lasted almost till the end of the period before the name change. High
liquidity and high positive CARs were recorded for the quotations of NIFs, and the
companies performing renaming die to the change in their activity profiles. It is worth

Fig. 10.1 CAR before the name change (source The author’s own study)
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noting, however, that in the case of these entities, the name change was preceded by
clear falls of the relative strength of share listing.

The analysis of abnormal returns after the change of the name of a company shows
a downward trend (Fig. 10.2). In the first 46 sessions after the event, each of the
companies was relatively cheaper by 8.3%. This declining tendency remained until
the 168th session after the change, adjusting the relative values of the companies
by 17.0% on average. The growth which followed for the subsequent weeks was
finished after a year of the change. The falls observed at the end of the analysis did
not bring quotations below the earlier established minimum (−13.5%).

Apart from NIF funds, all the research samples distinguished because of a motive
for name changes in the first weeks after these operations recorded negative CARs.
Definitely the weakest were return rates of those companies where a change of their
activity profile was the decisive factor while changing their names. As early as after
23 session days, relative losses in this group exceeded 10%, while in the remaining
groups theywere similar and fluctuated from−1.9 to−2.6%. In the followingweeks,
the quotations of these companies were the weakest and after 136 sessions of the date
of the change, the falls in prices accounted as many as 38.4%. Since then, the trend
in this subgroup was noticeably changed and the losses were quickly mitigated.

A quite interesting observation can be made regarding 182 sessions after the
change of the name. With the average change for the whole sample −13.0%, CARs
for particular subgroups differ from this value by maximum ±2%. Since that point,
the average CARs for particular research samples evidently ‘go apart’. The quo-
tations continue to weaken in the companies, which while changing their names
are motivated by a change in their strategy and performing M&As. An upward trend
starts in the companies performing rebranding, and it is still continued by issuers who
change the profile of their activity. In the NIF subgroups, a short increase appears
preceding a strong downfall trend.

Fig. 10.2 CAR after the name change (source The author’s own study)
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Eventually, after the change of the name, only the companies motivated by the
change in their profile of activity end up with a clearly positive CAR (over 22.7%).
Slightly negative CARs were recorded for quotations of the companies undertaking
rebranding (−5.8%). The rest had declines in the relative strength in relation to the
benchmark, in the case of M&As exceeding −22.3% and for those changing their
strategy by 34.9%. In the selected subgroup of NIF funds, falls of CARs were almost
50%.

10.6 Conclusions

The results obtained clearly indicate that investors respond positively to the
announcement of a change of the name by issuers. A long-term effect of the name
change just before the operation was positive regardless of its motives. The only
exception is entities undertaking rebranding. The lack of a distinct reaction of the
share prices before the name change proves a neutral reception of this relevant infor-
mation by investors. These results are in contrast to the observations made on the
American market [24]. Yet, they are in line with the essence of the research findings
suggesting a higher positive effect of the name change on the quotations in the case
of significant motives (M&A, new strategy) decisive for renaming [7]. The highest
positive CARs in subgroups of NIFs and companies changing their activity profile
in general may be justified by high expectations of improvement in the financial sit-
uations of issuers. In the majority of cases, these companies (including NIFs) before
the change were in a poor financial state. Investors were likely to treat the name
change and its motives as ‘a new opening’ and an opportunity for the future.

The change reverses the positive trends evident before this event in the company’s
quotations. After the operation, the quotations are considerably weakened and the
company’s listing regardless of the motives of the name change showed negative
CARs for at least a few months. The effect can be observed in a short-term perspec-
tive—a few weeks, a few months or even years. It confirms some observations made
in the course of the research run on the world financial markets (e.g. for short-run
observations: [8, 20, 21]; for long-run: [3]). Nonetheless, the results do not corre-
spond with the majority of the findings which indicated a positive effect after the
name change (e.g. [2, 7, 12, 22]). Neither do they confirm the observations by Kot
[26], relying positive returns on the motives of the change, although at the same time
they show that the most significant for investors are actual M&As transactions and
the changes in the company’s business profile.

When related to the benchmark, the highest losses are for shares of companies
undertaking renaming as a consequence of a merger/acquisition and the change of
the profile. The same companies enhanced their quotations before the name change.
It may be proved by the well-known rule of buying shares before some event and
selling them afterwards. The quotations of the companies changing as a follow-up
of the change of the profile of activity in the long-run much differ from the rest of
the subgroups. After about 8 months of the change, their quotations mark a strong
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uptrend. It is difficult to point at reasons for such movements of share prices. On
the one hand, it may be a pure speculation quite often appearing on the companies
with weak foundations. Any positive aspect connected with starting activity in a new
industry may be met by enthusiastic reactions of the market. On the other hand, one
should note a not very big research sample made up by only 11 companies. In this
case, strong rises of 2–3 companies may distort the results of the whole subgroup.
The same refers to CAR observations in NIF quotations. But in this case in the long
term, all the five funds recorded significantly negative CARs.

The research results are evident and unambiguous as for general trends which
accompany quotations of companies before and after the name change. Therefore,
their findings may be valuable for investors and managers of share wallets while
taking proper investment decisions. The discrepancies between the results obtained
on the Polish market when compared with the results of scientific studies on other
world capital markets are a valuable contribution to the existing subject literature.
They also provide grounds for further analyses to verify the achieved results. It
appears that the research problem of the impact of the name changes on quotations
is interesting enough to be continued in future.
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Chapter 11
The Investor’s Preferences
in the Portfolio Selection Problem Based
on the Goal Programming Approach

Donata Kopańska-Bródka , Renata Dudzińska-Baryła
and Ewa Michalska

Abstract Goal programming is the approach used for multicriteria decision making
when the decision maker aims to minimize deviations between the achievement of
goals and their aspiration levels. In the presence of skewness in the portfolio selection
problems, the goal programming technique is an excellent and powerful quantitative
tool in which the investor’s preferences among objectives are incorporated. In this
study, in the mean–variance–skewness framework, the utilization of the goal pro-
gramming model allows to determine the trade-off frontier or efficient frontier for
a given level of decision maker’s preferences in relation to the selected parameters.
Each change in the strength of preference for the expected value in relation to the
third moment is a trade-off frontier in the appropriate two-dimensional space or on
the surface of efficient portfolios in three-dimensional space.

Keywords Mean–variance–skewness portfolios · Efficient frontier · Trade-off
frontier · Goal programming

11.1 Introduction

The analysts basing on the Markowitz portfolio selection model have focused on
the expected return and variance and have stated that an investor should always
choose an efficient portfolio. They have assumed that the return rates of stocks have
a normal (symmetrical) probability distribution or the utility function is quadratic.
The assumption regarding a symmetrical distribution of the rate of return is unrealistic
and has no empirical evidence [12, 15, 23]. Many researchers argue that higher order
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152 D. Kopańska-Bródka et al.

moments of the portfolio’s return are relevant to investors’ decisions and cannot be
ignored. Scott and Horvath [25] have shown that if the distribution of random rates
of return is asymmetric or the investor’s utility function is a function of a higher
degree than the quadratic function, the assessment of the investment should be based
on at least the third and fourth order moments. As a result of the evidence against
the assumption of the normality of the rate of return distribution, the multiobjective
portfolio selection model incorporates the higher moments. In general, investors
prefer high values for odd moments and low ones for even moments. Increasing the
positive value of an odd moment can be interpreted as decreasing extreme values on
the side of losses and increasing them on the gains’ side.

The importance of skewness in the rate of return distribution is introduced by
Arditti in the stocks’ pricing [1, 2]. He claims that investors prefer positive skewness
as a result of decreasing absolute risk aversion. The preference for positive skewness
is also related to the concept of prudence introduced by Kimball [16]. A prudent
investor is characterized by a special behavior in a situation of risk i.e. a precautionary
saving or limiting consumption. In the context of the theory of expected utility,
prudence means the convexity of marginal utility [5, 18, 19].

The first publications in which portfolio selection models incorporating skewness
measures were proposed, appeared in the 1970s [26, 27]. Maximizing skewness
expresses the basic preferences of the decision maker and leads to an increase in the
chances of achieving above-average rates of return. Currently, different approaches to
themulticriteria portfolio selection are proposed, such as the use of goal programming
or the use of the utility functions of distribution moments [13, 20, 21].

The literature also explores efficient portfolios in terms of the first three moments
of the rate of return distribution [3, 10]. In addition, the problem of diversification of
optimal portfolios depending on the investor’s preferences regarding the skewness
of the rate of return is discussed. Independent research confirms that the greater the
strength of preference for skewness, the lower the degree of portfolio diversification
[11, 14, 26].

To sumup, themain purpose of this study is to propose amean–variance–skewness
goal programming model for portfolio selection based on the investor’s preferences.

The paper is organized as follows: Sect. 11.2 provides discussion on the portfolio
selection problem with third-order moments. The theoretical framework of the goal
programming model is discussed in Sect. 11.3. The numerical results are illustrated
in Sect. 11.4. Conclusion of the study and some computational details are presented
in the final section.

11.2 Skewness in Portfolio Selection

In the presence of skewness, the portfolio selection problem turns into a nonconvex
optimization problem which can be characterized by a number of conflicting and
competing objective functions. To solve this complicated task, various approaches
have been proposed in the literature. Konno et al. [17], Boyle andDing [4] applied the
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method of linear approximation of quadratic and cubic expressions in the optimiza-
tion model and in this way brought the issue to the convex programming problem.

The goal programming (GP) has been the most widely used approach in decision-
making problems with several conflicting and competing objectives. An important
feature of GP is the existence of optimal solution. Generally, the GP models vary
in the form of the achievement function, which minimizes the unwanted deviations
(absolute or relative) of the model’s goals [20].

The polynomial goal programming (PGP) approach to the portfolio selection with
skewness was proposed by Lai [21]. This article initiated the intensive development
of literature, in which portfolio optimization is conceived as amultiple goal program-
ming problem. Lai [21] and authors of the other papers [8, 9, 24] assumed that the
portfolio decision depends on the percentage invested in each asset and constructed
a PGP model that the portfolio choice can be rescaled and restricted on the unit
variance space. This PGP methodology has become popular for empirical research
looking at skewness persistence in a variety of international markets [7, 22]. Canela
and Collazo [6] pointed that under certain conditions, the PGP method can produce
mathematically feasible solutions, which would be unfeasible from a financial point
of view.

Chen and Shia [7] stressed that assets and portfolio returns tend to be asymmetri-
cally distributed and using variance as themeasure of investment risk is inappropriate
and unreasonable. They proposed a new portfolio selection model which uses down-
side risk in the form of “lower partial moments” instead of variance as the risk
measurement in the goal programming portfolio model.

Yaghoobi and Tamiz [28] considered the GP portfolio selection model in which
aspiration levels were not known precisely. They used the fuzzy approach where
imprecise level was treated as a fuzzy goal.

In our approach, the goal programming model with the weighted linear function
of relative deviations from the model’s goals is considered. We utilize the GP to
determine the trade-off frontiers of portfolios of selected stocks which constitute
WIG20 index on the Warsaw Stock Exchange.

11.3 Goal Programming Models

In this study, the investor’s preferences for skewness and expected value of the
distribution of the rate of return are incorporated in portfolio selection problem.

Let us introduce some symbols. Shares of stocks in portfolio form a vector x =
[x1, x2, . . . , xN ], where x1 + x2 + · · · + xN = 1 and xi ≥ 0 for i = 1, . . . , N . The
condition for nonnegativity of shares means that short sale is forbidden. Random
rates of return of stocks in portfolio make up a vector R = [R1, R2, . . . , RN ]. Rate
of return of portfolio is a random variable which distribution is generated by the
random rates of return of shares RP = R1x1+ R2x2 +· · ·+ RN xN . Our optimization
models make use of three moments of a portfolio random rate of return RP : the
expected value of the portfolio (EP ) which is the first-order moment, the variance



154 D. Kopańska-Bródka et al.

of the portfolio (VP ) which is the second central moment and the skewness of the
portfolio (SP ) measured by the third central moment and written as

SP = E[RP − EP ]3 = x · M3 · (xT ⊗ xT) (11.1)

where the symbol ⊗ denotes the Kronecker product. The matrix M3 consist of the
third central moments and co-moments of the random rate of return of stocks

M3 = E[(R − E(R)) · (R − E(R))T ⊗ (R − E(R))T] (11.2)

Our method of research (optimization) has three stages. In the first stage for a given
value of portfolio variance (V0), the expected value of optimal portfolio (E∗

P ) is
determined. Next, in the second stage for a given value of portfolio variance (V0),
the skewness of optimal portfolio (S∗

P ) is determined. And in the last stage, optimal
values E∗

P and S∗
P are used as goal values (aspiration levels) and for given values V0,

E∗
P and S∗

P the optimal portfolio with the minimal deviation from the goal values is
determined. In our procedure (method), the meaningful values of variance has to be
higher than the variance of the global minimum variance portfolio and lower than
the minimum of the variances of stock with the highest expected rate of return and
stock with the highest skewness.

In the first stage for selected values of variance V0, we optimized a well-known
Markowitz portfolio selection model of the form

max EP

VP = V0

N∑

i=1

xi = 1

xi ≥ 0, i = 1, . . . , N (11.3)

The expected rate of return of optimal portfolio based on model (11.3) is noted as
E∗

P . The optimal portfolio which maximizes the skewness for a given variance is the
following:

max SP
VP = V0

N∑

i=1

xi = 1

xi ≥ 0, i = 1, . . . , N (11.4)
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The desirable value of skewness is noted as S∗
P . To determine an optimal portfolio

which for a given variance is closest to the desirable values of expected rate of return
and skewness, we propose the following goal programming model

min α

∣∣∣∣
de

E∗
P

∣∣∣∣ + (1 − α)

∣∣∣∣
ds

S∗
P

∣∣∣∣

EP + de = E∗
P

SP + ds = S∗
P

VP = V0

N∑

i=1

xi = 1

xi ≥ 0, i = 1, . . . , N (11.5)

where de is a deviation of the expected portfolio rate of return from a desired value
E∗

P , ds is a deviation of portfolio skewness from a desired value S∗
P , α ∈ 〈0, 1〉

is a weight (weighting coefficient). The objective function minimizes the relative
deviations from desired values. The strength of preference toward a desired expected
return is reflected by a weight α, and the strength of preference toward a desired
skewness is reflected by a weight (1 − α). If α = 1, the portfolio preferred by an
investor is that whose expected rate of return is as close as possible to the maximum
rate of return for a given risk level and the optimal portfolio of (11.5) is the same
as a solution of model (11.3). Similarly if α = 0, the investor prefers a portfolio
that guarantees the achievement of extreme values of a positive rate of return for a
given level of risk and the optimal portfolio of (11.5) is the same as a solution of
model (11.4). For the assumed values of V0 and α, the solution of model (11.5) is the
optimal portfolio x = [x1, x2, . . . , xN ]; however, in our research the parameters of
the distribution of the return rate of the portfolio x will be analyzed, not its structure.

Moreover, for different values of variance the optimal values of objective function
of (11.3) and (11.4) are used to determine the boundary lines of the expected rate
of return and skewness of the optimal portfolios of (11.5). In the mean–variance
space, an area between the efficient frontier based on the solutions of model (11.3)
and the line of the expected returns of the optimal portfolios of (11.4) is a set of
feasible portfolios when the strength of preference toward the desired expected rate
of return is considered. Likewise, in the skewness–variance space, there is the set
of portfolios when the strength of preference toward a desired skewness of rate of
return is considered.
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11.4 Data and Tools

Ourmajor interest is to determine the set of efficient portfolios consisting of solutions
of goal programming approach to portfolio selection problem. The purpose of our
analysis is to illustrate how selected parameters of the return rate distribution of the
optimal portfolio vary for investors with different preferences for the expected value
and skewness. These preferences are expressed by means of the α parameter.

The data set contains daily logarithmic rates of return for the year 2017 for all
20 shares being components of the WIG20 index on the Warsaw Stock Exchange.
Calculations were made in the SAS software using the NLP solver and self-prepared
programs.

In this paper, we analyze the expected values and skewness of logarithmic rates
of return of optimal portfolios for various values of variance. Values of variance

have to be from the interval V0 ∈
〈
VGMVP,min

i

{
Vmax Ei , Vmax Si

}〉
where VGMVP

is a variance of the global minimum variance portfolio, Vmax Ei is a variance of
a stock with the highest expected value, Vmax Si is a variance of a stock with the
highest skewness. In other words, the assumed variance V0 has to be not lower than
the minimal variance of all portfolios and not higher than the lower from variances
of the maximum expected value share and the maximum skewness share. Table 11.1
shows the first three moments of logarithmic returns for all 20 shares and the global
minimal variance portfolio (GMVP) in the analyzed period.

Based on the values in Table 11.1, the interval of the assumed variance V0

is 〈0.592, 2.908〉. In the optimization models (11.3)–(11.5), we considered values
rounded to 0.1.

11.5 Results

By changing the values of variance in models (11.3) and (11.4), we obtain optimal
portfolios and we can construct efficient frontiers in mean–variance and skewness—
variance spaces. In addition, for each efficient frontier, a sequence of values of the
considered parameter: the third moment (as a measure of skewness) and the expected
value (mean), can be calculated for optimal solutions of the other model. Precisely,
in the mean–variance space, we determine the line of expected values for the optimal
portfolios of themodelwith the skewnessmaximization (11.4), and in the skewness—
variance space the line of the values of third moments for the optimal portfolios of
the model with the maximization of the expected value (11.3). Area between the effi-
cient frontier and the obtained line represents a set of trade-offs between the expected
return and skewness.

The optimal solution of the goal programming model (11.5) for a fixed level of α

and variance V0 is the portfolio with the following parameters: the expected value of
the portfolio’s rate of return EP(α, V0), variance V0, and skewness of the portfolio’s
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Table 11.1 Expected values
(E), variances (V ), and
skewnesses (S) of shares and
GMVP

Share E V S

ALIOR 0.153 3.363 2.887

ASSECOPOL −0.082 2.116 −0.011

BZWBK 0.091 3.225 2.985

CCC 0.135 3.627 0.971

CYFRPLSAT 0.004 2.350 −0.982

ENERGA 0.134 3.809 2.924

EUROCASH −0.158 4.101 −11.802

JSW 0.146 6.110 2.573

KGHM 0.074 3.960 2.780

LOTOS 0.164 5.005 1.669

LPP 0.181 3.628 −0.138

MBANK 0.131 4.399 1.343

ORANGEPL 0.020 3.591 −0.634

PEKAO 0.012 1.923 −0.846

PGE 0.057 3.500 −0.132

PGNIG 0.044 3.012 −0.097

PKNORLEN 0.087 4.376 −5.085

PKOBP 0.182 2.908 2.105

PZU 0.095 2.221 0.178

TAURONPE 0.027 3.086 2.655

GMVP 0.047 0.592 0.093

rate of return SP(α, V0). Generally, by solving the model (11.5) for a fixed α and any

value of variance V0 ∈
〈
VGMVP,min

i

{
Vmax Ei , Vmax Si

}〉
, we obtain optimal portfo-

lios whose expected values of the portfolio’s rate of return EP(α, V0) and skewness
of the portfolio’s rate of return SP(α, V0) create trade-off frontier in a correspond-
ing two-dimensional space (mean–variance space in Fig. 11.1a, skewness–variance
space in Fig. 11.1b).

LetP1 be the portfolio with themaximum expected value for a given variance, and
P2, the portfolio with the maximum skewness for a given variance. Both portfolios
can be presented in two spaces: mean–variance (Fig. 11.1a) and skewness–variance
(Fig. 11.1b). Any portfolio P belonging to the P1P2 segment has higher expected
value than P2 (Fig. 11.1a) at the expense of lower skewness than P2 (Fig. 11.1b),
and at the same time, portfolio P has higher skewness than P1 (Fig. 11.1b) at the
expense of lower expected value than P1 (Fig. 11.1a).

Applying the proposed goal programmingmodel (11.5) for any level of preference
α for the expected value in relation to the skewness allows to picture the corresponding
trade-off frontier in two-dimensional space (mean–variance or skewness–variance).
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Fig. 11.1 Set of trade-offs for expected value (a) and skewness (b)

Changing the value of parameter α allows us to analyze various alternatives in which
a different emphasis is placed on the expected value and skewness.

The trade-off frontiers are situated between the efficient frontier and the lower
restrictive line. For α close to 1, in the mean–variance plane the trade-off frontiers
are close to the efficient frontier, and in the skewness–variance plane to the lower
restrictive line. Figure 11.2a–d shows the trade-off frontiers for four levels of the
preference strength α (0.3, 0.4, 0.6 and 0.7, respectively), in the mean–variance plane
based on the quotations of 20 stocks listed on the Warsaw Stock Exchange in 2017.
The value 0.5 of the preference strength means that for an investor, the high expected
value of the portfolio is just as important as the high skewness. We have analyzed
the trade-off frontiers for many values of α and noted that when decreasing the value
of α initially the trade-off frontiers move away from the efficient frontier relatively
slower than for lower values of α. Similar behavior was observed for data from other
periods we have analyzed. This means that if the investors prefer higher values of
expected rates of return of optimal portfolios at the expense of lower skewness, a
gradual weakening of the preference strength causes a slow decrease in the expected
value, while further lowering a value of α (which is equivalent to stronger preference
for skewness) causes a radical reduction in the expected value.

Opposite patterns are observed in the skewness–variance plane. Figure 11.3a–d
illustrates the trade-off frontiers for four levels of the preference strength α (0.3, 0.4,
0.6 and 0.7, respectively), in the skewness–variance plane. Analyzing the trade-off
frontiers for different values of α, we stated that when decreasing the value of α

initially the trade-off frontiers move closer to the efficient frontier (in skewness—
variance plane) relatively faster than for lower values of α. We noted that the small
changes in the investor’s preferences for the expected rate of return of a portfolio are
related to the relatively large changes in the portfolio skewness. Thus, the sensitivity
to changes in the investor’s preferences is greater for the skewness of the portfolio
rate of return than for the expected value. Analogous behavior was observed for data
from the other periods.

Such behaviors for arithmetic means of expected values and skewnesses of the
portfolio rates of return for various values of α are illustrated in Fig. 11.4a, b, respec-
tively.
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Fig. 11.2 Trade-off frontiers for selected values of α in mean–variance plane

As we consider the first three moments of the distribution of the portfolio rate
of return, the trade-off frontier can be presented in three-dimensional space mean—
variance–skewness. Figure 11.5 shows the parameters of optimal portfolios being
the solutions of the model (11.5) for selected α (1, 0.4 and 0). For continuous values
of α, the trade-off frontiers would create an irregular surface of efficient portfolios,
which results from nonlinear conditions in the model (11.5).

The nonlinear optimization models (11.4) and (11.5) are nonconvex. Due to the
fact that there is no algorithm for solving such optimization problems and often they
have many local optima, the solution reported by a computer solving tool sometimes
may not be a global optimum. Furthermore, if a solver is run multiple times, different
solutions can be obtained. The SAS optimization NLP solver can be run in multistart
mode in which a number of starting points are randomly generated and can converge
to different local optima. The solution reported as optimal is in fact one of the
local optima with the best objective value. Therefore, the obtained solution is not
guaranteed to be global optimum.
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Fig. 11.3 Trade-off frontiers for selected values of α in skewness–variance plane

Fig. 11.4 Arithmetic means of expected values and skewnesses of the portfolio rates of return for
α ∈ 〈0, 1〉 with step 0.1
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Fig. 11.5 Optimal portfolios in mean–variance–skewness space

11.6 Conclusion

Our results clearly show a strong trade-off between expected value and skewness
which was traditionally assumed to be present only between expected value and
variance. The investors aware of additional criteria would have to accept a lower rate
of return if they chose to optimize the skewness of the portfolio rate of return. This
means that the observed efficient frontier based only on mean–variance optimization
is not an adequate efficient frontier and could lead investors toward sub-optimal
decisions when the skewness is considered. The incorporation of skewness into an
investor’s portfolio decision provokes a great change in the resultant optimal portfolio
allocation.

Our study adopts the GP approach to include third moment of rate of return distri-
bution in portfolio optimization process. The investors’ aim is to provide portfolios
with the highest expected rate of return and the highest third centralmoment. Because
these criteria are mutually competitive, investor expresses his own preferences for
one criterion relative to the other one by the subjective value of the parameter mea-
suring the preference strength. This parameter appears in the objective function in a
properly constructed GP model. We have proposed to use optimal solutions of the
GP model to determine trade-off frontiers which show how individual preferences
trade expected rate of return for skewness. Moreover, trade-off frontiers allow us to
examine the intensity of changes in the value of the rate of return distribution param-
eters of optimal portfolios depending on the subjective measure of the strength of
preferences.



162 D. Kopańska-Bródka et al.

References

1. Arditti, F.D.: Risk and the required return on equity. J. Financ. 22, 19–36 (1967)
2. Arditti, F.D.: Skewness and investor’s decisions: a reply. J. Financ. Quant. Anal. 10, 173–176

(1975)
3. Arditti, F.D., Levy, H.: Portfolio efficiency analysis in three moments: the multiperiod case. J.

Financ. 30(3), 797–809 (1975)
4. Boyle, P., Ding, B.: Portfolio selection with skewness. In: Breton, M., Ben-Ameur, H. (eds.)

Numerical Methods in Finance, pp. 227–240. Springer (2005)
5. Briec, W., Kerstens, K., Jokung, O.: Mean-variance-skewness portfolio performance gauging:

a general shortage function and dual approach. Manage. Sci. 53(1), 135–149 (2007)
6. Canela, M.A., Collazo, E.P.: Portfolio selection with skewness in emerging market industries.

Emerg. Mark. Rev. 8(3), 230–250 (2007)
7. Chen, H.H., Shia, B.C.: Multinational portfolio construction using polynomial goal program-

ming and lower partial moments. J. Chin. Stat. Assoc. 45, 130–143 (2007)
8. Chunhachinda, P., Dandapani, K., Hamid, S., Prakash, A.J.: Portfolio selection and skewness:

evidence from international stock markets. J. Bank. Finance 21, 143–167 (1997)
9. Davies, R.J., Kat, H.M., Lu, S.: Fund of hedge funds portfolio selection: a multiple-objective

approach. J. Deriv. Hedge Funds 15(2), 91–115 (2009)
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Chapter 12
Early Warning Against Insolvency
of Enterprises Based on a Self-learning
Artificial Neural Network of the SOM
Type

Kamila Migdał-Najman , Krzysztof Najman and Paweł Antonowicz

Abstract The article describes the use of a self-learning neural network of the SOM
type to forecast insolvency of enterprises in construction industry. The research was
carried out on the basis of information regarding 578 enterprises that went into
bankruptcy in the years 2007–2013. These entities constituted a sample singled out
from a population of 4750 enterprises that went bankrupt in Poland during that
time, for which it was possible to obtain financial statements in the form of balance
sheets and profit-and-loss accounts for the period of 5 years prior to the bankruptcy.
Twelve (12) variables in the form of financial analysis indicators have been assessed,
which aremost commonly used in the systems of earlywarning about insolvency. The
network constructed allowed effective classification of nearly all entities as insolvent
a year before the announcement of their bankruptcy.

Keywords Bankruptcy · Insolvency · Artificial neural network · Forecasting

12.1 Introduction

Current analytical and controlling practice uses, among others, information from the
financial statements of enterprises. The value of this information is as much useful
as it allows diagnosing not only the events from the past, but also inferring about
the future of an enterprise. Along with the increase in the multiplicity and the level
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of the complexity of the relationships occurring between business entities, the risk
of cooperation with entities that become financially ineffective in business trading
increases. In accordance with the bankruptcy law applicable, not only in Poland
[1, 2], but in other legislations (e.g., EU [3]), insolvency of these entities may, in an
extreme scenario, lead to their bankruptcy. This, in turn,means very serious problems
[4] involving collection of the claims due on the part of the cooperators, who become
unsatisfied creditors.1

Explicitly for the needs of economic practice, a streamof research on improvement
of the systems of earlywarning about insolvency (bankruptcy) of enterprises has been
developed within the theory of economic sciences, particularly in the discipline of
finance and management [5]. Most often, these systems are mainly based on the
integrated indicators of financial analysis in the form of a discriminant function
[6]. A well-executed financial analysis supports the decision-making processes of
managers in many aspects (areas) of an enterprise’s operations.

Numerous empirical studies exhibit the need to analyze the changes occurring
over time in a large number of various entities, the state of which is described by
many parameters. Such needs also exist in the financial analysis of enterprises, par-
ticularly in that oriented not so much on traditional (ex post) assessment of the
economic and financial condition of business entities, but rather on the so-called
prospective (ex ante) assessment, i.e., an analysis preceding the assessment of their
ability to function on the market. Conduction of a study on these entities, using a
traditional index analysis referring to separate areas of entity functioning (such as
assessment of financial liquidity, debt service capacity, profitability and productivity
or the turnover) does not allow drawing objective general conclusions, but only a
fragmentary evaluation of the examined entity.

In order to determine the scoring, particularly that focused on a future assess-
ment of an enterprise’s survivability on the market, the theory of economic sciences
has developed various methods and techniques of business research. In the field of
research on improvement of the systems of earlywarning about insolvency, advanced
computational techniques are used, among others, including self-learning artificial
neural networks.

The main objective of this study was to construct a neural network of the SOM
(self-organizing map) type, enabling diagnosis and early capture of the quantita-
tive symptoms of an insolvency threat (de facto a bankruptcy threat) in enterprises.
In the process of creating an SOM neural network, 12 variables were used, con-
stituting selected indicators of financial analysis, calculated for 578 enterprises in
the construction industry, which went into bankruptcy in Poland during the years
2007–2013.

The main goal of the study formulated as such allowed assumption of the fol-
lowing research hypothesis: The use of an artificial neural network of the SOM type

1International-wise, a synthetic description of the functionality of bankruptcy registers of EUmem-
ber states, which in the future is to become a centralized database system, is available on the
European Justice Web site: https://beta.e-justice.europa.eu/110/PL/bankruptcy_and_insolvency_
registers; (accessed on: September 11, 2018).

https://beta.e-justice.europa.eu/110/PL/bankruptcy_and_insolvency_registers
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enables a diagnosis of an enterprise’s financial condition and its observation in a time
perspective.

As the authors’ previous research experience and the literature studies in this
area indicate that a classification analysis aimed at detecting the risk of enterprise
bankruptcy (with a minimum 1-year forecasting horizon) is difficult, due to the exis-
tence of many factors, the first involves the selection of the variables, in the form of
the financial indicators that should be taken under consideration. The indicators that
seem to be most appropriate, from the perspective of their construction and interpre-
tation, often insufficiently differentiate the entities under examination. Namely, due
to their statistical properties, they are not suitable for distinction of the enterprises
that are threatened with bankruptcy. Another problem is the construction of a syn-
thetic index that would be able to jointly take into account the variables expressed
on different measurement scales. Typical aggregate indicators are of no use here. It
seems that the above problems can be solved by basing the analysis on self-learning
artificial neural networks. Such a network allows to detect the variables significantly
differentiating the set of objects, while the neuron’s structure ensures construction of
an aggregate of the objects being described by the variables of almost any measuring
scale.

12.2 Research Methodology, Description of the Research
Sample and Justification for the Selection
of the Research Problem

Research on the assessment of the effectiveness of using a self-learning neural net-
work of the SOM type for the purpose of early warning about bankruptcy of enter-
prises has been based on the results of ratio analyses of a population of enterprises
that went bankrupt in Poland in the years 2007–2013. In total, statistical data for all
4750 companies that filed for bankruptcy were collected during the 7-year research
period, i.e., starting from 2007: 446 business entities and successively 422, 694, 679,
726, 893 and 890 business units in 2013 [7].

The population structure of these bankruptcies includes enterprises with diver-
sified profiles of their business operations. Nevertheless, the most significant (most
numerous) group of the entities, homogenous in terms of the industry, were the
bankruptcies of construction companies (20.69%without considering industrial pro-
cessing), whose business activity, in particular, involved:

• construction works related to erection of buildings;
• construction works related to the construction of civil engineering structures;
• specialized construction works.

During the 7-year research period, the share of the bankruptcy of construction
companies increased significantly, on average, by 33.14% each year. Generalizing
the conclusions on the structure of bankruptcy during this period, it should be empha-
sized that in Poland, in recent years, almost every second bankruptcy concerned
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enterprises from the construction industry (taking into account not only the strictly
service activity, but also the production for this sector). Therefore, it seems reason-
able to attempt the development of a diagnostic tool that would enable assessment of
the economic and financial condition, aimed at early warning about the bankruptcy
of enterprises from the construction sector. A review of the literature in this area
clearly indicates the dominance of models without their sector-specific distinction
and dedication to the enterprises of specific sectors.

From the population of the enterprises that went bankrupt during the research
period, we managed to obtain financial statements of 2739 business entities by ana-
lyzing court files (from the National Court Register) containing financial statements
for at least 4 years preceding the court declaration of bankruptcy. At the same time, it
should be emphasized that the process of obtaining these data is extremely difficult,
since it covers the business entities whose functioning was affected by the escalation
of the economic crisis and resulted in a court ruling on the debtor’s insolvency, that
is bankruptcy. The files of these entities are often incomplete and are kept in the
prosecutor’s office, by the judges who deal with the case or the syndicates (currently
replaced by restructuring advisors). This largely hinders the development of early
warning models, since the financial data precedent to the bankruptcy, quite diffi-
cult to obtain, constitutes the basis for estimation of such models. Ultimately, 578
construction companies constituted the sample analyzed in this study, for which 12
financial analysis indicators were calculated for the period of 4 years prior to the
announcement of bankruptcy:

1. The Current Ratio—a quotient of the current assets and the short-term liabilities
of an enterprise, calculated at the end of a given reporting period.

2. The Debt Ratio (of external financing)—a quotient of the sum of long- and
short-term liabilities, in relation to the balance sheet total, calculated at the end
of a given reporting period.

3. The Productivity Ratio of Assets—a quotient of the sales revenue generated, in
relation to the average annual value of the balance sheet total.

4. The Return on Total Assets (ROA)—a quotient of the net financial result, in
relation to the average annual value of the balance sheet total.

5. The Return on Investment Ratio (ROI)—a quotient of the operating result, in
relation to the average annual value of the balance sheet total.

6. The Net Cash Flow to Total Liabilities Ratio—being the ratio of the value of the
net financial result adjusted (in plus) by amortization, in relation to the average
annual value of long- and short-term liabilities.

7. The Self-financing Ratio of Assets—the share of equity (own capital) in the
total financing of business operations, calculated at the end of a given reporting
period.

8. The Short-termReceivables Turnover Ratio (in days)—a quotient of the average
annual value of short-term receivables and the contractual number of days in a
year (365), in relation to the sales revenues achieved in a given reporting period.
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9. The Inventory Turnover Ratio (in days)—a quotient of the average annual value
of the inventories and the contractual number of days in a year (365), in relation
to the sales revenues achieved in a given reporting period.

10. The Gross Margin Ratio—a quotient of the gross financial result, in relation to
the value of the sales revenues achieved in a given reporting period.

11. The Quick Ratio—a ratio of the difference between the current assets and the
inventories (tangible current assets), in relation to the value of short-term lia-
bilities;

12. TheWorkingCapital toTotalAssetsRatio—aquotient of the difference between
the current assets and the current liabilities, in relation to the balance sheet total,
calculated at the end of a given reporting period.

Selection of the above-listed 12 variables for construction of the artificial neural
network was carried out based on the analysis of the frequency of the occurrence of
the financial analysis indicators in 29 discriminant functions developed (by Polish
scientific and research units) using a sample of enterprises located in Poland, which
was aimed at early detection of the quantitative symptoms of enterprise bankruptcy
[8].

12.3 Neural Networks of the SOM Type in Forecasting
Enterprise Bankruptcy—Methodological Aspects

One of the types of artificial neural networks that are widely used in socioeconomic
research is the self-learning networks. The self-learning neural networks is a non-
model process of mapping the objects’ space of entrance into the low-dimensional
space of a small number of functional units, neurons, maintaining the topographical
similarity of the objects. The group of self-learning networks includes, among others,
neural networks of: the SOM (self-organizing map) type [9], the GSOM (growing
self-organizing map) type [10], the HSOM (hierarchical SOM) type [11], the NG
(neural gas) type [12], the GNG (growing neural gas) type [13], the GSOM+GNG
type [14]. Self-learning networks are used in various disciplines and fields of sci-
ence [15]. They are used, for example, to analyze shopping habits and preferences
[16–19], to forecast the threat of bankruptcy of enterprises [20–22] and to diagnose
the financial condition of enterprises [23].

One of the self-learning networks used quite frequently is the SOM network,
also referred to as the Kohonen network or map, proposed and developed around
1982 by a Finnish professor Teuvo Kohonen. It is now one of the most well-known
unsupervisedmodels of artificial neural networks. The SOMnetwork ismodeled on a
biological phenomenon called a retinotopy. It is one of the best-known and effective
data mining applications, mainly used for classification, grouping, dimensionality
reduction, searching for anomalies and deviations from typical values, visualization
of multidimensional data sets and studies on the dynamics of phenomena [24–28].
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Fig. 12.1 a Neural network of the SOM type in the feature space; b Matrix of unified feature
distances (Source Own elaboration)

The algorithm for building an SOMnetwork is well established in the literature on
the subject [14, 29]. In the first stage of building of the network, neurons are placed in
the initial feature space, which then become the local approximators of the analyzed
objects. The neurons are ordered in a certain structure called a network, where they
are in certain relationships with each other. The network is “pre-scattered” in the
space of objects (see Fig. 12.1a).

Following that, alternate objects are shown in the network. The neuron that is clos-
est to the given object is the “winner” neuron, and it is subject to learning (change
of weight, coordinates in space, approaching the object presented). That neuron’s
neighbors also learn, proportionally to the distance in which they are from the win-
ner neuron. Some neurons never become a winner and act as “middlemen,” allowing
the network’s fuller expansion in space. They are the so-called dead neurons. An
SOM network can have the structure of a chain, a rectangle or a square. Each net-
work structure adopted has different properties, while selection of an appropriate
structure for a given research problem is crucial. The most commonly used network
structure is the square network, which allows recognition of clusters in any geometric
configuration, being a great tool for visualizing multidimensional data. At the same
time, the square structure is the least economical and learns the longest. Table 12.1
shows the basic properties of an SOM network.

12.4 Neural Networks of the SOM Type in Forecasting
Enterprise Bankruptcy—Results of Empirical
Research

The empirical analysis took into account 578 enterprises described by 12 financial
indicators, as of 4 years prior to their bankruptcy. After elimination of the enterprises
for which there were numerous data gaps in the values of the indicators and the
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Table 12.1 Properties of the SOM network

Properties SOM network

Network structure Constant

Number of critical control parameters 4

Grouping quality at optimal parameters High

Learning speed Average

Memory capacity requirements Large

Any configuration of clusters Yes

Dead neurons Yes

Twisting of the network Yes

Fuzzy of the clusters Acceptable (small classification errors)

Non-separable clusters Acceptable (small classification errors)

Visualization of multidimensional data Yes

Network visualization Yes

Data mining tool Yes

Source Own elaboration

enterprises whose indicator values were below the 1st percentile of or above the 99th,
177 enterprises were used to build the network.2 Considering the number of these
objects, as well as the number and the statistical properties of the financial indicators,
an SOM network was built with a hexagonal structure of neuronal connections, a
Gaussian neighborhood function and a size of 11 × 11 neurons. The network is
characterized by a small average quantization error (0.0662), topographical error
(0.2542) and distortion error (0.0078). Its graphical representation, in the form of a
map of unified distances, is shown in Fig. 12.1b. The color at the bottom of the scale
signifies the minimum existing distances, at the top—the maximum ones.

Based on the analysis of the map of unified distances, four clusters of enterprises
that are characterized by a similar financial situation, as part of the class, have been
identified (see Fig. 12.2a, b). Clusters 1 and 2 include enterprises whose financial
situation is definitely unfavorable. These are the companies that were at the highest

2In accordance with the adopted research methodology, described in the first part of the study,
the construction enterprises that went bankrupt in the years 2007–2013 have been described by
financial analysis indicators and subjected to the indicator analysis. The indicators that required
averaging of the balance sheet values, which directly results from the calculation procedure used
in the financial analysis, should contain data for the reporting periods even 5 years prior to the
year in which the bankruptcy took place. This often caused numerous data gaps, because despite
the obligatory submission of such documents to the commercial courts, the entities subjected to
restructuring transformations, particularly those at risk of bankruptcy, did not meet this obligation.
The lack of sanctioning of the law in this aspect poses a big problem for the development of research
on the models of early warning about bankruptcy, because it prevents acquisition of financial data
regarding these entities, see e.g., [30].
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Fig. 12.2 a Division of enterprises into homogenous clusters; b Description of the clusters distin-
guished based on the financial analysis indicators (Source Own elaboration)

Fig. 12.3 Map of the enterprises’ financial condition (Source Own elaboration)

risk of bankruptcy.3 Appearance of an enterprise in this area of the SOM network
should be considered as a serious warning sign. In cluster 3, there are enterprises
that are characterized by a neutral financial condition. The values of the analyzed
indicators for the entities in this group are at the level considered to be average, while
in cluster 4, there are companies whose financial ratios suggest that they are in good
financial condition (see Fig. 12.3).

3This risk was materialized in the form of a court ruling on the bankruptcy of these entities in the
(t0) period.
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The SOM shown in Fig. 12.3 presents, in a static manner, the enterprises’ situation
4 years prior to the bankruptcy. In the further part of the study, the values of the
indicators for the examined enterprises, from the following three reporting years,
were plotted on the map. This allowed observation of the changes in the financial
condition of the researched enterprises.

Figure 12.4 shows the changes in the position of four sample companies on the
map of uniform distances. These points correspond to subsequent reporting periods
in which financial results were announced, from (t-4), that is 4 years prior to the
company’s declaration of bankruptcy, to (t-1), that is the year of publication of the
last financial report before its bankruptcy.

The charts (see Fig. 12.4) show that in the (t-4) period, the enterprises were in the
area of those with good or neutral financial condition. They remained in this area for
1, 2 or 3 years, and in the (t-1) period, they always moved to the area of units with
poor financial condition. Regardless of the starting point on the SOM, after 4 years
all the enterprises moved to the clusters of the companies with the lowest values of
the financial indicators. Very interesting conclusions were alsomadewhile analyzing
the clustering path in the period of 4 years prior the bankruptcy announcement, on
which the companies that went bankrupt in the year (t0) moved. It turned out that

Fig. 12.4 Trajectories of four sample companies (Source Own elaboration)
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52.5% (93 entities) of the analyzed bankruptcies in the periods (t-4) to (t-2) were in
cluster 3 (thus having a neutral economic and financial condition). Their ability to
stay on the market has dropped dramatically only 1 year before bankruptcy, which
is why they moved to cluster 1 or 2.

In the set of the examined bankruptcies, there were also such entities (20 cases),
which 4 years prior to the bankruptcy were in cluster 1 or 2, then, within subsequent
2 years, moved to cluster 3—i.e., the units with a neutral economic and financial
condition, and a year before the final court declaration of bankruptcy—again they
were classified within cluster 1 or 2. The results of these partial studies confirm the
hypothesis put forward in the literature on the subject about a possible, earlier than
the usually assumed 1 year, forecasting of solvency (market survival capability) of
business entities.

Out of the 177 companies that were analyzed in the study, 176 were correctly
classified in the area of the enterprises with poor financial standing. Only one excep-
tion was observed in the study—the enterprise which even in the (t-1) period did not
move to cluster 4.

12.5 Conclusion

The study presented here certainly is not exhaustive. Only 177 enterprises were
taken into consideration, which after the announcement of the financial results for
the t(-1) period declared bankruptcy. The SOM network presented, however, allows
the information that is extremely useful for the company’s management to be easily
read from the map. Identification of the “safe” and the “dangerous” areas allows
to control the changes in the financial standing of the entities being observed. The
company’s moving from the “safe” area to the “dangerous” one is a serious warning
sign, indicating that the company should be closely watched. At the same time, the
enterprises located in the area of risk may come out of it, which can be interpreted as
effective remedial actions taken by the companies’ managements and improvement
of their overall situation.

SOM networks surely are worth to be included in the set of the tools used by
decision makers. It seems that networks of this type perfectly complement and often
replace other analytical tools.
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9. Kohonen, T.: Self-organizing formation of topologically correct feature maps. Biol. Cybern.
43(1), 59–69 (1982)

10. Alahakoon, D., Halgamuge, S.K., Sirinivasan, B.: Dynamic self organizing maps with con-
trolled growth for knowledge discovery. IEEE Trans. Neural Networks, Spec. Issue Knowl.
Disc. Data Min. 11, 601–614 (2000)

11. Rauber, A., Merkl, D., Dittenbach, M.: The growing hierarchical self-organizing map:
exploratory analysis of high-dimensional data. IEEETrans.NeuralNetworks 13(6), 1331–1341
(2002)

12. Martinetz, T., Schulten, K.: A neural gas network learns topologies. In: Artificial Neural Net-
work, pp. 397–402. Elsevier (1991)

13. Fritzke, B.: A growing neural gas network learns topologies. In: Tesauro, G., Touretzky, D.S.,
Leen, T.K. (eds.) Advances in Neural Information Processing Systems, vol. 7, pp. 625–632.
MIT Press, Cambridge (1995)

14. Migdał-Najman, K., Najman, K.: Samouczące się sztuczne sieci neuronowe w grupowa-
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Chapter 13
Alternative Estimators for the Effective
Spread Derived from High-Frequency
Data

Joanna Olbryś and Michał Mursztyn

Abstract According to the literature, various proxies for the effective bid/ask spread
are utilized by researchers. They can be estimated from low- or high-frequency data.
In this study, three alternative estimators for the effective spread derived from high-
frequency data are investigated. We analyse the basic version of percentage effective
spread and two modified versions of the Roll’s estimator for the effective spread.
Data set contains intraday data rounded to the nearest second for 86 Warsaw Stock
Exchange (WSE) traded companies, in the period from January 2005 to December
2016. We test distributional properties, linear and nonlinear dependences, as well
as stationarity of the analysed daily time series. Moreover, the research hypothesis
concerning the statistical significance of correlations between daily values of various
effective spread estimates is tested. Furthermore, the study provides robustness anal-
yses of the obtained results with respect to the whole sample and three consecutive
subsamples, covering the pre-crisis, crisis and post-crisis periods. The empirical find-
ings confirm significant relationships between alternative proxies for the effective
spread and turn out to be robust to the choice of the period.

Keywords Effective bid/ask spread · Roll’s estimator · Intraday data · Warsaw
Stock Exchange

13.1 Introduction

Liquidity/illiquidity research has rapidly expanded over the last years influencing
conclusions regarding asset pricing, corporate finance and market microstructure.
The related literature indicates that various versions of the bid/ask spread are proper
measures for stock illiquidity because they approximate the cost of immediate exe-
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cution of a trade. Specifically, the effective spread is employed as a proxy for the
bid/ask spread.

It is worthwhile to mention that the nomenclature concerning the effective bid/ask
spread measure is not unambiguous. For example, in his seminal work, Roll [36]
introduces the estimator of the effective bid/ask spread in an efficient market, but he
does not utilize intraday data. Hasbrouck [18] proposes a Gibbs sampler Bayesian
estimation of the Roll’s effective spread by setting a non-negative prior density for
the spreads. However, this measure is very intensive numerically. Lesmond et al. [24]
introduce an estimator of the effective spread (the so-called LOTmodel) based on the
assumption of informed trading on non-zero-return days and the absence of informed
trading on zero-return days. Fong et al. [12] create a new per cent-cost proxy (the so-
called FHTmeasure) by simplifying the LOTmodel. Holden [20] and Goyenko et al.
[15] jointly develop a proxy of the effective spread called the effective tick measure
and based on observable price clustering. Holden [20] modifies the Roll’s estimator
of the effective spread and proposes the Extended Roll proxy. Corwin and Schultz
[8] define high–low impact (the so-called HL measure) that is calculated based on
high and low prices. Chung and Zhang [6] introduce the closing per cent quoted
spread as a new per cent-cost proxy. More recently, Abdi and Ranaldo [1] propose
a new method to estimate the bid/ask spread when quote data are not available—the
so-called CHL estimator.

In the literature, various measures of the effective spread are usually calculated by
using low-frequency daily data, e.g. Lesmond [23], Holden [20], Goyenko et al. [15],
Corwin and Schultz [8], Chung and Zhang [6], Fong et al. [12], Abdi and Ranaldo
[1] and Będowska-Sójka [3]. However, estimators for the effective spread based on
high-frequency data are nowadays more frequently utilized due to the increasing
availability of intraday data.

In this research, we assess basic versions of percentage effective spread and two
modified versions of the Roll’s estimator for the effective spread. All measures are
estimated from high-frequency data. The data set contains intraday data for 86WSE-
traded companies, in the period from 3 January 2005 to 30 December 2016. We test
distributional properties, linear and nonlinear dependences, as well as stationarity of
the analysed daily time series. In order to carry out a study of interaction between
three alternative proxies for the effective spread, the research hypothesis concerning
the statistical significance of correlation coefficients is tested.

Furthermore, the study provides robustness analyses of the empirical results with
respect to the whole sample and three consecutive subsamples, each of equal size,
covering the pre-crisis, crisis and post-crisis periods. The crisis period on the WSE
is formally defined based on the papers by Olbrys and Majewska [29, 30]. In these
papers the Pagan and Sossounov [35] method for the statistical identification of mar-
ket states is utilized. The empirical findings of correlations between the alternative
estimators for the effective spread turn out to be robust to the choice of the sub-period.

To the best of the author’s knowledge, the empirical findings for the WSE pre-
sented here are novel and have not been previously reported in the literature.

The remainder of the study is organized as follows. Section 13.2 describes the
methodological background concerning the measurement of the effective bid/ask
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spread from high-frequency data. Section 13.3 discusses the empirical results for the
WSE. Section 13.4 covers the main findings and presents the conclusions.

Nomenclature

WSE Warsaw Stock Exchange

%ES Percentage effective spread

MRoll1 First modified version of the Roll’s estimator for
the effective spread

MRoll2 Second modified version of the Roll’s estimator for
the effective spread

13.2 Measuring the Effective Spread from High-Frequency
Data

According to the literature, high-frequency financial data are crucial in studying a
variety of issues related to the microstructure of markets and trading processes. In
this research, a database containing intraday data rounded to the nearest second is
utilized. The data set contains opening, high, low and closing prices for security over
one unit of time.

The mid-point price Pmid
t at time t is calculated as the arithmetic mean of the best

ask price Pt (a) and the best bid price Pt (b) at time t. Considering that the bid and
ask prices are not made public on the WSE, the mid-point price at time t is rounded
by the arithmetic mean of the lowest price PL

t and the highest price PH
t at time t,

which approximate the best ask price and the best bid price, respectively [31]:

Pmid
t = PH

t + PL
t

2
. (13.1)

The transaction price Pt at time t is approximated by the closing price.

13.2.1 Percentage Effective Bid/Ask Spread

The literature proposes at least three basic versions of the effective bid/ask spread esti-
mator derived from intraday data. One of them is calculated using a quote mid-point
in the denominator, e.g. Korajczyk and Sadka [22], while the second is computed
using a transaction price in the denominator, e.g. Chordia et al. [5]. The third version
uses the natural logarithm of prices, e.g. Goyenko et al. [15], Fong et al. [12]. How-
ever, the empirical results obtained by using all alternative versions are very similar.
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In this paper, the effective spread value is estimated by relating the transaction price
to the mid-point of the bid and ask quote.

The percentage effective bid/ask spread value is given by Eq. (13.2):

%ESt = 200 · ∣
∣Pt − Pmid

t

∣
∣

Pmid
t

, (13.2)

where the mid-point price Pmid
t at the moment t is given by Eq. (13.1). Percentage

effective spread is in fact a measure of illiquidity. Small value of percentage effective
spread denotes high liquidity, while the high value of this estimator denotes low
liquidity. %ES at moment t is equal to zero when Pt = Pmid

t . The estimator (13.2) is
calculated as a volume-weighted average of percentage effective spreads computed
over all the trades within a day. The value of percentage effective spread is non-
negative.

13.2.2 The Roll’s Estimator for the Effective Spread

Roll [36] develops a simple model to estimate the effective bid/ask spread from daily
data. A market is assumed to be efficient in gross terms, and the bid/ask spread is
the only source of cost. Therefore, serial covariance in returns is due to the bid/ask
bounce caused by the shifting of the price from the bid to the ask prices.

It is a well-known fact that the original version of the Roll’s estimator for the
effective spread is well defined only for negative first-order serial covariance of price
changes, which is not guaranteed in practice. Roll has shown that the presence of a
bid/ask bounce induces negative serial covariance in price changes. Roll interprets
his estimator as ameasure of the effective spread at which transactions actually occur.
The Roll’s estimator is a prospective measure as it depends on price changes after
the trade [21]. Stoll [37] stresses that the friction measured by the Roll’s estimator
reflects primarily non-informational factors. According to Stoll, friction in financial
markets measures the difficulty with which an asset is traded.

However, the related literature contains some critical remarks concerning the
statistical properties of the Roll’s estimator. For example, Glosten [14] points out that
the Roll’s measure may provide upwardly biased estimates of the effective spread.
Harris [17] emphasizes that the serial covariance estimator is very noisy in daily data
and is biased downward in small samples. Hasbrouck [19] finds that daily positive
serial covariance occurs for roughly one-third of the firm years in the sample. To
avoid this problem, the Roll’s proxy has to be set to zero when the serial covariance
is positive. Corwin and Schultz [8] note that even with a long time series of daily
data, the serial covariance of price changes is frequently positive. In such cases,
researchers usually do one of three things: (1) treat the observation as missing, (2)
set the Roll’s estimator to zero or (3) multiply the serial covariance by negative one,
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estimate the spread and multiply the spread by negative one to obtain a negative
spread estimate.

In the literature, the Roll’s estimator is usually calculated for stock i for each
month, e.g. Huang and Stoll [21], Goyenko et al. [15], Holden [20], Corwin and
Schultz [8], Lischewski and Voronkova [25], Foran et al. [13] and Będowska-Sójka
[3]. In this paper, we compute the daily values of the Roll’s estimator. Therefore,
daily serial covariance on day d is estimated using trade-to-trade price changeswithin
a day, e.g. Stoll [37, p. 1493].

In our study, two modified versions of the Roll’s estimator for the effective spread
are utilized and compared to each other. First of them,MRoll1, is given by Eq. (13.3):

MRoll1i,d =
{

200 ·
√

−cov
(

Ri,t , Ri,t−1
)

, when cov
(

Ri,t , Ri,t−1
)

< 0

0, when cov
(

Ri,t , Ri,t−1
) ≥ 0

(13.3)

where Ri,t is a logarithmic ultra-short rate of return of stock i at moment t on day d.
The constant 200 instead of 2.0 converts the units to percent.

The second modified version of the Roll’s estimator,MRoll2, is defined by the
following Eq. (13.4):

MRoll2i,d =
⎧

⎨

⎩

200 ·
√

−cov
(

Ri,t , Ri,t−1
)

, when cov
(

Ri,t , Ri,t−1
) ≤ 0

−200 ·
√

cov
(

Ri,t , Ri,t−1
)

, when cov
(

Ri,t , Ri,t−1
)

> 0
(13.4)

where Ri,t is a logarithmic ultra-short rate of return of stock i at moment t on day
d. The spread proxy (13.4) is analogous to the spread estimator proposed by Harris
[17, p. 585] or Campbell et al. [4, p. 134].

13.3 Intraday Data Description and Empirical Results
on the WSE

The data sample consists of high-frequency data rounded to the nearest second for
the group of the 86 WSE-listed equities (available at www.bossa.pl). The raw data
contains the opening, high, low and closing prices, and volume for a company over
one unit of time. The whole sample period spans data from 2 January 2005 to 30
December 2016. The database includes only these equities which were traded on the
WSE during the sample period since 31 December 2004, and were not suspended.
The 138WSE companies met these basic conditions, and they were initially selected.
Nevertheless, a large number of the WSE-listed equities unveil a substantial non-
trading effect [28]. To mitigate this problem, we excluded the stocks that exhibited
extraordinarily many non-trading days during the whole sample period, precisely,
above 300 zeros in daily volume, which constituted about 10% of all 2994 trading
days. In this way, 104 companies were gathered into the database. In the next step, we

http://www.bossa.pl
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excluded stocks thatwere suspendedor removed from theWSE in2017. Furthermore,
we identified various gaps in data for some companies and therefore we decided
to exclude them from our database. Finally, 86 firms have been comprised in the
database. In the last step, we removed the period between 16 January 2014 and 30
January 2014 (11 trading days) from intraday data set as the common (technical) gap
in data for all companies [32].

13.3.1 Statistical Properties of the Effective Spread
Estimators

In the first step, we analyse daily time series of the effective spread estimators %ES
(13.2), MRoll1 (13.3) andMRoll2 (13.4) in the context of their distributional proper-
ties. Table 13.1 presents the overall cross-sectional results of descriptive statistics and
tests for asymmetry, tail thickness, normality and both linear and nonlinear depen-
dences. In total, 258 daily time series of alternative effective spread estimates are
tested for the whole group of 86 WSE-listed companies. Table 13.1 is based on all
observations within the whole sample from 2 January 2005 to 30 December 2016.
The test statistic for skewness and excess kurtosis is the conventional t-statistic. The
Doornik and Hansen [9] test has a χ2 distribution if the null hypothesis of normal-
ity is true. LB(q) and LB2(q) are the Ljung and Box [26] statistics for returns and
squared returns, respectively, distributed as χ2(q), q ≈ lnT , where T is the number
of data points [38]. In all cases, q ≈ 8. The McLeod and Li [27] method is utilized
to test the null hypothesis that there is no ARCH effect in the series.

Empirical findings reported in Table 13.1 need some comments. We observe right
skewness in the cross section of the daily time series, as the sample means exceed
medians. The estimates of skewness reveal that all daily series are positively and
significantly skewed. This observation is similar to the evidence regarding the return
series. Campbell et al. [4] point out that the skewness proxies are generally positive
for the individual stock return daily time series. Testing for excess kurtosis shows
that all series are leptokurtic with respect to the normal distribution. Campbell et al.
[4] indicate that daily data series often have high sample excess kurtosis, which is a
sign of fat tails, i.e. the series are leptokurtic. To test for normality, the Doornik and
Hansen [9] test is used, and it rejects normality for each of the series at the 5% level
of significance. This phenomenon is typical and consistent with the literature. The
Ljung and Box [26] test confirms the presence of significant linear dependencies in
the case of 254 out of 258 series. It is rather consistent with the literature, because
time series of an asset daily data could be significantly autocorrelated. The McLeod
and Li [27] test indicates the presence of significant ARCH effects in the case of 213
out of 258 series, which is a quite typical feature, e.g. Tsay [38], Campbell et al. [4].
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Table 13.1 Overall cross-sectional results of descriptive statistics and tests for skewness, excess
kurtosis, normality, and interdependence for daily time series of alternative effective spread proxies
(for the whole group of 86 WSE-listed equities)

%ES MRoll1 MRoll2

Mean 0.128 0.675 0.613

Median 0.035 0.361 0.361

Standard deviation 0.266 1.004 1.086

The null hypothesis that skewness = 0 can be rejected
at 5% significance level. The series is positively and
significantly skewed

All series All series All series

The null hypothesis that skewness = 0 can be rejected
at 5% significance level. The series is negatively and
significantly skewed

– – –

The null hypothesis that excess kurtosis = 0 can be
rejected at 5% significance level. The series is
leptokurtic

All series All series All series

The null hypothesis that excess kurtosis = 0 can be
rejected at 5% significance level. The series is
platykurtic

– – –

The null hypothesis of normality can be rejected at 5%
significance level (the Doornik-Hansen test)

All series All series All series

The null hypothesis that there is no linear dependence
in the series can be rejected at 5% significance level
(the LB(8) test)

82/86
series

All series All series

The null hypothesis that there is no ARCH effect in the
series can be rejected at 5% significance level (the
LB2(8) test)

41/86
series

All series All series

Notes Description of the results was proposed by Olbrys and Mursztyn [32, Table 13.1]

13.3.2 Testing for Stationarity

In the next step, we detect with the ADF-GLS test [10] whether the analysed daily
time series of the effective spread proxies are stationary. Daily data are used, and
hence, we utilize a maximum lag equal to five and then remove lags until the last
one is statistically significant [2]. The critical value of the ADF-GLS τ -statistics for
the rejection of the null hypothesis of a unit root at the 5% significance level is equal
to −1.94 (for T = 2500 and the intercept model) or −2.86 (for T = 2500 and the
trendmodel) [7, pp. 271–272]. Table 13.2 reports the overall cross-sectional results of
testing for stationarity of 258 daily time series of alternative effective spread proxies,
for the whole group of 86WSE-listed equities. The table is based on all observations
in the whole sample on 2 January 2005–30 December 2016. We confirmed that the
unit-root hypothesis can be rejected for all series at 5% significance level.
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Table 13.2 Overall results of testing for stationarity of daily time series of alternative effective
spread proxies (for the whole group of 86 WSE-listed equities)

%ES MRoll1 MRoll2

Unit-root hypothesis can be rejected at 5% significance
level (ADF-GLS test). The series is stationary

All series All series All series

Notes Description of the results was proposed by Olbrys and Mursztyn [32, Table 13.2]

13.3.3 Correlation Analyses

To carry out a study of the interaction between three alternative proxies for the effec-
tive spread, research hypotheses concerning the statistical significance of correlation
coefficients are tested. The basic idea is to apply Fisher’s [11] z-transformations
of sample correlation coefficients to avoid the problem of a time series distribu-
tion being non-normal. Therefore, the %ES/MRoll1 and %ES/MRoll2 correlations
are represented by Fisher’s z-transformation of the corresponding Pearson’s sample
correlation coefficient.

Table 13.3 reports the overall results of the z-transformed correlation coefficients
between the values of daily percentage effective spread and two modified versions
of the Roll’s estimator for the effective spread, for the study group of 86 WSE-listed
companies over the whole sample period from 2 January 2005 to 30 December 2016.
The correlation critical value is equal to 0.036 at the 5% significance level (2994 daily
observations). One can observe that mean and median values are greater in the case
of the %ES/MRoll1 correlations. Therefore, it seems that the relationship between
the %ES and MRoll1 estimators is stronger in the whole sample period.

Table 13.3 Summarized
results of the coefficients of
correlation between the values
of daily percentage effective
spread and two modified
versions of the Roll’s
estimator, for the study group
of 86 WSE-listed equities
over the whole sample period

%ES/MRoll1 %ES/MRoll2

Mean 0.196 0.162

Median 0.192 0.160

Min −0.073 −0.073

Max 0.411 0.356

Positive and statistically
significant correlation
coefficients

83/86 83/86

Negative and statistically
significant correlation
coefficients

2/86 2/86

Statistically insignificant
correlation coefficients

1/86 1/86
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13.3.4 Robustness Analyses

To verify the robustness of the results, empirical analyses are applied to the whole
sample (2994 trading days) and three consecutive periods, each of equal length (436
trading days): (1) the pre-crisis period, 6 September 2005–31 May 2007, (2) the
crisis period, 1 June 2007–27 February 2009, and (3) the post-crisis period 2 March
2009–19 November 2010, e.g. Olbryś [33, 34]. The crisis period on the WSE is
formally defined based on the papers by Olbrys and Majewska [29, 30], in which
the Pagan and Sossounov [35] procedure for the statistical identification of market
states is utilized. Precise detection of market states is crucial, due to many practical
implications. Among other things, the issue regarding the existence of the interaction
between stock market declines and market liquidity is very important, e.g. Hameed
et al. [16].

Table 13.4 presents overall results of the z-transformed correlation coefficients
between the values of daily percentage effective spread and two modified versions
of the Roll’s estimator for the effective spread, for the whole group of 86 companies,
during the pre-crisis (P1), crisis (P2) and post-crisis (P3) periods. The correlation
critical value is equal to 0.094 at the 5% significance level (436 daily observations).

As expected, correlation analyses are robust to the choice of the period. Positive
and statistically significant relations among daily values of the percentage effective
spread and two modified versions of the Roll’s estimator are denoted. However,
the robustness tests confirm that the %ES/MRoll1 relationships (marked in bold in
Table 13.4) are more pervasive compared to the %ES/MRoll2 relations. Therefore,
we recommend the MRoll1 proxy (13.3) as a better alternative estimator for the
effective spread on the WSE.

Table 13.4 Summarized results of the coefficients of correlation between the values of daily per-
centage effective spread and two modified versions of the Roll’s estimator for the effective spread,
for the study group of 86 WSE-traded companies over the pre-crisis, crisis and post-crisis periods

%ES/MRoll1 %ES/MRoll2

P1 P2 P3 P1 P2 P3

Mean 0.229 0.222 0.243 0.199 0.201 0.218

Median 0.231 0.197 0.210 0.188 0.170 0.179

Min −0.180 −0.046 0.008 −0.205 −0.049 −0.005

Max 0.916 0.554 0.719 0.888 0.554 0.719

Positive and statistically
significant correlation coefficients

78/86 73/86 78/86 73/86 68/86 71/86

Negative and statistically
significant correlation coefficients

2/86 0/86 0/86 2/86 0/86 0/86

Statistically insignificant
correlation coefficients

6/86 13/86 8/86 11/86 18/86 15/86
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13.4 Conclusion

The core goal of this study was to assess three estimators for the effective spread
that are approximated from high-frequency data: percentage effective spread and two
modified versions of the Roll’s estimator. Major statistical characteristics of daily
time series of these liquidity estimates were tested. The empirical findings unveiled
some stylized facts and typical features of the analysed time series. Furthermore, we
proved that all analysed daily time series of liquidity measures are stationary.

Moreover, correlation analyses were provided and they confirmed positive and
statistically significant relations among daily values of the alternative measures of
the effective spread.Moreover, the robustness tests indicated that the empirical results
turned out to be robust to the choice of the period. Nevertheless, it is important to
mention that various correlation analyses for liquidity proxies on the WSE might
be biased by the substantial non-trading effect. A consequence of non-trading is
a problem with extraordinarily many zeros appearing simultaneously in daily time
series of liquidity estimates for some WSE-listed equities [28].

Eventually, we recommend the first modified version of the Roll’s estimator
(MRoll1) as a suitable alternative proxy for the effective bid/ask spread on the WSE.
This evidence is important for further study regarding commonality in liquidity on
the WSE, because we need various alternative liquidity/illiquidity estimators in our
planned research.
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28. Nowak, S., Olbryś, J.: Direct evidence of non-trading on theWarsawStock Exchange. Research

Papers of Wroclaw University of Economics. Wroclaw Conference in Finance: Contemporary
Trends and Challenges, vol. 428, pp. 184–194 (2016)

29. Olbrys, J., Majewska, E.: Direct identification of crisis periods on the CEE stock markets: the
influence of the 2007 U.S. subprime crisis. Proc. Econ. Financ. 14, 461–470 (2014)

30. Olbrys, J., Majewska, E.: Bear market periods during the 2007–2009 financial crisis: direct
evidence from the Visegrad countries. Acta Oecon 65(4), 547–565 (2015)

31. Olbrys, J., Mursztyn, M.: Liquidity proxies based on intraday data: the case of the Polish order
driven stock market. In: Tsounis, N., Vlachvei, A. (eds.) Advances in Panel Data Analysis in
Applied Economic Research. Springer Proceedings in Business and Economics, pp. 113–128.
Springer, Cham (2018)

32. Olbrys, J., Mursztyn, M.: On some characteristics of liquidity proxy time series. Evidence
from the Polish stock market. In: Tsounis N., Vlachvei A. (eds) Advances in Time Series Data
Methods in Applied Economic Research. Springer Proceedings in Business and Economics,
pp. 177–189. Springer, Cham, (2018)
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Chapter 14
Investment Strategies Determined
by Present Value Given as Trapezoidal
Fuzzy Numbers

Krzysztof Piasecki and Joanna Siwek

Abstract In the article, the present value is considered as a trapezoidal fuzzy num-
ber, same as obtained expected discount factor. The imprecise value of this factor
may be used as a decision premise in creating new investment strategies. Considered
strategies are built based on a comparison of a fuzzy profit index and the value limit.
In this way, we obtain imprecise investment recommendation. Financial equilibrium
criteria result from a special case of this comparison. Further in the paper, the fol-
lowing criteria are generalized: Sharpe’s ratio, Jensen’s alpha and Treynor’s ratio.
Moreover, the safety-first criteria are generalized into the fuzzy case, along with
Roy’s criterion, Kataoka’s criterion and Telser’s criterion. The obtained results show
that the proposed theory can be used in investment applications.

Keywords Fuzzy imprecision · Probabilistic uncertainty · Return rate · Expected
discount factor · Portfolio

14.1 Introduction

The imprecision results from our lack of a clear recommendation for one alterna-
tive among various others, as well as from a lack of explicit distinction between
recommended and not recommended alternatives. Zadeh [1] proposed modelling
imprecision with fuzzy set membership function, which is widely accepted.

The uncertainty, on the other hand, is a result of a lack of knowledge about future
state of affairs [2]. Kolmogorov [3, 4] postulated that uncertainty may be modelled
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by a probability distribution, if and only if we can point out a particular time in future
in which the considered state of affairs will be already known.

Both financial theorists and practitioners noticed a problem of imprecise return
rate assessment and imposed imprecise limitations. At the same time, rapid develop-
ment of fuzzy mathematics led to creation of a fuzzy portfolio analysis and various
fuzzy portfolio models. The idea behind the most popular approach was to apply the
existing portfolio theory and fuzzify some of its parameters, such as return rate or
present value [5–7] or probability distribution parameters [8].

Fuzzymathematics is also used in portfolio analysiswhen considering uncertainty.
In most of the papers regarding this notion, it is assumed in advance that the return
rate is a fuzzy set [9–14]. Yet, this assumption is connected, in most of the cases,
with uncertainty of the return rate and unclear or incomplete information used by the
investor. In order to model such a portfolio, the authors apply mostly the possibility
theory [15–17] or the credibility theory [18]. Recent years resulted in fuzzy return
portfolio research which allows for a modification of the portfolio content before
the end of the investment [5, 19–26]. In the works of [27–29], the authors suggest
creating financial portfolios which are able to model the imprecision risk burdening
the return rate.

Kahraman et al. [30] introduced research in which both cash flows and their return
rates are given as trapezoidal fuzzy numbers. This kind of approach was aimed to
show that market experts, while appointing a net present value, operate only on some
imprecise values. Monographies [31, 32] describe the above-mentioned approach in
detail. A common feature connecting all these models is using fuzzy set membership
function as a substitute for probability distribution. This means that the uncertainty
researched in these models is, in fact, replaced by imprecision. This kind of research
postulate was first formulated by Kosko [33].

The most significant disadvantage of all fuzzy portfolio theory publications stated
above is defining the fuzzy return rate of a portfolio ex cathedra as a linear function in
the multidimensional space of return rates from the portfolio components. The only
justification for this is the mechanical generalization of Markowitz’s model [34] to
the fuzzy case. The proposed forms of linear functions, appointing a portfolio return
rate to each component’s return rate, are not justified by means of mathematical
deduction. This highly undermines the reliability of performed analyses.

In most models satisfying Kosko’s postulate, inclusion of imprecision is shown in
the assumption about a priori given fuzzy return rates. In the works of [28, 35–43],
the membership function does not replace the probability distribution, but only inter-
acts with it as a distinct entity, and thus, Kosko’s postulate does not apply. This
kind of model extension significantly enhances the possibilities of a reliable return
rate description. Despite encompassing the imprecise information in the return rate
assessment, the proposed fuzzy model can use all existing empirical knowledge
about the return rate probability distribution without any further amendments. This
feature is highly beneficial, especially by allowing realistic applications. Moreover,
in these models uncertainty interacts with imprecision, which stands in agreement
with research paradigm formulated by Hiroto [44]. Sadly, the number of models
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analysing these interactions is significantly smaller. It is highly probable that this
situation stems from the mathematical complexity of the models.

In [6], the imprecise return rate is determined by combining a trapezoidal fuzzy
present value and the random future value. In [45], imprecise investment recommen-
dations are determined as pieces of advice given based on generally defined fuzzy
return rate. Moreover, in [6, 42, 43] it is shown that the expected fuzzy discount
factor is a better tool for appraising considered securities than the fuzzy expected
return rate. This implies new possibilities for financial assets’ analysis.

Therefore, themain goal of this article is to research investment recommendations
for securities with the use of fuzzy trapezoidal present values and random future
value. During the analysis, the authors research fuzzy financial equilibrium criteria
and the safety-first criteria. To clarify, the main idea is to allow an investor to take
imprecision risk into consideration when appointing their investment strategies.

The paper is organized as follows. Section 14.2 stands as a theoretical background
and outlines fuzzy numbers and their basic properties. It includes the description of
the term “imprecision” and its measures. Some of the methods for ordering fuzzy
numbers are presented in Sect. 14.3. In Sect. 14.4, the present value is imprecisely
evaluated by trapezoidal fuzzy numbers. The fuzzy expected discount factor is then
determined inSect. 14.5. The next five sections contain authors’ original contribution.
Section 14.6 shows the fuzzy expected discount factor as a primary premise for
investment recommendation. It is used to determine the fuzzy expected return rate,
which is a secondary premise for investment decision-making. An upgraded model
for investment recommendations dependent on expected return system is described
in Sect. 14.7. Section 14.8 considers investment recommendations dependent on
fuzzy expected return. The financial equilibrium criterions are discussed in Sect. 14.9
and the safety-first criterions in Sect. 14.10. Section 14.11 concludes the article,
summarizes the main findings and proposes some future research directions.

14.2 Elements of Fuzzy Number Theory

By F(X), we denote the family of all fuzzy subsets of an arbitrary space X. An
imprecise number is a family of values in which each considered value belongs to
it in a varying degree. A commonly accepted model of an imprecise number is the
fuzzy number (FN), defined as a fuzzy subset of the real line R. The most general
definition of FN was given by Dubois and Prade [46]. Goetschel and Voxman [47]
proved that any FN may be equivalently defined in the following way.

Definition 1 Let us suppose that for any nondecreasing sequence (a, b, c, d) ⊂ R

the left reference function LL ∈ [0; 1][a,b] and the right reference function RL ∈
[0; 1][c,d] are upper semi-continuous monotonic functions satisfying the condition

LL(b) = RL(c) = 1. (14.1)
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Then, the identity

μL(x) = μFN (x |a, b, c, d, LL, RL) =

⎧
⎪⎪⎨

⎪⎪⎩

0, x /∈ [a, d],
LL(x), x ∈ [a, b],
1, x ∈ [b, c],
RL(x), x ∈ [c, d]

(14.2)

describes the membership function μL ∈ [0, 1]R of the FN L =
L(a, b, c, d, LL, RL). �

The space of all fuzzy numbers is denoted by F. We have R ⊂ F. Therefore, any
real number a ∈ R may be considered as FN a = L(a, a, a, a, LL, RL).

Algebraic operations on fuzzy numbers were defined in [46] as extension of
arithmetic operations on real numbers. These algebraic operations are coherent with
Zadeh’s extensionprinciple [48–50]. In a special case, for FNL ∈ F representedby its
membership functionμL ∈ [0, 1]R and for any monotonic function h : R ⊃ A → R

the value

Z = h(L), (14.3)

is described by its membership function μZ ∈ [0; 1]R given by the formula:

μZ(z) = sup{μL(x) : z = h(x), x ∈ A}. (14.4)

Finally, let us note that if membership function μL ∈ [0, 1]R is given by (14.2),
then we have:

– for the case of increasing function h : R ⊃ A → R

μZ(x) = μL
(
h−1(x)

) = μFN
(
x |h(a), h(b), h(c), h(d), LL ◦ h−1, RL ◦ h−1

)
,

(14.5)

– for the case of decreasing function h : R ⊃ A → R

μZ(x) = μL
(
h−1(x)

) = μFN
(
x |h(d), h(c), h(b), h(a), RL ◦ h−1, LL ◦ h−1

)
.

(14.6)

FNs are widely used for modelling assessments or estimations with imprecisely
given parameters.

After [51], we understand imprecision as a superposition of ambiguity and indis-
tinctness of information. Ambiguity can be interpreted as a lack of clear recommen-
dation between one alternative among various others. Indistinctness is understood as
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a lack of explicit distinction between recommended and not recommended alterna-
tives. An increase in information imprecision makes it less useful, and therefore it is
sensible to research the problem of imprecision assessment.

Let us take into account an arbitrary FN L ∈ F, represented by its membership
functionμL ∈ [0, 1]R. The proper tool for measuring the ambiguity of a fuzzy subset
A ∈ F(R) is an energy measure d : F(R) → R

+
0 , proposed by de Luca and Termini

[52]. For given FN L ∈ F, we can apply the following formula

d(L) = m(L) = +∞∫
−∞

μL(x)dx . (14.7)

The right tool for measuring indistinctness is the entropy measure, proposed also
by de Luca and Termini [53] andmodified by Piasecki [54]. In this article, the entropy
measure e : F(R) → R

+
0 will be described as in [55]. For given FN L ∈ F with

support

S(L) = {x ∈ R : µL(x) > 0}, (14.8)

we have

e(L) = m
(
L ∩ LC

)

m
((
L ∪ LC

) ∩ S(L)
) , (14.9)

where LC denotes the complement of the fuzzy subset representing FN L ∈ F. In
our study, we distinguish the following kind of FNs.

Definition 2 Let us suppose that for any nondecreasing sequence (a, b, c, d) ⊂ R

the left reference function LT ∈ [0; 1][a,b] and the right reference function RT ∈
[0; 1][c,d] are given by the identities

LT (x) =
{ x−a

b−a x ∈ [a, b[,
1 x = b,

(14.10)

RT (x) =
{ x−d

c−d x ∈]c, d],
1 x = c.

(14.11)

Then, the trapezoidal FN (TrFN) T = T r(a, b, c, d) is determined by its mem-
bership function μT ∈ [0, 1]R given by the identity

μT (x) = μT r (x |a, b, c, d) = μFN (x |a, b, c, d, LT , RT ). (14.12)

For any arbitrary TrFN, Tr(a, b, c, d), we have

d(T r(a, b, c, d)) = 1

2
· (d + c − b − a), (14.13)



194 K. Piasecki and J. Siwek

e(T r(a, b, c, d)) = d − c + b − a

3 · d + c − b − 3 · a . (14.14)

14.3 Ordering of Ordered Fuzzy Numbers

Let us consider the pair (K,L) ∈ F × F of FN represented, respectively, by their
membership functions μK, μL ∈ [0, 1]R. In space F, we define a relation K � L,
which reads:

FNK is greater or equal to FNL. (14.15)

This relation is, in fact, a fuzzy pre-order Q ∈ F(F × F), determined by such
membership function νQ ∈ [0, 1]F×F that fulfils the condition [56]

νQ(K,L) = sup{min{μK(x), μL(z)} : x ≥ z}. (14.16)

From the point view of multivalued logic, the value νQ(K,L) may be interpreted
as a truth value of the sentence (14.15). For any K = K(a, b, c, d, LK, RK), we
have:

νQ(K, [[g]]) = sup{μK(x) : x ≥ g} =
⎧
⎨

⎩

0, g > a,

LK(g), a ≥ g > b,
1, b ≥ g,

(14.17)

νQ([[g]],K) = sup{μK(x) : x ≤ g} =
⎧
⎨

⎩

1, c ≤ g,
RK(g), c > g ≥ d,

0, d > g.
(14.18)

In the next step, we define a relation K  L in the space F, which reads:

FNK is greater or equal to FNL. (14.19)

This relation is a fuzzy strict order S ∈ F(F × F) determined by its membership
function

νS ∈ [0, 1]F×F given by identity

νS(K,L) = 1 − νQ(L,K). (14.20)

From the point view of multivalued logic, value νS(K,L) may be interpreted as
the truth value of the sentence (14.19). For anyK = K(a, b, c, d, LK, RK), we have
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νS(K, [[g]]) =
⎧
⎨

⎩

0, c ≤ g,
1 − RK(g), c > g ≥ d,

1, d > g.
(14.21)

νS([[g]],K) =
⎧
⎨

⎩

1, g > a,

1 − LK(g), a ≥ g > b,
0, b ≥ g.

(14.22)

In the last step, we define a relation K ≈ L in the space F, which reads:

FNK is greater or equal to FNL. (14.23)

This relation is a fuzzy equivalence E ∈ F(F × F) determined by its membership
function

νE ∈ [0, 1]F×F given by identity

νE(K,L) = min{νQ(K,L), νQ(L,K)}. (14.24)

From the point view of multivalued logic, value νE(K,L) may be interpreted as
the truth value of sentence (14.23).

For any K = K(a, b, c, d, LK, RK), we have:

νS(K, [[g]]) = νS([[g]],K) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0 g > a,

LK(g) a ≥ g > b,
1 b ≥ g ≥ c,
RK(g) c > g ≥ d,

0 d > g.

(14.25)

14.4 Imprecise Present Value

In the interest theory, present value (PV) is defined as discounted cashflow.Generally,
PV is defined as in [57], that is, as a present equivalent of a payment available in
a particular time in future or at the moment. It is determined as the utility of a
cash flow [57], which has a subjective nature due to behavioural influences [58].
Imprecise estimation of PV is a result of the subjective approach to security valuation
[59]. Therefore, PV is widely accepted as an approximate value, with FNs being
one of the main tools of its modelling. In 1985, Ward [60] defined fuzzy PV as a
discounted fuzzy forecast of a future cash flow’s value. FNs were introduced into
financial arithmetic by Buckley [61]. As a result, Ward’s definition was then further
generalized by [62, 63] and [37] who expandWard’s definition to the case of a future
cash flow given as a fuzzy variable. More general definition of the fuzzy PV was
proposed by Tsao [64] who assumes that future cash flow can be considered as a
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fuzzy probabilistic set. All mentioned authors depict PV as a discounted, imprecisely
estimated future cash flow. A different approach was proposed by Piasecki [39, 65],
where fuzzy PV is estimated by an FN dependent only on the market price and the
behavioural premises. On the other hand, security quotes are discreet. Therefore, in
[42] and [66], PV is modelled by a discrete FN [67]. Additionally, some applications
of fuzzy PV are discussed in [38, 68–71]. Works of Buckley [61], Gutierrez [72],
Kuchta [73] and Lesage [74] had previously proved the sensibility of using triangular
FN or TrFN as a fuzzy financial arithmetic tool. Regretfully, entropy measure of an
arbitrary triangular fuzzy number is constant, which makes it difficult to analyse the
impact of the indistinctness on the imprecision of a PV.On the other hand, trapezoidal
fuzzy numbers do not have this disadvantage. Therefore, wewill imprecisely evaluate
PVs by TrFN.

Let us consider a fixed security, for which we observe its market price Č > 0.
Then, in agreement with assumptions introduced above, we can imprecisely deter-
mine PV as TrFN

PV = T r
(
Vmin, V�, V�, Vmax

)
(14.26)

where the nondecreasing sequence
(
Vmin, V�, Č, V�, Vmax

)
⊂ R

+ is given as fol-

lows:

– Vmin is the infimum of values perceptible as equal to PV.
– Vmax is the supremum of values perceptible as equal to PV.
– V� is the supremum of values perceptible as smaller than PV.
– V� is the infimum of values perceptible as greater than PV.

Then, the PV membership function μPV = μT r
(·|Vmin, V�, V�, Vmax

) ∈ [0, 1]R

is described by (14.12).

14.5 Discount Factor of a Security

According to the uncertainty theory, as viewed by Mises [2] and Kaplan [75], any
unknown future state of affairs is uncertain. This kind of Mises–Kaplan uncertainty
will be further referred to as “uncertainty”. The uncertainty results from our lack of
knowledge about the future state of affairs.After [3, 4, 76–80],we say that uncertainty
may be modelled with probability if and only if we can point out a particular time in
future in which the considered state of affairs will be already known. This postulate
is referred to as “Kolmogorov’s postulate”.

By a security, we understand an authorization to receive a future financial revenue,
payable to a certainmaturity. The value of this revenue is interpreted as an anticipated
future value (FV) of the asset. Yet, in the researched case, we can point out this
particular time in future in which the considered income value will be already known
to the observer. This, together with Kolmogorov’s postulate, leads to a conclusion
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that FV is a random variable. It is worth noting that FV is not burdened by Knight’s
uncertainty [81].

Let us assume a fixed time horizon t > 0 of an investment. Then, a security is
determined by two values: anticipated FV Vt and assessed PV V0. The basic benefit
connected with this security is usually characterized by simple return rate rt given
as follows

rt = Vt − V0

V0
. (14.27)

where:

– Vt is a FV described by random variable Ṽt : Ω → R
+.

– V0 is a PV assessed precisely or approximately.

The set � is a set of elementary states ω of the financial market. In a classical
approach to the problem of return rate estimation, PV of a security is identified with
observed market price Č . Thus, the return rate is a random variable determined by
identity

rt (ω) = Ṽt (ω) − Č

Č
. (14.28)

In practice of financial market analysis, the uncertainty risk is usually described
by probability distribution of return rate determined by (14.28). Nowadays, we have
an extensive knowledge about this subject. Let us assume that mentioned probability
distribution is given by cumulative distribution function Fr (·|r̄) : R → [0; 1]. We
assume that the expected value r̄ of this distribution exists. Moreover, let us note that
we have

Ṽt (ω) = Č · (1 + rt (ω)). (14.29)

Let us now consider the case when PV is imprecisely estimated by TrFN Pv

represented by its membership functionμPv = μPv

(·|Vmin, V�, V�, Vmax
) ∈ [0, 1]R

given by identity (14.12).
According to (14.6), (14.27) and (14.29), a return rate is a fuzzy probabilistic set

[44] represented by its membership function ρ̃ ∈ [0; 1]R×� as

ρ̃(r, ω) = μPV

(
Vt (ω)

1 + r

)

= μPV

(
Č · (1 + rt (ω))

1 + r

)

. (14.30)

The membership function ρ ∈ [0; 1]R of an expected return rate (ERR)R ∈ F is
calculated as



198 K. Piasecki and J. Siwek

ρ(r) = +∞∫
−∞

μPV

(
Č · (1 + y)

1 + r

)

dFr (y|r̄) = μPV

(
Č · (1 + r̄)

1 + r

)

. (14.31)

The ERR R ∈ F is not a TrFN [42, 43]. In [42, 43], it is shown by examples
that the expected fuzzy discount factor (EDF) D ∈ F is a better tool for appraising
considered securities than the ERRR ∈ F. Therefore, we aim to determine the EDF
for the considered case. The EDF ῡ is calculated using the return rate r̄ by the formula

ῡ = 1

1 + r̄
. (14.32)

Therefore, the function δ ∈ [0; 1]R, described by

δ(v) = δ

(
1

1 + r

)

= ρ(r), (14.33)

is amembership function of theEDFD ∈ F calculated usingERRR ∈ F. Combining
(14.31) (14.32) and (14.33), we get

δ(v) = δ

(
1

1 + r

)

= ρ

(
1

v
− 1

)

= μPV

(
Č · v

v̄

)

= μPV

(

v|Vmin · v̄

Č
, V� · v̄

Č
, V� · v̄

Č
, Vmax · v̄

Č

)

. (14.34)

The formal simplicity of obtained EDF description encourages its further applica-
tion as a portfolio analysis tool. It is proved that for any portfolio, its EDF is a simple
function of the component EDFs. Therefore, in the next section we will assume that
the basic benefit from a financial instrument is characterized by a fuzzy EDF.

14.6 Premises of Recommendations

Let us consider an arbitrary financial instrument 	 consisting of a single security.
Then, in agreement with assumptions introduced in the previous section, the basic
benefit from this financial instrument is characterized by a fuzzy EDF

D = T r
(
Dmin, D�, D�, Dmax

)
, (14.35)

where the nondecreasing sequence
(
Dmin, D�, D�, Dmax

) ⊂ R
+ is given as follows:

– Dmin is the infimum of values perceptible as equal to EDF.
– Dmax is the supremum of values perceptible as equal to EDF.
– D� is the supremum of values perceptible as smaller than EDF.
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– D� is the infimum of values perceptible as greater than EDF.

Then, the EDF membership function μD = μT r
(·|Dmin, D�, D�, Dmax

) ∈
[0, 1]R is described by (14.12). EDFD ∈ F will be considered as a primary premise
for investment recommendations.

An increase in ambiguity of the EDFD ∈ F suggests a higher number of alterna-
tive recommendations to choose from. This may result in making a decision which
will be ex post associated with a profit lower than maximal, that is, with a loss of
chance. This kind of risk is called an ambiguity risk. The ambiguity risk of fuzzy
EDF D is measured by energy measure.

An increase in the indistinctness of theEDFD ∈ F suggests, on the other hand, that
the differences between recommended and not recommended decision alternatives
are harder to differentiate. This leads to an increase in the indistinctness risk, which
is in a risk of choosing a not recommended option. The indistinctness risk of an fuzzy
EDF D is measured by entropy measure e(D).

The usefulness of a primary investment premise increases in inverse proportion
to the value of energy measure d(D) and the entropy measure e(D). The usefulness
of primary investment premise is equal to the usefulness of an investment premise
which is a monotonic function of the first one.

On the other hand, most well-known models of financial mathematics are
described using the concept of ERR. Therefore, using (14.1) and (14.2), the sec-
ondary investment premise will be designated as fuzzy ERR

R = R
(
Rmin, R�, R�, Rmax, LR, RR

)
, (14.36)

where the nondecreasing sequence
(
Dmin, D�, D�, Dmax

) ⊂ R
+ is given as follows:

– Rmin is the infimum of values perceptible as equal to ERR given as follows

Rmin = 1

Dmax
− 1, (14.37)

– Rmax is the supremum of values perceptible as equal to ERR given as follows

Rmax = 1

Dmin
− 1, (14.38)

– R� is the supremum of values perceptible as smaller than ERR given as follows

R� = 1

D�
− 1, (14.39)

– R� is the infimum of values perceptible as greater than ERR given as follows
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R� = 1

D�
− 1, (14.40)

– LR is left reference function given for x ∈ [
Rmin, R�

[
by the identity

LR(x) = RD

(
1

1 + x

)

=
1

1+x − Dmax

D� − Dmax
=

1
1+x − Rmin

R� − Rmin
, (14.41)

– RR is right reference function given for x ∈ [
Rmin, R�

[
by the identity

RR(x) = LD

(
1

1 + x

)

=
1

1+x − Dmin

D� − Dmin
=

1
1+x − Rmax

R� − Rmax
. (14.42)

Then, the ERR membership function μR =
μFN

(·|Rmin, R�, R�, Rmax, LR, RR
) ∈ [0, 1]R is described by (14.2).

14.7 Investment Recommendations Dependent on Expected
Return

An investment recommendation is counsel given by an advisor to an investor. For
convenience, these recommendations may be expressed by means of standardized
advices. In this article, we will consider the following vocabulary:

– Buy suggests that evaluated security is significantly undervalued.
– Accumulate suggests that evaluated security is undervalued.
– Hold suggests that evaluated security is fairly valued.
– Reduce suggests that evaluated security is overvalued.
– Sell suggests that evaluated security is significantly overvalued.

Many advisors use a different terminology and vocabulary when forming advice.
Yet, we will concentrate on the five-element advisor’s vocabulary considered in [45].
The pieces of advice mentioned above form a set

A = {
A++, A+, A0, A−, A−−}

, (14.43)

which is called the advisor’s vocabulary, where

– A++ denotes the advice Buy.
– A+ denotes the advice Accumulate.
– A0 denotes the advice Hold.
– A− denotes the advice Reduce.
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– A−− denotes the advice Sell.

Let us take into account a fixed financial instrument 	 represented by ERR r̄ . For
such a case, the advisor’s counsel depends on the ERR. The quality criterion for the
advice can be given as a comparison of values g(r̄) and Ĝ defined as follows:

– g : R → R is an increasing function of substantially justified form.
– Ĝ denotes the substantially justified limit value.

The function g : R → R serves as a profit index. By denoting the power set of
the set A as P(A), we define advice choice function 
 : R2 → P(A) as follows

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A++ ∈ Λ
(
r̄ , Ǧ

)
⇔ g(r̄) > Ĝ ⇔ ¬g(r̄) ≤ Ĝ,

A+ ∈ Λ
(
r̄ , Ǧ

)
⇔ g(r̄) ≥ Ĝ,

A0 ∈ Λ
(
r̄ , Ǧ

)
⇔ g(r̄) = Ĝ ⇔ g(r̄) ≥ Ĝ ∧ g(r̄) ≤ Ĝ,

A− ∈ Λ
(
r̄ , Ǧ

)
⇔ g(r̄) ≤ Ĝ,

A−− ∈ Λ
(
r̄ , Ǧ

)
⇔ g(r̄) < Ĝ ⇔ ¬g(r̄) ≥ Ĝ.

(14.44)

This way, we assign the advice subset to a security
�

S. Value Λ
(
r̄ , Ǧ

)
is called an

investment recommendation. This recommendation may be used as a good starting
point for the equity portfolio strategies. On the other hand, the weak point of the
proposed choice function is the omission of the fundamental analysis results and the
impact of behavioural factors. When analysing the above-stated choice function, it is
easy to spot the lackof visible boundaries between the adviceBuy andAccumulate as
well asReduce and Sell. The justification for this distinction lies in the fundamental
analysis and behavioural aspects of the investment process.

14.8 Investment Recommendations Dependent on Fuzzy
Expected Return

Let us assume that the basic benefit from a financial instrument 	 is charac-
terized by a given fuzzy ERR R, which may be dependent on some funda-
mental or behavioural factors.1 Therefore, advisor’s counsel should be depen-
dent on the ERR R, which is determined by its membership function μR =
μFN

(·|Rmin, R�, R�, Rmax, LR, RR
) ∈ [0, 1]R.

In the first step, we extend the profit index domain R to the space F. According
to (14.5), the profit index g(R) is described by its membership function γ ∈ [0, 1]R

1For example, [39, 65].
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γ (x) = μR
(
g−1(x)

)
. (14.45)

In the second step, we extend the advice choice function’s domain R
2 to the

set F × R. The value of the advice choice function 

(
R, Ǧ

)
is described by its

membership function λ ∈ [0, 1]A, which is determined [due to (14.17), (14.18),
(14.20) and (14.21)] by:

λ
(
A++) = 1 − sup

{
γ (x) : x ≤ Ǧ

}
, (14.46)

λ
(
A+) = sup

{
γ (x) : x ≥ Ǧ

}
, (14.47)

λ
(
A0) = min

{
sup

{
γ (x) : x ≥ Ǧ

}
, sup

{
γ (x) : x ≤ Ǧ

}}
, (14.48)

λ
(
A−) = sup

{
γ (x) : x ≤ Ǧ

}
, (14.49)

λ
(
A−−) = 1 − sup

{
γ (x) : x ≥ Ǧ

}
. (14.50)

This way, we define a fuzzy advice choice function Λ : F × R → F(A). The

value 

(
R, Ǧ

)
is called an imprecise investment recommendation. Moreover, the

value λ(A) may be interpreted as a degree in which the advice A ∈ A was chosen.
Above, the ERR is replaced by a fuzzy ERR, which also takes into account funda-

mental behavioural aspects of decision-making in finance. However, such an increase
in cognitive value has its price, that is, the imprecise formulation of investment recom-
mendations. By taking into account the imprecision of information about a security,
we cannot precisely indicate the recommended action out of a set of pieces of advice.
Each advice is thus recommended to some extent. The investor shifts some of the
responsibility to the advisors. For this reason, the investor restricts their choice of
investment decisions to advices recommended to the greatest degree. This way, the
investor minimizes their individual responsibility for making a financial decision.
However, a final investment decision will, in the end, be made by the investor them-
selves. Guided by their own knowledge and intuition, an investor can choose an
advice which is recommended in a lower degree.

However, let us note that:

λ
(
A++) = 1 − λ

(
A−)

, (14.51)

λ
(
A0

) = min
{
λ
(
A+)

, λ
(
A−)}

, (14.52)

λ
(
A−−) = 1 − λ

(
A+)

. (14.53)

This shows that function values λ
(
A+)

and λ
(
A−)

are sufficient to determine
an imprecise investment recommendation. For this reason, we will use them when
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creating a specific method of choosing advice. Let us note that using an imprecisely
estimated return allows for determining differences between advice Buy and Accu-
mulate and between Reduce and Sell.

In the next two sections, examples of imprecise recommendation methodologies
are presented.We limit our discussion to the casewhen the security return is described
bymeans of a simple return rate given by (14.28). Allmethodologies presented below
are generalizations of well-know classical methodologies to the fuzzy case.

14.9 Financial Equilibrium Criteria

Each financial equilibrium model is given as the comparison of expected return on a
considered security and an expected return of the market portfolio. We will consider
fixed financial instrument 	.

14.9.1 Sharpe’s Ratio

It is a well-known fact that any financial instrument may be represented by the pair(
�, ς2

)
where the symbol � denotes ERR and the symbol ς2 denotes the return rate

variations. We assume that there exists a risk-free bond represented by a pair (r0, 0)
and a market portfolio represented by

(
rM , σ 2

M

)
. If the financial instrument 	 is

represented by a pair
(
r̄ , σ 2

)
, then Sharpe [82] defines a profit index g : R → R and

a limit value Ĝ as follows

g(r̄) = r̄ − r0
σ

, (14.54)

Ĝ = rM − r0
σM

. (14.55)

Sharpe’s profit index estimates the amount of premium per overall risk unit.
Sharpe’s limit value is equal to the premium of the market portfolio risk.

If the financial instrument 	 is represented by the pair
(
R, σ 2

)
, then profit index

g(R) is described by its membership function γ ∈ [0, 1]R determined as follows

γ (x) = μR(σ · x + r0). (14.56)

Then, in accordance with (14.47) and (14.49) we have

λ
(
A+) = sup

{

γ (x) : x ≥ rM − r0
σM

}

= sup

{

μR(r) : r − r0
σ

≥ rM − r0
σM

}

,

(14.57)
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λ
(
A−) = sup

{

γ (x) : x ≤ rM − r0
σM

}

= sup

{

μR(r) : r − r0
σ

≤ rM − r0
σM

}

.

(14.58)

Values λ
(
A++)

, λ
(
A0

)
and λ

(
A−−)

are determined by relations (14.51), (14.52)
and (14.53), respectively.

14.9.2 Jensen’s Alpha

On the capital market, we can observe a risk-free return r0 and the expected market
return rM . Financial instrument 	 is represented by a pair (r̄ , β) where β is the beta
coefficient of the CAPM model assigned to this instrument. Jensen [83] defines the
profit index g : R → R and the limit value Ĝ as follows

g(r̄) = r̄ − β · (rM − r0), (14.59)

Ĝ = r0. (14.60)

Jensen’s profit index estimates the amount of premium for the market portfolio
risk. Jensen’s limit value is equal to the risk-free return.

If a the financial instrument 	 is represented by a pair (R, β), then profit index
g(R) is described by its membership function γ ∈ [0, 1]R and determined as follows

γ (x) = μR(x + β · (rM − r0)). (14.61)

In accordance with (14.47) and (14.49), we have

λ
(
A+) = sup{γ (x) : x ≥ r0} = sup{μR(r) : r − β · (rM − r0) ≥ r0}, (14.62)

λ
(
A−) = sup{γ (x) : x ≤ r0} = sup{μR(r) : r − β · (rM − r0) ≤ r0}. (14.63)

The values λ
(
A++)

, λ
(
A0

)
and λ

(
A−−)

are determined by relations (14.51),
(14.52) and (14.53), respectively.

14.9.3 Treynor’s Ratio

Let us make the same assumptions as those used in subsection 14.9.2. Additionally,
we assume that the security return is positively correlated with the market portfolio
return. Treynor [84] defines the profit index g : R → R and the limit value Ĝ as
follows
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g(r̄) = r̄ − r0
β

, (14.64)

Ĝ = rM − r0. (14.65)

Treynor’s profit index estimates the amount of premium per market risk unit.
Treynor’s limit value is equal to the premium of the market risk.

If a financial instrument 	 is represented by a pair (R, β), then the profit index
g(R) is described by its membership function γ ∈ [0, 1]R and determined as follows

γ (x) = μR(β · x + r0). (14.66)

In accordance with (14.47) and (14.49), we have

λ
(
A+) = sup{γ (x) : x ≥ rM − r0} = sup

{

μR(r) : r − r0
βs

≥ rM − r0

}

, (14.67)

λ
(
A−) = sup{γ (x) : x ≤ rM − r0} = sup

{

μR(r) : r − r0
βs

≤ rM − r0

}

. (14.68)

The values λ
(
A++)

, λ
(
A0

)
and λ

(
A−−)

are determined by relations (14.51),
(14.52) and (14.53), respectively. Investment recommendation made by means of
Treynor’s ratio is identical with investment recommendationmade by Jensen’s alpha.

14.10 The Safety-First Criteria

We consider the simple return rate r̃(ω) of a fixed security. For each assumed r̄ ∈ R

of an expected simple return rate, the probability distribution is given by a cumu-
lative distribution function F(·|r) : R → [0; 1], which is strictly increasing and
continuous. Then, the safety condition [23] is given in the following way

F(L|r) = ε, (14.69)

– L denotes minimum acceptable return rate.
– ε is equal to probability realization of a return below the minimum acceptable rate.

The realization of a return below the minimum acceptable rate is identified with
loss. Therefore, the variable ε denotes the loss probability.

Additionally, let us note that the function Gl : R → [0; 1] is defined for fixed
l ∈ R as follows

Gl(r) = F(l|r). (14.70)
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Let us take into account a fixed financial instrument 	 with expected return r̄ .
The distribution of this return is described by its cumulative distribution function
F(·|r̄) : R → [0; 1].

14.10.1 Roy’s Criterion

Roy’s criterion [23] says that for a fixed acceptable minimum return rate L , the
investor minimizes the loss probability. Additionally, in order to ensure the financial
security, the investor assumes a maximum level ε∗ of a loss probability. Then, the
profit index g : R → [−1; 0] and the limit value Ĝ are defined as follows

g(r̄) = −GL(r̄), (14.71)

Ĝ = −ε∗. (14.72)

If a financial instrument 	 is represented by the fuzzy ERR R, then profit index
g(R) is described by its membership function γ ∈ [0, 1][−1,0] and determined as
follows

γ (x) = μR
(
G−1

L (−x)
)
. (14.73)

In accordance with (14.47) and (14.49), we have

λ
(
A+) = sup

{
γ (x) : x ≥ −ε∗} = sup

{
μR(r) : F(L|r) ≤ ε∗}, (14.74)

λ
(
A−) = sup

{
γ (x) : x ≤ −ε∗} = sup

{
μR(r) : F(L|r) ≥ ε∗}. (14.75)

The values λ
(
A++)

, λ
(
A0

)
and λ

(
A−−)

are determined by relations (14.51),
(14.52) and (14.53), respectively.

14.10.2 Kataoka’s Criterion

Kataoka’s criterion [85] says that for a fixed loss probability ε, investor maximizes
the acceptable minimum return rate. In addition, in order to ensure the interest yield,
the investor assumes a minimum level L∗ of a return. Then, the profit index g :
[0; 1] → R and the limit value Ĝ are defined in the following way

g(r̄) = F−1(ε|r), (14.76)

Ĝ = L∗. (14.77)
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If the financial instrument 	 is represented by a fuzzy ERR R, then the profit
index g(R) is described by its membership function γ ∈ [0, 1]R and determined as
follows

γ (x) = μR(Gε(x)). (14.78)

In accordance with (14.47) and (14.49), we have

λ
(
A+) = sup

{
γ (x) : x ≥ L∗} = sup

{
μR(r) : (ε|r) ≥ L∗}, (14.79)

λ
(
A−) = sup

{
γ (x) : x ≤ L∗} = sup

{
μR(r) : F−1

s (ε|r) ≤ L∗} (14.80)

The values λ
(
A++)

, λ
(
A0

)
and λ

(
A−−)

are determined by relations (14.51),
(14.52) and (14.53), respectively.

14.10.3 Telser’s Criterion

Based on the safety and profitability of an investment, investor assumes a minimum
level L∗ of acceptable return and a maximum level ε∗ of loss probability. If the
probability that return on a financial instrument 	 is not acceptable is lower than the
acceptable loss probability, then 	 is called safe haven security.

Let the return on financial instrument 	 be given as a fuzzy probabilistic set
outlined in (14.30) by its membership function ρ : R × � → [0; 1]. Then, for any
acceptable minimum return L ∈ R, the loss is a fuzzy probabilistic set described by
a membership function η(·|L) : � → [0; 1] and determined as follows

η(ω|L) = sup{ρ(r, ω) : r < L} = sup
{
μPv

(
Ṽt (ω) · (1 + r)−1

)
: r < L

}
.

(14.81)

In accordance with (14.3), for expected return r̄ , the probability distribution of
FV Ṽt : � → R

+ is described by conditional cumulative distribution function
FV (·|r̄) : R+ → [0; 1] determined in the following way

FV (x |r̄) = Fs

(
x − Č

Č
|r̄

)

. (14.82)

The loss probability Ps(L) may be calculated as follows [86]

Ps(L) = +∞∫
−∞

sup
{
μPv

(
x · (1 + r)−1) : r < L

}
dFV (x |r̄)



208 K. Piasecki and J. Siwek

= +∞∫
−∞

sup
{
μPv

(
x · (1 + t)(1 + r)−1

) : r < L
}
dF(t |r̄)

= L∫
−∞

dF(t |r̄) + +∞∫
L

μ
(
Č · (1 + t) · (1 + L)−1|Č

)
dF(t |r̄). (14.83)

The security Š is safe haven iff it fulfils the condition

Ps
(
L∗) ≤ ε∗. (14.84)

Telsers’s criterion [87] says that the investor maximizes the return on safe haven
securities. In addition, due to the profitability investment, the investor takes into
account the equilibrium rate r∗ > L∗. Then, the profit index g : R → R and the
limit value Ĝ are defined in following way

g(r̄) = r̄ , (14.85)

Ĝ = r∗. (14.86)

If financial instrument	 is represented by a fuzzy ERRR, then profit index g(R)

is described by its membership function γ ∈ [0, 1]R determined as follows

γ (x) = μR(x). (14.87)

In accordance with (14.47) and (14.49), we have

λ
(
A+) = sup

{
μR(r) : r ≥ r∗}, (14.88)

λ
(
A−) = sup

{
μR(r) : r ≤ r∗}. (14.89)

The values λ
(
A++)

, λ
(
A0

)
and λ

(
A−−)

are determined by relations (14.51),
(14.52) and (14.53), respectively.

14.11 Summary

Imprecision is relevant to the investment decision-making process. It is proved above
that imprecise present value and randomfuture valuemaybe considered as a sufficient
basis for an investment recommendation. Due to evaluating the present value by a
trapezoidal fuzzy number, the obtained model has a computational complexity that
is lower than computational complexity of the model presented in [45, 88, 89].
The low computational complexity of introduced models has its price—the detailed
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assumptions about the present value. On the other hand, the accepted restrictions are
in line with practical applications of fuzzy arithmetic.

Obtained results may be applied in behavioural finance theory as a normative
model for investment decisions. The results may also provide theoretical foundations
for constructing an investment decision support system.

On the other hand, imprecise estimation of an expected return could be a conse-
quence of taking into account the behavioural aspects of an investment process. Thus,
we showed that the behavioural premises can influence investment recommendations
in a controlled manner.

In this paper, the main achievement lies in proposing a useful methodology for
imprecise investment recommendations. Moreover, the paper also offers original
generalization of the financial equilibrium criteria and of the safety-first criteria to
the fuzzy case.

Obtained resultsmaywell be a starting point for a future investigation of the impact
of the present value’s imprecision on imprecision of investment recommendations.

Acknowledgements The article is financed by the National Science Centre, Poland, Grant No.
2015/17/N/HS4/00206.
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Chapter 15
Application Quantile-Based Risk
Measures in Sector Portfolio
Analysis—Warsaw Stock Exchange
Approach

Grażyna Trzpiot

Abstract The measurement of financial risk has been one of the main goals of the
investors as well as actuaries and insurance practitioners. Measuring the risk of a
financial portfolio involves firstly estimating the loss distribution of the portfolio,
next computing chosen risk measure. In the resent study, the robustness of risk
measurement procedures and their sensitivity into point out for the dataset in present.
The results show a gap between the subadditivity and robustness of riskmeasurement
procedures. We apply into analyses alternative risk measurement procedures that
possess the robustness property. The quantile-based risk measures have been applied
in sector portfolio analysis for the dataset from Warsaw Stock Exchange.

Keywords Risk measurement · Value-at-risk · Expected shortfall · Robustness
JEL Classification G11 · C19

15.1 Introduction

Themain aim of quantitativemodeling in finance is to quantify the risk, especially the
risk of financial portfolios. The Basel Committee guidelines for risk-based require-
ments for regulatory capital, and frequent use of Value-at-Risk, had created related
risk measurement methodologies and methodologies for measuring of the risk of
financial portfolios [1–3, 8]. Generally, in theoretical approach to risk measurement,
a risk measure is represented as an assignment to each random payoff a number (a
measure of risk). The goal in most of theoretical approach has been on the prop-
erties of defined maps and requirements for the risk measurement procedure to be
coherent, in a static or dynamic setting. Usually, in real applications, the probability
distribution is unknown and should be estimated from (historical) data, which means
as part of the risk measurement procedure. Thus, in practice, measuring the risk of
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a financial portfolio involves two steps: estimating the loss distribution of the port-
folio from available observations and computing a risk measure that we chosen for
measures the risk of this loss distribution. Estimation method connected with these
procedure errors on the portfolio loss distribution can have an important impact on
the final results on risk measures [9, 10].

The main goal of this paper is an application of the two-parameter quantile-based
risk measure to sector portfolio analysis for data from Warsaw Stock Exchange.
Next, the evaluation of the empirical results points out the existing gap between the
subadditivity and robustness of risk measurement procedures.

15.2 Estimation of Risk Measures

The payoff of a portfolio over a specified horizon may be represented as a random
variable X ∈ L ⊂ L1(�, F, P), where negative values are assumed to be a convex
cone containing all constants. A risk measure on L is a map ρ : L → R assigning
to each X ∈ L, a number representing measure of risk. Artzner et al. [3] defined the
axioms of coherent risk measures.

Below we list some properties for risk measures: for X; Y ∈ L,

(a) Monotonicity: ρ(X) ≤ ρ(Y ) if X ≤ Y;
(b) Cash invariance: ρ(X + c) = ρ(X) + c for any c ∈ R;
(c) Positive homogeneity: ρ(λX) = λρ(X) for any λ > 0;
(d) Subadditivity: ρ(X + Y ) ≤ ρ(X) + ρ(Y );
(e) Law determination: ρ(X) = ρ(Y ) if X and Y have the same distribution.

Definition 1 Amonetary risk measure satisfying conditions (a) and (b), and a coher-
ent risk measure is a risk measure satisfying (a)–(d).

For a set C ⊂ D ⊂ L1 representing the set of admissible (robust) return distri-
butions, we can notice according to the literature [4] the condition of qualitative
robustness of a risk estimator and use it to examine the robustness of the chosen for
application risk estimators.

Definition 2 A risk estimator ρ̂ is C-robust at F (the empirical return distributions)
if, for any ε > 0, there exist δ > 0 and n0 ≥ 1 such that, for all G ∈ C, d(G, F) ≤ δ

where d is the Lévy distance.2

When C = D, then we have situation not interesting in econometric or financial
applications3 since requiring robustness against all perturbations of the distributions
F that means it is restrictive and excludes estimators with the lower break point such
as the sample mean. In application, first we have to estimate the return distribution
F of the portfolio from available data and then apply the risk measure ρ to this

1D ⊂ L is the convex set of cumulative distribution functions (cdf) on R.
2Huber [12].
3If C = D, we have qualitative robustness called asymptotic robustness as outlined [12].
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Table 15.1 Behavior of
sensitivity functions for some
risk estimators

Risk estimator Dependence in z of S(t)

Historical VaR Bounded

Gaussian ML for VaR Quadratic

Laplace ML for VaR Linear

Historical expected shortfall Linear

Gaussian ML for expected shortfall Quadratic

Laplace ML for expected shortfall Linear

Source Cont et al. [4]

distribution. As the estimation of the loss distribution F(X), we can use an empirical
distribution from a historical or simulated sample (e.g., Monte Carlo) or a parametric
formwhose parameters are estimated from available data. Coherent measures as ESα

has a non-robust historical estimator [4]. In this paper, authors proposed a robust
family of risk estimators by modifying its definition.

Definition 3 Consider 0 < α1 < α2 < 1; we can notice the robust risk measure

1

α2 − α1

α2∫

α1

VaRu(F)du (15.1)

and, respectively, a discrete version of the above risk measure:

1

k

k∑
j=1

VaRu j (F), 0 < u1 < · · · < uk < 1 (15.2)

We will call ρeff the effective risk measure4 associated with the risk estimator ρ̂.
In order to quantify the degree of robustness of a risk estimator, we can notice the
concept of the sensitivity function [4]. The function S(t; F) measures the sensitivity
of the risk estimator to the addition of a new data point in a large sample.

Definition 4 (sensitivity function of a risk estimator) The sensitivity function of a
risk estimator defined as a function of distribution F belongs to set of all effective
risk measure distribution (Deff) is the function defined by

S(t) − S(t; F) = lim
ε→0+

ρeff(εδt + (1 − ε)F) − ρeff(F)

ε
(15.3)

for any t ∈ R such that the limit exists. See Table 15.1.

4In other words, while ρ is the risk measure, we are interested in computing.
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15.3 Two-Parameter Quantile-Based Risk Measures

The one-parameter families of risk measures, VaR and ES, can be noticed as a
more general two-parameter family of riskmeasures, called the Range-Value-at-Risk
(RVaR). The family of RVaR was introduced in Cont et al. [4].5 This transformation
into RVaRwas used by Embrechts et al. [6] to understand properties and comparative
advantages of risk measures. It helps on application RVaR as the underlying risk
measures in the real problem. Measures as VaR, ES, and RVaR can be represented
as average quantiles of a random variable.

Definition 5 For X ∈ L, the RVaR at level (α;β) ∈ R2+ is defined as

RVaRα,β =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1

β

α+β∫

α

VaRu(F)du if β > 0

VaRα(F) if β = 0

(15.4)

The family of risk measures Range-Value-at-Risk (RVaR) is the family of the
truncated average quantiles of a random variable. RVaRα;β is continuous with respect
to convergence in distribution (weak convergence). RVaR belongs to the large family
of distortion risk measures.6

Definition 6 For α, β; ∈ [0; 1) and α + β < 1, RVaRα;β belongs to the class of
distortion risk measures, that is, risk measures ρh of the Stieltjes integral form

ρh(X) =
1∫

0

VaRα(X)dh(α) (15.5)

for some non-decreasing and left-continuous function h: [0; 1]→ [0; 1] satisfying
h(0) = 0 and h(1) = 1, such that the above integral is properly defined. Here h is
called a distortion function.

For α, β; ∈ [0; 1) and α + β < 1, the distortion function of RVaRα;β (X) is given
by

h(α,β)(t) =

⎧⎪⎨
⎪⎩
min

{
I{t>α}

t − α

β
, 1

}
if β > 0

I{t>α} if β = 0
t ∈ [0, 1] (15.6)

For application on real data, especially in portfolio analysis, the important are
some of the relationship between the individual RVaR and the aggregate RVaR.

5For any 0 < α1 < α2 < 1, we can notice as β = α2 − α1.
6Kusuoka [15], Song and Yan [17], Dhaene et al. [5], Grigorova [11], Wang et al. [18].
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Theorem 1 [6]
For any X1, …, Xn ∈ L and any α1, …, αn; β1, …, βn > 0, we have

RVaR n∑
i=1

αi ,∀n
i=1βi

(
n∑

i=1

Xi

)
≤

n∑
i=1

RVaRαiβi (Xi ) (15.7)

By setting α1 = · · · = αn = 0 and β1 = · · · = βn , Theorem 15.1 reduces to the
classic subadditivity of ES. By setting β1 = · · · = βn = 0, we obtain the following
inequality for VaR.

For any X1, …, Xn ∈ L and any α1, …,αn > 0, we have

VaR n∑
i=1

αi

(
n∑

i=1

Xi

)
≤

n∑
i=1

VaRαi (Xi ) (15.8)

For n = 2, we can notice

RVaRα1+α2,β1∨β2(X1 + X2) ≤ RVaRα1,β1(X1) + RVaRα2β2(X2) (15.9)

for all X1; X2 ∈ L; α1; α2; β1; β2 ∈ R+. This subadditivity involves a combination
of the summation of the random variables X1, …, Xn ∈ L and the summation of
the parameters (α1; β1), …, (αn; βn) ∈ R2+ with respect to the two-dimensional
additive operation (+; v). Note that v-operation is known as the tropical addition in
the max-plus algebra [16].

In portfolio analysis, we had to find the optimal allocations for the corresponding
aggregate risk value for the RVaR family of risk measures. The following result
proved by Embrechts et al. [6] can solve this problem.

Definition 7 The inf-convolution of n risk measures ρ1, …, ρn is a risk measure
noticed as

�n
i=1ρi (X) := inf

{
n∑

i=1

ρi (Xi ) : (X1, . . . , Xn) ∈ An(X)

}
(15.10)

That is, the inf-convolution of n risk measures is the infimum over aggregate risk
values for all possible allocations.

Definition 8 For risk measures ρ1, …, ρn and X ∈ L:

(i) An n-tuple (X1, …, Xn) ∈ An(X) is called an optimal allocation of X if
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�n
i=1ρi (Xi ) =

n∑
i=1

ρi (Xi ) (15.11)

(ii) An n-tuple (X1, …, Xn) ∈ An(X) is called a Pareto-optimal allocation of X if
for any (Y 1, …, Yn) ∈ An(X) satisfying ρ i(Yi) ≤ ρ i(Xi) for all i = 1; …, n, we
have ρ i(Yi) = ρ i(Xi) for all i = 1; …, n.

Now we can notice the theorem that has been used in portfolio optimization.

Theorem 2 [6]
For any X1, …, Xn ∈ L and any α1, …, αn; β1, …, βn > 0, we have

�n
i=1RVaRαiβi (X) = RVaR n∑

i=1
αi ,∀n

i=1βi

(X) (15.12)

Now we can notice portfolio risk in the presence of uncertainty of distribution F
by using the resulting aggregate risk value. The assumption is that the distribution of
the total risk X ∈ L is misspecified. That in general implies problems for estimation
using VaR as a risk measures but not for RVaR or ES. This relates to the issue of the
robustness of VaR and RVaR, for a relevant discussion on robustness properties for
risk measures.7 Instead of the robustness of the risk measures themselves, we can
write the robustness of the optimal allocation.

Theorem 3 [6]
For risk measures RVaRα1β1 , . . . ,RVaRαnβn , (αi;βi)∈ [0; 1), αi + βi > 0, i =

1, . . . , n,
n∑

i=1
αi + ∀n

i=1βi < 1 and a doubly continuous random variable X ∈ L:

(i) There exists an L1-robust optimal allocation of X if and only if β1, …, βn > 0.
(ii) If X is bounded, then there exists an L∞-robust optimal allocation of X if and

only if β1, …, βn > 0.

Assuming
n∑

i=1
αi +∀n

i=1βi < 1, a Pareto-optimal allocation for any X1, …, Xn ∈ L

can be constructed explicitly as in Theorem 15.2, with the aggregate risk value

n∑
i=1

RVaRαiβi (X) = RVaR n∑
i=1

αi ,∀n
i=1βi

(X) (15.13)

15.4 Application RVaR in Sector Portfolio Analysis

Sector portfolio analysis was dedicated to food sector. WIG food is a sector index
listed on the Warsaw Stock Exchange, containing companies that participate in the

7Cont et al. [4], Kou et al. [13], Krätschmer et al. [14], and Embrechts et al. [7].
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Table 15.2 Parameters of rate-of-return distribution

ASTARTA COLIAN GOBARTO HELIO IMCOMPA

R 0.001 0.000 0.001 0.003 0.002

V 0.000 0.000 0.000 0.001 0.000

S 0.019 0.013 0.022 0.032 0.016

Skewness 0.512 0.571 −1.838 1.966 0.362

Kurtosis 1.892 4.344 46.205 10.51 3.385

INDYKPOL KANIA OTMU MILKILAND MBWS

R 0.000 0.000 −0.001 0.001 −0.001

V 0.000 0.000 0.001 0.001 0.001

S 0.022 0.019 0.025 0.034 0.023

Skewness 0.931 0.327 0.819 1.200 −1.407

Kurtosis 6.676 1.406 6.553 6.158 10.87

MILKILAND MBWS OTMU PEPEES WAWEL

R 0.001 −0.001 −0.001 0.003 0.000

V 0.001 0.001 0.001 0.001 0.000

S 0.034 0.023 0.025 0.028 0.017

Skewness 1.200 −1.407 0.819 2.243 0.159

Kurtosis 6.158 10.87 6.553 10.941 7.036

Source Main calculation

WIG index. The base date for the WIG food index was set as December 31, 1998.
The subindex is characterized by the same methodology with the main WIG index.
This means that it is an income index, and when calculating it, you should take into
account both the prices of the shares it contains, as well as the right to collect and
the income from dividends. TheWIG food index consists of 23 companies, of which
15 were selected for analysis, which brings together 86.37% of the total shares in
the portfolio and almost total shares in the market, as their sum amounts to 97.80%.
The surveyed period from February 18, l to February 19, 2018, consisted of 503
observations of closing prices for each of the companies.

The use of risk measures requires examining the types of rates of return distri-
butions. The consistency of the distribution of rates of return with the hypothetical
distribution was checked, which is necessary when using quantile risk measures.
For this purpose, the Kolmogorov–Smirnov test was used, with the help of which
the hypothesis on the compatibility of the distributions of rates of return with both
normal and lognormal distribution was verified. In each case, the significance of the
test is less than the assumed level of significance of 0.05. This means that distribu-
tions of the rates of return are consistent with the normal or lognormal distribution.
Next, the parameters of rate-of-return distribution for each of the companies were
calculated (Table 15.2), especially the third central moment, which is a measure of
the asymmetry of the observed rates of return.
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Table 15.3 ES values for selected quantiles

ES ASTARTA HELIO IMCOMPANY KSGAGRO PEPEES Portfolio

0.95 0.0454 0.0821 0.0354 0.0813 0.0704 0.0498

0.96 0.0477 0.0897 0.0370 0.0860 0.0774 0.0531

0.97 0.0511 0.0969 0.0394 0.0920 0.0870 0.0574

0.98 0.0537 0.1077 0.0428 0.0984 0.1005 0.0628

0.99 0.0570 0.1334 0.0486 0.1089 0.1259 0.0727

Source Main calculation

Table 15.4 RVaR measurement values for selected value values (α, β)

RVaR ASTARTA HELIO IMCOMPANY KSGAGRO PEPEES Portfolio

(0.95, 0) 0.0368 0.0599 0.0293 0.0652 0.0457 0.0384

(0.96, 0.01) 0.0417 0.0717 0.0312 0.0736 0.0542 0.0433

(0.97, 0.01) 0.0482 0.0786 0.0348 0.0835 0.0675 0.0498

(0.98, 0.01) 0.0537 0.1077 0.0428 0.0984 0.1005 0.0628

(0.99, 0.01) 0.0610 0.1467 0.0511 0.1488 0.1325 0.0793

Source Main calculation

Next the optimal portfolio was built; it has been assumed that the expected rate
of return on the portfolio had to be greater than or equal to 0.001. In addition, it
was assumed that the number of companies in the portfolio should be in the range
from 5 to 7, and therefore, simulations were carried out to finally choose the optimal
solution. Wallet received the optimal parameters. The following companies were
included in the portfolio companies: IMCOMPANY (43,3%), ASTARTA (28%),
PEPEES (14,8%), HELIO (0,77%), and KSGAGRO (0,61%). Portfolio parameters
E(Rp) = 0.001860, V (Rp) = 0.000115, S(Rp) = 0.010713.

Following to final step, an assessment of the risk of the designated portfolios with
the use of quantitative ES and RVaR risk measures has been made. Consideration of
all possible combinations of values (α, β) is a demanding task. In order to secure the
capital of the designated portfolio, we save selected results of the application of the
downside risk measures presented in the previous points.

Analyzing the obtained results, it can be concluded that the highest levels of capital
collateral are determined by the ES measure, followed by RVaR with a fixed value
of β = 0.01. By changing the value of β and a fixed value of α, the lowest levels
of capital collateral were obtained. When we used robust estimator, then we uses
specific technique on a tail of the distribution of the rate of return. Presented chosen
results (Tables 15.3, 15.4 and 15.5) confirm general rules, described in Sect. 15.2.We
had to take into account robustness of applied quantiles risk measures (Table 15.6).

In the presented application of the quantile risk measures on the portfolios, we
based on the selected sector. Portfolios from a selected sector were analyzed, and
the variability of the distribution of the rate of return in the audited period was not
so much significant. In the surveyed sector, all returns of the rate of return were



15 Application Quantile-Based Risk Measures in Sector Portfolio … 223

Table 15.5 RVaR measurement values for selected value values (α, β)

RVaR ASTARTA HELIO IMCOMPANY KSGAGRO PEPEES Portfolio

(0.95, 0) 0.0368 0.0599 0.0293 0.0652 0.0457 0.0384

(0.95, 0.01) 0.0399 0.0650 0.0304 0.0699 0.0504 0.0411

(0.95, 0.02) 0.0425 0.0693 0.0321 0.0744 0.0566 0.0441

(0.95, 0.03) 0.0454 0.0821 0.0354 0.0813 0.0704 0.0498

(0.95, 0.04) 0.0454 0.0821 0.0354 0.0813 0.0704 0.0498

Source Main calculation

Table 15.6 RVaR
measurement values for
selected value values (α, β)
for portfolio

ES Portfolio RVaR Portfolio RVaR Portfolio

0.95 0.0498 (0.95, 0) 0.0384 (0.95, 0) 0.0384

0.96 0.0531 (0.96,
0.01)

0.0433 (0.95,
0.01)

0.0411

0.97 0.0574 (0.97,
0.01)

0.0498 (0.95,
0.02)

0.0441

0.98 0.0628 (0.98,
0.01)

0.0628 (0.95,
0.03)

0.0498

0.99 0.0727 (0.99,
0.01)

0.0793 (0.95,
0.04)

0.0498

Source Main calculation

characterized by a significant asymmetry, which means volatility in the tail of the
returns. These properties can have strong impact on the results.

15.5 Conclusion

In this paper, we present that the estimation properties as robustness and sensitivity
are important and need to be accounted to the dataset, with the same attention as
the coherence properties. An unstable or non-robust risk estimator can be useless in
practice, never less it has to be related to a coherent measure of risk. Regulatory risk
measures, as VaR and ES, in parametric estimation procedures for VaR and ES lead
to non-robust estimators. On the other hand, weighted averages of historical VaR
have robust empirical estimators. Historical VaR is a qualitatively robust estimation
procedure. The family of RVaRwas introduced in the context of robustness properties
of risk measures. This family of two-parameter risk measures (RVaR) can be seen
as a bridge connecting VaR and ES, which are the two most popular regulatory risk
measures. Measures as VaR, ES, and RVaR can be represented as average quantiles
of a random variable.

In the recent research, we obtain original results: We establish the level of RVaR
as a measurement values for selected value values (α, β) for sector portfolio from
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Warsaw Stock Exchange. We can claim that estimation RVaR level as the underlying
risk measures in the real problem and connected with these procedures errors is still
useful. Working with two-parameter quantile-based risk measures can have strong
impact to manage expected levels of capital collateral. Additionally, by using two-
parameter quantile-based risk measures, we received a tool for control a chosen part
of the tail loss distribution of the portfolio in the estimating process. To conclude we
would have to argue that the important impact form empirical results is that RVaR
looks as an agile risk measures, which is also robust and coherent. That means RVaR
should be an important part of the portfolio risk measurement procedure.
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Chapter 16
Is the Three-Factor Better Than
Single-Factor Capital Asset Pricing
Model? Case of Polish Capital Market

Dorota Witkowska

Abstract The three-factor model was developed by Fama and French as a response
to the poor performance of the single-factor capital asset pricing model (CAPM) in
explaining realized returns. However, the evidence from different markets does not
give clear conclusions regarding the appropriateness of this model, and CAPM is
still most commonly used by practitioners. The study aims to find out which model
better explains returns from portfolios containing selected companies listed on the
Warsaw Stock Exchange in the years 2007–2017. In our investigation, four portfolios
including: (1) big, (2) medium size, (3) small and (4) all considered companies are
concerned. We also distinguish seven sub-periods which are characterized by differ-
ent situation on the Polish capitalmarket. The results show that the three-factormodel
better explains rates of returns from portfolios than CAPM, although the improve-
ment is mostly visible for the portfolios of small and medium size companies. The
risk factors concerning capitalization of companies and book-to-market value rates
are statistically significant in about half of estimated models whereas risk premium
significantly affects returns in all models.

Keywords Capital asset pricing model · Fama-French three-factor model · Polish
capital market

16.1 Introduction

Capital asset pricing model (CAPM) was developed independently by William
Sharpe [1], John Lintner [2] and Jan Mossin [3] twelve years after Harry Markowitz
had laid down the foundation of modern portfolio management [4]. This model
became a useful instrument to estimate the systematic risk of individual financial
instruments or portfolio of securities, and its parameter—beta became one of the
most frequently used risk measures. CAPM is also the capital cost model, which is

D. Witkowska (B)
University of Lodz, ul. Matejki 22/26, 90-237 Łódź, Poland
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most often used in practice, thanks to its simple form and easy application as well
as clear interpretation (refer to [5–9]).

It should be noted that the classic capital asset pricingmodel has had both support-
ers and opponents since it was developed. Among the former, one should mention
[10–12]. The latter have criticized CAPMmostly because of unrealistic assumptions
that underlie the model and because it is a single-factor model. Roll’s critique [13]
refers to themodel construction itself and concerns the lack of possibility of its empir-
ical verification since it is impossible to create or observe a truly diversified market
portfolio. While Fama and French in series of their works [14–16] prove that CAPM
model fails to apply in capital estimation because beta coefficient does not provide a
correct explanation for the expected return rates. At the same, they proved that good
results are given by supplementing model with additional factors, i.e., price to book
value ratio and measures of company size (see Fama and French [17]). In [18], it was
found that most errors in cost of stock capital estimation using CAPMmodel are also
caused by wrong assessment of risk premiums, while Pástor and Stambaugh in [19]
presented that capital estimations may be corrected by Bayesian approach. However,
Gibbson [20] who proposed a methodology to avoid errors in the measurement of
variables and increase of appropriateness of estimates of model parameters proposes
to reject CAPM.Whereas authors of [21] were not able to come to clear conclusions
regarding appropriateness of CAPM and beta coefficient estimates. As they found by
themselves, decades may pass by until additionally collected data allow for rejection
of CAPM for a reasonable significance level.

Despite the criticism, the classic capital asset pricing model is still widely used
amongst practitioners. According to a study on European firms (discussed in [22]),
about 45% of chief financial officers (CFOs) rely on the CAPM and 73.5% of inter-
viewed US CFOs “always or almost always” use the CAPM to estimate the cost of
equity (see Graham and Harvey [5]).

Here, a question arises why Fama–French three-factor model, which seems to be
the improved version of the capital asset pricing model, has not been used in practice
and research as often as CAPM. In fact, the research on application three-factor
model to the Polish capital market has been provided rather rarely. Therefore, the
study aims to find out which model is more appropriate to explain rates of return
of portfolios containing selected companies listed on the Warsaw Stock Exchange.
Investigation is provided for the years 2007–2017.

16.2 Fama–French Three-Factor Model

The three-factor model was developed as a response to the poor performance of the
CAPM in explaining realized returns. Its authors claim in [17] that anomalies relating
to the CAPM are captured by the three-factor asset pricing model. These three risk
factors defined in the Fama–French model are:

1. risk premium, i.e., excess market portfolio return;
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2. the difference between the excess return on a portfolio of stocks with small
capitalization and the excess return on aportfolio of stockswith big capitalization;

3. the difference between the excess return on a portfolio of stocks which is charac-
terized by the high value of the book-to-market value (BV/MV) and the excess
return on a portfolio of stocks which is characterized by low book-to-market
value.

The three-factor model is formulated as following [15]:

Ri − R f = α + βM
(
RM − R f

) + βSMBSMB+ βHMLHML+ ε (16.1)

where, Ri—rate of return from the portfolio, R f—risk-free rate of return; RM—rate
of return from themarket portfolio; (RM−R f )—risk premium;SMB—the difference
between the excess return on a portfolio of small stocks and the excess return on a
portfolio of big stocks (SMB, small minus big); HML—the difference between the
excess return on a portfolio of high-book-to-market stocks and the excess return on a
portfolio of low-book-to-market stocks (HML, highminus low);α—an intercept;βM ,
βSMB, βHML—model parameters describing the effect of each risk factor; ε—residual.

One should note that the classical capital asset pricingmodel—CAPM, as a single-
factor model, is a simplified version of the Fama–French model, i.e., it can be for-
mulated as (16.1) for βSMB = βHML = 0.

Empirical tests of the Fama–French three-factormodel have been provided for dif-
ferent markets and time spans. For instance, in the studies [15, 17, 23] Fama–French
model is applied to the US market, in [24]—to seven developed markets (the US,
Canadian, Australian, Japanese, German, British and French), in [25]—to Australian
market. The author of [26] considers the Brazilian market and in [27] five Asian
markets are considered. The authors of above-mentioned research confirm good per-
formance of the Fama–French model. Although Blanco [23] and Lam [28] for the
US market point out that the results depend on the portfolio construction. Also, the
research provided for Australian in [29], British [30] and Turkish [31] markets shows
that the three-factor model has limited abilities to explain rates of return, and it is
hard to conclude that it performs better than CAPM.

There are also some studies on single-factor and three-factor capital asset pricing
models dedicated for the Polish capital market, which were carried out for differ-
ent stocks, periods and return intervals. Application of CAPM to evaluate returns
from portfolios and companies listed on Warsaw Stock Exchange is described in [9,
32–37], to mention some of the research. One should notice that the Fama–French
model is not used too often. Although, research presented in [38–42] confirm better
performance of the Fama–French model in comparison to CAPM. However, [43]
prove that the Fama–French model is adequate to describe bull market, but it is use-
less in explanation of returns in the bear market. Also [44] reports wrong valuation
of stock returns.
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Fig. 16.1 Warsaw stock exchange index WIG quotations in the years 2007–2017. Source Own
elaboration on the basis of [46, p. 49]

16.3 Assumptions and Data

Capital asset pricing model seems to be simple and elegant; however, there are some
issues which must be determined before the model is estimated and applied. For
instance, it is necessary to define [37, p. 45]: interval range for rates of return, market
portfolio, risk-free instrument, estimation period and methods of model estimation.

In our study, the investigation is provided using daily logarithmic rates of return
evaluated for closing prices. This approach is similar to [45] although in the above-
mentioned literature monthly returns are usually used. The market portfolio is repre-
sented byWIG—the main index ofWarsaw Stock Exchange andWIBOR 1Y—War-
saw Interbank Offered Rate (reference rate set for deposits for the 12 months maturi-
ties) is used as a proxy of the risk-free rate of return. All data concerning quotations,
book values and capitalization of stocks are available on www.stooq.pl.

The time span of analysis is fromOctober 15, 2007, toMarch 31, 2017. This period
is characterized by the changing situation on the Polish capital market. Therefore,
seven sub-periods of increasing, decreasing or stable tendency of the Warsaw Stock
Exchange index are distinguished (seeFig. 16.1; Table 16.1). Selection of sub-periods
results from the instability of beta which should be estimated for shorter periods,
especially when less developed capital markets are concerned what is pointed out
in [37 pp. 50–51, 81, 137–176, 45]. Also [43] prove different performance of the
Fama–French model in bull and bear market.

In the study, two criteria of stocks selection are determined. Firstly, the company
has been quoted incessantly in the whole horizon of investigation. Secondly, the
company has been comprised in the portfolio of a one among three Warsaw Stock
Exchange indexes: WIG20, mWIG40 or sWIG80. These indexes base on the value

http://www.stooq.pl
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Table 16.1 Selected periods of investigation

No. Symbol Dates No. of observations

1 Bear1 15.10.2007 31.10.2008 262

2 Bull1 3.11.2008 5.08.2011 693

3 Stable1 8.08.2011 5.06.2012 207

4 Bull2 6.06.2012 31.10.2013 351

5 Stable2 4.11.2013 30.04.2015 367

6 Bear2 4.05.2015 15.01.2016 177

7 Bull3 18.01.2016 31.03.2017 306

of portfolios which are composed from shares of 20 big and most liquid companies,
40 medium size companies and 80 smaller companies listed at WSE Main List,
respectively.

It is worth mentioning that in the years 2006–2017 only seven companies were
incessantly comprised in the index WI20, six in mWIG40, and none in sWIG80.
However, 35 companies belonged to the portfolio of any index during the period of
analysis what is connected with periodical revisions of the index portfolio.1

Table 16.2 contains the list of companies selected for further investigation with
information about the index portfolio which they belong to. These companies are
used to construct four portfolios denoted as:

PB portfolio containing ten big companies belonging to the index WIG20,
PM portfolio containing ten medium size companies belonging to the index

mWIG40,
PS portfolio containing ten small size companies belonging to the index sWIG80,
PT portfolio containing all (i.e. 30) selected companies.

The composition of these four portfolios is stable for the whole analyzed time
span and all distinguished sub-periods.

Table 16.2 List of selected companies

Index WIG20 Index mWIG40 Index sWIG80

KGHM PKNORLEN AMREST ORBIS DEBICA COMP

MBANK PKOBP BUDIMEX CIECH JWCONSTR DOMDEV

ORANGEPL LOTOS ECHO EMPERIA LENTEX FAMUR

PEKAO ASSECOPOL INGBSK KETY RAFAKO PELION

PGNIG BZWBK MILLENNIUM NETIA SNIEZKA POLICE

1The WIG20, mWIG40, sWIG80 index participants are selected based on data following the last
session in January (annual revision) and April, July and October (quarterly adjustments).
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16.4 Analysis of Rates of Return and Risk from Portfolios

In our study, we consider rates of return evaluated for all portfolios constructed from
selected shares of companies which are classified as big (PB), medium (PM) and
small (PS), together with a portfolio comprised from all 30 distinguished equities
(PT). Analysis consists of verification of following hypotheses concerning returns
and risk.

H0 : E(RPB) = 0; H0 : E(RPM) = 0 and H0 : E(RPS) = 0, E(RPT) = 0 (16.2)

using normally distributed test statistics:

u = Rk

Sk

√
Tk (16.3)

H0 : E(RPB) = E(RPM); H0 : E(RPM) = E(RPS);
H0 : E(RPS) = E(RPB), and for each portfolio

H0 : E(Rt1) = E(Rt2), (16.4)

applying Cochran-Cox test:

u = R1 − R2√
S21
T1

+ S22
T2

(16.5)

H0 : D2(RPB) = D2(RPM); H0 : D2(RPM) = D2(RPS);
H0 : D2(RPS) = D2(RPB), and for each portfolio

H0 : D2(Rt1) = D2(Rt2) (16.6)

using Fisher statistics:

F = S2max
S2min

(16.7)

where E(R)—expected returns, D2(R)—variance of returns, RPB, RPM, RPS and
RPT—returns from the portfolio: PB, PM, PS and PT, respectively, Rk—the average
rate of return observed in the k-th sample (i.e., the k-th period or portfolio), S2k—the
variance of rates of return from the k-th sample, Tk—count of observations in the
k-th sample, S2max = max

{
S21 , S

2
2

}
, S2min = min

{
S21 , S

2
2

}
, t1, t2—two neighboring

periods of analysis.
The results of rates of return analysis are presented in Tables 16.3, 16.4, 16.5, 16.6

and 16.7. Null hypotheses (16.2), (16.4) and (16.6) are rejected for the significance
level 0.05 what is marked in Tables by bold letters. In Tables 16.3, 16.4 and 16.6,
values of test statistics (16.3) and (16.5) are positive for bigger values of returns
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Table 16.3 Values of test statistics (16.3) and standard deviations of constructed portfolios

Period H0: E(Rportfolio) = 0 for portfolios Standard deviations of portfolios

PB PM PS PT PB (%) PM
(%)

PS (%) PT (%)

Bear1 −2.0460 −2.4947 −1.5644 −2.0313 2.87 3.11 2.83 2.93

Bull1 0.5933 0.8331 0.7495 0.7304 2.35 2.54 2.49 2.46

Stable1 −0.0061 −0.5181 −0.3645 −0.3089 2.39 2.91 2.48 2.61

Bull2 1.5141 1.1520 0.9892 1.2239 1.98 2.50 1.91 2.13

Stable2 0.7656 −0.2584 0.2051 0.2171 1.75 2.10 1.66 1.84

Bear2 0.0555 −0.1903 −1.2281 −0.4335 1.83 2.11 2.08 2.00

Bull3 0.9483 0.8349 0.8827 0.8897 1.98 1.89 1.93 1.93

Table 16.4 Values of test
statistics (16.5) comparing
returns from constructed
portfolios

Period Null hypothesis (16.4) H0

E(RPB) =
E(RPM)

E(RPM) =
E(RPS)

E(RPS) =
E(RPB)

Bear1 0.4446 −0.7896 0.3570

Bull1 −0.2077 0.0706 0.1367

Stable1 0.3966 −0.1585 −0.2581

Bull2 0.0371 0.3142 −0.4022

Stable2 0.6889 −0.3299 −0.4150

Bear2 0.1803 0.7274 −0.9604

Bull3 0.1067 −0.0465 −0.0601

Table 16.5 Values of test
statistics (16.7) comparing
the risk of portfolios

Period Null hypothesis (16.6) H0

D2(RPB) =
D2(RPM)

D2(RPM) =
D2(RPS)

D2(RPS) =
D2(RPB)

Bear1 1.1725 1.2032 1.0262

Bull1 1.1643 1.0421 1.1172

Stable1 1.4838 1.3822 1.0735

Bull2 1.5938 1.7098 1.0728

Stable2 1.4357 1.6025 1.1161

Bear2 1.3370 1.0262 1.3029

Bull3 1.0880 1.0430 1.0432

from the portfolio defined on the left-hand side of hypotheses (16.2) and (16.4).
In Tables 16.5 and 16.7, cells containing statistics (16.7) are italicized when the
bigger variance concerns portfolio from the right-hand side of hypotheses presented
in (16.6).
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Table 16.6 Values of test
statistics (16.5) comparing
returns from portfolios in
distinguished periods

Comparing
periods

Null hypothesis (16.4) H0: E(Rt1) =
E(Rt2)

PB PM PS PT

Bear1: Bull1 −2.0939 −2.6031 −1.7326 −2.1398

Bull1: Stable1 0.2906 0.8300 0.6840 0.6134

Stable1: Bull2 −0.8240 −1.0700 −0.8211 −0.9158

Bull2: Stable2 0.6542 1.0577 0.6268 0.7993

Stable2: Bear2 0.3629 0.0173 1.1826 0.4832

Bear2: Bull3 −0.5462 −0.6180 −1.5119 −0.8679

Table 16.7 Values of test
statistics (16.7) comparing
the risk of portfolios in
distinguished periods

Comparing periods Null hypothesis (16.4) H0: D2(Rt1) =
D2(Rt2)

PB PM PS PT

Bear1: Bull1 1.4904 1.5009 1.3000 1.4194

Bull1: Stable1 1.0325 1.3159 1.0079 1.1214

Stable1: Bull2 1.4514 1.3513 1.6717 1.4955

Bull2: Stable2 1.2857 1.4272 1.3376 1.3390

Stable2: Bear2 1.0897 1.0148 1.5848 1.1851

Bear2: Bull3 1.1708 1.2425 1.1609 1.0738

Table 16.3 contains information about rates of returns and risk generated by each
portfolio in the distinguished sub-periods. It is visible that the performance of all
portfolios in all periods is poor although significantly negative returns are observed
only in the first bear market period for all portfolios except the one comprising small
companies. Risk, measured by standard deviation, seems to be of the same range in
all portfolios and time spans.

Comparing returns generated by pairs of portfolios in different sub-periods, no
significant differences are observed (Table 16.4). Whereas the risk of the portfolio
PM (Table 16.5) is significantly bigger than the risk of portfolios

– PB in all periods except the ones denoted as the first bear market and the last bull
market periods and

– PS when the market was stable and during two first bull market periods.

Taking into consideration distinguished periods of analysis, one may notice that
returns do not differ significantly except the first bear market period (Table 16.6).
Although risk (Table 16.7) is significantly bigger in thefirst bearmarket period and the
first stable period in comparison to the two first bull market periods for all portfolios.
Also, the risk of each portfolio in the second bull market period is bigger than the
one in the second stable market period. Whereas risk in the first stable market period
(denoted by stable1) is significantly higher than the one in the first bear market period
for the portfolio of medium size companies and significantly smaller for the portfolio
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of small size companies. The last-mentioned portfolio additionally generates a bigger
risk in the second bear market period than in the second stable market period.

To sumup this stage of investigation,wenotice that the performance of constructed
portfolios does not differ significantly between each other and in distinguished peri-
ods (except the first bear market period when returns were significantly smaller) than
in the neighbouring time span. However, significant differences are observed for risk
generated by considered portfolios (when risk is measured by standard deviation).

16.5 Fama–French Three-Factor Model Construction

To construct the Fama–French model, it is necessary to distinguish (additionally in
comparison to CAPM) risk factors SMB and HML. The former (small minus big)
is calculated as the difference in returns from a portfolio of stocks characterized by
small market value (MV) and from a portfolio of stocks with big MV.2 The latter
(high minus low) represents the difference in returns on a portfolio of high book-to-
market value (BV/MV) stocks and on a portfolio of low BV/MV stocks. Therefore,
companies are classified according to their capitalization, i.e., big or small value
of MV and high, medium and low value of BV/MV rate. Split into small and big
companies is made using a median of capitalization. Classification into three groups
let us distinguish 30% of companies with the highest and the lowest book-to-market
value ratios, and 40% of the rest companies belong to the group of medium BV/MV
rate values.

In other words, six portfolios combining both risk factors are defined for each year
of analysis. Table 16.8 contains information about composition of each portfolio,
denoted as: SL (small and low), SM (small and medium), SH (small and high), BL
(big and low), BM (big andmedium) andBH (big and high), in every year of analysis.

Daily logarithmic rates of return are calculated for each portfolio assuming an
equal share of each company in the portfolio. Then values of risk factors SMB and
HML are evaluated, according to formulas:

SMB = RSL + RSM + RSH

3
− RBL + RBM + RBH

3
(16.8)

HML = RSH + RBH

2
− RSL + RBL

2
(16.9)

where RSL, RSM, RSH, RBL, RBM, RBH—rates of returns from the portfolios: SL, SM,
SH, BL, BM, BH, respectively.

Arithmetic means of all three risk factors evaluated in each period of analysis
are presented in Table 16.9. It is visible that HML average is always negative. It
means that in average, returns from the companies, characterized by high values of

2Market value means capitalization and it is the multiplication of the share price and the number of
shares.
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Table 16.8 Number of
companies which are
comprised in each portfolio

Year Type of portfolio

SL SM SH BL BM BH

2007 5 4 5 5 8 3

2008 4 7 4 6 5 4

2009 4 6 5 5 6 4

2010 5 6 4 5 6 4

2011 3 6 5 6 6 4

2012 3 7 5 7 5 3

2013 4 6 5 6 6 3

2014 4 5 6 5 7 3

2015 4 6 5 6 6 3

2016 3 7 5 6 5 4

2017 3 6 6 6 6 3

Table 16.9 Table captions
should be placed above the
tables

Period RM − Rf SMB HML

Bear1 −0.3283% −0.1328% −0.1224%

Bull1 0.0437% 0.0057% −0.0798%

Stable1 −0.0792% −0.0478% −0.0434%

Bull2 0.0976% 0.0626% −0.1316%

Stable2 0.0076% −0.0467% −0.0414%

Bear2 −0.1488% 0.1381% −0.1864%

Bull3 0.0869% −0.0048% −0.0827%

Whole −0.0138% −0.0063% −0.0907%

BV/MV rate, are lower than returns generated by low book-to-market stocks. This
conclusion is in linewith Fama and French [15] findings. It is also visible that average
risk premium in the bull market periods is positive, whereas excess market portfolio
return in the bear market periods is negative.

16.6 Estimation Results

CAPM and Fama–French three-factor models are estimated using the OLS method.
Parameter estimates and determination coefficients of the single-factor and three-
factor capital asset pricing models obtained for four constructed portfolios and all
distinguished sub-periods are presented in Tables 16.10 and 16.11.

It is worth mentioning that the risk premium is statistically significant in all esti-
mated models. It is also visible that portfolio PB, containing the biggest and the most
liquid companies, is an aggressive one in the majority of periods. While the reaction
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Table 16.10 Results of
Fama–French three-factor
model estimation

Portfolio Period Parameter estimates

(RM −
Rf )

SMB HML R2

PB Bear1 1.0560 −0.2923 0.0649 0.5733

Bull1 1.1220 −0.2667 0.0269 0.5474

Stable1 0.9947 −0.1723 −0.0007 0.4779

Bull2 1.0369 −0.1576 0.0265 0.3600

Stable2 1.0005 −0.2520 0.1027 0.3673

Bear2 0.9066 −0.3783 0.0553 0.3959

Bull3 1.0219 −0.2178 0.0590 0.3710

PM Bear1 0.8557 0.2758 −0.0384 0.3134

Bull1 0.7749 0.2741 0.0232 0.2304

Stable1 0.8452 0.2497 0.3046 0.3300

Bull2 0.7695 0.2262 0.0543 0.1643

Stable2 0.7995 0.1918 −0.0367 0.1901

Bear2 0.7688 0.1680 −0.0018 0.2178

Bull3 0.8079 0.1483 0.1124 0.1937

PS Bear1 0.9917 0.8121 0.0613 0.3686

Bull1 0.9584 0.8139 −0.0138 0.2326

Stable1 0.9347 0.8570 0.1612 0.3183

Bull2 0.8742 0.7422 −0.0312 0.1796

Stable2 0.9666 0.8386 0.0849 0.1809

Bear2 0.8884 0.7559 0.0703 0.1811

Bull3 0.8546 0.1819 0.0412 0.2650

PT Bear1 0.9678 0.2652 0.0293 0.4180

Bull1 0.9518 0.2738 0.0121 0.3370

Stable1 0.9249 0.3115 0.1550 0.3750

Bull2 0.8935 0.2703 0.0165 0.2350

Stable2 0.9222 0.2595 0.0503 0.2460

Bear2 0.8258 0.6744 0.0525 0.1619

Bull3 0.8852 0.2016 0.0746 0.2420

of returns to risk premium for portfolios PM and PS is similar, and the parameter
estimates are below one. All risk factors present in Fama–French models are sta-
tistically significant in ten models (among 21)—in four models estimated for the
portfolio PS and in three models estimated for big companies PB and medium size
companies PM. The three-factor models explain returns better than the single-factor
models although the differences in determination coefficients are not very big, except
the models estimated for the portfolio PS in the last four sub-periods. In both types
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Table 16.11 Results of CAPM estimation

Period Portfolio PB Portfolio PM Portfolio PS Portfolio PT

(RM −
Rf )

R2 (RM −
Rf )

R2 (RM −
Rf )

R2 (RM −
Rf )

R2

Bear1 1.1203 0.5237 0.7962 0.2655 0.8258 0.2308 0.9141 0.3400

Bull1 1.2261 0.5108 0.6637 0.1751 0.6351 0.1336 0.8416 0.2730

Stable1 1.0331 0.4565 0.8003 0.2734 0.7492 0.1738 0.8609 0.3010

Bull2 1.0946 0.3312 0.6899 0.1148 0.6055 0.0581 0.7967 0.1680

Stable2 1.0779 0.3157 0.7322 0.1353 0.6232 0.0716 0.8111 0.1740

Bear2 1.1152 0.3350 0.6814 0.1649 0.5131 0.0722 0.7699 0.1910

Bull3 1.1817 0.3427 0.6937 0.1342 0.3226 0.0403 0.7327 0.1720

of models, the best performance (measured by R2) is observed for portfolio PB in
two first sub-periods.

16.7 Conclusion

The results of the presented research let us formulate the following conclusions
concerning the application of the Fama–French three-factor model to the constructed
portfolios.

1. Risk premium is the most important factor affecting rates of return, and it is
statistically significant in all estimated capital asset pricing models.Whereas two
other risk factors (which appear in the three-factor models only) are significant
in about half of models.

2. Presence of risk factors concerning capitalization and book-to-market value rate
of companies improve the performance of the capital asset pricing models. How-
ever, this improvement is visible mostly for portfolios constructed from small
and medium size companies.

Answering the question asked in introduction, why CAPM has been still in use
much more often than Fama–French model, one should realize that the latter is much
more complicated than the former. Evaluation of two additional (in three-factor in
comparison to single-factor model) risk factors requires much more data and work
connecting with data processing. Whereas the improvement of performance seems
not to be essential. Therefore, results obtained from the three-factor model might not
cover “the costs” of its construction and estimation.
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Szczeciński, Szczecin, pp. 685–697 (2009)
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Chapter 17
Beta Coefficient and Fundamental
Strength in Companies Listed
on the Warsaw Stock Exchange

Waldemar Tarczyński and Małgorzata Tarczyńska-Łuniewska

Abstract In the literature, the beta factor is regarded as a risk measure. It is cal-
culated using the classic Sharpe model. The purpose of the paper is to examine the
relationship between the beta coefficient and the fundamental strength index (FPI)
for selected companies listed on the Warsaw Stock Exchange. The database of com-
panies included in the survey consisted of companies included in the WIG20 stock
exchange index at the end of 2006 and 2010. On that basis, it was established whether
the beta coefficient affects the economic and financial standing of a company and
should be used as a risk measure in stock exchange analyses. The study covered the
years 2006–2010 on a quarterly basis and used economic and financial data published
by Notoria Service.

Keywords Fundamental analysis · Stock exchange · Fundamental power indicator

17.1 Introduction

The issue of the use of the beta coefficient on the capital market is very important.
This results from the fact of the broad area in which it is applied. In addition to
problematic and ambiguous issues of how to determine the beta coefficient or what
kind of rate of return should be used in the process of its estimation to the making
investment decisions inclusive.

This is supported by a number of publications in this scope [1, 3–5, 8]. Besides,
new areas of application of this coefficient in the practice of the capital market are
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emerging. In the earlier work of authors: Tarczyński [9, pp. 275–300], [10], Tar-
czyński and Łuniewska [11], the use of the beta coefficient was suggested when
constructing the taxonomic measure of attractiveness of investments (TMAI). It was
one of the proposals for taking the beta coefficient into account in the process of
constructing the measure. It should also be emphasized at the same time that this
measure is treated in the subject literature as the first attempt to measure the funda-
mental strength of a company.

The development of the capital market, or more narrowly of the stock exchange
market, initiated, among others, by the search for new investment opportunities and
investment tools (new strategies, approaches) forces at the same time a broader
perspective on issues related to the risk of activities undertaken within the market.
Investors or market analysts while building investment tools and methods, try to
look in a broader manner for information (factors) that could affect the effectiveness
of taken investment decisions. Combining methods of analysis, and as a matter of
fact of selected information which they provide, is nothing surprising at present. This
approach is used, for example, in the context of horizontal and vertical diversification
of risk, where during the construction of the securities portfolio, in the process of
selection of companies for the portfolio, emphasis is placed on information derived
from the fundamental analysis. The issue of fundamental strength of the operator
gains broader significance. When undertaking the problem generally what follows
is the linking of elements of the fundamental analysis with the portfolio analysis. It
should also be noted that the development of capital markets or economies caused the
role and importance of information derived from fundamental analysis to increase.
This type of analysis in a broader context, in principle, can be used only in developed
markets.

Continuing the issue of the link between the fundamental analysis and the portfolio
one, it is interesting to consider the problem of whether the beta coefficient and the
fundamental strength remain in a relationship with each other and what relationship
it is.

The aim of the article is to examine the relationship between the sensitivity of rates
of return on shares and their fundamental strength. The sensitivitywasmeasuredwith
the beta coefficient determined using the Sharpe model. The fundamental strength of
companieswasmeasuredwith the fundamental strength index. The study has allowed
to answer the question whether the beta coefficient can be taken into consideration
in the assessment of the fundamental strength of companies.

17.2 The Beta Coefficient

The beta coefficient in the analysis of securities is the result of a search of other
concepts of constructing a portfolio of securities in relation to the Markowitz model.
This coefficient as a measure of sensitivity of a share to market changes expresses
the relationship between the market and the company. This approach was developed
by Sharpe, who first described this relationship in the form of a regression function.
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This function described the relationship between the level of the rate of return on a
stock and the rate of return on themarket (the stock index) (see Dębski et al. [2]). This
approach greatly facilitated the analysis and calculations concerning the construction
of the portfolio. Moreover, it allowed, in a simple and fast way, for the evaluation of
the behavior of a share.

The formal record of the relationship between the rate of return on a share and the
rate of return on the stock index is expressed by the following equation (see Sharpe
[6, 7]):

Ri = αi + βi · Rm +Ui , (17.1)

where

Ri—rate of return on ith share,
Rm—benchmark rate of return on market index,
αi—intercept, a component of the rate of return on ith stock, independent from the
market situation,
β i—Share’s beta coefficient constant in time, directional coefficient of the equation
which measures expected volatility of Ri for a given change Rm,
Ui—an error term (unexplained return), random element.

Values of unknown parameters β i and αi are determined using the method of least
squares:

βi =
∑n

t=1

(
Rmt − R̄m

) · (
Rit − R̄i

)

∑n
t=1

(
Rmt − R̄m

)2 , (17.2)

αi = R̄i − βi · R̄m . (17.3)

where designation as above,

t—number of time series observations.

Application of the beta coefficient refers to a number of areas:

• It is a measure of sensitivity of a share price to move in the market price.
• This coefficient can be used also for measuring sensitivity of the described port-
folio.

• It informs what the direction of correlation between movement rates of return on
analyzed stocks and the benchmark is, i.e., market indices.

When using the beta coefficient, one should determine what market index will
be taken into account in the analyses. In Poland, on the Warsaw Stock Exchange
the beta coefficient is given into relation of WIG or WIG20 indices. Beta is also
treated as a risk coefficient in the valuation of financial assets or cost of capital.
Besides that, beta is a historical context which allows assessing past investment and
the fundamental analysis. Usefulness of beta in the future is connectedwith treating it
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as a risk coefficient which allows assessment of the portfolio during its construction.
An assumption should be made there that past data can be extrapolated in the future.

The Sharpe model, from a formal point of view, is an econometric model of a
certain structure. It is a single-equation model, a model of relationships over time,
a model with one explanatory variable. The estimation procedure, as previously
mentioned, involves the use of the classical least squares method. As an econometric
model, Sharpe’s model, should therefore comply with the formal requirements of
its construction, of estimation and of verification, which determines its practical
application. More on the beta coefficient can be found in, e.g., Tarczyński et al. [12],
Witkowska [17, 18], Weinraub and Kuhlman [16].

17.3 The Fundamental Power and the Fundamental Power
Index—Essence: Definition, Construction,
and Measurement

The application of the fundamental strength index in the analysis of investments on
the stock exchange is an important element of the decision-making process. This is
particularly important in long-term analyses based on the fundamental analysis. The
first definition of the fundamental strength can be found in the work of Benjamin
Graham, one of the founders of the fundamental analysis. In his works, he underlined
the significance of the economic and financial standing of a company for the process
of investing on the stock exchange.

The concept of fundamental strength has developed over time, especially in the
area of long-term investment methods. Generally speaking, the fundamental strength
makes it possible to describe the economic and financial health of a company in a
synthetic way. Two issues need to be resolved: which factors should be taken into
account when examining the fundamental strength and how to measure them. Thus,
understood fundamental strength and the fundamental strength index (FPI) have
found a very wide range of applications in stock market as well as in economic
analyses.

For an analyst or an investor, key is not only the possibility to identify the fac-
tors responsible for the formation of the fundamental power of the operator, but
also the question of its measurement. In this respect, the FPI—fundamental power
index—finds its application.

FPI index is a multidimensional category directly immeasurable. FPI can be
defined as a synthetic variable that captures the effect of the impact of various fun-
damental factors. Factors (quantitative and qualitative) determine the company’s
strength and relate to external and internal factors resulting from the functioning of
companies on the market (see Tarczynska-Łuniewska [15]). In the FPI construction
an important are (among others):

• Selection and incorporate the fundamental power factors.
• Data which is derived from the fundamental analysis.
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FPI design:

FPI j = wQQi j + wFSFSi j ,w(Q)

= nQ

N
w(FS) = nFS

N
,

k∑

i=1

wi

= w(Q) + w(FS) = 1, (17.4)

where

FPIi—the fundamental power index for the ith company,
w(Q)—the weight for qualitative factors,
w(FS)—the weight for the quantitative factors, measured as a fundamental power,
N—number of all variables included in the FPI,
nQ—number of qualitative variables,
nFS—number of quantitative variables,
Qi—the indices of the fundamental power designated for qualitative factors,
FSi—the indices of the fundamental power designated for quantitative factors,
i—refers to factors, j refers to objects (companies),
i = 1, 2, . . . , k; j = 1, 2, . . . , l and t = 1, 2, . . . , n.

Fundamental power is affected by two groups of factors:

1. Quantitative factors—taking into account internal factors, economic andfinancial
variables (indicators of classical ratio analysis and/or levels of variables in their
pure form), and market ratios.

2. Qualitative factors—primarily the selection of internal factors such as the posi-
tion in the sector, on the market, product, quality and management structure,
flexibility, recognizable brand, customers–suppliers diversity.

According to the provision of formula 17.4, these factors are also found in the
fundamental power index. Several approaches may be applied in the concept of
measuring the fundamental strength and the design of the index. One of them is to
use the idea of a fundamentally stable database. This concept applies to building in
the first step the base of companies stable in fundamental terms. Construction of the
base entails implementing a certain procedure that allows identification of operators
that feature stability over time and space of some specific fundamental factors. These
factors, by way of a reminder, are responsible for creating the fundamental strength
of the operator. In turn, applying the concept of the fundamental power index allows
measuring the fundamental strength (a complex, multidimensional category) and
expressing it in a synthetic manner by way of one value. Furthermore, given the
fundamental strength indices that are taken into account in defining andmeasuring the
fundamental power, it is possible to use only quantitative factors of the fundamental
strength in this process, in particular economic–financial indicators illustrating the
economic and financial situation of the economic operator. In this approach, an
assertion is applicable that in order to be able to speak of good economic and financial
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standing, the company has to “function well” at all levels of its operation, which also
includes the group of qualitative factors. Thus, through the prism of quantitative
factors, the effect of the impact of qualitative factors is noticeable. The approach
where the idea of fundamentally stable database is used:

FPI j = FS(ST) j ,

where

FPIj—fundamental power index for ith company, constructed on the base of funda-
mentally stable database, included only quantitative variables,
FS(ST)j—fundamental power (strength) quantitative indicator stable in time for jth
company obtained by applying one synthetic measure of development or scoring
methods included ith fundamental factors.

Measuring the fundamental power can also be done by employing various meth-
ods, for example, using the idea of the synthetic measure of development or the
so-called scoring method. Since it was the point’s method that was employed in the
empirical example, only this method was briefly discussed in the paper. More on the
approach employing the idea of synthetic measures of development can be found,
e.g., in Tarczyński [10], Tarczyńska-Łuniewska [13, 14].

The scoring method involves assigning a relevant number of points to the funda-
mental factors in each of the analyzed periods. It should be emphasized that when
determining the level of points, information on standards for factors (e.g., economic
and financial indicators) is used.

In addition, in order to be able to speak of stability over time, this element must
also be taken into account during the construction of the fundamental power index.
Stability over time is defined through weights for successive periods of analysis,
according to the principle: the lowest weight for the oldest period. Formal record of
the procedures can thus be written as:

FPI j = FS j =
k∑

i=1

n∑

t=1

wt · FSi j ,

wt = ncit
N

n∑

t=1

wt = 1 wt ≥ 0,

where

i = 1, 2, . . . , k; j = 1, 2, . . . , l and t = 1, 2, . . . , n,
wt—weight for t-period and ith factor,
ncit—number (order) of ith quantitative factors in t-period,
N—sum of the order of ith factor in analyzed period (t = 1, 2, …, n),
K—number of all fundamental factors used in index construction,
FSij—sum of point (scores) for all factors in a fundamental factors group.



17 Beta Coefficient and Fundamental Strength in … 245

17.4 Examples and Results

In our empirical studies, we focused on the correlation between the beta coefficient
and the fundamental force measured by FPI. This has made it possible to answer
the question whether the beta factor, being a measure of risk, should be used in the
fundamental analysis to assess the economic and financial standing of a company.
The research covered the years 2006–2010 and examined financial statements of
the Warsaw Stock Exchange companies (annual data) published by Notoria Serwis.
The analysis excluded companies for which data from the financial statements was
incomplete. Finally, this gave a total of 203 companies listed on the main market on
the WSE.

The Sharpe model and the beta coefficient were calculated by using a logarithmic
rate of return for selected companies. As a benchmark WIG20 index, rates of return
were used. The research was carried out in four steps:

1. A fundamentally stable databasewas built (203 companies). Thebasewas divided
into three groups: good companies (H), average companies (M), weak companies
(W).

2. 10 companies were chosen as representation for each group.
3. The beta coefficient (in few variants) was calculated for companies which were

selected in the second step. The variants of beta for companies and the FPI:

• separately for each year in the period 2006–2010,
• total for the period 2006–2010.

4. The Pearson correlation coefficient between beta and the FPI was calculated.

Tables 17.1, 17.2 and 17.3 contain values of the FPI and beta coefficients for the
years 2006–2010 and average values of the FPI and the beta coefficient for these
years for each company. The companies were divided into three groups (companies
with a high level of the FPI—Table 17.1, an average level—Table 17.2 and a low
level—Table 17.3). Subsequent Tables 17.4, 17.5, 17.6, 17.7, 17.8, 17.9, 17.10, 17.11,
17.12, 17.13, 17.14, 17.15, 17.16, 17.17 and 17.18 include values of beta coefficients
for individual years and companies, broken down into three groups according to the
level of the FPI.Analysis of the data in Tables 17.4, 17.5, 17.6, 17.7, 17.8, 17.9, 17.10,
17.11, 17.12, 17.13, 17.14, 17.15, 17.16, 17.17 and 17.18 indicates that statistically
significant beta coefficients were not obtained in the investigated period. This means
that their practical application should be done with great caution.

In Tables 17.4, 17.5, 17.6, 17.7, 17.8, 17.9, 17.10, 17.11, 17.12, 17.13, 17.14,
17.15, 17.16, 17.17 and 17.18 are included values of the beta coefficient for the
2006–2010 period according to division for 3 groups of companies in each year,
high level of FPI—H, medium level of FPI—M, week level of FPI—W.

Tables 17.19, 17.20, 17.21 and 17.22 contain values of coefficients of the linear
correlation between the FPI and the beta coefficient respectively for 2006–2010 and
companies broken down into three groups, except for 2010, for companies with low
and average FPI. This information indicates that the use of the beta coefficient in the
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ŚN
IE
Ż
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Table 17.4 Values of beta
coefficients for 2006 year for
companies with high level (H)
of FPI

2006 H Beta R2 t Stat

MENNICA 0.2389 0.0809 4.6354

HYDROTOR 0.3768 0.0836 4.7166

KGHM 1.6582 0.6588 21.7055

CCC 0.5781 0.2279 8.4888

STALPROD 0.3234 0.0305 2.7727

PROCHNIK 0.5712 0.0672 4.1925

NOVITA 0.6797 0.0728 4.3757

KRUSZWICA 0.3414 0.0400 3.1893

POLNA 1.0757 0.0599 3.9434

TIM 0.7562 0.2758 9.6387

Source Own calculations

Table 17.5 Values of beta
coefficients for 2006 year for
companies with medium level
(M) of FPI

2006 M Beta R2 t Stat

ŚNIEŻKA 0.0729 0.0081 1.4079

BEDZIN −0.2602 0.0398 −3.1810

NOVITUS 0.3175 0.0549 3.7661

COGNOR 0.8283 0.0408 3.2226

COMARCH 0.2605 0.0318 2.8323

ENERGOPL 0.9454 0.0305 2.7698

VISTULA 0.3668 0.0575 3.8598

AGORA 0.7955 0.1957 7.7047

POLICE 0.5569 0.1422 6.3591

WILBO 0.7401 0.1736 7.1592

Source Own calculations

Table 17.6 Values of beta
coefficients for 2006 year for
companies with week level
(W) of FPI

2006 W Beta R2 t Stat

AMICA 0.6612 0.1637 6.9114

HYGIENIK 1.7640 0.2013 7.8416

FON 0.5128 0.0473 3.4813

TORFAR 0.0369 0.0007 0.4102

TRAVEL 0.6143 0.1049 5.3469

BARLINEK 0.6849 0.2725 9.5601

SYGNITY 0.4550 0.1407 6.3214

AMPLI 1.2951 0.1811 7.3452

CIECH 0.6534 0.1971 7.7401

CERSANIT 0.6451 0.1919 7.6114

Source Own calculations
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Table 17.7 Values of beta
coefficients for 2007 year for
companies with high level (H)
of FPI

2007 H Beta R2 t Stat

MENNICA 0.3481 0.0532 3.6880

HYDROTOR 0.7756 0.1166 5.6524

KGHM 1.4635 0.5348 15.6800

CCC 1.0217 0.2326 8.5655

STALPROD 0.7951 0.1372 6.2030

PROCHNIK 1.2852 0.1646 6.9047

NOVITA 1.9447 0.2162 8.1695

KRUSZWICA 0.6265 0.1853 7.4187

POLNA 1.1177 0.0439 3.3371

TIM 0.9126 0.1191 5.7190

Source Own calculations

Table 17.8 Values of beta
coefficients for 2007 year for
companies with medium level
(M) of FPI

2007 M Beta R2 t Stat

ŚNIEŻKA 0.2847 0.0398 3.1696

BEDZIN −0.1060 0.0067 −1.2804

NOVITUS 0.6733 0.1795 7.2752

COGNOR 1.7101 0.2043 7.8837

COMARCH 0.9194 0.2349 8.6190

ENERGOPL 1.3558 0.0472 3.4640

VISTULA 1.5197 0.0215 2.3059

AGORA 0.5922 0.1580 6.7399

POLICE 0.4623 0.0375 3.0718

WILBO 0.7478 0.1268 5.9295

Source Own calculations

Table 17.9 Values of beta
coefficients for 2007 year for
companies with week level
(W) of FPI

2007 W Beta R2 t Stat

AMICA 0.5855 0.1470 6.4585

HYGIENIK 1.1875 0.0592 3.9015

FON 1.0130 0.0126 1.7604

TORFAR 0.1496 0.0078 1.3749

TRAVEL 0.8309 0.0755 4.4468

BARLINEK 0.9114 0.2819 9.7473

SYGNITY 1.2721 0.1411 6.3046

AMPLI 2.0806 0.2788 9.6730

CIECH 0.6535 0.1104 5.4797

CERSANIT 1.1877 0.3569 11.5894

Source Own calculations
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Table 17.10 Values of beta
coefficients for 2008 year for
companies with high level (H)
of FPI

2008 H Beta R2 t Stat

MENNICA 0.0905 0.0311 2.7987

HYDROTOR 0.3679 0.1534 6.6490

KGHM 1.4407 0.5442 17.0716

CCC 0.3060 0.0788 4.5681

STALPROD 0.8529 0.3605 11.7274

PROCHNIK 0.6898 0.1763 7.2257

NOVITA 0.4565 0.0867 4.8125

KRUSZWICA 0.5680 0.2184 8.2576

POLNA 0.5459 0.0908 4.9378

TIM 0.6386 0.2285 8.4998

Source Own calculations

Table 17.11 Values of beta
coefficients for 2008 year for
companies with medium level
(M) of FPI

2008 M Beta R2 t Stat

ŚNIEŻKA 0.4245 0.1763 7.2259

BEDZIN 0.0411 0.0061 1.2192

NOVITUS 0.4421 0.1887 7.5327

COGNOR 1.1171 0.4630 14.5033

COMARCH 0.9334 0.3961 12.6501

ENERGOPL 0.6628 0.1565 6.7279

VISTULA 0.7735 0.1860 7.4666

AGORA 0.8523 0.3597 11.7089

POLICE 1.4133 0.4745 14.8440

WILBO 0.6081 0.2306 8.5513

Source Own calculations

Table 17.12 Values of beta
coefficients for 2008 year for
companies with week level
(W) of FPI

2008 W Beta R2 t Stat

AMICA 0.4871 0.1261 5.9343

HYGIENIK 1.5122 0.5290 16.5471

FON 2.1812 0.0543 3.7446

TORFAR 0.3988 0.1544 6.6741

TRAVEL 0.6150 0.1620 6.8689

BARLINEK 0.5854 0.0923 4.9799

SYGNITY 0.4011 0.0503 3.5961

AMPLI 1.0053 0.2436 8.8647

CIECH 0.8343 0.2713 9.5309

CERSANIT 0.8201 0.2857 9.8785

Source Own calculations
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Table 17.13 Values of beta
coefficients for 2009 year for
companies with high level (H)
of FPI

2009 H Beta R2 t Stat

MENNICA 0.2105 0.1085 5.4607

HYDROTOR 0.5902 0.2367 8.7163

KGHM 0.9942 0.4542 14.2787

CCC 0.2095 0.0428 3.3094

STALPROD 0.5998 0.1480 6.5241

PROCHNIK 0.3153 0.0394 3.1712

NOVITA 0.1065 0.0027 0.8127

KRUSZWICA 0.2604 0.0929 5.0116

POLNA 0.3116 0.0401 3.1977

TIM 0.6430 0.1804 7.3426

Source Own calculations

Table 17.14 Values of beta
coefficients for 2009 year for
companies with medium level
(M) of FPI

2009 M Beta R2 t Stat

ŚNIEŻKA 0.2367 0.0576 3.8680

BEDZIN −0.0325 0.0021 −0.7162

NOVITUS 0.2813 0.0849 4.7668

COGNOR 0.6255 0.1035 5.3170

COMARCH 0.8285 0.4029 12.8567

ENERGOPL 0.7208 0.1639 6.9302

VISTULA 0.5428 0.0437 3.3453

AGORA 0.9065 0.3269 10.9089

POLICE 0.6047 0.1509 6.5975

WILBO 0.3387 0.0940 5.0423

Source Own calculations

Table 17.15 Values of beta
coefficients for 2009 year for
companies with week level
(W) of FPI

2009 W Beta R2 t Stat

AMICA 1.1805 0.2801 9.7636

HYGIENIK 0.4142 0.0801 4.6200

FON 1.2607 0.0100 1.5732

TORFAR 0.3346 0.0530 3.7035

TRAVEL 0.2335 0.0127 1.7748

BARLINEK 0.9202 0.3174 10.6735

SYGNITY 0.5424 0.1613 6.8632

AMPLI 0.5415 0.1305 6.0643

CIECH 0.6915 0.1865 7.4948

CERSANIT 1.2230 0.4307 13.6148

Source Own calculations
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Table 17.16 Values of beta
coefficients for 2010 year for
companies with high level (H)
of FPI

2010 H Beta R2 t Stat

MENNICA 0.3108 0.1025 5.3014

HYDROTOR 0.1603 0.0176 2.0994

KGHM 1.5726 0.7472 26.9624

CCC 0.3738 0.1145 5.6393

STALPROD 0.5785 0.1348 6.1904

PROCHNIK 0.5327 0.0476 3.5052

NOVITA 0.4006 0.0570 3.8578

KRUSZWICA 0.2323 0.0389 3.1558

POLNA 0.6353 0.1254 5.9388

TIM 0.6764 0.1680 7.0467

Source Own calculations

Table 17.17 Values of beta
coefficients for 2010 year for
companies with medium level
(M) of FPI

2010 M Beta R2 t Stat

ŚNIEŻKA −0.0068 0.0001 −0.1337

BEDZIN 0.3471 0.0366 3.0564

NOVITUS 0.2044 0.0428 3.3165

COGNOR 1.2015 0.1889 7.5710

COMARCH 0.6710 0.2340 8.6692

ENERGOPL 0.4237 0.0577 3.8800

VISTULA 0.5294 0.0846 4.7690

AGORA 0.4483 0.0853 4.7923

POLICE 0.6923 0.0985 5.1867

WILBO 0.5390 0.1884 7.5564

Source Own calculations

Table 17.18 Values of beta
coefficients for 2010 year for
companies with week level
(W) of FPI

2010 W Beta R2 t Stat

AMICA 0.5372 0.0371 3.0788

HYGIENIK 0.6836 0.1945 7.7070

FON 0.2595 0.0109 1.6491

TORFAR 0.2592 0.0753 4.4744

TRAVEL 0.4913 0.0595 3.9465

BARLINEK 0.8090 0.1794 7.3341

SYGNITY 1.0161 0.2460 8.9585

AMPLI 0.8086 0.0544 3.7623

CIECH 0.8890 0.1670 7.0176

CERSANIT 0.6689 0.0829 4.7145

Source Own calculations
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Table 17.19 Values of the
Pearson coefficient between
FPI and the beta coefficient
for the 2006–2010 period
according to division into
three groups of companies
(H, M, W)

rij 2006 2007 2008 2009 2010

H 0.0713 −0.0518 −0.0383 −0.4409 −0.1603

M 0.2692 0.0724 0.4104 −0.0487 −0.6262

W −0.2004 −0.1814 0.4269 −0.1354 −0.6218

Source Own calculations

Table 17.20 Values of the
Pearson coefficient between
FPI and the average beta
coefficient for the 2006–2010
period according to division
into four groups of companies
(all, H, M, W)

2006/2010 Average

Variant rij

All −0.24504

H −0.23212

M −0.65046

W −0.13459

Source Own calculations

Table 17.21 Values of the
Pearson coefficient between
FPI and the median beta
coefficient for the 2006–2010
period according to division
into four groups of companies
(all, H, M, W)

2006/2010 Median

Variant rij

All −0.2566

H −0.1060

M −0.6173

W −0.1346

construction of the FPI may be justified because it contains information on market
risks that are not represented in the FPI. In the case of calculations for all companies
without dividing them into groups and with the division for the entire 2006–2010
period, the total of conclusions as to the use of the beta coefficient in the construction
of the FPI is analogous to the previous variant. Only in the group of companies with
an average level of the FPI can one observe a significant correlation. In general, an
increase in the value of the beta coefficient as a measure of risk reduces the value
of the FPI. It is also indirectly confirmed by the correctness of the construction of
the FPI. Average values, which were used in the calculation, are, respectively, the
arithmetic mean (Table 17.20) and the median (Table 17.21). Calculations for the
Pearson coefficient between the beta coefficient and FPI were only repeated for the
year 2010 in the all-companies set-up and broken down into 3 groups depending on
the level of FPI (H, M, W). The results are analogous to the preceding investigated
variants.
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Table 17.22 Values of the
Pearson coefficient between
FPI and the beta coefficient
for the 2010 year according to
division into four groups of
companies (all, H, M, W)

Beta 2010

Variant rij

All −0.16896

H −0.06296

M −0.57036

W −0.50683

17.5 Conclusions

The aim of the paper was to examine whether there is a relationship between the
beta coefficient and the fundamental strength measured by the FPI. For this purpose,
beta coefficients and fundamental power indices were estimated for selected groups
of companies in the period of 2006–2010. The findings of the carried out research
indicate that there is a certain relationship between the analyzed coefficient and the
fundamental power index. Beta coefficients have significantly different statistical
significance. It is therefore important to check and eliminate those factors that are not
statistically significant and are poorly matched with the low level of determination
of the coefficient. No significant correlations were obtained (total and per group)
between the beta coefficients and the FPI. This means that one can subject them to
the selection procedure of the FPI, since they carry information about market risk
which is missing in the traditional economic and financial factors used to determine
the FPI.

The paper addressed the issue of relationships between elements of the funda-
mental analysis and the portfolio analysis. The approach presented in the empirical
example points to the possibility of linking certain information derived from the
fundamental analysis (which is represented by the level of the FPI) and the portfolio
analysis (information on the sensitivity of a share to market changes—beta). The
taking into account in the process of long term investment of information on the fun-
damental strength of the company as shownbynumerous empirical studies conducted
in this area, to a significant extent has an impact on reducing the risk of investing.
In addition, the methodology of construction of the fundamental power index is so
versatile that it allows for the consideration of various quantitative and qualitative
factors that may affect the assessment of the fundamental strength of the investigated
companies. The research that was carried out indicates the opportunity of taking into
account in the measurement of the fundamental strength in a direct manner of the
measure of the sensitivity of a share represented by the beta coefficient. The use
of the beta coefficient in the process of construction of the FPI is possible from a
theoretical point of view, and as shown in the empirical example—also reasonable.
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różnej długości, Studia i Prace WNEIZ Uniwersytet Szczeciński Nr 9, Szczecin, pp. 143–154
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Chapter 18
Comparison of the Results of Modelling
Rates of Return Depending
on the Financial Situation of Companies
with the Use of Real and Transformed
Values of Variables

Barbara Batóg and Katarzyna Wawrzyniak

Abstract The aim of the study is to find the relationship between rates of return
on shares and indicators characterizing the financial situation of companies. Three
approaches to modelling rates of return were used: classic econometric models,
ordered logitmodels anddiscriminant analysis. In thefirst approach, the real quarterly
rates of return were explained variable, and in the second and third approaches, the
real rates of return were transformed into variants measured on an ordinal scale.
In each approach for explanatory variables (financial indicators), time lags of up to
two quarters were taken into account. Additionally, the explanatory variables were
transformed—the nominants were transformed into stimulants or destimulants. The
study used quarterly data from 2014 to 2017 on financial ratios forMachinery sector
companies listed on the Warsaw Stock Exchange from the Notoria Serwis database
and data on prices fromBankOchrony Środowiska. As a result of research conducted
with the use of particular models, the financial indicators which had the greatest
impact on the level of return rates were identified. Knowledge of these indicators
may help investors tomake decisions on the selection of companies for the investment
portfolio.
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18.1 Introduction

In order to carry out a fundamental analysis, information characterizing the envi-
ronment (external factors) and the financial situation (internal factors) of a given
company is required. The financial situation is reflected in the values of financial
indicators, and the analysis of which in time and space is the basis for making deci-
sions by investors, both current and long term. It can be expected that the better the
financial condition of the company, the higher the value of its shares and the more
attractive it is for the investor.

In the previous works, the authors modelled quarterly rates of return using models
for qualitative variables to formulate diagnoses of the financial situation for com-
panies listed on the Warsaw Stock Exchange. The modelling was based on data on
rates of return and financial ratios on a quarterly basis [3, 4], and the ordered logit
models were applied.

The aim of the current study is to identify the relationships between the rates
of return and indicators characterizing the financial situation of companies. The
research problem is to find a set of financial indicators that have the greatest impact on
investors’ decisions, which in turn determines the rate of return on shares. Moreover,
an important aspect of the conducted research is to checkwhether the set of indicators
varies depending on the modelling method applied.

Apart from the ordered logit models, an attempt has been made to use clas-
sic econometric models and discriminant analysis. The classic econometric models
allow to determine which explanatory variables significantly influence the explained
variable and what the direction of this influence is. The ordered logit models provide
an answer to the question which financial ratios significantly increase the probabil-
ity of belonging of a given company to a group of companies with higher rates of
return. The discriminant analysis, on the other hand, allows to identify those indi-
cators whose values differentiate in the best way between companies belonging to
a different group on the basis of the rates of return. In the classical econometric
models, real quarterly rates of return were the explained variable, and real values of
financial ratios were explanatory variables. In ordered logit models and discriminant
analysis, the explained variable and the grouping variable were transformations of
real values of rates of return, and both the real values of financial ratios and their
transformations were used as explanatory variables.

18.2 Literature Review

Logit models are widely used in practice. Their frequent application is forecasting
bankruptcy of enterprises, where the explanatory variables are financial indicators
[21, 25, 6, 2]. Piszczek [20] applied logit models to model bankruptcy on the basis
of data on companies listed on the Warsaw Stock Exchange. The best model had
two independent variables: debt service ratio three years before bankruptcy and the
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overall asset ratio one year before bankruptcy. Grochowina [8] applied a logit model
to model bankruptcy with financial ratios as explanatory variables. The best set of
explanatory variables was selected by means of the backward stepwise method.

Bieszk-Stolorz and Markowicz [5] used binomial models to analyse changes in
stock prices depending on the sector of the industry. Prusak [22] studied the relation-
ship between the rates of return on shares and the values of market indices of selected
companies listed on the Warsaw Stock Exchange. A wide review of models where
the rate of return on shares is an explained variable was presented by Gruszczyński
[9]. Guris et al. [10] compared classic logit models with panel logit models where
financial ratios were explanatory variables.

The review and verification of Polish discriminatory models for bankruptcy fore-
casting were carried out by Kisielińska and Waszkowski [14]. In their studies, sam-
ples were balanced, the grouping variable had two variants, and explanatory variables
were both market and financial indicators. It turned out that all models with less than
four variables gave poor classifications. This may mean that the information con-
tained in two or three indicators is insufficient to make a correct assessment of the
condition of the company. Łuniewska and Tarczyński [17] in their discriminant anal-
ysis defined a binary variable grouping on the basis of a synthetic measure, which
took into account the total impact of financial ratios on the condition of compa-
nies. The set of explanatory variables consisted of seven indicators in the standard
approach, and their number was limited by the application of the stepwise method.

Kisielińska and Skórnik-Pokarowska [13] carried out discriminant analysis where
independent variables were financial indicators and the grouping variable was a
binary variable determined on the basis of themedian of rate of return—thefirst group
was attractive according to the investor (rates of return above the median) and the
second—unattractive (other companies). Interesting research on the use of discrimi-
nant analysis in the process of selecting companies for the investment portfolio was
presented by Lach [16]. The grouping variable was determined using the k-average
method on the basis of six financial indicators, and for each group the average rate
of return was calculated which allowed to identify a group of attractive companies
with an above-average rate of return. Okičić et al. [19] applied discriminant analysis
to the selection of the best portfolio using beta coefficient, market capitalization and
realized historical returns. Bal et al. [1] combined entropy measures derived from
information theory with discriminant analysis in the prediction of construction busi-
ness failure using financial ratios as explanatory variables. Wiśniewska [26] applied
jointly discriminant analysis and selected technical analysis tools in order to forecast
share prices in different periods.

The present study differs from the studies presented in the literature due to the
use in modelling not only the original continuous values of explanatory variables
(financial indicators) but also their transformation on an ordinal scale. The second
novelty is the simultaneous use of three methods of modelling of rates of return (with
different linkage functions), which allowed to identify three types of dependencies
of rates of return and financial indicators.
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18.3 Data and Methods

The examined group consisted of 24 companies from theMachinery sector listed on
theWarsawStockExchange. The research periodwas 2014–2017. The quarterly rates
of return on shares published by Bank Ochrony Środowiska [28] were the explained
(grouping) variable, and 26 financial indicators published by Notoria Serwis [18]
were potential explanatory variables. The list of these indicators can be found in
Table 18.1.

The first tool used in the study was a classical econometric model (Eq. 18.1).
These models are well known and described in the literature (see for example [27,
12]).

Table 18.1 Potential
explanatory variables
(financial indicators)

Symbol of variable Name

R_01 Gross profit margin on sales

R_02 Operating profit margin

R_03 Gross profit margin

R_04 Net profit margin

R_05 Return on equity (ROE)

R_06 Return on assets (ROA)

R_07 Working capital ratio

R_08 Current ratio

R_09 Quick ratio

R_10 Cash ratio

R_11 Receivables turnover

R_12 Inventory turnover

R_13 The operating cycle

R_14 Rotation commitments

R_15 Cash conversion cycle

R_16 Rotation assets

R_17 Rotation of assets

R_18 Assets ratio

R_19 Debt ratio

R_20 Debt service ratio

R_21 Rate debt security

R_22 Leverage

R_23 Asset utilization

R_24 Load gross profit

R_25 Load operating profit

R_26 EBITDA margin
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Y = f (X1, X2, . . . , Xk,U ), (18.1)

where

Y explained variable—the real values of quarterly rates of return on shares,
X1, …, Xk set of explanatory variables (real values of financial indices),
k number of explanatory variables,
U random error.

The secondmethod appliedwas an ordered logit model (Eq. 18.2). It is also awell-
known model and many authors described its estimation and testing (e.g. [7, 15]). In
ordinal models, the probability of an equal or smaller category (Pik) is compared to
the probability of a larger category (1 − Pik) (see Eq. 18.2).

ln
Pkj

1 − Pkj
= β0 j + β1x1k j + · · · + βpxpk j , (18.2)

where

p number of independent variables,
n number of observations,
g number of categories,
Pkj the probability of category j or smaller for kth observation (cumulative

probability),
k = 1, …, n,
j = 1, …, g,

xikj value of ith independent variable for observation k and group j,
i = 1, …, p,

β0k , β i parameters of the ordered logit model.

The third method applied was a multiple discriminant analysis. The theory of
this method could be found in Haerdle and Simar [11] or Tacq [24]. The aim of
discriminant analysis is to classify observations into known (a priori) groups. The
formula for a canonical discriminant function used for classification is given by
Eq. 18.3.

Dkj = β0 + β1x1k j + · · · + βpxpk j , (18.3)

where

p number of discriminant variables,
n number of observations,
g number of groups,
Dkj the value of canonical discriminant function for observation k and group j,

k = 1, …, n,
j = 1, …, g,

xikj the value of the ith discriminant variable for observation k and group j,
i = 1, …, p,
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Fig. 18.1 Empirical distribution of the quarterly rate of return for Machinery companies in
2014–2017

β i parameters of canonical discriminant function.

In the case of ordered logit models and discriminant analysis, the authors used
a slightly different approach than in the works cited in the literature review. This
applies to the way of defining the explained variable (grouping variable) in which
the rate of return on shares was transformed into an ordinal variable by means of a
quartile (Eq. 18.4). The distribution of the quarterly rate of return for all companies
and years is shown in Fig. 18.1.

Yi =

⎧
⎪⎪⎨

⎪⎪⎩

1 for rate of returni ≤ Q1

2 for Q1 < rate of returni ≤ Q2

3 for Q2 < rate of returni ≤ Q3

4 for rate of returni > Q3,

(18.4)

where Q1, Q2, Q3—first quartile, median, third quartile.
Application of Eq. 18.4 results in a balanced samplewhich has a significant impact

on the quality of the estimated models.
In the article in case of ordered logit models and discriminant analysis, the authors

also propose to transform the explanatory variables by changing indicators—nomi-
nants to stimulants or destimulant with the use of the mean or median as an empirical
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Table 18.2 The explanatory
variables with significant
parameters in econometric
models

Period Explanatory variables

2014 R_06, R_10, R_12, R_16, R_17, R_23

2015 R_01, R_03, R_04, R_06, R_19, R_24

2016 R_23, R_26

2017 R_01, R_11, R_12, R_16, R_17, R_23

2014–2017 R_03, R_04, R_05, R_14, R_19, R_24

normative value [23]. The mean was used in the transformation of indicators with
symmetric distribution, and the median was used in the transformation of indicators
with asymmetric distribution (Eq. 18.5).

Xi j =
{
xi j for xi j ≤ Q j

2Q j − xi j for xi j > Q j
(18.5)

where Qj—mean or median of explanatory variable Xj.
The following financial ratios had symmetric distribution: net profitmargin, work-

ing capital ratio, inventory turnover, cash conversion cycle, debt ratio and asset uti-
lization.

18.4 Empirical Results

In the process of estimation of classical econometric models of various analytical
forms, ordered logit models and in discriminant analysis, the set of potential explana-
tory variables was reduced using the forward stepwise method. For all models, the
estimation was carried out for the whole period (2014–2017) and for individual
years. Moreover, it was also examined how the explained variable is affected by the
values of indicators selected in the process of reduction, delayed by one and two
quarters. In each case, it turned out that the best estimates were obtained when the
explanatory variables were delayed by two quarters and the indicators—nominants
were converted into stimulants or destimulants according to Eq. 18.5. The results of
these estimations are presented in Tables 18.2, 18.3 and 18.4.

The linearmodelswere the best among econometricmodels; however, their adjust-
ment to empirical datawas veryweak (R2 below0.3). The explanatory variables listed
in Table 18.2 corresponded to significant parameters (p < 0.05).

The explanatory variables with significant parameters in ordered logit models are
presented in Table 18.3. As the measure of quality, the deviation D is presented and
also the empirical level of significance p corresponding to it.

The value of the empirical level of significance is close to 1. It means that the
hypothesis that the estimated model is as good as the saturated model cannot be
rejected and indicates the good quality of an estimated model.
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Table 18.3 The explanatory variables with significant parameters in ordered logit models

Period Explanatory variables Deviation D (p)

2014 R_18, R_22, R_23, R_25 194.16 (0.903)

2015 R_10 247.083
(0.886)

2016 R_16, R_23 113.216
(0.837)

2017 R_03, R_04, R_09, R_10, R_11, R_12, R_14, R_18, R_26 78.788 (0.998)

2014-2017 R_07 1033.19
(0.971)

Table 18.4 The explanatory variables with significant parameters in discriminant analysis

Period Explanatory variables Wilks’
Lambda

χ2 (p)

2014 R_02, R_03, R_05, R_06, R_10, R_11, R_16,
R_17, R_18, R_23, R_25

0.045 100.97
(0.000)

2015 R_09, R_12, R_17, R_18. R_19, R_21 0.091 101.70
(0.000)

2016 R_08, R_09, R_11, R_12, R_16 0.284 52.82
(0.006)

2017 R_05, R_07, R_14, R_15, R_17, R_21 0.511 28.82
(0.050)

The explanatory variables with significant parameters in the discriminant analysis
are presented inTable 18.4.As themeasure of quality, theWilks’ Lambda is presented
and the value of statistic χ2 with the empirical level of significance p corresponding
to it.

Additionally in Figs. 18.2, 18.3, 18.2 and 18.5, the results of discriminant analysis
are presented in discriminant space.

The values of Wilks’ Lambda are from the interval 〈0, 1〉. The closer to 0, the
better is the discrimination. The Wilks’ Lambdas are on a very good level in 2014,
2015, 2016 and on the moderate level in 2017. The empirical p is close to 0. It means
that at least one discriminant function is statistically significant. One can observe very
good discrimination in 2014 and 2015, good discrimination in 2016 and moderate
discrimination in 2017.

18.5 Conclusions

On the basis of the research carried out, the following conclusions can be drawn
concerning the research tools applied:
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Fig. 18.2 Companies in quarters in 2014 in discriminant space
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Fig. 18.3 Companies in quarters in 2015 in discriminant space
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Fig. 18.4 Companies in quarters in 2016 in discriminant space

 G_1:1
 G_2:2
 G_3:3
 G_4:4

-3 -2 -1 0 1 2 3 4

discriminant 1

-3

-2

-1

0

1

2

3

di
sc

rim
in

an
t 2

Fig. 18.5 Companies in quarters in 2017 in discriminant space
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– linear econometric models were characterized by a weak adjustment to empirical
data; however, it was possible to identify financial indicators with a significant
impact on the quarterly rates of return on shares—sets of indicators were, how-
ever, different in the whole period and in individual years; most frequently there
were indicators classified as profitability ratios (R_03, R_04, R_06) and activity
indicators (R_12, R_16, R_17, R_23), twice the debt rate (R_19), and only once
the ratio from the liquidity ratios group (R_10),

– the sets of financial ratios in the ordered logit models, increasing the probabil-
ity of a given company belonging to a group of companies with higher rates of
return were very different; only two ratios—cash ratio (R_10) and asset utilization
(R_23)—repeated twice in the analysed years; it should also be noted that in 2015
and in 2014–2017, only one ratio (cash ratio R_10 and working capital ratio R_7,
respectively) decided on increasing the probability of the company belonging to
a group with a higher rate of return,

– the use of discriminant analysis allowed to find sets of indicators for the years
2014 and 2015 (different in different years), which very well differentiate the
companies belonging to a given group on the basis of the rate of return on shares;
this distinction was weaker in 2016 and 2017; however, it was not possible to
identify a set of indicators with good discriminatory properties, when the research
covered data from 2014 to 2017 (Wilks’ Lambdas were above 0.8).

To sum up, the following could be stated:

– a proper selection of a set of financial indicators is essential in modelling the rates
of return on shares (regardless of the research tool used), and it is impossible to
find a single universal set of indicators (unchangeable in time and space),

– the results of the estimation improve significantly when the values of selected
indicators are delayed by two quarters, i.e. investors’ decision to buy or sell is
influenced by information on the financial situation of the companies six months
earlier,

– the improvement of the estimation results is also influenced by the inclusion in the
set of indicators, indicators—nominants after the transformation into stimulants
or destimulants, i.e. the indication of a single normative value instead of a range
of normative values better differentiates companies on the basis of the value of a
given indicator,

– poor adjustment of econometric models may be due to the fact that the set of
explanatory variables included indicators of fundamental nature, and there were
no indicators of technical analysis—the introduction of these indicators to the
set of explanatory variables may be a direction of further research related to the
modelling of quarterly rates of return on shares on the Warsaw Stock Exchange.

The applied research tools may be useful for investors on the capital market as an
addition to the classical ratio analysis, especially when they want to make decisions
about selling or buying shares on the basis of their knowledge of the relations between
the financial situation of companies and the rates of return on shares.
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Chapter 19
Diversification of the Equity Portfolio
Using Precious Metals in Poland

Agnieszka Majewska and Urszula Gierałtowska

Abstract The asset allocation is a primary tactic according to theory practitioners.
It allows investors to create portfolios to minimalize the overall risk of the portfolio
for a given expected return or to get the strongest possible return without assuming a
greater level of risk than they are comfortable with. This study presents the risk and
the effectiveness of equity portfolios in Poland which are diversified using precious
metals. The portfolios are built in according to the Markowitz model. We find that
adding a gold or more metals reduces the overall risk of portfolio and improves
portfolio performance substantially. Relative to silver, platinum and palladium, gold
has better stand-alone performance and appears to provide a better hedge against
the negative effects of prices changing. Overall, our evidence suggests that investors
could improve portfolio performance considerably by adding precious metals.

Keywords Portfolio selection · Precious metals · Portfolio diversification · Risk
spreading

19.1 Introduction

Equity risk has a component, much of which could be reduced through portfolio
diversification. There are many ways to diversify the portfolio. Models of portfolio
choice suggest that investors should have assets which are low correlated with one
another. Choosing the pair that is less correlated or negatively correlated decreases
the overall risk of the portfolio. Investors can use a wide variety of assets having
different correlations with each other. But the risk of portfolio cannot be assessed
without taking into account the rate of return. Modern portfolio theory allows to
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maximize the expected return for a given level of risk or to minimalize the overall
risk of the portfolio for a given expected return.

In this paper, we examine the risk of equity portfolios which were diversified by
using four major precious metals: gold, silver, platinum and palladium. The purpose
of this paper is to investigate various combinations of portfolio assets and indicate
which one should be taken by an investor who has a significant aversion to the risk.
The first section of the paper presents the brief reviews of the portfolio theory and
the diversification. The next one describes the methodology of the study and presents
data which were used.

19.2 The Theory of Portfolio and Diversification

Modern portfolio theory dates back to the pioneering work of Markowitz [1]. But
diversification of investmentswas awell-knownpractice beforeMarkowitz published
the paper on the equity portfolio selection in 1952. Investment trusts in Scotland and
England already began to hold large numbers of securities to diversify the risk in the
middle of the nineteenth century. Nonetheless, prior to 1952s some contribution to
the theory of portfolio selection had scientific works of such researchers as Hicks
[2–5]. The investigations of Roy [6] and Tobin [7] should also not be forgotten.

It should be noted that Markowitz model was the first theory of investment that
covered the effects of diversification. Very important is that Markowitz distinguished
between efficient and inefficient portfolios and analysed risk-return trade-offs on the
portfolio as a whole. Noteworthy is the fact that the theory of portfolio selection falls
within the domain of operations research [8]. Many selection models have advanced
beyond its prototype [9–15] during the next four decades.

Many books and articles on investment refer to the desirability of diversifica-
tion. Investors hold diversified portfolios to reduce or eliminate non-compensated
risk. Diversification is desirable and makes sense as well as being common practice.
The diversification choices depend on individual characteristics and behavioural
patterns. The level of under-diversification is greater among younger, low-income,
less-educated, and less sophisticated investors [16]. It is also correlated with invest-
ment choices that are consistent with over-confidence, trend-following behaviour,
and local bias. Thementioned features determinate as well which assets will be taken
by investors to their portfolios. The development of the financial market makes the
possibility for choosing from a large different instrument. Recently, more investors
besides financial instruments choose various investment tools, e.g. real estate, arts,
precious metals, agricultural commodities. They anticipate that alternative instru-
ments can reduce the risk and the total portfolio market value will not decrease
substantially. It should also be said that when more investors start investing in alter-
natives, correlations between alternative assets and traditional assets can increase
with time. The increasing correlations drive portfolio managers to search for fresh
alternative assets that will provide the required diversification for their portfolios.
Jacobs et al. [17] mention that diversification benefits tend to be especially promi-
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nent in times of unexpected inflation and declining stock markets. But diversification
does not guarantee a profit or eliminate the risk of loss.

This paper gives an account of using precious metals in portfolio selection; there-
fore, several studies must be mentioned in this area. Sanibel [18] presents a unique
advantage and numerous benefits for investors of using precious metals. Precious
metals are another form of alternative investment which has gained popularity when
the traditional financial instruments have failed. Usually, alternative investments find
an increase in demand in the times of instability and markets collapses. The main
features which make precious metals attractive for investors are the following:

– They are virtually indestructible and cannot be falsified.
– They offer protection from political and economic uncertainty.
– They hedge against inflation.
– They have a high liquidity (especially gold and silver which are demanded all over
the world).

– They provide a good diversification tool to investors due to their correlation with
the market.

– Inclusion them into the portfolio can protect the investor against the fluctuations
of the markets.

The last two features indicate that with respect to protect the value of portfolio,
they should be positively used. Draper et al. [19] investigated the investment role
of three precious metals (gold, silver, platinum) in financial markets. The results of
their study show that these three precious metals have low correlations with stock
index returns. It suggests that these metals may provide diversification within broad
investment portfolios. They also highlight the power of capability for playing the
role of safe assets particularly during periods of abnormal stock market volatility.

Another evidence on the benefits of adding these three precious metals to equity
portfolios is the study carried out by Conover et al. [20]. They investigated US equity
portfolios over the 34-year period. The study shows that adding a 25% metals allo-
cation to the equities of firms improves portfolio performance substantially. Further-
more, gold compared to silver and platinum has a better stand-alone performance
and appears to provide a better hedge against the negative effects of inflationary
pressures.

The study of Sari et al. [21] besides of four precious metals (gold, silver, platinum,
and palladium) takes also oil price and the US dollar/euro exchange rate into account.
There is evidence of existing a weak long-run equilibrium relationship, but strong
feedbacks in the short-run. They conclude that investors may diversify a portion of
the risk by investing in these assets.

Jensen et al. [22] find that using commodity futures substantially enhances port-
folio performance for investors. Their findings indicate the benefits of adding com-
modity futures almost exclusively when the monetary policy is restrictive. It means
that investors should gauge monetary conditions to determine the optimal allocation
of commodity futures within a portfolio.

Out of four precious metals, most studies have been carried out in using gold
as a good portfolio diversifier (e.g. [23–26]). More authors conclude that gold is a
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hedge against stocks and a safe asset in extreme stock market conditions. But the
results of Ratner and Klein [23] indicate that investment in gold is inferior to a simple
buy-and-hold strategy of US equities over the long term. A portfolio optimization
technique using actual from 1975 to 2005 and simulated data indicates that the
long-term portfolio benefits of holding gold are marginal at best. This interpretation
contrasts with that of Dee et al. [26] who examined whether gold serves as a hedge
for stock or/and inflation in China mainland market. Their empirical results show
that gold always cannot hedge stock and inflation risk for short-term investors, but
it is a good hedge for stock or inflation if you would hold gold for a long time. It
must be remembered that it only involves the stock and inflation risk in China capital
market. Erb and Harvey [27] also show that gold may be an effective hedge if the
investment horizon is measured in centuries but over practical investment horizons,
gold is an unreliable inflation hedge. Next two parts show the data and empirical
results for portfolio selection using stocks and precious metals in Polish capital
market. Modern portfolio theory in Polish bibliography is very rich. However, most
of them are focused on finding alternativemethods for portfolio selection [28, 29] and
only several works concern treating precious metals as alternative assets to portfolio
diversification.

19.3 Data Description

In our research, we used data from Warsaw Stock Exchange and London Metal
Exchange for the period 1 January 2015 to 31 August 2018. We take into account
stocks from WIG20 index (Fig. 19.1).

It is based on the value of portfolio with shares in 20 major and most liquid
companies in the WSE main list. No more than five companies from a single sector
can participate in the index. This structure enables to have stocks from different
sectors in the portfolio. Prices of precious metals are measured in US dollars; so to
determine the price of gold, silver, platinum, and palladium in the national currency,
we have used average US dollar exchange rate from the National Bank of Poland.
The figures below illustrate the prices of precious metals in the analysed time.

The degrees of variation of four major precious metals over time as measured by
the standard deviation of logarithmic returns are shown in Fig. 19.2. All returns are
modelled in natural logarithms.

Volatility shows that the seemingly close precious metals can be quite different.
In all analysed period, palladium has the highest standard deviation, while gold has
the lowest. The low volatility of the gold price is consistent with the fact that the
annual demand and production of gold are less than 10% of its above-ground supply,
and its stock is a supply buffer against fundamental shocks [30]. Gold as an impor-
tant monetary component is not used frequently in exchange market interventions;
therefore, we can observe a low degree of variation of a price over time. The highest
volatility of palladium is the effect of its relatively small supply. Although gold and
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Fig. 19.2 Annual volatility for precious metals. Source Own research

Table 19.1 Number of assets with the normal distribution of returns

Year p Number of
companies
from WIG20
index

Precious metals Metals which
not have the
normal
distribution of
returns

Prices in USD Prices in PLN

2015 <0.01 9 2 3 USD—gold,
platinum
PLN—platinum

<0.05 10 2 3

<0.1 13 2 3

2016 <0.01 10 1 4 USD—gold,
palladium<0.05 13 2 4

<0.1 14 2 4

2017 <0.01 8 1 1 USD—platinum,
palladium
PLN—palladium

<0.05 12 2 2

<0.1 14 2 3

January
2015–August
2018

<0.01 4 4

Source Own research

silver are closely related, silver is more commodity-driven and its monetary element
has been gradually phased out.

In the next part of the paper, we will use these four precious metals for diver-
sification of the equity portfolio. Assets are required to be normally distributed for
consideration in the mean–variance model. Therefore, we have also tested a normal
distribution of returns. Table 19.1 shows the results obtained from the Shapiro–Wilk
test for each year separately and for the whole analysed period.

It is interesting to note that the normal distribution depends on the timescale over
which returns are measured. The distributions are not normal for assets over short
timescales. They have fatter tails and higher peaks than normal. Over longer periods,
they start to have the normal distribution. Our study confirms that.
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19.4 Results of Portfolio Selection

The portfolios in our research are constructed in accordance with the Markowitz
model when the risk is minimalised. Harry Markowitz created theory of effective
selection of assets to portfolio (MV—mean–variance model). We use the formula
with the goal function:

S2 = X ′ · D · X → min (19.1)

where

X the vector of shares in portfolio
X ′ the transposed vector of X
D the matrix of variance and covariance of rates of return.

With conditions:

Xi ≥ 0 for i = 1, 2, . . . , n (19.2)

n∑

i=1

Xi = 1 (19.3)

The analysed portfolio was constructed on the base of 20 shares, which have
the greatest capitalization on the Warsaw Stock Exchange and four precious metals.
Our research focuses on three years for which one we create 11 portfolios. In our
empirical studies, we assume that investor has 100,000 PLN and buys assets from the
diversified portfolio at the beginning of each year. The effectiveness of the investment
is reviewed at the end of 2016, 2017 and August 2018. Results are presented in
Tables 19.2, 19.3 and 19.4.

From the tables above, we can see that the portfolios with the gold and all metals
have the lowest risk. Assuming that the risk of the WIG20 portfolio indicates the
market risk, portfolioswith gold and allmetals have the risk lower than themarket risk
average about 26, 38 and 28% each analysed year. The risk of other portfolios with
comparing to themarket risk is lower at the order of 8, 12 and 9%on average annually.
The evidence shows that using gold or all metals in portfolio selection, we can obtain
the lowest risk of the investment. One quarter of the world’s gold reserves are held
by the government’s central banks and other financial institutions as part of their
international reserves; therefore, gold is considered to be the safe asset. This study
confirms that. As an investment instrument, stocks are exposed to macroeconomic
risks and global stock market risks. Gold is often believed to provide potential as a
defensive asset, given its low correlation with equities. Relative to silver, platinum
and palladium, gold has better stand-alone performance and appears to provide a
better hedge against the negative effects of prices changing.

It is encouraging to compare the effectiveness of portfolios. Holding gold or more
metals in the portfolio makes the higher profit or the less loss from the investment
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Table 19.2 Characteristic of the portfolios of 2015

Assets Rate of
return (%)

Risk (%) Share of
the metals
in the
portfolio
(%)

The effectiveness of portfolio

12.2016
(%)

12.2017
(%)

08.2018
(%)

WIG20 0.072 1.816 – −2.424 −0.193 −2.450

WIG20 &
gold
(USD)

−0.049 1.328 49.05 7.221 14.423 −1.245

WIG20 &
silver
(USD)

−0.006 1.691 19.45 0.479 2.444 −2.434

WIG20 &
platinum
(USD)

−0.091 1.587 29.15 0.013 −0.101 −5.034

WIG20 &
palladium
(USD)

−0.056 1.734 14.50 1.150 13.970 9.380

WIG20 &
all metals
(USD)

−0.049 1.328 49.05a 7.217 14.377 −1.307

WIG20 &
gold (PLN)

−0.017 1.361 46.18 10.662 14.298 2.175

WIG20 &
silver
(PLN)

0.003 1.682 20.97 3.462 3.442 −1.220

WIG20 &
platinum
(PLN)

−0.067 1.580 31.00 2.703 −2.030 −6.889

WIG20 &
palladium
(PLN)

−0.037 1.739 13.86 2.483 12.041 8.224

WIG20 &
all metals
(PLN)

−0.018 1.362 46.20b 10.595 14.166 2.081

Source Own research
aOnly gold
bOnly gold and platinum
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Table 19.3 Characteristic of the portfolios of 2016

Assets Rate of return
(%)

Risk (%) Share of the
metals in the
portfolio (%)

The effectiveness of
portfolio

12.2017
(%)

08.2018
(%)

WIG20 0.148 1.830 – 1.900 2.283

WIG20 & gold
(USD)

0.189 1.197 42.73 9.805 10.081

WIG20 &
silver (USD)

0.23 1.644 21.10 4.633 3.120

WIG20 &
platinum
(USD)

0.180 1.617 20.56 5.262 8.988

WIG20 &
palladium
(USD)

0.252 1.708 10.51 14.362 20.275

WIG20 & all
metals (USD)

0.186 1.206 45.02a 9.611 7.695

WIG20 & gold
(PLN)

0.212 1.067 44.10 5.921 5.631

WIG20 &
silver (PLN)

0.229 1.522 24.49 0.059 −1.145

WIG20 &
platinum
(PLN)

0.221 1.530 27.04 0.812 5.911

WIG20 &
palladium
(PLN)

0.267 1.666 13.16 11.797 17.436

WIG20 & all
metals (PLN)

0.198 1.078 43.70a 3.298 1.943

Source Own research
aOnly gold and palladium

money. The profit or the lost depends on market condition,1 but it is known that
in the uncertain environment, buying metals represents a safe-haven approach to
diversification and a partial hedge against equities.

1Comparison of hedging using futures contracts when the prices of stock go down and grow has
been made by Majewska [31].
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Table 19.4 Characteristic of the portfolios of 2017

Assets Rate of return (%) Risk (%) Share of the
metals in the
portfolio (%)

The effectiveness
of portfolio

08.2018 (%)

WIG20 0.253 1.484 – −5.154

WIG20 & gold
(USD)

0.256 1.105 53.68 −9.727

WIG20 & silver
(USD)

0.196 1.340 24.16 −9.354

WIG20 &
platinum (USD)

0.180 1.363 29.83 −10.252

WIG20 &
palladium (USD)

0.453 1.419 22.92 −10.949

WIG20 & all
metals (USD)

0.278 1.099 52.58a −9.863

WIG20 & gold
(PLN)

0.109 1.044 44.10 −6.194

WIG20 & silver
(PLN)

0.103 1.299 28.21 −8.132

WIG20 &
platinum (PLN)

0.058 1.327 33.81 −7.709

WIG20 &
palladium (PLN)

0.302 1.332 20.14 −4.617

WIG20 & all
metals (PLN)

0.082 1.029 52.62b −6.383

Source Own research
aOnly gold and palladium
bOnly gold

19.5 Conclusion

This study presents the possibility of using precious metals in portfolio selection
to minimalize the risk of whole portfolio. The final results obtained for portfolios
show that adding gold or more metals can reduce the overall risk of the portfolio.
Additionally, it is possible to obtain the higher profit from such diversified portfolios.
It is because precious metals are not subjected to the same forces as stocks and other
paper assets, therefore diversifying the portfolio with them can add an additional
level of security for investors’ wealth. It is important to have precious metals in
portfolio to diversify the risk of different kinds of instruments.

It should be noted that precious metals should be used essentially in long-term
investment. More likely is achieving a profitable rate of return when we have longer
the investment period, because the risk of a price drop in short periods is partially
eliminated. This also applies to direct investing in metals [32].
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Chapter 20
The Co-movement of the Czech Republic,
Hungary and Poland Sovereign Credit
Default Swaps Spreads

Paweł Miłobędzki and Sabina Nowak

Abstract We use a VEC DCC M-GARCH model to investigate the daily co-
movement of the Czech Republic, Hungary and Poland one-, five- and ten-year
sovereign credit default swap (CDS) spreads in the period Jan 2009–May 2018. To
control for a systemic risk stemming from the EU and other international markets,
we nest the analysis within a four-variate system including the Germany CDS spread
and the CBOE VIX. The latter serves us as a proxy for the exogenous driver of
spreads. The analysis shows that the long-run dependence among the logs of CDS
spreads is rare. It is only the Czech Republic and Germany one-year CDS spreads
that exhibit a common stochastic trend. The remaining spreads do not co-integrate.
Each country maturity time t log change in the spread depends upon that of time
t − 1 and earlier. The dynamics of spreads are country specific. The Hungary CDS
spreads Granger cause almost all their counterparts. The causality running other way
round is incidental. The median of pairwise conditional correlation estimates among
the countries of interest differs across the maturities in the way indicating that the
Czech, Hungarian and Polish markets are better integrated among one another than
any single with the German market.
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20.1 Introduction

A sovereign credit default swap (CDS) spread is the cost to be paid for protection
against sovereign default. It is also widely regarded as a major indicator of the coun-
try’s economic health [1].1 The purpose of this paper is to analyse the co-movement
of CDS spreads for the Czech Republic, Hungary and Poland in the aftermath of
the global financial crisis (GFC). Severely hit by the crisis, these countries have
responded with extensive reforms [4]. Our primary interest is in finding whether the
market perception of their economic health in the post-crisis period exhibited in the
spreads albeit time-varying is interrelated in the short and long run and revealing
its nature. In doing so, we use the vector error correction dynamic conditional cor-
relation multivariate GARCH (VEC DCC M-GARCH) model. The reason is that
the spreads of both mature and emerging sovereigns are nonstationary, and their
changes exhibit a high level of commonality [5]. However, little is known on that
whether they closely co-move over time.2 There is also no consent in the academia
on whether the spreads are driven by global-or country-specific factors. Arguments
for their global character are brought (to name few but the most recent) by Pan and
Singleton [8], Longstaff et al. [9] and Ho [7] while those for their local conditioning
or a mixed global and local nature by Fender et al. [10], Clark and Kassimatis [11],
Fontana and Scheicher [12] and Kocsis and Monostori [13]. More interestingly, Ang
and Longstaff [14] show that both the US and Eurozone systemic sovereign risk are
strongly related to financial market variables including the CBOE VIX. Chen et al.
[6] document that commonality and correlation in the spreads are due to the increas-
ing integration of sovereign CDS markets which took place after the GFC. Taking
these into account in what follows, we address the problem of whether nonstationary
spreads are co-integrated and if they are so whether the spreads of spreads have a
co-integrating property. In case they do not co-integrate, we conduct the analysis
on their log changes within the DCC M-GARCH framework of Engle [15]. To con-
trol for risk stemming from the EU and other international markets, we extend our
workhorse model to a four-variate system by including the Germany CDS spread
and adding the VIX. The latter serves us as a proxy for the exogenous driver of
spreads. We estimate it separately on the daily sampled data for one-, five- and ten-

1Butler and Fauver [2] show on the sample of 86 countries that the quality of a country’s legal and
political institutions are significant in determining sovereign CDS ratings. More recently [3] reveal
that the U.S. expected growth and consumption volatility are closely related to the co-movement in
sovereign spreads.
2We find only 2 papers that formally test for whether the spreads co-integrate. Chen et al. [6] applies
the PANICmethodology to a panel of 8 credit indices from theMarkit CDX family spanningOctober
2004 to June 2011 and show that co-integration is only achieved after the post-Lehman collapse
period. They also find that either a higher perceived credit risk or generalized risk aversion are
potentially driving forces of an increased CDS market integration in the post-crisis period. Ho
[7] basing on the panel error correction model estimated on the quarterly data from 8 emerging
countries (Brazil, Malaysia, South-Korea, Thailand, Turkey, South Africa, Indonesia and Mexico)
from the period 2008Q4-2013Q2 documents that the government’s liquidity and solvency as well
as macroeconomic situation determine the long-run sovereign CDS spread.



20 The Co-movement of the Czech Republic … 287

year CDS spreads from the period 1 January 2009–21 May 2018 to reveal the long-
and short-run dynamics of spreads, their correlation and causality structure. The data
come from Thomson Reuters.3 To the best of our knowledge, this is the first study
embedded in a multivariate framework that enables to analyse the co-movement of
CDS spreads from the trinity of Central European sovereigns at one time and on a
longer period basis.4

Our analysis contributes to the field in several ways. We show that the long-
run dependence among the logs of CDS spreads is very rare. It is only the Czech
Republic and Germany one-year CDS spreads that exhibit common stochastic trend.
The remaining spreads do not co-integrate. The short-run dependencies among the
CDS spreads are manifold, however. First, each country maturity time t log change
in the spread depends upon that of time t−1 and earlier but since the strength of such
an impact differs from one country to another, the dynamics of spreads are country
specific. Second, we reveal a special role of the Hungary CDS spreads. They Granger
cause almost all their counterpart spreads. Surprisingly, the causality running other
way round is incidental. Third, despite Germany sovereign credit risk exhibited in
one-, five- and ten-year CDS spreads is the lowest among the country quartet within
the whole period of interest; the volatility of Germany spreads is the largest for each
maturity as measured by the median of conditional variance of their rates of return.
Fourth, the median of pairwise conditional correlation estimates among the countries
of interest differs across thematurities in theway indicating that theCzech,Hungarian
and Polish markets are better integrated among one another than any single with the
Germanmarket.We also find that all correlations are significantly raised for the upper
centiles of VIX which may be interpreted in favour of the contagion.5,6 Last but not
least, for one- and five-year maturities, an increase in market fear as measured by the
log change in VIX has a positive and almost equal in strength impact on all country
spreads. Indeed, the VIX drives sovereign spreads.

The remainder of the paper proceeds as follows. In Sect. 20.2, we introduce a
model to capture the long- and short-run dynamics of CDS spreads, their correlation
and causality structure and sketch the way it is estimated and validated. In Sect. 20.3,
we discuss the results we arrived to. Section 20.4 briefly concludes.

3The data are provided under a Partnership Agreement between the University of Gdańsk and the
Thomson Reuters company.
4Kliber [16] investigates the dynamics of the Czech Republic, Hungary and Poland five Year CDS
spreads usingYu andMeyer [17]multivariate stochastic volatilitymodel with a dynamic conditional
correlation but nests the analysis within the bivariate ‘Czech Republic–Hungary’ and ‘Poland–Hun-
gary’ setting. She concludes on the daily sampled but of the shorter period data spanning March
10, 2008 through March 9, 2011.
5See Forbes and Rigobon [18] who identify the occurrence of contagion if the linkages between
markets of interest significantly intensify during a crisis.
6Short-term periods in which the VIX takes the value from the 95th and 99th centile include inter
alia those from the end of 2009 Eurozone sovereign debt crisis, the 2010 Greek crisis as well as
the August 2015 Chinese stock market crash. The impact of the financial crises on the Eurozone
sovereign CDS spreads is discussed inter alia in Gündüz and Kaya [1].
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20.2 Model

We specify the four-variate VEC DCC M-GARCH model for Germany, the Czech
Republic, Poland and Hungary CDS spreads on a pure empirical basis. We assume
that the integrated of order one logs of country i k-year spreads, x (k)

i t (i = 1, . . . , 4 for
Germany, the Czech Republic, Poland and Hungary, accordingly; t = 1, 2, . . . , T )
and the samekind logof theVIX, yt , co-integrate, i.e. their s ≤ S linearly independent
combinations

∑4
i=1 α

(k)
is x (k)

i t +α
(k)
5s yt = θ

(k)
st are stationary. In such circumstance upon

the Granger representation theorem, the VEC part of the model reads [19, 20]

�x (k)
i t =

4∑

j=1

L∑

l=1

β
(ik)
jl �x (k)

j t−l +
R∑

r=1

γ
(k)
ir �yt−r +

S′
∑

s=1

δ
(k)
is θ

(k)
st−1 + ε

(k)
i t , (20.1)

where ε
(k)
i t stands for an error term, with the number of error correction components

θ
(k)
st−1 be at most S′ = 3. To control for the day of the week effect in the spreads,
we append the right-hand side of Eq. (20.1) adding dummy variables dht which take
value 1 for day h of the week and 0 otherwise (h = 1, 2, . . . , 5 from Monday to
Friday). δ(k)

is exhibits the time t k-year spread of country i response to the time (t −1)
one per cent departure from long-run equilibrium of spreads s, β(ik)

jl —the time t k-
year spread of country i response to its own one per cent increase at time t − l(i = j)
or the time t k-year spread of country i response to the one per cent increase in k-year
spread of country j at time t − l (i �= j), γ (k)

ir —the time t k-year spread of country
i response to the one per cent increase in the VIX. Of a particular interest is the
hypothesis stating that the k-year spread of country j does not Granger cause the
k-year spread of country i, i.e. β(ik)

il = 0 for all l.
An extension of Eq. (20.1) which complements the model specification is the

DCC M-GARCH of Engle [15] exhibiting the dynamics of ε
(k)
i t innovations:

ε
(k)
t =

[
H (k)

t

]−0.5
v

(k)
t , H (k)

t =
[
D(k)

t

]−0.5
R(k)
t

[
D(k)

t

]−0.5
, (20.2)

R(k)
t = diag

[
Q(k)

t

]−0.5
Q(k)

t diag
[
Q(k)

t

]−0.5
, (20.3)

Q(k)
t =

[
1 − λ

(k)
1 − λ

(k)
2

]
R + λ

(k)
1 ε̃

(k)
t−1ε̃

′ (k)
t−1 + λ

(k)
2 Q(k)

t−1, (20.4)

where ε
(k)
t =

[
ε

(k)
0t ε

(k)
1t . . . ε

(k)
nt

]
, υ

(k)
t is a vector of i.i.d. innovations,

[
H (k)

t

]−0.5
is

the Cholesky factor of the time-varying conditional covariance matrix H (k)
t , D(k)

t is
a diagonal matrix of conditional variances in which each element evolves according
to a univariate GARCH (p f , q f ) process, R

(k)
t is a matrix of conditional quasi cor-

relations, ε̃
(k)
t is a vector of standardized residuals

[
H (k)

t

]−0.5
ε

(k)
t , λ

(k)
1 and λ

(k)
2 are
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nonnegative parameters that govern the dynamics of conditional quasi correlations
such that 0 ≤ λ

(k)
1 + λ

(k)
2 < 1.

We estimate Eqs. (20.1)–(20.4) in two steps. First, we test for the order of integra-
tion of sovereign CDS spreads logs using the unit root ADF-GLS test and stationarity
KPSS test [21, 22]. Next, we fix order p of the VAR underlying short-term model
(20.1) and test for the number of co-integrating vectors. To this end, we employ the
Johansen procedure ([23], Chaps. 6–8). Since in case the logs of CDS spreads are
highly persistent but hardly distinguishable from I (1) variables and the properties of
co-integration rank tests are severely distorted7 for the robustness check of the num-
ber of co-integrating vectors, we apply the ADF and KPSS tests to residuals from the
regressions of a given spread on the set of remaining spreads as in MacKinnon [25]
and Shin [26]. Finally, in the second step, we use the residuals from co-integrating
relations to estimate a full VECDCCM-GARCHmodel by the maximum likelihood
(ML).

20.3 Empirical Results

We begin the analysis by examining the nature of CDS spreads. We plot their log
series on Fig. 20.1. As demonstrated, they rarely pass through their mean levels so
that they may be nonstationary. The results of the ADF-GLS and KPSS tests support
this conjecture. The same applies to the log of VIX. On the other hand, the first
differences in variables of interest are stationary. Thus, both logs of CDS spreads
and the VIX are I (1) variables.8

Next, using the AIC information criterion, we set the lag order p = 5 (9, 9)
of the VAR system for one- (five, ten) year CDS spreads including the VIX and
the dummies exhibiting the day of the week effects in spreads. Then, based on the
maximal eigenvalue and trace test statistics, we identify the existence of up to 3 (2,
2) co-integrating vectors, accordingly (see Table 20.1). Thus, we can provisionally
conclude at this point that one- (five, ten) year CDS spread(s) follows a common
(2, 2) stochastic trend(s). We also check these results for robustness applying the
ADF and KPSS tests to residuals from the regressions of a given spread on the set of
remaining spreads as in MacKinnon [25] and Shin [26]. The results of both testing
procedures stacked in Table 20.2 indicate that there is only one co-integrating vector
including Germany and the Czech Republic one-year CDS spreads. We also find on
the ground ofADF-GLS andKPSS tests that they co-integrate with the co-integrating
vector [−1 1].9

Since the remaining spreads do not co-integrate, we estimated the VEC DCC
M-GARCH given by Eqs. (20.1)–(20.4) using the residuals from the co-integrating
vector only for the system of one-year spreads. For those of five and ten years, we

7See Hjalmarsson and Österholm [24].
8The results of both tests are available from the authors on a request.
9The estimates of the ADF-GLS (level) and KPSS (level) tests equal to −3.485 and 0.309.
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Fig. 20.1 Logs of Germany (DE), the Czech Republic (CZ), Poland (PL) and Hungary (HU) one-
(1Y), five-(5Y) and ten-year (10Y) CDS spreads, 2 Jan 2009—21 May 2018

estimate a DCCM-GARCH alone. The results of utmost importance including those
of validation and inference are reported in Table 20.3. They include:

1. Themean and variance equations of (VEC)DCC-M-GARCHmodel are properly
specified as the Ljung-Box portmanteau test applied on standardized residuals
from Eq. (20.1), and their squares shows that they are non-autocorrelated pro-
cesses up to the 30th order (see the estimates of Q(·) test statistic).

2. In view of the data, a dynamic version of DCC M-GARCH is more likely than
its constant correlation counterpart for the five- and ten-year maturities as the
null hypothesis of λ

(k)
1 + λ

(k)
2 = 1 is rejected for its left-sided alternative.10 We

do not reject the hypothesis of integrated M-GARCH for one-, five- and ten-year
spreads except that of Poland for ten-year maturity (see the estimates of W8i test
statistics).

3. We reject the hypothesis stating that each country maturity time t log change in
the spread does not depend upon that of time t − 1 and earlier (see the estimates
of Wii test statistic, i = 1, . . . , 4).
We find that Hungary one-, five- and ten-year CDS spreads Granger cause almost
all their counterpart spreads. The causality running other way round is incidental
(see the estimates of Wi j test statistic, i = 1, . . . , 4 and i �= j).

10The estimates of the Wald test statistics for 1, 5 and 10 year spreads distributed as χ2(1) read
0.12, 6.61 and 6.36, respectively.



20 The Co-movement of the Czech Republic … 291

Ta
bl

e
20

.1
N
um

be
r
of

co
-i
nt
eg
ra
tin

g
ve
ct
or
s
in

th
e
sy
st
em

in
cl
ud
in
g
G
er
m
an
y,
th
e
C
ze
ch

R
ep
ub
lic
,P

ol
an
d
an
d
H
un
ga
ry

C
D
S
sp
re
ad
s
(c
o-
in
te
gr
at
io
n
w
ith

no
in
te
rc
ep
ts
or

tr
en
ds

in
th
e
V
A
R
,V

IX
an
d
du
m
m
ie
s
ex
hi
bi
tin

g
th
e
da
y
of

th
e
w
ee
k
ef
fe
ct
in
cl
ud
ed
)

Sy
st
em

1Y
5Y

10
Y

1Y
5Y

10
Y

Te
st

M
ax
.e
ig
en
va
lu
e

T
ra
ce

H
0

H
A

E
st
.

E
st
.

E
st
.

5%
c.
v.

10
%

c.
v.

H
0

H
A

E
st
.

E
st
.

E
st
.

5%
c.
v.

10
%

c.
v.

r=
0

r=
1

32
.2
1

24
.4
4

31
.0
1

27
.2
7

24
.8
4

r=
0

r
≥

1
74
.8
1

57
.1
6

65
.5
0

49
.5
6

45
.9
5

r
≤

1
r=

2
22
.9
3

18
.9
8

20
.6
2

21
.6
0

18
.9
6

r
≤

1
r
≥

2
42
.6
1

32
.7
2

34
.4
9

32
.1
6

29
.0
8

r
≤

2
r=

3
13
.9
3

8.
78

10
.6
8

14
.7
9

12
.8
3

r
≤

2
r
≥

3
19
.6
8

13
.7
4

13
.8
7

17
.7
9

15
.8
3

r
≤

3
r=

4
5.
74

4.
96

3.
20

8.
13

6.
49

r
≤

3
r=

4
5.
74

4.
96

3.
20

8.
13

6.
49
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5. We reject the hypothesis for one- and five-year CDS spreads stating that an
increase in market fear as measured by the log change in VIX has no impact on
all country spreads (see the estimates of W6i test statistic).

6. We find the existence of day of the week effect in Poland one-year CDS spreads
(see the estimates of test statistic W71).

We stack the main characteristics of conditional variance and conditional correla-
tion distributions for Germany, the Czech Republic, Poland and Hungary one-, five-
and ten-year CDS spreads obtained frommodel (20.1)–(20.4) in Table 20.4. Surpris-
ingly despite, the German market is the most liquid, and the volatility of Germany
one-, five- and ten-year CDS spreads is the largest as measured by the median of
conditional variance of their rates of return. More interestingly, the median of pair-
wise conditional correlation estimates among the countries of interest differs across
the maturities in the way indicating that the Czech, Hungarian and Polish markets
are better integrated among one another than any single with the German market. We
also find that all correlations are significantly raised for the upper centiles of VIX
which may be interpreted in favour of the contagion.

20.4 Conclusion

This paper examines the co-movement of the Czech Republic, Hungary and Poland
one-, five- and ten-year CDS spreads vis a vis their Germany counterparts in the after-
math of the global financial crisis in a novel four-dimensional VECDCCM-GARCH
setting which enables to control for risk stemming from international markets. Our
main finding is that only the Czech Republic and Germany one-year CDS spreads
are in the long-run equilibrium relation. Surprisingly, the Hungary CDS spreads
play an important role within the spreads Granger causing almost all their counter-
part spreads. The causality other way round is incidental. We also documented that
the Czech, Hungarian and Polish CDS markets seem to be better integrated among
one another than any single with the German market. Finally, we interpret the raised
medians of pairwise conditional correlation coefficient estimates for all CDS spreads
in the periods of market stress and turmoil as the evidence of contagion.
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Chapter 21
Characteristics of Dichotomous Variable
Estimators

Jan Purczyński

Abstract The article covers the following probability models used in dichotomous
variable analysis: logit, probit, and raybit—the last one proposed by the author. In
the article, the following characteristics of estimators are derived: bias, variance, and
mean squared error, which links them. The method of probability estimation which
minimizes relative root mean squared error (RRMSE) is proposed. It is also shown
that the goodness-of-fit measures of mean square error (MSE) and mean absolute
error (MAE) models present in the field literature lead to the similar results.

Keywords Qualitative econometric models · Logit model · Probit model · Raybit
model

21.1 Introduction

In the paper, the following probability models—used for the analysis of the dichoto-
mous variable—are considered: logit, probit, and raybit (proposed by the author).
The purpose of the publication is to indicate mean square error estimators of the
probability of the aforementioned models. Three probability models and four esti-
mation methods are considered, including maximum likelihood method (ML). The
result of the mean square error analysis is the proposal of the method that minimizes
relative root mean squared error. Computer simulations using a random number gen-
erator with a Bernoulli distribution are used as the main tool. In addition, the quality
of models used in the literature is tested: mean absolute error (MAE), mean square
error (MSE), and weighted mean squared error (WMSE). The ordinary least squares
method (OLS) can be used for the binary estimation of the explained variable. How-
ever, the solution obtained by this method has a significant disadvantage: The theo-
retical probability may go beyond the range [0, 1]. The removal of this defect occurs
when assuming that the probability corresponds to the cumulative distribution func-
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tion (CDF) of the random variable distribution. In the case of a logistic distribution, a
logitmodel is obtained,whereas the adoption of a normal distribution leads to a probit
model. An innovative model was proposed by Purczyński and Bednarz-Okrzyńska
[1] in which the probability is expressed by the Rayleigh’s distribution—hence, the
model name: raybit.

The article consists of five parts: introduction, probabilitymodels for a binary vari-
able, mean square error of dichotomous models estimators, model error estimation
and summary.

Probability models for dichotomous variables are widely used in various
researches, and an example of this is the literature review presented below.

Gruszczyński [2] draws attention to an increasing importance of qualitative mod-
els as they constitute a basic tool for describing microeconometric models used in
empirical corporate finance. Barniv andMcDonald [3] provide an extensive review of
categorical techniques in the area of accounting and finance and compare the results
of applying logit and probit models as opposed to other procedures. Ye and Lord [4]
examine the impact of sample size on the three crash severity models: multinomial
logit, ordered probit, and mixed logit. Cramer [5] explains the theory underlying
logit transformation providing many empirical applications. Hoetker [6] identifies
critical issues in the use of logit and probit models in strategic management research
as well as provides implications for the conduct of such research with the models in
question. Shi and Yin [7] have attempted to boost the conditional logit model. The
method proposed by them is used in discrete choice modeling to predict the results.
With this approach, they could get potential nonlinear effects of interdependence,
make a small adjustment and make an automatic variable selection. In their simu-
lations, they indicated that the presented method provides an accurate estimation of
the true forms of covariate effects. The empirical studies on the convenient method
of estimating the multinomial logit model with fixed effects by D’Haultfœuille and
Iaria are somewhat different [8]. The authors note that the conditional maximum
likelihood estimator in the logit model is limited by the size of fixed effects. They
emphasize that the element in the denominator with constant effect grows exponen-
tially. In their opinion, this barrier can be overcome by using a McFadden rule [34]
and on this basis to estimate the logit model with fixed effects on random samples of
permutations. An equally important procedure is the removal of heterogeneity bias
from the logit model estimation, which was proposed by Jones and Landwehr [9].
They extended the evaluation procedure to the conditional evaluation developed by
Chamberlain [10]. Using this method, they managed to remove the heterogeneity
bias, which enhances the goodness of fit and increases the explanatory power of
models. Also, Hausman and McFadden [11] conducted some research on discrete
models. They found that the multinomial logit model is most commonly used. They
offered two specifications’ tests. One of them is the use of the Hausman [12] test
procedure. The second is a classic approach to the nested logit model. Then, the
classic test procedure is applied, including the Wald, likelihood ratio, and Lagrange
multiplier tests. A slightly different approach is presented by Jones and Hensher
[13]. They emphasize that the mixed logit model is better at explaining and predict-
ing than the standard logit. In their opinion, the mixed logit model is a valuable tool
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in research on financial distress prediction. The research on the mixed logit was also
carried out by Fox et al. [14].

A completely different approach to logit models was presented by Li and Wang
[15]. They have embedded the concept of early financial warning models, extending
forecasting with non-financial performance indicators.

Equally interesting are the observations of Brezigar-Masten andMasten about the
predictions of financial distress (bankruptcies) with the use of the logit model [16].
They proposed a new procedure for selecting predictors based on nonparametric
regression and the classification tree method (CART). Then, they checked it on
the standard logit model. They noted that the standard logit model together with
variables from the CART method is the most desirable and effectively take into
account nonlinear effects.

Antunes et al. [17] also referred to the early warning models. They noted that
banking crises are rare events, the effects of which are yet very negative. Therefore,
they believe that the dynamics and characteristics of panel data should be studied
using the (dynamic) probit models. They developed sensitivity indicators, which are
early warning tools.

Also, the conclusions fromNg’s research on the subject of “Forecasting US reces-
sions with various risk factors and dynamic probit models” are important [18]. The
author expanded probit recession forecasting models, while taking into account the
different determinants of recession risk. He used advanced methods of dynamic pro-
bit modeling. He referred his research to predictions on the financial market, taking
into account the problem of credit risk, liquidity in the general economy, and bursting
of asset price bubbles. He presented specifications for three dynamic probit models
and a standard static model.

Soyer and Sung [19] focused on the analysis of longitudinal data using Bayesian
dynamic probit models. They used a dynamic probit model to track the first-order
Markov process. The data augmentation method and forward filtering backward
sampling algorithm for dynamic linear models were presented.

Proaño and Tarassow [20] examined the prognostic capacity of the probit using
a three-regime dynamically ordered model of the economic system. This approach
fits into the forecasting of recession, short increases and accelerations in the USA
and Japan. They first used a nonparametric dating algorithm to identify three phases
along the Proaño line [21].

Examples of similar papers on multidimensional plots about dichotomous vari-
able models can be multiplied. Among the equally interesting are: Purczyński and
Porada-Rochoń [22], Maddala [23], Han and Vytlacil [24], Mourifié and Méango
[25], Papatla and Krishnamurthi [26], Amemiya [26–29], Hausman and Wise [30],
Eichengreen et al. [31], Butler [32], Collett [33], McFadden [34], McFadden and
Train [35].

In the next chapter, the author presents the probability models for binary variable.
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21.2 Probability Models for Binary Variable

However, in Eq. (21.1) the author moves from a single decision problem to results
of single decisions of group members, which are summarized as group ratios.

It is assumed that variable Y can take two values: one or zero, corresponding to
the fact of making or not making a decision—an occurrence of event A.

If among ni of decision-makers, yi of themmake a sensible decision, then quotient

pi = yi
ni

(i = 1, 2, . . . , I ) (21.1)

represents an empirical frequency ofmaking a decision in an ith groupof the decision-
makers.

The easiest model is a linear model of probability:

p = Xα + ε (21.2)

where

p I-dimensional vector of empirical probabilities,
X [I × (k + 1)] dimensional matrix including k number of explanatory variables,
α (k + 1) vector of parameters,
ε I-dimensional vector of random elements.

Based on Eq. (21.2), the following can be observed

pi = Pi + εi (21.3)

where

pi empirical probability of occurrence of event A for ith value of vector of explana-
tory variables,

Pi probability of occurrence of event A for ith value of vector of explanatory vari-
ables,

εi disturbance: E(εi ) = 0 and cov
(
εi , ε j

) = 0 for i �= j.

Since variable yi (Eq. 21.1) has binomial distribution, the variance of a disturbance
is given by relation [36]:

V (εi ) = Pi (1 − Pi )

ni
(21.4)

which means that the random variable appearing in Eq. (21.4) is heteroskedastic.
For the linear probability model, the following relation is observed:

Pi = xTi α (21.5)
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where xTi is ith row of explanatory variable matrix.
It is assumed that probability Pi, with which a decision in question is made in an

ith group of decision-makers, is function F of variable xTi α:

Pi = F
(
xTi α

)
(21.6)

where F is the cumulative distribution function.
The most commonly applied are two models:

Logit model, hereafter referred to as LOG

Pi = L
(
xTi α

) =
[
1 + e−xTi α

]−1
(21.7)

where L denotes the cumulative distribution function of a logistic distribution.

Probit model, hereafter referred to as PRO

Pi = �
(
xTi α

) = 1√
2π

xTi α∫

−∞
e− t2

2 dt (21.8)

where � denotes the cumulative distribution function of a standardized normal dis-
tribution.

In the paper by Purczyński and Bednarz-Okrzyńska [1], the probability model
applying Rayleigh cumulative distribution function was proposed: raybit model,
hereafter referred to as RAY

Pi = R
(
xTi α

) = 1 − exp
[
−(

xTi α
)2]

(21.9)

where R denotes Rayleigh cumulative distribution function.
In the analysis of each model, the following three steps can be singled out [37]:

A. First step: estimation of vector α0 of parameters α

α0 = (
XTW−1X

)−1
XTW−1v (21.10)

whereW is a diagonal covariance matrix (of a size I × I), where the elements on the
main diagonal equal:

wi = [ni pi (1 − pi )]
−1 LOG (21.11)

wi = pi (1 − pi )

ni
{
ϕ
[
�−1(pi )

]}2 PRO (21.12)
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where ϕ(t) denotes the density function of the standardized normal distribution,
�−1(pi ) is the inverse function to the cumulative distribution function of standardized
normal distribution

wi = pi
4ni (1 − pi ) ln 1

1−pi

RAY (21.13)

Depending on the model, vector v is given by the following formula:

vi = ln

(
pi

1 − pi

)
LOG (21.14)

vi = �−1(pi ) PRO (21.15)

vi = √− ln(1 − pi ) RAY (21.16)

Estimation of the theoretical probability:

p0i = L
(
xTi α0

)
LOG (21.17)

p0i = �
(
xTi α0

)
PRO (21.18)

p0i = R
(
xTi α0

)
RAY (21.19)

B. Second step

By applying the ordinary least squares (OLS), the following is obtained:

α1 = (
XTX

)−1
XTv

where v is defined by Formulas (21.14)–(21.16).
Estimation of theoretical probability p1i is derived from the formulas analogous

to (21.17)–(21.19).

C. Third step

Estimation of vector α2 of parameters α

α2 = (
XTW1−1X

)−1
XTW1−1v (21.20)

where v is defined by Eqs. (21.14)–(21.16).
w1 is a diagonal covariance matrix, where the elements on the main diagonal

equal:

w1i = [ni p1i (1 − p1i )]
−1 LOG (21.21)
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w1i = p1i (1 − p1i )

ni
{
ϕ
[
�−1(p1i )

]}2 PRO (21.22)

w1i = p1i
4ni (1 − p1i ) ln 1

1−p1i

RAY (21.23)

Estimation of theoretical probability:

p2i = L
(
xTi α2

)
LOG (21.24)

p2i = �
(
xTi α2

)
PRO (21.25)

p2i = R
(
xTi α2

)
RAY (21.26)

The last method of theoretical probability estimation is the maximum likelihood
method (MLM). The description ofMLM in relation to logit and probitmodels can be
found in the paper by Chow [38]. The application of MLM for the raybit model was
described in the paper by Purczyński and Bednarz-Okrzyńska [1]. The theoretical
probability obtained by means of MLM will be labeled as pMi.

21.3 Mean Square Error of Dichotomous Model Estimators

The task is to estimate θ̂ of an unknown parameter θ .
One of the most important properties of the estimator θ̂ is its bias b(θ ).

b(θ) = E(θ̂) − θ (21.27)

The quality of the estimator determines also mean squared error (MSE)

MSE = E
(
θ̂ − θ

)2
, (21.28)

which fulfills the relation [38, 39]

MSE = V (θ) + (b(θ))2 (21.29)

where

b(θ ) is an estimator bias (Formula 21.27);
V (θ ) variance of the estimator.

In order to verify the properties of individual estimators, computer simulations
were carried out using a random number generator with the Bernoulli distribution
(21.3). Declared theoretical probability Pi was in the range (0.02–0.98). According
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Fig. 21.1 Estimator bias for the logit model. The individual curves refer to the following estimates:
the dashed lineBL0–p0 (Formula 21.17), the dotted lineBL1–p1, the dashed and dotted lineBL2–p2
(Formula 21.24), the solid line BLM–pM (MLM)

Fig. 21.2 Variance of the estimator for the logit model. Applied labeling: the same as in Fig. 21.1

to Formula (21.3), an empirical probability was obtained from the generator (p with
an index i).

Figures 21.1, 21.2, 21.3 and 21.4 present simulation results for the logit model.
Figure 21.1 shows estimator bias. It shows that the smallest fluctuation in the bias
value is estimated by p2 (Formula 21.24) and the largest by p1.

Figure 21.2 presents the results of calculations for the variance of individual
estimators. This time, the smallest fluctuations were recorded for the estimator p0
and the highest for p1. Figure 21.3 contains simulation results for mean squared
error. The smallest MSE values are for estimator p2 and the largest for estimator p0.

The value of relative rootmean squared error (Formula 21.29) is taken into account
when estimating the quality of the estimator:

RRSL = square root (SL) divided by P (21.30)

RRSL relative root mean squared error
SL mean squared error (Formula 21.29)
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Fig. 21.3 Mean squared error of the estimator (Formula 21.29) for the logit model. Applied label-
ing: the same as in Fig. 21.1

Fig. 21.4 Relative root mean squared error of the estimator (Formula 21.30) for the logit model.
Applied labeling: the same as in Fig. 21.1

Figure 21.4 presents the results of calculations for individual estimators.
Figure 21.4 shows very large (unacceptable) RRMSE values. The smallest value
of RRSL1 = 1.566 is obtained for estimator p1, while the highest RRSL0 = 3.51 for
the estimator p0.

The next four figures relate to the probit model. Based on Figs. 21.5, 21.6 and
21.7, the same conclusions can be drawn as for the logit model (Figs. 21.1, 21.2 and
21.3).

Figure 21.8 shows the results of RRMSE calculations for individual estimators.
Similar to the logit model, RRMSE values are unacceptable (exceed 150%). The
lowest value of RRSP1= 1.540 is obtained for estimator p1, while the largest RRSP0
= 2.828 is for estimator p0.

Figures 21.9, 21.10, 21.11 and 21.12 were prepared on the basis of simulations
made for the raybit model. Based on the results presented in Fig. 21.9, it is stated
that the smallest fluctuation is shown by estimator p2 and the largest by estimator
p0.
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Fig. 21.5 Estimator bias for the probit model. The individual curves refer to the following esti-
mates: dashed line BP0–p0 (Formula 21.18), dotted line BP1–p1, dashed and dotted line BP2–p2
(Formula 21.25), solid line BPM–pM (MLM)

Fig. 21.6 Variance of the estimator for the probit model. Applied labeling: the same as in Fig. 21.5

Fig. 21.7 Mean squared error of the estimator (Formula 21.29) for the probit model. Applied
labeling: the same as in Fig. 21.5
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Fig. 21.8 Relative root mean squared error of the estimator (Formula 21.30) for the probit model.
Applied labeling: the same as in Fig. 21.5

Fig. 21.9 Estimator bias for the raybit model. The individual curves refer to the following esti-
mates: dashed line BR0–p0 (Formula 21.19), dotted line BR1–p1, dashed and dotted line BR2–p2
(Formula 21.26), solid line BRM–pM (MLM)

Fig. 21.10 Variance of the estimator for the raybit model. Applied labeling: the same as in Fig. 21.9
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Fig. 21.11 Mean squared error of the estimator (Formula 21.28) for the raybit model. Applied
labeling: the same as in Fig. 21.9

Fig. 21.12 Relative root mean squared error of the estimator (Formula 21.30) for the raybit model.
Applied labeling: the same as in Fig. 21.9

Figure 21.10 shows that the smallest fluctuations in variance are recorded for
estimation pM (MLM) and the highest for estimator p1. Figure 21.11 shows the
mean squared error values for the raybit model. There is an increase in the value of
MSE for increasing probability values P. This phenomenon has a beneficial effect on
RRMSE. Namely, it leads to smaller error values for P = 0.02. Based on Fig. 21.12,
it could be concluded that the smallest RRMSE error for P = 0.02 is burdened with
estimator p1 RRSR1 = 0.400 and the largest estimator pM RRSRM = 0.84.

The task the author of this article set himself was to choose the right estimators to
limit the RRMSE value. First 12 cases were examined including three models (L, P,
R)—each including 4 formulas for estimating the empirical probability. Three cases
proved useful: for probit model—formula p0 and raybit model—formulas p1 and p2.
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Fig. 21.13 Estimator bias which is used in the minimizing model of RRMSE. The individual
curves refer to the following estimates: dashed and dotted line BP0–p0 (probit), dashed line BR1–p1
(raybit), dotted line BR2–p2 (raybit), solid line BW–optimum estimator

Fig. 21.14 Relative rootmean squared error of the estimatorwhichminimizes the value ofRRMSE.
Applied labeling: the same as in Fig. 21.13

Figure 21.13 presents the estimator bias used in the minimizing model of RRMSE.
As the resultant estimator, the following are assumed: the values of p1 (raybit model)
for 0 < P < 0.2; p2 (raybit model) for 0.2 < P < 0.25 and p0 (probit model) for 0.25
< P < 1 are.

Figure 21.14 shows that for P > 0.19, RRSW < 0.2, and for P > 0.26, RRSW <
0.1.
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21.4 Model Error Estimation

The most popular goodness-of-fit measure of a model is the mean squared error
(MSE):

MSE = 1

I

I∑

i=1

(pi − pti )
2 (21.31)

where

pi the empirical probability (Formula 21.1);
pti the theoretical probability.

As pti in (21.31) results of four methods are assumed successively (p0i, p1i, p2i,
pMi). Guzik et al. [40] recommend Formula (21.30) as a criterion for matching the
theoretical model of probability.

Figure 21.15 shows the values of the goodness-of-fit measure of MSE for the
probit model. This figure shows the disadvantage of this measure consisting in the
dependence on the MSE from the empirical probability P. This relationship is mea-
sured by the ratio of the maximum to the minimum value. The smallest value was
recorded for MSPO (estimator p0), where the ratio max/min = 2.599. The highest
value of max/min = 7.507 occurs for MSP1 (estimator p1).

In the case of the logit model, the values of the error measures of MSE are
characterized by similar dependence on probability P (as in Fig. 21.15). Figure 21.16
shows the values of MSE measure in the function of P for the raybit model.

The main difference is that for the logit and probit model, the dependence ofMSE
on the P value is symmetric with respect to the center, i.e., P = 0.5. However, for
the raybit model, this dependence is asymmetrical and shows an upward trend for
the growing P. Another measure is the mean absolute error (MAE):

Fig. 21.15 Values of the error measure of MSE (Formula 21.30) for the probit model. Applied
labeling: the same as in Fig. 21.5
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Fig. 21.16 Values of the error measure of MSE (Formula 21.30) for the raybit model. Applied
labeling: the same as in Fig. 21.9

Fig. 21.17 Values of the error measure of MAE (Formula 21.32) for the probit model. Applied
labeling: the same as in Fig. 21.5

MAE = 1

I

I∑

i=1

|pi − pti | (21.32)

Figure 21.17 shows the values of the goodness-of-fit measure ofMAE for the pro-
bit model. Similar to Fig. 21.15, the relationship betweenMAE values and empirical
probability is observed. The ratio of the maximum to the minimum value is observed
to be the smallest for MAPO (estimator p0), max/min = 1.582. The highest value of
max/min = 2.592 occurs for MAP1 (estimator p1). In the case of the logit model,
the values of the error measure of MAE are characterized by the similar dependence
on probability P (as in Fig. 21.17). Figure 21.18 shows the values of MAE in the
function of P for the raybit model.

Similar to the goodness-of-fit measure of MSE, in the case of MAE for the logit
and probit models, the dependence of MAE on the P value is symmetric with respect
to the center, i.e., P = 0.5. However, for the raybit model, the dependence of MAE
on P is asymmetrical and shows an upward trend for the growing P.
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Fig. 21.18 Values of the error measure of MAE (Formula 21.32) for the raybit model. Applied
labeling: the same as in Fig. 21.9

Fig. 21.19 Comparison of values of the MAE error measure (Formula (21.32)—solid line) and
rescaled value of the root MSE (Formula (21.31)—dotted line) for the probit model and estimate
p2

Based on Figs. 21.17 and 21.18, it could be noticed that the largest fluctuations
in the MAE error values occur for estimator p1. Also on the basis of the results
presented in Chap. 3 (Figs. 21.1, 21.2, 21.3, 21.5, 21.6, 21.7, 21.9, 21.10 and 21.11),
it is can be noticed that estimator p1 shows the highest values of bias, variance, and
mean squared error among the four considered estimators.

Figure 21.19 compares the value of the error measure of MAE (For-
mula 21.32)–solid line) and the rescaled value of the root of MSE (For-
mula (21.31)—dotted line) for the probit model and estimate p2.

Figure 21.19 shows that MAE values are equal (approximately) to 0.8
√
MSE,

which was positively verified for all 12 cases.
Due to the heteroskedasticity of the random component, many authors (see, e.g.,

Amemiya [41], Jajuga [37], Maddala [42]) propose a criterion called weighted mean
squared error (WMSE) (Fig. 21.20):
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Fig. 21.20 Values of the error measure of WMSE (Formula 21.33) for the logit model. Applied
labeling: the same as in Fig. 21.1

WMSE =
I∑

i=1

ni (pi − pti )
2

pi (1 − pi )
(21.33)

Asmentioned above, an importantmeasure is the ratio of themaximum to themin-
imumvalue. In accordancewithFig. 21.20, it canbenoticed that in the case of the logit
model for the errormeasure ofMSE, the smallest valuewas recorded forMSLO (esti-
mator p0), where the ratio max/min = 2.35.The highest value of max/min = 10,811
occurred for MSL1 (estimator p1). The application of the weighted mean squared
error (Formula 21.33) leads to the following results: for estimator, p1 max/min =
30.243, and for estimator, p0 max/min = 152.283. This means that the application
of the error measure of WMSE (Formula 21.33) results in a 13-fold increase in the
smallest value of the quotient of max/min and a 14-fold increase in the largest value
of this quotient. Purczyński and Bednarz-Okrzyńska [43] proposed modification of
the WMSE measure in the form of the following relation:

WMSE′ =
I∑

i=1

ni (pi − pti )
2

(P0 + pi )(P1 − pi )
(21.34)

where P0 > 0, P1 > 1.
In addition, in paper [22] a new measure (weighted mean absolute error) is pro-

posed, described by the following formula:

WMAE′ =
I∑

i=1

ni |pi − pti |√
(P0 + pi )(P1 − pi )

(21.35)
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Fig. 21.21 Comparison of values of the error measure of WMAE (Formula (21.35)—solid line)
and rescaled value of the root ofWMSE (Formula (21.34)—dotted line) for themodel implementing
the minimum RRMSE—Fig. 21.14

Table 21.1 Ratio of the maximum value to the minimum of the error value of MAE and ofWMAE
for individual models (L, P, R) and estimators

Estimator Logit Probit Raybit

MAE WMAE MAE WMAE MAE WMAE

p0 1.823 2.447 1.582 2.040 3.999 2.120

p2 2.099 1.813 2.050 1.580 4.012 1.838

pM 1.712 2.129 1.750 1.845 3.498 2.024

Figure 21.21 compares the error measure of WMAE (Formula (21.35)—solid
line) and the rescaled value of the root of WMSE (Formula (21.34)—dotted line) for
the model implementing the minimum RRMSE—Fig. 21.14.

The figure wasmade for the parametersP0= 0.022 andP1= 1.26, which ensured
the smallest deviation of the WAW measure from the average value E(WAW) =
0.0896. Taking into account the fact that MAE closely overlaps with the rescaled
MSE (Figs. 21.19 and 21.21), the comparison of MAE (Formula 21.32) with the
measure of WMAE (Formula 21.35) is made below.

Table 21.1 shows the ratio of the maximum value and the minimum value of
MAE and WMAE for each model (logit, probit, raybit) and used estimators (p0, p1,
p2, pM). In the case of the logit and probit models, the lowest WMAE (max/min)
for estimator pM were obtained for P0 = 0.1 and P1 = 1.1. Minimizing WMAE
(max/min) for estimator pM in the raybit model, identical results are obtained as for
estimator pW (P0 = 0.022, P1 = 1.26). Taking into account the poor (not good)
quality of estimator p1, there are no results for this estimator in Table 21.1.

In addition to Table 21.1, it should be added that for estimator pW when mini-
mizing RRMSE (Figs. 21.13 and 21.14), the max/min ratio = 3.771 is obtained for
MAE estimator, while for WMAE (Formula 21.35) max/min = 1.724. Based on the
presented results, it can be concluded that theWMAE formula leads to a lower value



21 Characteristics of Dichotomous Variable Estimators 319

of max/min compared to MAE for the raybit model and estimator pW. For logit and
probit models only for estimator p2, WMAE leads to a smaller max/min ratio than
MAE. Analyzing Figs. 21.1, 21.2, 21.3, 21.5, 21.6 and 21.7, it can be concluded that
p2 has poorer properties than p0 and pM estimates. This means that in the case of
the logit and probit models, it is recommended to use p0 and pM estimates.

21.5 Summary

Chapter 2 presents basic dependencies regarding the probability models used for the
dichotomous variable analysis: logit, probit, and raybit. The properties of estimators
are considered in Chap. 3: bias, variance, mean squared error, and relative root
mean squared error. Subsequently, the method for estimating empirical probability
is proposed, based on the probit and raybit models, which minimizes the relative
root mean squared error (RRMSE). Chapter 4 deals with goodness-of-fit measures
of binarymodels. It is found that the goodness-of-fitmeasure ofMAE leads to similar
results as the rescaled values of the root of MSE measure. Unfavorable properties of
weighted mean squared error (Formula 21.32) are shown. To sum up, the following
procedure can be recommended: In the case of logit and probit models, p0 and pM
estimators as well as the MAE error measure should be used. In the case of the raybit
model and estimator pW, the WMAE error measure is recommended.
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Chapter 22
Dynamics of the Financial Markets
and the Wealth Concentration

Jerzy Marcinkowski

Abstract The concentration of investors’ wealth is one of themost important factors
shaping their investment strategies. It is reasonable to assume that it can impact the
dynamics of financial markets, leading potentially to many undesirable phenomena
such as lack of efficiency and collusions. Varying rates of return on investments and
among investors over long periods of time favor wealth concentration. Inclusion of
other factors such as skill and experience leading potentially to uniformization of
behavior through learning cannot eliminate the phenomenon due to the stochastic
nature of financial markets. We show that the dynamics of the market can signifi-
cantly impact how quickly wealth concentration takes place. We present a simple
model of wealth concentration among investors to assess the impact of randomness
on the distribution of wealth in the function of time. We demonstrate that random
fluctuations alone can lead to the accelerated, and under some conditions unlimited,
concentration of wealth resulting in a lack of market efficiency.
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efficiency · Prevention of excessive wealth concentration

JEL Classification G10 · G17

This research was partly supported by Subsidy for Quality Enhancement granted to the Faculty
of Informatics and Electronic Economy, Poznan University of Economics and Business, course
of study: Informatics and Econometrics by the Polish Ministry of Science and Higher Education
(dotacja projakościowa przyznana przez Ministra Nauki i Szkolnictwa Wyższego dla Wydziału
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W. Tarczyński and K. Nermend (eds.), Effective Investments on Capital Markets,
Springer Proceedings in Business and Economics,
https://doi.org/10.1007/978-3-030-21274-2_22

323

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21274-2_22&domain=pdf
http://orcid.org/0000-0002-1775-7048
mailto:jerzy.marcinkowski@ue.poznan.pl
https://doi.org/10.1007/978-3-030-21274-2_22


324 J. Marcinkowski

22.1 Introduction

Wealth distribution is one of the most important factors that impact the dynamics
of financial markets. It is of interest both to researchers and decision makers as the
financialmarkets seem to favorwealth concentration, especially in times of expansive
fiscal and monetary policy. The concentration itself has many economic, political,
and social implications [1, 2, 6, 8, 10, 11, 13, 14].

Relatively low taxes on capital income anddividends combinedwith technological
progress, availability of many financial instruments, free and practically unregulated
movement of capital, and last but not least lack of alternative and attractive invest-
ments provide incentives to invest on the stock exchange despite high risks, thus
potentially contributing to the increased productivity of the economy through supply
of capital. However, large concentrations of wealth raise equity issues and may exert
destructive influence on democracy itself, having in the long-run adverse effects
on the market, contributing to its unpredictability, limited efficiency and increased
volatility, which, in turn, may have destabilizing effects on the economy [2, 6, 13].

The problem of wealth distribution among financial speculators does not seem
to attract interest from researchers, most probably due to lack of data allowing for
validation of the proposedmodels. However, there is a question, whether it is possible
to infer on the basis of the nature of return changes how quickly the concentration
of wealth may take place. We will examine how the properties of the rate of return
of financial instruments impact wealth concentration.

22.2 Problem Statement

In order to examine whether random fluctuations of returns can generate the highly
concentrated wealth distribution observed among investors, we build a simple
individual-based stochastic model that allows for compounding returns. First, we
will examine whether the effects of chance alone can account for wealth concen-
tration.1 The effects of random fluctuations of returns on wealth distribution may
be examined in models allowing for observing how randomly changing returns on
investments impact the wealth of individual investors. The model differs from more
commonly used general equilibrium models, such as CAPM, in that it allows for
the differentiation effects among individuals [12]. To examine the role of chance in
wealth concentration, wemake assumptions that favor equality of wealth and exclude
other factors than chance that could potentially lead to or accelerate wealth concen-
tration.We assume that all individuals have equal knowledge of the stock market and
begin with the same amount of capital. We also assume that success in one year does
not exert any influence on future investment success. In other words, we do assume

1More detailed discussion can be found in [5]. The problem of wealth concentration is discussed in
detail in the literature devoted to globalization, liberalization, rapid development of financial mar-
kets, etc., which are perceived as factors contributing to the increased rates of wealth concentration.
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that experience does not play any role. It can be justified by the stochastic nature of
the financial markets and the fact that even experienced fund managers do not seem
to achieve systematically better results than “ordinary” investors. Having explored
the implications of these assumptions, we test whether our conclusions are robust to
variations in assumptions.

To examine howwealth distribution is changing over time,wemake an assumption
that initially wealth is evenly distributed among investors, which means that all
investors begin with 1 unit of capital. In each time period (k = 1, 2, . . . , t), each
investor i = 1, 2, . . . , n invests his capital earning a return rate rik , that is randomly
drawn from a normal distribution with mean μ and variance σ 2. As the goal of our
model is to assess the impact of chance alone, we do not examine the sources of
variance in return rate. It could be due to many factors such as market behavior,
experience, the structure of portfolio and differ with investor.

We assume all investors have equal investment opportunities, and only chance
is responsible for wealth differentiation. As returns are realizations of independent
random variables for each individual for each period, we rule out (1) temporal auto-
correlation, whichmeans that a successful investment in one period does not translate
into increased chance of getting a higher rate of return in subsequent periods, thus
excluding correlations between returns and the existence of memory, (2) correlation
across individuals in the same time period, which means a constant average rate of
return over the years, and (3) differences among individuals in the chance of getting
high or low returns, thus excluding role of experience skill, etc. Assumption (2) may
be a bit unrealistic because returns are always correlated to some (though varying)
degree and individual portfolios must in practice include the same financial instru-
ments as number of financial instruments is less than number of investors. However,
it is instructive to observe how quickly the concentration of wealth will take place
under these assumptions and what will happen if we permit correlation. Thus, we
have a tool enabling us to examine the impact of changing market dynamics on
the concentration of wealth. The number of investors in this simplest version of the
model is constant, nor is there any explicit treatment of investors entering or leaving
the market, say, being the result of a series of negative returns discouraging from
further investment (bad luck). The model describes the wealth changes of individual
investors under the assumption that the number of speculators is constant over time
and there are no “new” investments and no one withdraws money from the market.

22.3 Rate of Wealth Concentration

It is easy to demonstrate that with the passage of time the proportion of wealth held
by an arbitrarily small fraction of investors asymptotically approaches 1. Given a
rate of return rik , the factor by which investor i’s capital increases in time period k
is erik . In period t, the total amount of capital accumulated by investor i is equal to
eri1 ∗ · · · ∗ erit = eri1+···+ii t = exi , where xi = ∑t

k=1 rik .
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If the rates rik are drawn from a normal distribution with meanμ and variance σ 2,
the exponential portion of this number (i.e., the sum of the rates) will be normally
distributed with mean μt and variance σ 2t . The total wealth is the sum of accumu-
lated wealth by the investors, exi , integrated over the probability density function of
the normal distribution and multiplied by the number of individuals. The share of
wealth held by an arbitrarily small percentage of investors is equal to the ratio of two
integrals: total wealth of the population of investors in the denominator and wealth
of the top percentage in the numerator [5]:
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Total wealth of the whole population of investors is given by the denominator.
The wealth accumulated by any segment of the investors is given by the integral in
the numerator. Parameter h sets the lower limit of integration at a specific number
of standard deviations above the mean. Because the integral extends to infinity, it
captures the top portion of the wealth distribution, where h determines which top
proportion is captured. To quantify the wealth accumulated by the top 1% of the
investors’ population that will do to substitute h ≈ 2.326. The lower limit of the
integral is then equal to 99%. The notation “erf” refers to the “error function” defined
as follows [5]:

erf(x) = (
2/

√
π

)
x∫

0

e−z2dz. (22.2)

Since erf(x) approaches 1 as x approaches infinity, the right-hand side of (22.1)
also approaches 1 as t approaches infinity, for any fixed value of h. In other words, the
proportion of wealth held by an arbitrarily small proportion of investors approaches 1
through time. It means that all the wealth of the investors ultimately will be possessed
by only an extreme fraction of individuals. Note that from the right-hand side of
(22.1) follows that the rate at which wealth concentrates is positively related to the
variance in individual rates of return σ 2, but independent of the mean rate μ. Thus,
perhaps surprisingly, wealth will concentrate by thismechanism in growing, stagnant
or shrinking markets depending only on their volatility.

In this simplest model, the concentration of wealth occurs merely because some
investors are lucky by randomly receiving a series of high return rates, and once they
are ahead with exponentially growing capital, they tend to stay ahead. Because the
variance in the sum of return rates is additive, over time the individuals with interest
rates at the right tail of the ever-widening normal distribution come to dominate the
wealth. Recall that it is the exponents that are normally distributed, not the amount
of wealth, so that individuals at the high end of the distribution achieve exponentially
greater fortunes.



22 Dynamics of the Financial Markets and the Wealth Concentration 327

22.4 Simulation Results

The analytical results are illustrated by simulations of individual-based models
(Fig. 22.1). To show how quickly wealth concentration can take place, we exam-
ine the process of accumulation of wealth in the top 1% of the population. The
simulations results are in accordance with the theoretical results: the rate at which
the top 1% accumulates wealth is dependent on the variance of returns; the higher
the variance, the quicker wealth concentration. In other words, highly volatile mar-
kets when the returns can approximately be described by random walk processes,
contrary to intuition, tend to favor wealth concentration.

These results, somewhat unanticipated, show that contrary to expectations, chance
alone can lead to high concentrations of wealth. The mechanism of concentration is
very simple. Lucky investors having a string of high returns and given enough time
will accumulate the overwhelming majority of the wealth.

Looking for the analytical solution (22.1), we assumed that the population of
investors is infinite, which guarantees the presence of some extremely lucky individ-
uals. The larger the population, the greater the probability that such individuals exist.
Nonetheless, simulations performed for populations of only 10,000 individuals pro-
duce approximately the same results. We even succeed in obtaining similar results
for populations of only 1000 (not shown)—however, deviations from the analytical
trajectories were a bit larger, (which could be expected) and concentration rates were
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Fig. 22.1 Wealth concentration over time. Initially, the distribution of wealth is uniform. Perform-
ing simulations, we assume that the number of investors is 10,000 and a yearly average return on
investment is 5%. Blue lines show (upper line for higher variance, line below for lesser variance)
the analytically obtained trajectories; points show the results from individual-based simulations.
Because of potentially greater deviations, simulations were replicated three times in the case of
high variance (σ = 0.5). For σ = 0.1, only theoretical line is plotted as deviations are small. Higher
variance among individual rates of return corresponds with increased rates of wealth concentration.
Simulation results will deviate from theoretical values to a lesser degree if we restrict our attention
to, say, top 5% wealthiest investors. (Compare to [5]. The results differ a bit because of a smaller
population. The smaller the population, the greater the deviations. For the wealthiest 5% population,
we can expect smaller deviations because of a broader sample). Source own study
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a bit slower. Thus, the influence of random variation in individual returns manifests
itself, though to a smaller degree, in finite, relatively small, populations.

22.5 Market Efficiency and Wealth Concentration

The concentration of wealth is reflected by the distribution of growth rate of capital
hold by all investors. The average return for an individual isμ, with variance σ 2. The
average of all investor’ wealth in moment i is exi , from which follows that the total
wealth is equal to e(μ+σ 2/2)t . The greater the variance, the greater the accumulated
wealth. Note, that themode of thewealth distribution—the individualwealthwhich is
most common—is e(μ−σ 2)t , not eμ, from which follows that the greater the variance,
the lower the mode. Initially, wealth is distributed evenly—so the mode, median, and
meanwealth are all equal. However, themean increases over time as e(μ+σ 2/2)t , much
faster than the median, which increases only as eμt , while the mode may actually
decrease as e(μ−σ 2) t , if the exponent is negative. These counterintuitive results stem
from the properties of the log-normal distribution: The uniform distribution tends to
the log-normal distribution as t tends to infinity.

Thus, the wealth of the investors as a whole grows faster than the wealth of
most investors making up the market. In sufficiently large populations with a diverse
distribution of wealth, the most likely growth rate of the market will tend to the mean
of

(
μ + σ 2/2

)
t , the sum of many individual lines of capital growth. Gradually, as

a result of wealth concentration, the growth of the market will increasingly depend
upon the returns of those few fortunate investors, which in turn may destabilize the
market as theirs portfolios will be more and more similar. It may contribute to lesser
market liquidity thus deterring prospective investors. Such a market may be more
volatile and unpredictable. There is also a growing risk of collusions. It may be
argued that the greater wealth concentration, the assumptions of stochastic nature of
the market are less realistic. Thus, extreme concentration of wealth predicted by the
model seems unattainable in practice.

The mechanism of concentration points to self-destructing forces implemented in
the financial markets. Without any regulation, they seem to favor wealth concentra-
tion which in turn contributes to gradually deteriorating market efficiency. Ironically,
the benefits derived from free market forces and a lack of regulation can be counter-
balanced or even destroyed in an extreme case by a property inherent in the market
itself—the tendency to concentrate wealth by chance mechanisms, thus significantly
reducing the diversity of investors and their strategies and eventually paralyzing the
market. The greater the wealth concentration, the less role played by chance itself.
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22.6 Model Robustness

The model suggests that concentration of wealth may arise naturally under the sim-
plest conditions. As the model does not realistically describe all the features of finan-
cial markets, the stock exchange in particular, it is important to consider whether the
tendency toward concentration of wealth generated by chance is likely to happen if
additional features of real markets are incorporated into the model. Our conclusions
seem to be robust to the incorporation of such modifications.

By the central limit theorem, our results are robust to some degree to violation
of the assumption that returns on investment are drawn from a normal distribution.
Annual returns drawn from any distribution that obey the central limit theorem (i.e.,
they are sufficiently centered around the mean; i.e., meet Lindeberg’s condition and
independent) will give exponents whose sum approaches the normal distribution [9].
Temporal correlations (long termmemory) may be a problem, as the sum in question
will tend to the normal distribution a bit slower or may not tend to this distribution
at all. In the first case, the rate of concentration will be correctly described by the
model after some years. The second case requires further investigation.

As periods of growth and decline are a characteristic feature of real markets,
the average rate of return is changing from year to year. Because the results are
not restricted to the case where the distribution of returns is normal, if deviations
from this distribution are not significant, the model still may be used to explain the
problem of wealth concentration. Detailed discussion is postponed to the next part
of the paper.

22.7 Results

Our analysis leads to the conclusion that chance alone can potentially result in unlim-
ited concentrations of wealth. Contrary to commonly accepted belief that in the
long-run differences in returns among investors tend to zero and consequently pre-
vent wealth concentration in reality different strategies applied by different investors,
experiencing different rates of return on their investments, and reinvesting their capi-
tal income result inwealth concentration. The concentrations ofwealth in the hands of
a few investors slowly reduce the potential diversity of independent investment strate-
gies as their portfolios become more and more correlated. It leads to loss of market
efficiency, thus preventing further concentration of wealth. Our analysis suggests that
random fluctuations may, at least to some degree, explain the high concentrations of
wealth that are commonly observed empirically without resorting to collusion, con-
spiracy theories, etc. Our results are also consistent with the observations of Taleb
[15], who argues that rather chance, not experience, plays a large role in determining
success among professional stock traders. The performed analysis seems to support
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the view expressed by Taleb [15] that learning and expertise play less important role
that is commonly believed.2

Disparities between modal and mean wealth are the signs of inequalities. They
suggest that the distribution of wealth is more or less skewed. An increase in dispari-
ties translates into potential market instability. If our goal is to prevent the unlimited
concentration of wealth to preserve market efficiency, our work suggests imposition
of a tax, e.g., indexed to inflation, restricted to only the very wealthiest investors [4,
6, 7]. The tax must be imposed on yearly returns. If our aim is to preserve incentives
to invest, the tax proposal reduces to the imposition of such a tax on the wealthi-
est investors only. An additional quality of such a tax is worth noting: because the
concentration of wealth may reduce market efficiency and may, as a result, impact
negatively the rate of economic growth and increase volatility on other markets, such
a tax could contribute to maintaining growth across the economy as a whole ensur-
ing relative market stability and preventing or limiting many undesirable phenomena
such as collusions and decreased efficiency. From a more general perspective, some
kind of intervention (such as taxes) is justified on pure mathematical grounds to
prevent, or at least slowdown, self-destruction processes. It may be argued that it is
objectively justified.

22.8 Conclusions

Our approach to the problem of wealth concentration is quite simplified. In practice,
there exist a lot of factors preventing or at least slowing down wealth concentration
and changing the limit the concentration tends to, which requires further study. One
of them is correlation. If speculators have similar portfolios, irrespective of the fact
that their components are correlated or not, the portfolios must be correlated to some
degree as some financial instruments must belong to more than one portfolio. Of
course, the more the returns are correlated, the more the portfolios are correlated.
The greater the degree of portfolios’ similarity, the slower concentration of wealth.
In an extreme case, where the portfolios are perfectly correlated (e.g., they are iden-
tical), no wealth concentration takes place at all. It can be argued that bear and
bull markets imply slower rates of wealth concentration, assuming that the group of
investors is the same and no one invests “new” money and exits from an investment.
In these circumstances, individual portfolios, irrespective of their similarity, must be
(strongly) correlated. Herd behavior, contrary to expectation, contributes to slower
rates of wealth concentration. In the short run, it destabilizes the market, contributing
to its volatility; however in the long run, it seems to prevent negative effects being the
consequence of wealth concentration. This is the mechanism bywhich financial mar-

2We focused on the role of chance in a very simple case without assuming any interactions among
economic agents. Possible interactions can be taken into account. In [3], such an approach was
presented. The paper includes an extensive survey of literature devoted to the role of chance in
increasing wealth inequality.
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kets seem to “defend” against excessive wealth concentration and self-destruction. It
should be stressed here that the observed wealth concentration, not only in the case
of financial markets, is a result of somemathematical properties of financial systems.
It is a self-destructive mechanism for which chance alone is responsible.

This is why it is important to specify the properties responsible for such phe-
nomena in order to limit their existence, if it desirable and possible. If for some
reasons such a situation is hard to accept, then mathematical analysis, even simpli-
fied, can suggest solutions addressing the problems. The proposed approach may be
a convenient tool to analyze the impact of herd behavior on wealth concentration.
This may be achieved by simulating how correlation impacts the growth of wealth
concentration.

Contrary to intuition, bear and bull markets slow down the rate of wealth con-
centration due to increased correlation. For acceleration of the rate in these circum-
stances, greed, panic, and herd behavior are responsible. Simply, investors enter the
market too late and exit it at the worst possible moment. The impact of psychological
factors is thus ambiguous: they may either contribute to increased or decreased rates
of wealth concentration.
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Chapter 23
Examining Engagement and Emotions
in Financial Simulation Games

Konrad Biercewicz, Jarosław Duda and Mariusz Borawski

Abstract The popularity of educational video games means that there is a need for
methods to assess their content in terms of satisfaction and the educational element
of the player right from the production stage. For this purpose, indices used in EEG
studies and algorithms for detecting microexpression can be used. In the research
work, the following devices, i.e. EEG, EyeTracker, were used for the engagement
index and a film was shot to detect emotions at a later stage. The data were collected
from five participants during the investment game created in MATLAB and online
stock market simulator. Thanks to the use of the above-mentioned devices, it was
found out whether the game connected only with investing evokes emotions and
involvement.

Keywords Stock market simulators · Cognitive neuroscience · EEG ·
EyeTracker · Microexpression · Engagement index

23.1 Introduction

Scientists in finance and neuroscience decided to work together to understand how
people make financial decisions. As a result, simulation games for financial man-
agement were created, thanks to which we learn how to make decisions. This is a
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better approach than so-called cases or textbooks. In a fairly simple and controlled
game environment, the user can apply previously learned techniques and develop
new financial decision-making skills. This enables us to deepen our understanding
of definitions and building communication skills in business. Specific analytical tech-
niques used in finance can be used to make decisions related to each of the required
elements of the decision.

Examples of such games include board games such as Cashflow 101, Monopoly,
but also online games such as Wall Street Survior, How The Market Works and
MarketWatch Fanatasy Earnings Trader Game. The common goal of these games is
to teach the player the concept of investing and earning money.

If we want our game to be interesting and educational at the same time, tt is
necessary to examine the emotions, the player’s involvement in making decisions
and the game itself. It is necessary to know which elements of the game make the
researched person more involved, what emotions accompany him/her while making
decisions, but also what he/she pays attention to during these decisions. For this
purpose, EEG, GSR, Eyetracker and HR technology can be used. By obtaining data
from these devices and combining conclusions, we will get what in the game can
be improved so that the player makes better decisions and is more involved in the
game. In addition, neuroscience can be used to examine how a person reacts to
an advertisement [8], to examine the effectiveness of advertising [9], to see how
neurnautics can contribute to increasingwork efficiency and howanalysts can support
a multi-criteria decision-making process [7].

Examining emotions while making decisions in a financial game is not a new
concept. Research on financial decision-making shows that investors with high reg-
ulatory capacity are performing better in trading. Hence, Jerčić et al. [4] conducted
research aimed at creating an educational environment that can help decision-makers
to improve their emotional regulation. Raggetti et al. [11] tried to detect how different
areas of the brain are modulated by factors such as age, experience, psychological
profile (seeking the speculative risk or reluctance), as well as the size and type
(buy/sell) of stock market negotiations conducted through the direct access trading
platform. Vieito et al. [13] using EEG examined brain mapping during the decision-
making about the purchase, of sale in changing market conditions. Results showed
that people could apply different strategies of reasoning in order to take financial
decisions depending on experiencing them in the trade.

This article presents the results of a pilot study, which aimed to investigate the
emotions of the player and the degree of his engagement in the game of educational
value. Thanks to that, it was checkedwhether the game connected onlywith investing
evokes any emotions and engagement.
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23.2 Materials and Methods

EEG data were taken from five healthy participants aged 21 years on average. The
respondents were informed about the course of the study. They then signed consent
to participate in the study and were seated on a comfortable chair with keyboard and
mouse access. The next step was to put on the cap and connect the electrodes to the
skin of the participant’s head and connect them to the device that recorded data from
the brain. After completing the above steps, the examined person was informed what
the game will be about and how to move in it. Immediately after the end of the game,
each participant was interviewed about the experience with the stock exchange, as
well as which elements of the game caused the participant to become more involved
in the game, and at which less.

Each participant’s game has been captured at 1920 × 1080 resolution by means
of programmed in-game registration and Apowersoft Free Online Screen Recorder.
Each screenshot generated a timestamp for EEG data to determine the position of the
beginning and end of each section. Screenshots and the video were saved for later
reference during the data analysis phase. In the study, apart from EEG, EyeTracker
was used to track what the researcher was looking at and a camera to record the face
in order to detect microexpression when making decisions to buy or sell.

Description of Game in MATLAB

The game was created especially in MATLAB for research. The game consisted in
investing virtual cash in shares. The player had 10,000 PLN at his disposal andwithin
20 minutes he could invest money in 3 different companies. The player’s task was
to get a positive balance at the end of the game. The player made decisions on the
basis of 60-day charts. In addition, there was information about the number of shares
held by the player and what is the closing price, the opening price, the lowest and
the highest price on a given day. The transaction was followed by another day. If the
player claimed that he did not decide on a given day, he had the ‘Next day’ button at
his disposal. During trading, screenshots (see Fig. 23.1) were recorded along with an
excel file containing the screenshot number and the corresponding time. In addition,
events were registered, i.e. purchase, sale or next day events, which were saved in a
separate excel file.

Description of the Internet Game

The study used an online stock exchange simulator (available at the following
address: http://www.gry.jeja.pl/33976,symulator-gieldy.html). As in the previous
game, the test person’s task was to achieve a positive balance after 20 min. The
game differed from the previous one in that the player had only one company and
the capital of 300 PLN at his disposal. The chart moved every 1 s, so the player
had to make a quick decision. The red line talked about the buy price and the green
line about the sell price. After the transaction, a dot was marked on the chart, which
said at what point in time the transaction was concluded. During the game, a film

http://www.gry.jeja.pl/33976%2csymulator-gieldy.html
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Fig. 23.1 Screenshot of the game during trading

Fig. 23.2 Screenshot from an online stock market simulator

from the desktop was recorded (see Fig. 23.2), as well as buy and sell events and the
corresponding time.

Electrodes Used in the Research

The cap was used with eight electrodes connected, distributed in F7, F8, F3, F4,
Cz, Pz, P3 and P4. The channels were arranged according to the international 10–20
system. The electrodes required a moistened cap in order to improve conductivity.
The sampling frequency was 500 Hz.
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Questionnaire on the Game

The participants answered a series of questions assessing previous experience with
the stock exchange. The participants were asked whether they had ever invested
in the real stock market (among all the respondents no one invested in the stock
market), whether they participated in classes/courses (also the answer was negative),
and whether they knew the mechanism associated with the stock market earlier (the
answer was positive among all the respondents).

The last questions were about the game itself, more specifically which elements
of the game should be improved according to them, which game is ‘better’ according
to them, as well as in which situations they think that their involvement has increased
and in which it has been decreasing.

Analysis of Data

All data were analysed using MATLAB version R2017b.
Events such as blinking of eyes, head movements or body movements may cause

undesired data in the EEG recording. Most EEG analyses require removal in order
to identify medical problems. However, this is not a problem to analyse the game.
Such events are common in the daily game [10].

The EEG spectral signal was analysed using a fast Fourier transform (FFT) and
an overlapping 3-s time frame with a jump of 1 s for Delta (0.5–3.9 Hz), Theta
(4–7.9 Hz), Alpha-1 (8–10.9 Hz), Alpha-2 (11–13.9 Hz), Beta-1 (14–19.9 Hz), Beta-
2 (20–29.9 Hz) and Gamma (30–35 Hz).

Measuring the level of engagement is one part of determining the player’s expe-
rience while playing a computer game. Hockey [3, 6] used the distribution of elec-
trodes, which use the frontal lobe and temporal and parietal lobe connected in four
places. Using the ratio of EEG bands [Beta/(Alpha + Theta)] (see Table 23.1).

In order to examine emotions accompanying the game, a facial expression of the
face of persons participating in the games was recorded. The film had a 3840×2160
resolution (29 frames per second). For next cages of the film, 68 describing points
were set key facial structures. The location of these points allows certain Facial
Action Coding System (FACS) codes to be determined. It was originally created
and published by the Swedish anatoma Carl-Herman Hjortsjö (Hjortsjö 1969), was
subsequently adopted and corrected by Paul Ekman, Wallace V. Friesen and Joseph
C. Hager [1, 2]. Their proposed codes which gives us way to easier detect emotions.

Table 23.1 Description of
the indices used in the
research

Formula Method of counting

Index 1
[5]

Beta-1/(Alpha-1 +
Theta)

Average after all
electrodes, i.e. F3, F4,
F7, F8, Cz, P3, Pz, P4

Index 2
[5]

Beta-2/(Alpha-2 +
Theta)

Average after all
electrodes, i.e. F3, F4,
F7, F8, Cz, P3, Pz, P4
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Fig. 23.3 Distances used to determine the EAR index for the eye: a left; b right

Eyelid closure (AU 7) can be detected on the basis of the index eye aspect ratio
(EAR) [12] (Fig. 23.3):

EAR = ‖p2 − p6‖ + ‖p3 − p5‖
2‖p1 − p4‖ , (23.1)

where p1, p2, . . . p6 are the 2D landmark locations.
In the case of a 68-point system, the above formula for the left eye can be defined

as follows:

EARL =
∥
∥
∥ �P37 − �P41

∥
∥
∥ +

∥
∥
∥ �P38 − �P40

∥
∥
∥

2
∥
∥
∥ �P36 − �P39

∥
∥
∥

, (23.2)

where �P36, �P37, . . . are vectors representing points, || ||—measure of distance.
Whereas, for the right eye, the formula is expressed as follows:

EARR =
∥
∥
∥ �P43 − �P47

∥
∥
∥ +

∥
∥
∥ �P44 − �P46

∥
∥
∥

2
∥
∥
∥ �P42 − �P45

∥
∥
∥

. (23.3)

The face in the picture may be of different sizes. When calculating any indices, a
standardization factor is necessary. The majority of points is transferring under the
influence of emotion. The only relatively invariable points are the points defining the
corners of the eyes. On their base, it is possible to calculate the width of eyes, from
which it is possible to appoint the standardizing factor (Fig. 23.4):

NORM = ‖p36 − p39‖ + ‖p42 − p45‖
2

(23.4)
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Fig. 23.4 Distances used for eye normalization: a left; b right

Raising the cheeks (AU 6) always involves raising the corners of the mouth
upwards. The cheek lift index can be calculated from the points representing the
corners of the eyes (points 36 and 45) and the corners of the mouth (points 48 and
54) (Fig. 23.5). Cheek lift always involves reducing the distance between the corners
of the mouth and the corners of the eyes. Unfortunately, this distance is also affected
by the dilatation and narrowing of the mouth. Therefore, the distance between the
corners of the mouth and the corners of the eyes cannot be used to calculate the
index. For this purpose, the displacement between these points along the y-axis in
the local coordinate system of the face should be measured. The horizontal axis of
such a system may be the vector �E = �P45 − �P36, which is the difference between the
points representing the corners of the eyes. The position of these points is relatively
stable, and their up–down shifts are rare and small, but most often synchronized with
each other. Determining the vertical axis is more problematic. The points of the outer
envelope of the face are subject to considerable displacement when the face rotates.
Points of the eyebrow, eyes and the mouth strongly are moving under the influence
of the facial expression. The most stable seem to be the points marking the line of the
nose. Unfortunately, these points are transferred towards themselves along the axis
perpendicular to the camera. This causes them to move while moving their heads.
As a result, the y-axis is a vector �E ′, which is perpendicular to the vector �E .

For outlining the vector �E ′, determined the vector �E and �N = �P33 − �P27.
The vector �N is the difference between points 33 and 27, which are the extremes

of the nasal line. The vector �E was reduced to the form of a unit vector:

�EN = �E
∥
∥
∥ �E

∥
∥
∥

, (23.5)

the vector was handled in a similar way �N :

�NN = �N
∥
∥
∥ �N

∥
∥
∥

. (23.6)
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Fig. 23.5 Determination of the index CHEEKL

The vector �E ′ perpendicular to �E can be determined from the formula:

�E ′ = �NN −
( �NN ◦ �EN

) �EN , (23.7)

where ◦ is scalar product.
In order to be able to determine �E ′, vectors �NN and �EN must not be parallel,

which is never the case with a face. The vector �E ′ is reduced to the form of a unitary
vector:

�E ′
N = �E

∥
∥
∥ �E

∥
∥
∥

. (23.8)

The left cheek lift indexCHEEKL requires the calculation of a vector �CL = �P48− �P36,
which is the difference between the vectors determining the position of the left corner
of the mouth and the left corner of the left eye. The index CHEEKL will take the
following form:

CHEEKL = �CL ◦ �E ′
N

NORM
=

( �P48 − �P36
)

◦ �E ′
N

NORM
, (23.9)

Similarly, you can calculate an index CHEEKR for the right cheek:

CHEEKL =
( �P54 − �P45

)

◦ �E ′
N

NORM
, (23.10)
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Fig. 23.6 Determination of the index

Elevation of the mouth angle (AU 11, AU 12) and lowering of the lower lip ends
(AU 15) is connected with the movement of the mouth angles in relation to the
lower lip. An index to help detect these codes can be determined from the vector
�LL = �P57 − �P48, which is the difference between the vectors determining the centre
of the lower lip and the left corner of the mouth (Fig. 23.6). For the left corner of the
lip, this index (LIPSL) will have the following formula:

LIPSL = �LL ◦ �E ′
N

NORM
=

( �P57 − �P48
)

◦ �E ′
N

NORM
. (23.10)

If for a given FACS code we assume the symmetry of the mouth system, it is
enough to determine only the index LIPSL. Otherwise, the index LIPSR or the right-
hand corner of the mouth should be determined:

LIPSR =
( �P57 − �P54

)

◦ �E ′
N

NORM
. (23.11)

Lowering the eyebrows (AU 4) is associated with the displacement of the middle
part of the eyebrows in relation to the corner of the eye. The index for the detection
of eyebrows lowering can be determined on the basis of the vector �BL = �P36 − �P19,
which is the difference between the vectors determining the left eye corner and the
centre of the left eyebrow (Fig. 23.7). For the left eyebrows, this (BROWL) index
will have the following formula:

BROWL = �BL ◦ �E ′
N

NORM
=

( �P36 − �P19
)

◦ �E ′
N

NORM
. (23.12)
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Fig. 23.7 Determination of the index BROWL

For the right eyebrows, the index (BROWR) will have the following formula:

BROWR =
( �P45 − �P24

)

◦ �E ′
N

NORM
. (23.13)

23.3 Discussion

The main objective of the pilot study was to assess the engagement and emotions in
decision-making. As a result, it was determined whether a person without experience
is active in the game and what emotions accompany him/her. The analysis was based
on the MATLAB program and data from the relevant situation, i.e. purchase or sale.
Among the most important results, we can mention:

(1) The first 5min of gameplay among the respondents indicate that the involvement
in the game is low due to the fact that they familiarize themselves with the whole
game interface, how it all looks like. This is in line with the opinion of the
respondents,whichwas expressed in the questionnaire. The study disagreeswith
one opinion, as the study found that at the beginning of the game his involvement
was high. Figure 23.8 shows charts of the tested engagement indices from the
initial phase of the gamewhen buying shares, while the red dots in the screenshot
indicate where the player is looking at a given moment. At this point in time,
the indices have shown an increase, but it is not very significant.

(2) The biggest engagementwas observed during the next 10min. The player knows
what to do, how the mechanism of the game works. He wants to achieve the
best possible result. The last 5 min of the game might seem that the engagement
in the game should be the biggest, because I want to improve my score, but on
the contrary, the engagement is low.
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Fig. 23.8 Screenshot of the game while buying action

Figure 23.9 shows situations from about 12 min, where the researched person
sells his or her shares and at the same time, you can see that, in this case, the
engagement is growing. This is probably due to the fact that the player is excited
about the profit achieved from one company. This can be seen from where he
was looking at the moment.

(3) Usually, when the researched person clicked the next day and held shares in
his/her portfolio, his/her engagement increased (Fig. 23.10). We can suppose,
because after clicking she was looking at the state of the portfolio and whether
the shares of a particular company bring her profit on that day.

(4) It is noteworthy to compare the average engagement during buying and selling
throughout the game (Table 23.2). In the majority of respondents, the average
engagement during the sale was higher than during the purchase. It can be
assumed that this is due to the fact that by selling, they do not know exactly at
what price the transaction will be executed, they hope that the transaction will
be profitable. In most cases, when after the transaction the respondent saw that
he or she had made a loss—the engagement fell, and when made a profit—the
engagement grew.
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Fig. 23.9 Screenshot of the game while selling action

(5) Referring to the Internet game, the engagement of the respondents was higher
at the time of sale (Fig. 23.11). Probably because, after buying the shares, they
were waiting for the right moment to sell in order to make a profit from the
transaction. If the course was going in the opposite direction than they thought,
their engagement was falling.

(6) The majority of people while playing managed to detect the happiness, as evi-
denced by the combination of cheek raiser and lip corner puller. Figure 23.12
shows the situation just described, which can be seen in cheek and lips charts. In
addition, there are graphs depicting eye and brow and a screenshot of the game
at a given time. The blue line in the graph reflects the left part of the body, while
the red line reflects the right part. Nevertheless, there were not many of these
cases and in most people, it can be said that indifference was accompanied by
indifference, but this cannot be clearly stated due to the fact that the number of
people surveyed was too small.

(7) According to the opinions of the respondents, 4/5 of them stated that game
in MATLAB was better than online game. The main argument in favour of
this was the greater number of companies to invest in, and also the people
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Fig. 23.10 Screenshot of the game while clicking on the button ‘Next day’

surveyed believed that the game in MATLAB is more complicated, which in
turn translated into the statement obtained. Despite the fact that the persons
surveyed have no experience in investing, they stated that the game inMATLAB
was more realistic.

Given the low involvement in the game (see Table 23.2), and that the game does
not arouse much emotion. We should consider introducing elements from typical
games, e.g. additional bonuses for good decisions and buying additional companies.
It is possible to go in other direction, i.e. to create a real game with elements of the
exchange, e.g. if you want to buy a better weapon and in order to do this you have to
invest virtual money on the exchange first, if you get a positive result chosen by our
item will be bought, otherwise the item will be lost. In this example way, we are able
to arouse greater interest in the game, while retaining the mechanisms of the stock
exchange.

These proposals should be understood in the context of certain limitations. The
first is that the pilot study is a preparation for a larger study, hence the small sample
for the moment. The next step will be to establish the reliability of the EEG by using
a larger sample of participants to ensure that the current results are not an anomaly
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Table 23.2 Average engagement in buying and selling for a Index 1 b Index 2

Mean Std. deviation Min Max

(a)

Study 1 Buy 0.65 0.38 0.14 1.71

Sell 0.58 0.46 0.00 2.12

Study 2 Buy 0.23 0.35 0.00 1.56

Sell 0.33 0.29 0.00 1.02

Study 3 Buy 0.43 0.34 0.00 1.81

Sell 0.48 0.31 0.00 1.31

Study 4 Buy 0.31 0.29 0.00 1.17

Sell 0.32 0.28 0.00 0.98

Study 5 Buy 0.13 0.24 0.00 1.09

Sell 0.10 0.20 0.00 0.74

(b)

Study 1 Buy 0.65 0.38 0.14 1.71

Sell 0.58 0.46 0.00 2.12

Study 2 Buy 0.23 0.35 0.00 1.56

Sell 0.33 0.29 0.00 1.02

Study 3 Buy 0.43 0.34 0.00 1.81

Sell 0.48 0.31 0.00 1.31

Study 4 Buy 0.31 0.29 0.00 1.17

Sell 0.32 0.28 0.00 0.98

Study 5 Buy 0.13 0.24 0.00 1.09

Sell 0.10 0.20 0.00 0.74

due to the small sample size. In addition, it is necessary to include changes in the
research procedure, i.e. to add more companies to the investment, to improve the
understanding of the profits made from the transaction, and to introduce elements
that will make the game more playable and evoke greater emotions.

23.4 Conclusions

The results of research aimed at checking whether a game purely related to investing
arouses any emotions and engagement. Therefore, itwas decided to analyse situations
in which the respondents bought or sold shares. On the basis of the players’ opinions,
it was obtained that the biggest engagement was in the so-called middle phase of
the game, but still the engagement was low and during this period, the emotions
accompanying them were negligible.
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Fig. 23.11 Screenshot from the game while waiting for the right moment to sell

It should be taken into account that these findings are based on a relatively small
sample size and future research will be needed in order to extend the results to a
methodological approach to assessing the interest in the game after not only analysing
engagement, emotions, but also adding further indices from other categories, such as
concentration. Nevertheless, these results confirm the view that the purely investment
gamedoes not arouse emotions and involvement is relatively low.Therefore, the game
should be extended to include elements that increase playability, while maintaining
its educational value.
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Fig. 23.12 Screenshot from the game showing emotions
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Chapter 24
Methods of Examining the Neuronal
Bases of Financial Decisions

Mateusz Piwowarski, Konrad Biercewicz and Mariusz Borawski

Abstract Simulation games are often used to learn how to invest in the stockmarket.
They allow you to get to know the tools and mechanisms of investing in financial
markets. However, sometimes it is difficult to explain some investors’ behaviour.
Decisions are made under the influence of various emotional states. Using modern
measurement methods, such as EEG ormicroexpressionmeasurements, it is possible
to study and analyse human behaviour resulting from various external stimuli.

Keywords Behavioural finances · Stock market simulators · Cognitive
neuroscience · EEG · Microexpression

24.1 Introduction

Behavioural economics is a research trend which is taking achievements of psy-
chology into account, of sociology, as well as other social science in economic
studies. In this way, it gives the economy a more realistic basis for explaining many
economic phenomena, while verifying the assumptions of the neoclassical econ-
omy [45]. A lot of various directions were educated in frames of behavioural eco-
nomics (often not correlated closely with oneself), like experimental economics,
behavioural macroeconomics, neuroeconomics or behavioural finances. Talking
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about behavioural finances, one should emphasize that examinations in this area
concern two assumptions well known for the theory of finances: founding markets
about the effectiveness and establishing the decision of investors about the rationality
[39]. Through a lot of past years, assuming the rationality of the market was a base
of the decision-making theory about behaviours of investors on stock exchange mar-
kets. However, it has often turned out that without understanding human behaviours
(of investors), it is hard to understand real functioning of financial markets.

Threads connecting the psychology among others to finances turned up at the
literature on the subject much earlier, and then an area of behavioural finances was
defined. It is possible here to summon even if well-known classical economist of
Adam Smith, which in 1759, in one’s book [42] kept an eye on the psychology
department of the man in the context of financial decisions. Other example can be
even if Keynes [28] which compared the investment activity to a beauty contest, in
which investors are driven by choices of assets attractive from a point of view of
other investors [27]. Along with the development of behavioural finances, as fields
of finances, many different attempts for her to define appeared [2, 33, 39]. They show
the relationship between human psychology and financial decision-making and its
impact on financial markets. In some definitions, we will find calling to the imperfec-
tion the human in the context of behaviours of entities showing human restrictions [5].
Daniel Kahneman had a considerable contribution to the development of behavioural
finances, Nobel Prize winner (in 2002) who received “for integrating psychological
testing methods with economic studies”. Behavioural finances, although more and
more large crowds are finding supporters as well as are finding more and more big
applications, are also being subjected to the criticism [5, 34]. Next, Richard Thaler
claims that behavioural finances are finding application, have tools which some prob-
lems allow to explain, in some circumstances [44]. Thaler and Barberis are dividing
subjects of which behavioural finances are taking care even [3].

Examinations conducted in frames of the field of behavioural finances include
the issue of cognitive illusions, with which investors are surrendering at forecasting
price courses on the stock market, as well as analysis of processes of the decision-
making among others at the selection of assets to the investment portfolio and of them
with sale. To describe this type of phenomena, various types of descriptive decision
models and investment behaviours are formulated, in which the psychological singu-
larities of the stock exchange are taken into account [51], e.g. behavioural portfolio
theory [40]. Empirical checkingmodels are not a simple task to do and is taking time.
With the help, here two fields which developed in frames of economics are coming:
behavioural game theory [47] and experimental economics [12]. First from them,
it is connecting the game theory (rational behaviours of players) with behavioural
psychology (examining real behaviours of people), in which observation of play-
ers, decisions made by them (strategies) are being made in laboratory conditions.
Experimental economics is giving to the possibility of experimental testing models
at different adjusting parameters what allows among others for better understanding
manners of the decision-making, or also individual behaviours, e.g. of participants
in the financial market. Many human mental processes are subconscious, therefore
using of various methods, research models and explanations of economic (including
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financial) behaviour are even more complicated. Relying only and exclusively on
declarations of the human concerning his states of mind can undermine the cred-
ibility of conducted examinations. People sometimes behave differently than are
declaring, not always turning over just from it to the rightness [49]. Essential so, in
the context of the credibility of examinations using measurement techniques with
which they will provide us is happening information about reasons of the conduct of
the human, his reaction to certain events, without the need to appeal to behaviours
conscious of him, or interpretation. Techniques of the measurement and analyses of
neurophysiological processes are giving us such a possibility [51]. A field of knowl-
edge which is dealing with using techniques of inspecting neuronal economic bases
of a decision is being called neuroeconomics [11, 22]. These techniques let the face
the reading and analysis of impulses generated by brain, cardiac muscles, muscles
(microexpressions), surface of the skin (electrical conduction) and the like.

The aim of this publication is to present the possibility of using selected methods
of cognitive neuroscience (EEG, GSR, HR) and supporting methods (measurements
of microexpression) to study the emotional states of financial market participants.

24.2 Exchange Market Simulators

The financial market is the place where financial instruments are bought and sold.
We can buy or sell shares (equity securities), bonds, currencies, futures contracts,
etc. We can also buy or sell shares (proprietary securities), bonds, currencies, futures
contracts, etc. Behind this type of transactions, there are specific decisions which
require appropriate theoretical knowledge, i.e. knowledge of terms related to the
functioning of a given market (e.g. stock exchange), understanding market trends,
acquaintances of tools functioning on the given market, etc. Moreover, one should
possess a skill of analysing specific situations, not to say the entire markets and sens-
ing good moments for making a decision. Investing own financial means, by trading
in real cash, investors are succumbing to emotions, sometimes so considerable that
they can obscure reasonable grounds for action. Appearing impatience, or desire for
the maximization of profits (in varying conditions), can cause loss of invested funds
or keeping profits. Exaggerated surrendering oneself for emotions is able to bring
to ruin even experienced investors, acquainted with the financial market. Therefore,
individual psychological predispositions are important whichwill let, e.g., reduce the
unnecessary risk. Behavioural finance, which tries to explain the issues of cognitive
illusions and analyses the processes of making financial decisions, is the subject of
research in this area.

Simulation games help to keep the emotions on the rein, especially for beginner
investors. They allow you to verify your ideas about investing in the financial market,
such as the stock exchange, and also allow you to get to know the tools offered by
the stock exchange. They are giving to the possibility of testing, e.g., of the most
popular types of orders, such as Stop Loss, Buy Limit, Sell Limit, Sell Stop, Buy
Stop, etc. They provide an empirical insight into the functioning of, e.g., financial
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leverage, short selling andmany other mechanisms. Stockmarket simulations, as this
will be particularly the case with the analysis, are an excellent training before the
start of real investment activities. They enable decisions to be made using similar or
the same tools that are available to real stock market investors. However, they forgive
investment errors (which will certainly occur) and teach humility and patience. They
also partly answer the question whether you are adequately prepared to enter the real
world of financial investments.

There are many stock market simulators available on the market (stock market
games). They partly differ in terms of functionality and purely technical solutions.
Some of them are demo versions of existing trading platforms, others are tools that
reflect the specificity of trading on the stock exchange, but do not reflect a specific
environment. Some stock market simulators are implemented as web applications
running in different environments (operating systems), and in order to use them,
they have to be downloaded and installed. Other simulators are available through a
web browser, and the basic requirement is to register on the website and open an
account. To known simulators of stock exchange, global markets (not all of them)
include: Wall Street Survivor (https://www.wallstreetsurvivor.com), Best Brokers:
Stock Simulator (available on Google Play and App Store platforms), Investope-
dia Stock Simulator (https://www.investopedia.com/simulator), Stock Trainer: Vir-
tual Trading (available on Google Play platform) and MarketWatch (available on
website: https://www.marketwatch.com). There are also several simulators of this
type on the Polish market, adapted to the Polish reality (in the Polish language
version), for example, platform GPWtr@der (https://sigg.gpw.pl), GraGieldowa.pl
(https://gragieldowa.pl) or Wirtualny Inwestor (https://www.pakietprzedsiebiorcy.
pl/wirtualny-inwestor).

Wall Street Survivor is a browser game, so you do not have to download and
install software. Uses counterfeit cash ($100,000 to start the game), but provides real
action prices. The platform provides glossaries, courses, which are designed to help
understand the functioning of stock markets. Players can join a so-called training
league or create their own leagues in order to adjust the level of competition to
experience. Access to the game is free of charge. An example of a simulator screen
is shown in Fig. 24.1a.

Best Brokers: Stock Simulator is a simulation game available as an application
for Android and iOS platforms. It provides a wide range of stock markets, including
the ability to operate on assets such as Bitcoin and Ethereum cryptovalutes. It offers
a number of investment options as well as many interesting order-related functions,
such as the ability to place orders outside trading hours. In such situations, the
application informs how long it will take to open a particular market, and at the
same time plays an informative role with respect to the operating hours of individual
exchanges. In addition, Best Brokers offers many training materials, such as videos.
Access to the game is free of charge. An example of a simulator screen is shown in
Fig. 24.1b.

Stock Trainer: Virtual Trading is an application available for the Android envi-
ronment. It gives the possibility to choose from many regions and, as a result, makes
available many related stock markets. The simulator is relatively easy to use; it pro-

https://www.wallstreetsurvivor.com
https://www.investopedia.com/simulator
https://www.marketwatch.com
https://sigg.gpw.pl
https://gragieldowa.pl
https://www.pakietprzedsiebiorcy.pl/wirtualny-inwestor
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Fig. 24.1 Example screens of stock exchange simulators: a Wall Street Survivor, b Best Brokers:
Stock Simulator, c Stock Trainer: Virtual Trading. Source Product owners’ materials

Fig. 24.2 Example screen of Investopedia Stock Simulator. Source Product owners’ materials

vides a lot of information necessary in the investment process (it uses realmarkets and
their data) although the graphical interface itself is not its strongest point. Examples
of application functionalities include: management of own and observed portfolios,
support for Stop Loss and limit orders, information about the highest profits and
losses, or stock charts from 10 years ago. Access to the game is free of charge. An
example of the simulator screen is shown in Fig. 24.1c.

Investopedia Stock Simulator is a simulation game available from the Investope-
dia website (www.investopedia.com). It is a comprehensive stock market simulator
(with access to an advanced package) in which stock market news and informa-
tion are integrated with the investment platform. This gives the impression of a real
trading environment on the stock exchange. In addition, you can participate in com-
petitions that allow you to individually assess your investment skills. The simulator
is characterized by a high level of competition between market participants and gives
the feeling of gamification. Access to the game is free of charge. An example of a
simulator screen is shown in Fig. 24.2.

http://www.investopedia.com
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Fig. 24.3 Example screen of MarketWatch Simulator. Source Product owners’ materials

MarketWatch, is a stock market simulator available through a web browser
(responsive interface) from the MarketWatch financial service (https://www.
marketwatch.com/game). Allows you to buy shares in real time using your virtual
wallet. It allows you to set the size of your initial budget, set Stop Loss and limit
orders, execute short selling, etc. You can create a private or public game within the
platform and join an existing one. Rankings of users and games are made available
as an additional mechanism of competition. An internal chat (social element) is used
to interact with other market participants. Access to the game is free of charge. An
example of the simulator screen is shown in Fig. 24.3.

Exchange games and simulators give beginner investors a chance to get to know
the principles of financial markets. For more experienced traders, it is possible to
compare their trading methods, strategies and techniques used by other players. Cer-
tainly, such games do not fully reflect the nature of investing real financial resources.
The degree of emotion and engagement in decision-making are different in the real
world and different in the virtual world. However, the users of exchange simula-
tors perform the same actions as on the real market. They have to make decisions
about buying, selling securities, cutting losses,making profits, developing investment
strategies, etc. Properly motivated (competitiveness, possibility of getting awards)
want to achieve the best possible results. Different emotional states appear in them,
at different moments they react differently to the situation. As is well known, emo-
tions do not go hand in hand with rational decisions. In addition, the impact of
the environment, the behaviour of other market participants (players), the reaction to
official announcements from companies and other incoming information can destroy

https://www.marketwatch.com/game
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even the best developed investment strategies. It is therefore worth examining and
analysing the behaviour of investors, in particular the emotional states associated
with the investment process. Traditional methods (interviews, surveys, etc.) do not
obtain this type of information. Emotions and other feelings are born in the brain,
and people are not always aware of them. There are, however, measurement methods
that allow to record even the most subtle signals sent by the human body.

24.3 MeasuringMethods in Examining an Emotional States

For examining emotional states of people, modernmeasurement techniques are more
andmore often exploited. The part from them allows for the registration of datawhich
it is possible to recruit based on detailed observation of the examined object, e.g.
facial expression of the face. It won’t manage however to obtain some data without
the specialist measuring equipment and the explored domain knowledge. Data is
being ranked among this category (signals) coming from the inner life of the person,
(so-called psychophysiological), in particular from the human brain.A cognitive neu-
rolearning is dealing with these issues. Cognitive neuroscience is a part of different
fields which examinations of the mind are exploiting, that is in particular neuro-
science, mathematics, linguistics, physics, psychiatry [25]. Neuroscience focuses on
the course and analysis of brain processes, but not on the biological structure of the
brain. The development of neuroscience, that it was finding application in more and
more new areas. Economics, but more precisely analysing economic behaviours are
one of them, e.g. in the decision-making on the stock market [35]. Possibilities of
the cognitive neurolearning result mainly from the development of techniques of the
measurement of the activity of the brain and the connection with other technologies
[10].

It is possible to divide methods of the cognitive neurolearning in four main cate-
gories [51]: brain neuroimagingmethods, psychophysiologicalmethods, single nerve
cell examination and neuropsychological methods. In the context of the economic
research, above all methods are being used of neuroimaging and psychophysiologi-
cal.

Brain neuroimaging methods enable observation and analysis of changes in
brain activity (or rather its fragments) depending on the activities performed. The
most commonly used measuring techniques include: electroencephalogram (EEG),
positron emission tomography (PET) and functional magnetic resonance (FMRI)
[25, 51]. Due to the availability of devices and the complexity of research processes
of these three techniques, EEG finds the greatest practical application in studying
economic phenomena.

Psychophysiological methods enable to correlate different intellectual functions
with physiological sensations, like the growth of the blood pressure, the increased
pace of the action of the heart, increased skin conduction or also moves of muscles
of the face. Used measuring methods most often from this group include measure-
ments of the skin-galvanic reaction (GSR—galvanic response skinhead), measure-
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ment of the pulse (HR—Heart Rate), or e.g. evaluation of the function of muscles
and nerve (EMG—electromyography). Moreover, measurement techniques which
they are replacing are being exploited or are assisting psychophysiological methods,
like in case of measurements of the microexpression (facial expressions of the face).
Electrodes from EMG are being replaced with cameras about the high resolution
which moves of muscles of the face are tracking.

24.3.1 Electroencephalography

Electroencephalography (EEG) is a non-invasive diagnostic method, in which with
the electroencephalograph, the notation of the bioelectric activity of the brain is
being read out (of neurons). An important part of it are electrodes placed on the
head of the examined person, which are registering the electrical potential in a given
place. Next he is strengthened, and signals are being recorded in the form of the
electroencephalogram. This potential is a resultant of potentials of all sources of the
electric field, that is apart from the electric activity of the brain, also of outside activity
(e.g. of electromagnetic interference). The EEG signal has an individual course for
every person, but is subject to peculiar changes depending on existing psychophysical
factors [25]. In case of the healthy human, it is possible to distinguish certain rhythms,
so-called EEG waves about the different frequency and the amplitude, which can
however change along with age. The most frequently distinguished types of waves
include [4, 25]:

– Alpha waves (frequency 8–13 Hz, amplitude approx. 30–100 µV) are, e.g., asso-
ciated with low cognitive activity and relaxation,

– Beta waves (12–30 Hz, up to 30 µV) show how much the cerebral cortex is
involved in cognitive activities, and their small amplitude is visible during attention
concentration,

– Theta waves (4–8 Hz), are related to e.g. cognitive activity, and primarily concern
memory processes,

– Delta waves (up to 4 Hz) are mainly noticeable in the sleep phase,
– Gamma waves (26–100 Hz) are related to consciousness, perception and mental
activity.

The recording of the EEG signal should run in appropriate conditions, i.e. in
the low-lighted room, and the examined person should sit down comfortably on the
armchair or the chair. Electrodes are being put on the head, of which the location
closely is determined.A process bequeathed to the recording of the EEG signalwhich
is on a computer is taking place after the preliminary process of the calibration. After
the test is completed, the signals are processed and the results are interpreted.

For the purposes of examinations, electrodes on the scalp aremost often assembled
according to guidelines of the system 10–20 [25]. In it, 21 electrodes are being used,
where 19 electrodes are being put in appropriately designated places of the surface
of the head and 2 referential electrodes located in regions of ears (Fig. 24.4).
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Fig. 24.4 System of 10–20 locations of electrodes; a left part of head and b top part of head [29]

Electrodes have their symbolism (letters and digits), where the letters denote the
cerebral cortex on which they are placed, and the numbers the appropriate side:
even right, odd left. The F letter means the frontal lobe (Lat. frontalis), T—the
temporal lobe (temporalis), P—parietal lobe (parietalis), O—occipital (occipitalis),
C—Rolando’s fissure. Electrodes mounted along the line connecting the nasal cav-
ity with occipital nodule are marked with a small letter z. Table 24.1 contains the
symbolism of electrodes along with their location on the surface of the head.

While EEG examining apart from desired EEG signals, these undesirable, i.e.,
so-called artefacts, are also being registered. So the registered signal is a resultant of
all potentials of the electric field, in it of disruptions coming from different technical
devices (e.g. of power grid), or of physiological interferences (moves of eyeballs,
muscle tensions, and the like). Various methods and devices are being used for the
detection of artefacts. Frequency methods are often used to detect the dominant fre-
quencies in the recorded signal. Removal of frequencies detected as deviating from
the frequency of the EEG signal can be done in various ways, e.g. using classi-
fiers, subtracting the interfering signal from the EEG signal, or using Blind Source
Separation (BSS) technique, including Independent Component Analysis (ICA). In
eliminating undesirable signals, a filtration is usually the first step (upper-capacity
and low-pass filters), applied in order to cut the frequency out of range 1 up to 50 Hz
(brainstorms are oscillating in this respect). The purified signal is undergoing further
conversions in order to single out features which constitute the neurophysiologi-
cal reply of the brain to the set stimulus from the signal (is regarding experimental
studies). Frequency analysis allows for singling out from the full EEG signal his com-
ponents (it is possible to make it e.g. with the transformation of Fourier), and next to
make analysis of his features, e.g. amplitudes. Knowing ranges of wavelengths which
are answering distinguished kinds (for rhythms) of waves: alpha, beta, gamma, and
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Table 24.1 Symbolism of electrodes in the system 10–20 and areas of the brain, from which the
recording of signals is taking place [29, 38]

Electrode symbolism Surface of the head Area of the brain, which the registration of
the activity is taking place from

Fp1, Fp2 Left, right hemisphere The frontal lobes of the brain (leading or
prefrontal electrodes)

F3, F4 Left, right hemisphere Surrounding of the frontal lobes of the brain
(central frontal electrodes)

F7, F8 Left, right hemisphere Orbital, anterior temporal and lateral frontal
regions of the brain (lower or anterior
temporal frontal electrodes)

Fz Half-way line Surrounding of the central and medial frontal
region (central frontal electrode)

T3, T4 Left, right hemisphere Anterior temporal and central temporal
regions of the brain (central temporal
electrodes)

T5, T6 Left, right hemisphere Posterior temporal regions of the brain
(posterior temporal electrodes)

C3, C4 Left, right hemisphere Areas of Roland’s fissure

Cz Half-way line Central and medial area (central–medial
electrode)

P3, P4 Left, right hemisphere Cerebral parietal area (parietal electrodes)

Pz Half-way line Central and medial parietal area (parietal
electrode)

O1, O2 Left, right hemisphere Occipital region of the brain (occipital
electrodes)

A1, A2 Left, right hemisphere Middle temporal area (ear electrodes,
reference electrodes)

the like it is possible to examine specific intellectual phenomena [7, 25, 29]. For
the purposes of examinations from changes including observation and analysis of
the activity of the brain depending on performed activities, he was drawn up and
implement author’s system.

24.3.2 Microexpression

The face of the human is a medium showing emotions, and the transmission of emo-
tion can partly be controlled. To a certain extent people can shape one’s “emotional
image”. However, the part of shown emotions is apart from the deliberate control,
and they are manifesting itself with small, short moves of muscles of the face (frac-
tions of seconds). They are called the microexpression. They are pointing out to an
emotional states truly gone through, which are becoming apparent even when they
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don’t want to detect them [17]. They make it possible to determine what a person
really feels, and even detect the moments when they lie. There are many examples of
such analyses, such as analyses of the truthfulness of speeches made by politicians
(published on the Internet). Microexpression studies can be carried out on the basis
of EMG, whose aim is to evaluate the function of the muscular and peripheral ner-
vous system. They can also be carried out with the use of high-resolution cameras,
so-called face readers (Face Reader). In the following part of this publication, the
technique of microexpression recognition with the use of a facial features reader will
be briefly presented.

On the human face, it is possible to indicate sensitive points which a detailed
analysis allows to read out microexpressions. Based on photographs or films, it is
possible to a certain extent to automate the process of defining emotion. There are
ready-made tools (programs), in which facial expression recognition algorithms have
been implemented. They are also available specialize libraries containing functions
which it is possible to exploit at creating author’s solutions. They are usually these are
multi-platform libraries of the general-purpose, containing the large range of special
tools, e.g., of statistical machine learning. Thanks to such libraries programmers can
create solutions more fitted to research needs.

For the purposes of research on the analysis of users’ behaviour in the context
of making financial decisions, an original system for recognizing emotions has been
developed. This system is detecting and is analysing microexpressions, based on
which it is possible to recognize emotions of investors in the moment of making
decisions by them. This system uses a set of tools (library dlib) to detect and label
key facial structures in the face region. For facial detection, the classic Histogram
of Oriented Gradients (HOG) feature combined with a linear classifier, an image
pyramid, and sliding window detection scheme was used. Detection of key facial
structures in the face region is performed by pose estimator, implemented on the
basis of the method described in the article [26]. Pose estimator was tested on iBUG
300-W face landmark data set [37]. This library for the indicated image provides the
location and size of the area occupied by the face and 68 points describing the key
facial structures (Fig. 24.5).

Points from 0 to 16 determine the outline of the face, 17–21—left eye-
brow, 22–26—right eyebrow, 27–35—nose, 36–41—left eye, 42–47—right eye,
48–59—the external contour of the lip, 60–67—internal contour of the lip. These
points are being used for the identification of emotion. Their identification is facil-
itated by the Facial Action Coding System (FACS), which introduces a taxonomy
of human facial movements. It was originally created and published by the Swedish
anatoma Carl-Herman Hjortsjö [24], which was subsequently adopted and corrected
by Paul Ekman,Wallace V. Friesen and Joseph C. Hager [16, 18, 23]. Their proposed
codes are shown in Table 24.2.

Intensities of FACSare annotated by appending lettersA–E (forminimal–maximal
intensity) to the action unit number:A—trace;B—slight;C—marked or pronounced;
D—severe or extreme; E—maximum.
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Fig. 24.5 Characteristic facial points describing key facial structures [18]

24.4 Determination of Behavioural Indicators

In order to determine behavioural indicators describing human behaviour in specific
situations, data obtained on the basis of various measurement techniques are used. A
discussed earlier electroencephalography (EEG) is one of such techniques which let
the recording of electrical signals coming from various parts of the brain. Another
technique that allows the recording of physiological changes is the measurement
of skin-galvanic reaction (GSR). They are being carried out with the galvanometer
measuring electrical conductivity of the skin, changing depending on general stimu-
lating the sympathetic nervous system. Activation of the autonomic nervous system
is associated with physiological stimulation, so changes in the skin’s electrical resis-
tance can mean experiencing feelings or spontaneous response to a stimulus [9, 14,
32]. Physiological data can also be obtained by heart rate measurements (HR). Such
a measurement is usually being conducted on the wrist of the hand or on the chest,
where is being registered frequencies of the heartbeats within the minute [15].

Based on the measurement data obtained in this way, various indices can be
determined, which allow for the assessment of different affective states [46]. For
example, using EEG, GSR and HR measurement data, it is possible to determine
indices such as:

– Approach-Withdrawal Index,
– Memorization Index,
– Engagement Index,
– Emotional Index.
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Table 24.2 FACS codes [18]

AU FACS name Facial muscle

0 Neutral face

1 Inner brow raiser Frontalis, pars medialis

2 Outer brow raiser Frontalis, pars lateralis

4 Brow lowerer Depressor glabellae, depressor supercilii, corrugator
supercilii

5 Upper lid raiser Levator palpebrae superioris, superior tarsal muscle

6 Cheek raiser Orbicularis oculi (pars orbitalis)

7 Lid tightener Orbicularis oculi (pars palpebralis)

8 Lips towards each other Orbicularis oris

9 Nose wrinkler Levator labii superioris alaeque nasi

10 Upper lip raiser Levator labii superioris, caput infraorbitalis

11 Nasolabial deepener Zygomaticus minor

12 Lip corner puller Zygomaticus major

13 Sharp lip puller Levator anguli oris (also known as caninus)

14 Dimpler Buccinator

15 Lip corner depressor Depressor anguli oris (also known as triangularis)

16 Lower lip depressor Depressor labii inferioris

17 Chin raiser Mentalis

18 Lip pucker Incisivii labii superioris and incisivii labii inferioris

19 Tongue show

20 Lip stretcher Risorius w/platysma

21 Neck tightener Platysma

22 Lip funneler Orbicularis oris

23 Lip tightener Orbicularis oris

24 Lip pressor Orbicularis oris

25 Lips part Depressor labii inferioris, or relaxation of mentalis or
orbicularis oris

26 Jaw drop Masseter; relaxed temporalis and internal pterygoid

27 Mouth stretch Pterygoids, digastric

28 Lip suck Orbicularis oris

Index of interests:Approach-Withdrawal (AW) Index is calculated on the basis
of the formula:

AW = 1

NP

∑

i∈P

x2αi
(t) − 1

NQ

∑

i∈Q
y2αi

(t)

= Average Powerαright, frontal − Average Powerαleft, frontal , (24.1)
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where xαi
and yαi

represent the ith EEG channel in the alpha band that have been
recorded from the right and left frontal lobes, respectively, P and Q are the sets
of right channels and left channels, and NP and NQ represent their cardinality. The
value of the AW index is related to the increase of interest, its drop together with the
decrease of interest [13].

Memorization Index (MI) is established in compliance with the formula:

MI = 1

NQ

∑

i∈Q
x2θi (t) = Average Powerθleft, frontal , (24.2)

where xθi
represents the ith EEG channel in the theta band that has been recorded

from the left frontal lobe, Q is the set of left channels, NQ represents its cardinality.
The increase of the MI value is related to enhanced memorization [8, 43, 48].

Engagement Index (level), which is a measure related to information gathering,
visual processing and the allocation of the attention can be appointed as a few ways
[31]:
(a)

EnI(1) = Beta

(Alpha + Theta)
, (24.3)

averaged across all sensor locations [6, 19, 36],
(b)

EnI(2) = Theta

Alpha
, (24.4)

average frontal midline theta and average parietal alpha [21, 41],
(c)

EnI(3) = Theta, (24.5)

averaged frontal theta [50].
Emotional Index (EI) is established according to the dependency:

EI = 1 − β

π
, (24.6)

where

β =
⎧
⎨

⎩

3
2π+π−ϑ

π
2 −ϑ

ifGSRZ ≥ 0,HRZ ≤ 0,

otherwise.
(24.7)

GSRZ , HRZ represent the Z-score variables of GSR and HR, respectively; ϑ-
arctan g(GSRZ,HRZ). The angle β is defined in order to obtain the EI varying
between [−1, 1].
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Table 24.3 Example table of
transition from FACS system
(typical AU) to description of
emotions

Emotion Action units

Happiness 6 + 12

Sadness 1 +4 + 15

Surprise 1 + 2 + 5B + 26

Fear 1 + 2 + 4 + 5 + 7 + 20 + 26

Anger 4 + 5 + 7 + 23

Disgust 9 + 15 + 16

Contempt R12A + R14A

According to [6] and [7], negative HRZ < 0 and positive HRZ > 0 values of the
EI are related to negative and positive emotions [1, 30].

Using Face Reader data, microexpressions can also be recorded to assess emo-
tional states. In order to classify human emotions, well-developed transition tables
from the FACS system are used to assess emotions, e.g. Emotional Facial Action
Coding System (EMFACS) [20], Facial Action Coding System Affect Interpreta-
tion Dictionary (FACSAID) (Hager). Such tables contain a list of selected emotional
states and corresponding typical Action Units (AU) of the FACS system (Table 24.3).

In practical research, data are often recorded using several different devices; single
indices are determined or combined.

24.5 Conclusions

The aim of this chapter was to present the possibility of using selected, modern mea-
surement methods to study the emotional states of financial market participants. The
links between human psychology and his financial decisions have been mentioned.
The role of behavioural finance in explaining investors’ behaviour was emphasized.
The analysed stock exchange simulators confirm the thesis that virtual investment
environments are functionally similar to real platforms. They allow you to learn how
to invest, give you an opportunity to get to know the tools used on the market and
reflect the specificity of investing on the stock market. However, they do not give
direct information about the reasons for investors’ behaviour or its reaction to the
events. And it is emotions that often have a decisive influence on the decisions made
and can obscure the rational basis for action. Examining and analysing an emo-
tional states appearing during stock market investments, it is possible to identify key
moments that influence specific behaviours. In order to obtain such information, it is
possible to exploit measurement techniques enabling the registration of data coming
from observation of the object (of face) and data (of signals) originating from the
inside of a person, in particular from the brain.

This chapter presents methods of measuring psychophysiological data (in particu-
lar EEG) andmicroexpression. Basic behavioural indicators (emotions, involvement,
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interests, memories), on the basis of which we are able to determine the reactions of
investors to various external stimuli, were also discussed.

Further research will consist in developing a simulation environment for investing
in the stock exchange, and then, on the basis of the measurement methods discussed
here, carrying out an experiment. The aim of this experiment will be to analyse
the emotional states of investors during the process of making specific investment
decisions.
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Chapter 25
Behavioural Finance Then and Now

Danuta Miłaszewicz

Abstract Behavioural finance, a relatively new field that is constantly developing,
has grown up to criticize the assumptions and theories of standard finance. The aim
of this article is to present the development of behavioural finance of the first and
the second generation. The first generation of behavioural finance focused on the
analysis of irrational decisions made by rational actors. The second generation of
behavioural finance considers the decision-making processes of normal people. Its
further development will be based on the achievements of neuroeconomics.

Keywords Generations of behavioural finance · Theory

25.1 Introduction

According to Claudini [3] “we are in a Golden Age of behavioural science”. It
is a science which “is making a significant difference to our everyday lives, from
helping us make better choices in finance and health care, to guiding us to work more
effectively, to influencing how we shop on the high street and online and nudging us
to be more generous” [10].

The part of behavioural science is behavioural economics, which includes
behavioural finance. And although behavioural economists still have to fight the
rationality-versus-irrationality-of human-behaviour battle, as indicated by Rosalsky
[21], today it is perceived as a well-established field providing knowledge on the
real behaviour of entities (market participants in the economy) and the conditions of
their economic decisions, which translates into the functioning of aggregated mar-
kets. According to Thaler [40], behavioural economists ask questions mostly about
the way people make economic choices/judgments or the way particular financial
systems (retirement plans, tax codes, etc.) affect those responses.
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Various authors find the origin of the behavioural economics yet in The theory
of moral sentiments by A. Smith, but primarily in the works of further authors who
criticized the assumptions about the instrumental rationality of entities and effective
market operation adopted in traditional (neoclassical) economics. However, great
development of so-called new behavioural economics has started after Kahneman
and Tverski [12] have published an article on their alternative descriptive model
called prospect theory and criticized the expected utility model of decision under
risk and uncertainty. Initially, this theory was referred to behaviour of investors on
the capital market and finding made by W. F. M. De Bondt and R. Thalera that
people systematically overreacting to unexpected and dramatic news events results
in substantial weak-form inefficiencies in the stock market [4] that today, besides
A. Tversky and D. Kahneman and also R. Thaler, is considered to be among the
founding fathers of behavioural finance concept [9].

The article by Shiller [25], where he demonstrated that stock prices fluctuate too
much to be justified by a rational theory of stock valuation [7, 26] is also considered
to be a beginning of a discussion about behavioural finance.

Since then, more and more researchers in the fields of finance and psychology
attempted tomake a joint analysis of financial behaviours by stock exchange investors
and this market anomaly, because initially, studies carried out since the early 1980s
of the twentieth century focused mainly on these issues.1 In this spirit, behavioural
finance is defined as those which deals with the influence of psychology on the
behaviour of financial practitioners and its subsequent impact on stock markets [22].

It considers how various psychological traits affect individual or group acts as
investors, analysts and portfolio managers and tries to understand how emotions
and cognitive errors influence behaviours of individual investors [13]. Behavioural
finance also seeks to explain why and how investors can act beyond the boundary of
rationality in ways that oppose to what they are supposed to do [1] and assume that,
in some circumstances, financial markets are informationally inefficient [20].

Therefore, behavioural finance provides a means for understanding the financial
market complex situations. But as indicated by Shefrin [23], behavioural finance
is “the study of how psychological phenomena impact financial behaviour”. This
means that the importance of this relatively new, interdisciplinary approach might
be crucial for the profound understanding of the other issues in the financial world.

Behavioural finance is developing constantly, and according to Forbes [6] it is
now branched out far from its original founding fathers’ intentions. Currently, in the
scientific environment the behavioural approach is more and more applied also in
other fields of finance, and as stressed out by Kuriakose [14] behavioural finance
today is “a fledgling field of enquiry with a wide range of applications in not just
financial behaviour, but in decision-making across areas like education, health and
political choices”.

1Short history of research and description of studies related to behavioural finances in the period
1896–2009 were presented by Sewell [22]. Presentation of newer research, the results of which
were published by 2014, can be found in [7].
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The objective of this article is to present the development of behavioural finance
within the classificationmade byStatman [31] into behavioural finance of the first and
the second generations. To reach this goal, the review of the reference literature was
made and the study was divided into two main parts dedicated to a short description
of both generations of behavioural finance.

25.2 Standard Behavioural Finance and the First
Generation of Behavioural Finance

Standard finance theory is built upon the rational finance paradigms. According to
Statman [28, 30, 32], standard finance fundamental assumptions include:

1. People are rational.
2. People should design portfolios by the rules of mean-variance portfolio theory

where people’s portfolio wants to include only high expected returns and low
risk and do so.

3. Expected returns of investments are described by standard asset pricing theory,
where differences in expected returns are determined only by differences in risk.

4. Markets are efficient, in the sense that prices equal values in them and in the
sense that they are hard to beat.

5. People save and spend as described by standard life cycle theory, where people
find it easy and follow the right way to save and spend.

Defined in such a way a paradigm of the standard (rational) finance is reflected in
theories being basic elements on which financial decisions of entities are explained
(Table 25.1). Theory of homo oeconomicus, i.e. fully rational individuals, properly
using available public information, making decisions leading to maximize their own
expected usefulness and emotions and other external factors do not have any impact
on their choices, specified in the beginning of the table, formed the basis of each of
the other theories of rational finances. Most of its creators received the Alfred Nobel
awards granted by the Bank of Sweden in the field of economics for contribution to
the development of the theory of finance. Initially, theoretical and empirical evidences
suggested that rational finance theories aimed at prediction and explanation of some
events, but over the time the scientists dealing with economy and finance began to
find behaviours that could not be explained by theories available that time. Those
theories could indeed explain somemodel “idealized” events; however, the realworld
turned out to be very complex.

The concept to be criticized first was homo oeconomicus,which inmost cases does
not reflect human behaviour in the real world, where people act irrationally [21]. Yet
not only this assumption but also other theories were considered not realistic. In the
classic form, those theories do not correspond to explain decisions and actions by not
only individuals but also market reality which rational finance tried to explain using
efficient market hypothesis. Besides the homo oeconomicus, the other principles of
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Table 25.1 The main theories of rational (standard) finance [19, 28]

Year Author Theory

1776 Adam Smith Economic man and homo
oeconomicus1844 John Stuart Mill

1738 Daniel Bernoulli Expected utility hypothesis

1944 John von Neumann
Oscar Morgenstern

1952 Harry Markowitz Portfolio theory

1954 Franko Modigliani
Richard Brumberg

Life cycle hypothesis

1957 Milton Friedman Permanent income hypothesis

1958 Franko Modigliani
Merton Miller

Capital structure theory

1962, 1964, 1965 Jack Treynor
William Sharpe
John Lintner

Capital asset pricing model

1966 Jan Mossin

1972 Ficher Black

1970 Eugene E. Fama Efficient market hypothesis

1973 Fisher Black
Myron Scholes
Robert C. Merton

Option pricing theory

this theory admitted irrationality of a few individuals but indicated that they neutralize
each other, act randomly and do not impact the prices of valuables and in case of
occurrence of similar irrational activities of greater number of investors the rational
participants of the market through arbitrage eliminate their impact on the price level
([5], p. 90). Although the standard finance admitted few irrational activities on the
stock exchange, they attribute them to individual investors as individuals of less
expertise than professional fund managers [41].

Efficient market hypothesis, one of the most important financial theories, states
that at any given moment in time the price of any and all assets and securities
being traded is correct and reflects all available public information. This hypothesis
also includes the possibility of unlimited arbitrage, i.e. the law of one price, which
means that there is only ever one price (regarded as an optimal estimate of true
investment value) for an asset at any moment in time [24]. This rational price reflects
only utilitarian characteristics (profit and risk), not value expressive characteristics
(sentiments) [28].

For empirical finance, this theory turned out to be unrealistic. The conducted
research indicated that the participants of the exchange market often behaved unpre-
dictably, which led to occurrence of anomalies (deviations from the rationality of the
market), which could not be explained by theories of rational finance.
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Recognizing that people can be irrational, make errors when making investment
decisions, and that irrationality also applies to the stock market, has led researchers
to apply cognitive psychology and gave rise to behavioural finances. Rose under the
critique of two assumptions of the standard finance: market effectiveness and ratio-
nality of its participants, behavioural finance aimed at explaining the real behaviour
of individuals and stock market.

According to Statman [37], the first generation of behavioural finance was starting
in the early 1980s. It tried to fill the failures in standard finance largely by accepting its
notions of investors’wants as “rational”wants for utilitarian benefits (high returns and
low risk), yet describing investors as “irrational”, misled by cognitive and emotional
errors on the way to realized their rational needs. In one of his works, Thaler [39]
defined behavioural finance as an integration of classical economics and financial
theories within studies investigating psychology and decision-making. Within these
frames, attempts to explain the reasons for irrational behaviour of individuals and to
show that they behave rational only within the set limits [8] were taken. According
to Olsen [18], behavioural finance tried to understand the complexity of standard
finance through psychological decision-making process of market; therefore, some
stockmarket phenomenon can be better understood using suchmodels inwhich some
investors are not fully rational. Lintner [16], in turn, defined behavioural finance
as “the study of how humans interpret and act on information to make informed
investment decisions”.

Shiller [24] pointed out that behavioural financewas taking into account the under-
lying behavioural principles from psychology and other social sciences. The under-
lying behavioural principles are: prospect theory, regret and cognitive dissonance,
anchoring, mental compartments, overconfidence, over- and under-reaction, repre-
sentativeness heuristic, the disjunction effect, gambling behaviour and speculation,
perceived irrelevance of history, magical thinking, quasimagical thinking, attention
anomalies, the availability heuristic, culture and social contagion, and global culture
[24].

Behavioural finance initially sought to supplement standard finance theories by
introducing psychology to the decision-making process. As noted by Ritter [20],
behavioural finance, in its infancy, was not a separate discipline and ought to
become increasingly part of mainstream finance. Behavioural finance had two build-
ing blocks: cognitive psychology (howpeople think) and the limits to arbitrage (when
markets will be inefficient), and it used models in which some agents are not fully
rational, either because of preferences (motivation sphere) or because of mistaken
beliefs (cognitive sphere) [20].

25.3 Behavioural Finance Now

Like presented by Zielonka [42], behavioural finance, as the autonomous attempt to
describe real behaviours of investors based on theory of perspective, supplemented by
a long list of psychological inclinations (both in cognitive and in motivational areas),
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can in no way be treated as a competition or an alternative to the classical trend of
finance. Each of these approaches represents totally different and non-comparable
methodological assumptions.

This statement illustrates a tendency to narrow the research field of behavioural
finance only to the analysis of the behaviour of stockmarket investors, as described by
Statman [38], accurately reflecting the first generation of behavioural finance, which
“attempted to fill the cracks in standard finance largely by accepting its notions of
investors as rational, yet describing investors as irrational, and misled by cognitive
and emotional errors”.

Nowadays, many studies on the behavioural finance also refer to stock market
investors and stock market itself, filling in the list of its cognitive errors, heuris-
tics and anomalies.2 However in these analyses, different assumptions for dis-
cussion, forming basic elements of behavioural finance, are made. According to
Statman [37], behavioural finance is a work in ceaseless progress. Discussions on
the behavioural finance 1.0 (of the first generation) resulted in foundations of many
theories (Table 25.2) providing explanations for a wide spectrum of real financial
decisions by behavioural finance 2.0 (the second generation).

According to Statman [38], nowadays the second generation of behavioural
finance is a solid unified structure that incorporates parts of standard finance, replaces
others and includes bridges between theory, evidence andpractice. The author empha-
sizes that behavioural finance 2.0 offers an alternative foundation block for each of
the five foundation blocks of standard finance incorporating knowledge about peo-
ple’s wants and their cognitive and emotional shortcuts and errors [37]. According
to behavioural finance 2.0 [31, 37, 38]:

1. People are normal.
2. People design portfolios as described by behavioural portfolio theory, where

people’s portfolio wants extend beyond high expected returns and low risk, such
as for social responsibility and social status.

3. People save and spend as describedbybehavioural life cycle theory,where imped-
iments, such as weak self-control, make it difficult to find and follow the right
way to save and spend.

4. Expected returns of investments are described and accounted for by behavioural
asset pricing theory, where differences in expected returns are determined by
more than difference in risk, such as by levels of social responsibility and social
status.

5. Markets are not efficient in the sense that prices equal values in them, but they
are efficient in the sense that they are hard to beat.

The second generation of behavioural finance describes people as normal, which
means that [30, 31, 33, 37]:

2B. Benson divides 200 currently identified cognitive biases into groups, according to four problems
they help to solve. These are biases that arise from too much information, not enough meaning, the
need to act quickly and the limits of memory [2].
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Table 25.2 Basic theories and concepts of behavioural finance [11, 19]: own elaboration)

Year Author Theory/concepts

1896 Gustave Le Bon Cognitive bias theory

1955 Herbert Simon Models of bounded rationality

1956 Leon Festinger Theory of cognitive dissonance

1958 Fritz Heider Self-attribution bias theory

1973,
1974

Daniel Kahneman
Amos Tversky

Biases: availability, representativeness,
anchoring adjustment

1979 Daniel Kahneman
Amos Tversky

Prospect theory and loss aversion bias

1981 Amos Tversky
Daniel Kahneman

Framing bias

1985,
1987

Werner F. M. De Bondt
Richard Thaler

Stock market overreaction hypothesis

1985 Richard Thaler Concept of mental accounting bias

1987,
2000

Hersh Shefrin
Meir Statman

Behavioural portfolio theory

1988 Dersh Shefrin
Richard Thaler

Behavioural life cycle theory

1994 Hersh Shefrin
Meir Statman

Behavioural asset pricing model

1998 Nicholas Barberis
Andrei Shleifer
Robert Vishny

Investor sentiment model

1999 Meir Statman Concept of three kinds of benefits

2000 Keyth E. Stanovich
Richard F. West

Concept of two systems of mind

2011 David Kahneman

2008 Cass R. Susttein
Rihard H. Thaler

Concept of nudge

– Acknowledges that people are not irrational, they aremostly intelligent and usually
“normal-smart”, they do not go out of your way to be ignorant, and they do not go
out of your way to commit cognitive and emotional errors. Instead, they do so on
your way to seeking and getting the utilitarian, expressive and emotional benefits
(from all products and services, including financial products and services) you
want.

– Confers that sometimes, however, they are “normal-foolish”, misled by cogni-
tive errors (such as hindsight and overconfidence) and emotional errors (such as
exaggerated fear and unrealistic hope).
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– Takes into account the full range of people’s normal wants (utilitarian, expressive
and emotional benefits)3—hope for riches and freedom from the fear of poverty,
nurturing children and families, staying true to values, gaining respect and high
social status, promoting fairness, paying no taxes, playing games and winning and
more—and the nature of these benefits and their sources varies from person to
person.

Behavioural finance 2.0 distinguishes normal people’s wants from errors and
offers guidance on using shortcuts and avoiding errors on theway to satisfying normal
wants. Exactly, people’s normal wants, even more than their cognitive and emotional
shortcuts and errors, underlie answers to important questions of finance, including
saving and spending, portfolio construction, asset pricing and market efficiency [32].

Just as homo oeconomicus was the basis for all other theories of rational finance,
the above described the first foundation block of the second generation of behavioural
finance is the most important principle for all discussions on behavioural finance 2.0.
This is argued by M. Statman in the book titled Finance For Normal People: How
Investors and Markets Behave [31], dedicating one of two parts to describe normal
people. He presents so in the articles promoting behavioural finance 2.0 and its main
theories [33–36] in each case describing normal people in comparison with homo
oeconomicus.

In his publications, M. Statman presents in a convincing manner how taking into
account the characteristics of normal people (with their all psychologic inclinations,
heuristics, cognitive and motivational errors and a whole range of preferences) can
be helpful in making the right financial decisions. According to Statman, these deci-
sions do not refer only to stocks, bonds and all other financial products and services,
which differ from other goods and services providing benefits to people utilitar-
ian, expressive and emotional. According to Statman, behavioural finance includes
lessons:

– For consumers, savers, investors and managers [32].
– For all people who strive to transform themselves from ignorant to knowledgeable
and increase the ratio of smart to foolish behaviour [31].

– For financial planners in understanding normal people and using the findings of
the four main theories: behavioural portfolios, behavioural life cycle, behavioural
asset pricing and behavioural efficient market theory [38].

– For public policy-makers and governments, who should: create policies protecting
people from their own cognitive and emotional errors; nudge, shove and educate
them to reconcile internal problems between saving and spending; and redistribute
income from the well off to the poor [35].

3These kinds of benefits were described in [29, 30].
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25.4 Conclusion

Behavioural finance is the part of the finance science dealing with effects of impact of
factors (mainly psychological and sociological) that according to rational (standard)
finance should not impact the decisions made. Determinants of financial decisions on
the stock market and anomalies occurring there were the first area of studies taken by
behavioural finance at the beginning of the 1980s of the twentieth century. The first
generation of the behavioural finance has largely accepted the standard assumption
about the rationality of people while making choices based on the assessment of
utilitarian benefits and costs. At the same time, however it indicated that in the
process of decision-making due to be a subject of cognitive and emotional errors,
they behave irrational.

Thanks to such findings, just at the end of the 1990s of the twentieth century. It
was recognized that not every human being (and not in every conditions)makes ratio-
nal decisions (in the assessment of standard finance), and the theory of the effective
markets can lead to drastically wrong interpretation of events [26]. It was also rec-
ognized that behavioural finance can explain irrationality of individual behaviours,
market anomalies as well as ineffectiveness of the stock market [15]. Studies on
behavioural finance 1.0 focused on irrationality of decisions explained by theory
of cognitive deviations and prospect theory. Up to now, definitions which narrow
issues of behavioural finance only to analysis of stock investors’ behaviours—a
problem where behavioural approach has already been applied and the results of
studies are commonly known—are referred to in the literature on the subject. As
indicated by Statman [30], behavioural finance 2.0 expands the domain of finance
beyond portfolios, asset pricing and market efficiency and is set to continue that
expansion while adhering to the scientific rigour. On the one hand, it does not define
people as irrational, but on the other hand it analyses their cognitive errors, emotions
and preferences, discovering more and more heuristics which normal people use
when making broadly understood financial decisions. According to Mousavi [17],
the research programme of heuristics and cognitive biases is one of the main sources
of psychological insights provided by behavioural economics/finance nowadays.

Although so far studies focus mainly on behaviour of stock investors on the stock
exchange, the importance of the obtained results and formulated conclusions makes
that currently the behavioural approach is more and more applied in other areas
of finance (e.g. issues in banking, corporate finance, private finance, financial cri-
sis). Opportunities that bring interdisciplinary approach to issues of the world of
finance are also used in the analysis of the other issues (e.g. various trade trans-
actions, customers’ sensitivity to price, consumers’ decisions, in discussions about
the consumer’s bankruptcy, in establishing public policy prescriptions and the role
of government which are evident in all decisions of people of investing, saving,
spending, health).

As pointed out by Hammond [9] “today, behavioural finance researchers are ques-
tioning even the most basic of finance laws” and “behavioural finance has truly
reached the level at which it is applicable to everyday professionals, which is a big
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step for any theory”. While Frydman and Camerer [7], in making a perfect review
of behavioural finance and associated fields as well as describing a decision-making
process in four different areas: households, individual investors, markets and man-
agers emphasize that cognitive science, especially neuroeconomics, in advancing our
understanding of financial decision-making will be of great importance in the future.
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Chapter 26
Liquidity on the Capital Market
with Asymmetric Information

Barbara Będowska-Sójka and Przemysław Garsztka

Abstract The effectiveness of the investment is strongly dependent on the liquidity
of the shares and the degree of asymmetry of information between the market partici-
pants. There is a strong evidence in the literature that stock illiquidity should increase
with information asymmetry. An important question is, if different approximations
of information asymmetry are consistent in their indications. This study examines
the various adverse selection measures including bid–ask spreads calculated on the
basis of real transaction data and measures calculated from daily data. We consider
stocks listed constantly from 2006 through 2016 on theWarsaw Stock Exchange and
calculate the Pearson and the Spearman rank correlations for daily effective spread
proxies across the sample. The capitalization and different periods of time are taken
into account. We find that various adverse selection measures are characterized by
different informational contents, resulting in relatively low coherence of the proxies
used in the study.

Keywords High-frequency data · Emerging market · Market microstructure

26.1 Introduction

On the effective capital market, investors try to maximize their earnings or minimize
the risk of the portfolio. The result of this activity depends on information. In the
perfect capital market, information is delivered at no cost and at the same time for
all market participants. In a real world, however, an asymmetry of information might
occur: Some investors possess superior or more precise information than others [1].
In the literature, there exists the common division into informed and uninformed
investors [5, 18]. Informed traders are said to possess private information. They buy
when the prices are below the true and unknown value and sell when the prices are
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above it. The other groups, uninformed investors or noise traders, are trading for
liquidity reasons and have no informational advantages [14].

In the trading process, the asymmetry of information might occur: Institutional
investors are believed to possess superior information over the individual investors
[4]. The asymmetric information is less problematic in closed-end funds than for
common stocks [19]. Themajority of shareholders are said to have an access to wider
information than the minority shareholders [9]. The existing asymmetry is one of the
main reasons for taking different investment decisions by investors. It is reflected in
the differences of portfolio contents [13, 17]. The asymmetry of information often
leads to the adverse selection. An investor, who possesses better information, makes
an order that is correlated with the expected change of a financial instrument’s price,
while an uninformed investor is faced with the risk of submitting orders on the
already exhausted market. The uninformed investors are reluctant to trade with those
who possess additional information, and expect privileges balancing additional risk.
Therefore, a natural measure of the adverse selection, and thus the asymmetry of
information, is a bid–ask spread [5, 6, 19]. The higher the spread is, the bigger these
privileges are [2].

The models for spreads proposed in the literature are aimed to assess the risk
of an adverse selection for a given asset [6, 19]. We examine asymmetric informa-
tion within the transaction cost framework. Glosten and Harris [10] decompose the
bid–ask spread into two components, one reflecting the asymmetry of information
and the other representing inventory holding costs. They find that the adverse selec-
tion component of the bid–ask spread is significant and differs depending on the
trade size. Glosten and Milgrom [11] show that a bid–ask spread is a pure informa-
tional phenomenon observed even in the absence of other trading costs and that the
adverse selection is a main source of the observed bid–ask spreads. Thus, an adverse
selection is one of the elements of trading cost that is measured by the price impact
of trades and its informational content.

In this paper, we measure the risk of adverse selection with the bid–ask spreads
obtained from the tick-by-tick transaction data, LOT [12, 16] and the high–low
effective spread estimator [7]. Those measures are obtained for the data of different
frequencies, and thus they measure different aspects of informational asymmetry.
This asymmetry may differ depending on the stocks’ size: Usually, higher asym-
metry is found for the small stocks than for the big ones [3, 8]. The asymmetry of
information may also change over time—as the market develops and informational
requirements are extended, the area for adverse selection should narrow.

The aim of our paper is to examine if different measures (proxies) of spread
proposed in the literature are coherent on the Warsaw Stock Exchange (WSE). We
study to what extent there exist statistically significant correlations between adverse
selection measures and if they differ depending on the size of the company. We also
examine if the introduction of the new trading system on the WSE had an impact on
correlations between different proxies. Last but not least, we propose two measures
of adverse selection based on five best buy and sell offers from the order book.
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The rest of the paper is the following: In Sect. 26.2, we present the methodology
for the calculation of the spreads’ proxies. In Sect. 26.3, the sample is presented.
Section 26.4 shows the empirical results. The last section presents the conclusion.

26.2 Methodology

In order to study the coherence in the different spread measures, we examine the
Pearson correlations and the Spearman rank correlations. As a proxy for the adverse
selectionmeasures, we use three measures of spreads obtained from tick-by-tick data
(SPREAD) and two measures based on daily data: LOT measure [16] and high–low
effective spread of Corwin and Schulz [7].

The bid–ask spreads are usually calculated as a difference between the best ask
and the bid price before each transaction. We consider three different spreads: The
formula for SPREAD1 is identical to the one used by the Warsaw Stock Exchange
for daily spread measurement and is as follows:

SPREAD1 j =
∑K

k=1 VOLk ·
∣
∣
∣

Pk−P
′
k

P
′
k

∣
∣
∣ · c

VOL j
(26.1)

where Pk is a price of transaction k, P
′
k is a mid-price P

′
k = 0.5

(
PBID,k + PASK,k

)
,

PBID,k and PASK,k are bid and ask price respectively, c is a constant equal to 20,000,
VOLk is a number of shares traded in transaction k, K is a number of all transactions

within a day j, and VOL j is a daily volume,
(
VOL j = ∑K

k=1 VOLk

)
.

The second spread measure, SPREAD2, is the weighted average of the last five
best offers, where the weights depend on the volumes of the transactions:

SPREAD2 j =
K∑

k=1

Sk · VOLk

DVOL
(26.2)

where Sk = ∑5
i=1

(
PASKi,k · VOLASKi,k − PBIDi,k · VOLBIDi,k

)
, i denotes the number

of offer, and VOLASKi,k and VOLBIDi,k are volume of ask and bid offers, respectively.
SPREAD3 is a daily average of the temporary spreads based on last five offers:

SPREAD3 j = 1

K

K∑

k=1

Sk (26.3)

SPREAD2 and SPREAD3 are our proposal to measure adverse selection risk by
taking into account the additional information contained in the order book, namely
the best buy and sell offer before the transaction.
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There are other spread estimators in the literature. We choose two of them: LOT
and effective high–low spread estimator. In LOT estimator [15, 16], it is assumed that
stocks’ returns follow the market model. Under this condition, the security returns
are different from zero only if the latent true return exceeds the cost of trading. The
higher are the transaction costs on the firm level, and thus the higher is the adverse
selection, the more zero returns will be observed. The latent return R∗

j t of a stock j
in the LOT estimator approach is given by:

R∗
j t = β j RMt + ε j t (26.4)

where RMt is the market portfolio return in time t, and β j is the sensitivity of stock

j to RMt , while ε j t is a public shock information on day t, ε j t ∼ N
(
0, σ 2

j

)
. Assume

that α1j ≤ 0 is a transaction cost of selling stock j (in percentage), α2 j ≥ 0 is a
transaction cost of buying stock j, and the observed return R jt of stock j is expressed
as:

R jt = R∗
j t − α1 j if R∗

j t < α1 j < 0

R jt = 0 if α1 j < R∗
j t < α2 j

R jt = R∗
j t − α2 j if R∗

j t > α2 j > 0

The difference α2 j −α1 j is a liquidity threshold for informed investor and as such
it constitutes the effective spread estimator LOT [7, 15]. With the above conditions
α1 j ≤ 0 and α2j ≥ 0, it is always positive. In order to calculate α2 j − α1 j , the
following log-likelihood function is maximized:
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∑
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)
(26.5)

where�i j is the cumulative normal distribution of
(
αi j − β j RMt

)
/σ j .Σ1 represents

a region 1, where stock returns are nonzero, whereas market returns are negative, Σ2

represents the region 2 where nonzero returns are accompanied by positive market
portfolio returns, andΣ0 represents region 0 with zero stock returns [12, 16]. For the
calculation of LOT, daily stock and market returns are used.

As a proxy for bid–ask spread, we use also the effective high–low spread estimator
of Corwin and Schultz [7], in which calculation is based on the daily high and low
prices only. High–low spread estimator (CS) reflects the observation that daily high
prices are usually buyer-initiated trades, whereas daily low prices are usually seller-
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initiated trades. This spread estimator encompasses volatility of a stock (dispersion
of prices) as well as the transaction costs of trades, because it shows the cost of
reverting position. This spread is calculated using the following formulas:

CSt = 2(eα − 1)

1 + eα
, (26.6)

where Ht is the high price in day t, Lt is the low price in day t,

αt =
√
2βt − √

β t

3 − 2
√
2

−
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γt

3 − 2
√
2
, βt =

[

ln

(
Ht

Lt

)]2

+
[

ln

(
Ht+1

Lt+1

)]2

,

and γt = ln
[
(max{Ht , Ht+1})/(min{Lt , Lt+1})

]
.

To calculate effective spread, one requires the high and the low daily prices.

26.3 Sample

Our sample consists of 52 stocks quoted constantly on the Warsaw Stock Exchange
since 2000. The relatively long history of listings guarantees that the investors are
“familiar” with these stocks and the potential asymmetry between investors is not
caused by the fact that the stock is new on the market. The different measures of
the adverse selection are obtained from the transaction and daily data starting on
2006-01-02 and ending on 2016-12-30.

The LOT model for adverse selection risk is estimated on the basis of 100 daily
observations within the moving windows. The main index on theWSE,WIG, is used
as a proxy for the market portfolio. The high–low spread estimator is obtained on
the basis of daily data for each day separately. The measures of spreads, SPREAD1,
SPREAD2andSPREAD3, are calculated from the tick-by-tickdata collected for each
day separately. Thus, we obtain time series of different adverse selection proxies of
the length of 2653 observations. The daily data are obtained from database www.
stooq.pl, whereas tick-by-tick data are from CAIT, the firm that provides data for
brokers (www.ftp1.cait.com.pl/).

We also divide our sample of stocks into three categories depending on the capi-
talization at the end of 2016: There are big stocks with capitalization over 500 mln
euro, medium size with capitalization between 50 and 500 mln euro and small stocks
that have capitalization lower than 50 mln euro. Altogether in the sample, we have
15 big, 22 medium and 15 small stocks.

Figure 26.1 shows the range of mean values for adverse selection proxies for
all stocks (ALL) and for stocks divided into three size groups (BIG, MEDIUM,
SMALL). The lower is the stocks’ size measured by capitalization, the higher is the
adverse selection risk, and the higher is the range of average proxy values. However,
as the ranges of a given measure for different size categories are overlapping, no
distinct boundaries between the averages are found. This may be the reason for often

http://www.stooq.pl
http://www.ftp1.cait.com.pl/


388 B. Będowska-Sójka and P. Garsztka

Fig. 26.1 Mean value of measures of illiquidity: value range

ambiguous conclusions from empirical analyses conducted on companies with a
different capitalization.

Note: Each column represents the range of values obtained for a given risk mea-
sure of negative selection, namely SPREAD1, SPREAD2, SPREAD3, LOT and CS,
across three size groups, BIG,MEDIUMand SMALL. The bottom edge corresponds
to the smallest value of the measure, and the upper one corresponds to the highest
value.

26.4 Empirical Results

In order to examine the interdependencies between the various adverse selection
proxies,we calculate Pearson correlation andSpearman rank for all stocks. Table 26.1
presents the descriptive statistics of correlation coefficients.

The highest correlationwith the remaining adverse selectionmeasures is observed
for SPREAD3. It is very highly correlated with SPREAD2, as the formulas of both
proxies are similar, and strongly positively correlated with SPREAD1. The lowest
correlations are obtained for the high–low spread of Corwin and Schultz (CS) [7].
It might come from the fact that this proxy encompasses not only liquidity, but also
volatility. When LOT and CS are compared, the former obtains significantly higher
correlations than the latter. CS seems to show no coherence with the real spreads
calculated on the basis of transaction data.
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Table 26.1 Mean and standard deviation (in brackets) of Pearson correlation (down-left) andSpear-
man correlation (upper right): full period, all companies

SPREAD1 SPREAD2 SPREAD3 LOT CS

SPREAD1 1 0.68 (0.11) 0.66 (0.12) 0.24 (0.21) 0.08 (0.07)

SPREAD2 0.58 (0.20) 1 0.95 (0.04) 0.39 (0.21) 0.03 (0.10)

SPREAD3 0.59 (0.20) 0.95 (0.04) 1 0.42 (0.20) 0.03 (0.09)

LOT 0.26 (0.19) 0.34 (0.21) 0.35 (0.21) 1 0.01 (0.10)

CS 0.13 (0.10) 0.08 (0.11) 0.09 (0.11) 0.07 (0.11) 1

Note In all tables, we show the average of all coefficients across the sample together with the
standard deviation of correlation coefficients (in brackets)

Table 26.2 Percentage of
statistically significant
Pearson correlation
coefficients (down-left) and
Spearman correlation (upper
right): full period

All
stocks

SPREAD1 SPREAD2 SPREAD3 LOT CS

SPREAD1 100% 100% 92% 75%

SPREAD2 100% 100% 96% 75%

SPREAD3 100% 100% 100% 75%

LOT 96% 98% 100% 54%

CS 90% 67% 71% 73%

Table 26.2 presents the fraction of statistically significant correlation coefficients
for each spread proxy across the sample. In most cases, the correlation coefficients
are statistically significant; however, the smallest fraction of significant values is
observed for the correlations in which effective spread of Corwin and Schultz (CS)
is included. Adverse selection measures based on bid–ask spreads from transaction
data as well as LOT estimated on the basis of daily data are statistically significant
in almost all instances.

We also calculate correlation coefficients for group of companies divided on the
size basis. Table 26.3 presents the coefficients for big stocks, whereas Tables 26.4
and 26.5 present the coefficients for medium and small stocks, respectively. The
correlations for stocks divided into size groups are neither statistically significantly
different from those obtained for all stocks, nor different from those obtained for
other groups. Thus, we conclude that the correlation is not dependent on the stock
size.

On April 15, 2013, theWarsaw Stock Exchange introduced a new trading system,
Universal Trading Platform (UTP). One of the reasons for launching UTP was to
accelerate its transaction system and increase the amount of trading messages. That
potentially may have an effect on liquidity of listed stocks and an impact on the
asymmetry of information.

In Table 26.6, we present the correlation coefficients across the sample in two
subperiods, before and after introducing the new system. We find no significant
differences between the correlations in subperiods, reflecting the old system and the
new one, and the whole sample. The introduction of the new system could have
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Table 26.3 Mean and standard deviation (in brackets) of Pearson correlation (down-left) andSpear-
man’s rank correlation (upper right): full period, big companies

SPREAD1 SPREAD2 SPREAD3 LOT CS

SPREAD1 1 0.69 (0.10) 0.64 (0.12) 0.21 (0.24) 0.07 (0.06)

SPREAD2 0.66 (0.18) 1 0.91 (0.05) 0.34 (0.21) 0.04 (0.07)

SPREAD3 0.68 (0.18) 0.94 (0.05) 1 0.40 (0.20) 0.05 (0.06)

LOT 0.29 (0.16) 0.34 (0.17) 0.37 (0.17) 1 0.03 (0.05)

CS 0.13 (0.07) 0.09 (0.07) 0.10 (0.07) 0.05 (0.06) 1

Table 26.4 Mean and standard deviation (in brackets) of Pearson correlation (down-left) andSpear-
man’s rank correlation (upper right): full period, medium companies

SPREAD1 SPREAD2 SPREAD3 LOT CS

SPREAD1 1 0.67 (0.09) 0.67 (0.09) 0.22 (0.16) 0.08 (0.05)

SPREAD2 0.54 (0.20) 1 0.95 (0.03) 0.39 (0.18) 0.01 (0.08)

SPREAD3 0.55 (0.20) 0.94 (0.04) 1 0.42 (0.18) 0.02 (0.08)

LOT 0.23 (0.17) 0.31 (0.16) 0.32 (0.17) 1 −0.01 (0.08)

CS 0.12 (0.07) 0.08 (0.08) 0.09 (0.08) 0.07 (0.08) 1

Table 26.5 Mean and standard deviation (in brackets) of Pearson correlation (down-left) andSpear-
man’s rank correlation (upper right): full period, small companies

SPREAD1 SPREAD2 SPREAD3 LOT CS

SPREAD1 1 0.72 (0.14) 0.72 (0.14) 0.34 (0.24) 0.08 (0.11)

SPREAD2 0.57 (0.23) 1 0.98 (0.02) 0.48 (0.25) 0.02 (0.15)

SPREAD3 0.58 (0.23) 0.97 (0.03) 1 0.48 (0.25) 0.03 (0.14)

LOT 0.29 (0.25) 0.40 (0.28) 0.40 (0.28) 1 0.01 (0.16)

CS 0.13 (0.16) 0.09 (0.18) 0.10 (0.18) 0.10 (0.18) 1

enhanced liquidity on the market, but it had no impact on the interdependencies
between various adverse selection measures.

26.5 Conclusions

We examine the coherence of different spreadmeasures as the proxies for the adverse
selection risk calculated on the basis of intraday and daily data. We find that these
measures are coherent with each other only partially. The correlations between daily
spreads calculated on the basis of the transaction data are high, but become weaker
when these spreads are paired with spread estimators calculated on the basis of daily
data. The high–low spread of Corwin and Schultz [7] differs from the other measures
significantly, showing low correlations not only with bid–ask spreads obtained from
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Table 26.6 Mean and standard deviation (in brackets) of Pearson correlation (down-left) andSpear-
man correlation (upper right): period 2006.01.02–2013.04.15, all companies

2006.01.02–2013.04.15

SPREAD1 SPREAD2 SPREAD3 LOT CS

SPREAD1 1 0.68 (0.11) 0.66 (0.12) 0.22 (0.17) 0.08 (0.06)

SPREAD2 0.59 (0.21) 1 0.94 (0.05) 0.32 (0.20) 0.02 (0.09)

SPREAD3 0.61 (0.21) 0.94 (0.05) 1 0.33 (0.20) 0.03 (0.09)

LOT 0.22 (0.19) 0.28 (0.23) 0.29 (0.23) 1 0.01 (0.09)

CS 0.13 (0.08) 0.07 (0.10) 0.08 (0.10) 0.06 (0.09) 1

2013.04.15–2016.12.30

SPREAD1 1 0.67 (0.11) 0.68 (0.11) 0.15 (0.23) 0.11 (0.10)

SPREAD2 0.62 (0.19) 1 0.94 (0.04) 0.23 (0.25) 0.05 (0.12)

SPREAD3 0.63 (0.20) 0.95 (0.04) 1 0.24 (0.26) 0.05 (0.12)

LOT 0.17 (0.25) 0.26 (0.28) 0.27 (0.28) 1 0.01 (0.12)

CS 0.14 (0.13) 0.11 (0.14) 0.12 (0.14) 0.04 (0.15) 1

the transaction data, but also with LOT measure derived from daily data. This is a
rather surprising result, taking into account that the same measure appeared to be
highly correlated with spreads based on tick-by-tick data on the US market [7].

The proposed new measures based on bid–ask spread and calculated on the basis
of tick-by-tick data are strongly correlatedwith the spread used as a standardmeasure
on theWSE. In addition, they have a slightly higher correlationwith the other adverse
selection proxies.

We do not find the evidence of any change in the dependencies between the spread
proxies under two different transaction systems.When one considers two subperiods,
reflecting the old trading system and the new one, the coherence of measures remains
similar. We find that the dependencies between adverse selection measures do not
change significantly in different size groups.

The results suggest that either the market is still in the emerging phase and the
proxies used in the study cannot adequately assess the risk under asymmetric infor-
mation or, less likely, sources of information asymmetry change over time, resulting
in rather slow adaptations of the applied measures.
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Chapter 27
Stock Market Reactions to Dividend
Announcements: Evidence from Poland

Bogna Kaźmierska-Jóźwiak

Abstract The paper investigates the market reaction to announcements of dividend
changes on theWarsawStockExchange. The researchwas conducted on a population
of non-financial companies paying regular dividends over the period 2014–2016.
The sample of dividend announcements (in total 186 observations: 106 dividend
increases, 43 dividend decreases and 37 no changes in dividend value) was divided
into three subsamples: dividend increases, decreases, and no change. According to
the dividend signalling theory, we hypothesize that the market reacts positively to
announcements of dividend increases, negatively to dividend decreases, while there
is no market reaction to the announcements of stable dividends. Using daily data
from the Warsaw Stock Exchange, we implement the event study methodology. As
expected, we can observe that the dividend increases are associated with positive
abnormal returns and dividend decreases with negative abnormal returns. However,
the results are statistically insignificant. Thus, there is no statistically significant
relationship between the changes in dividend value and abnormal rates of return on
event day and the subsequent days. Therefore, the results of the study do not support
the signalling power of dividend changes on the Polish capital market.

Keywords Dividend · Abnormal returns · Signalling theory · Event study

27.1 Introduction

Dividend policy has attracted the interest of researchers all over the world. They have
attempted to formulate and testify theories to explain dividend behaviour. One of the
key issues of dividend decisions is the dividend signalling effect.

According to the dividend signalling theory, firms can use dividends as a signalling
tool to send information to themarket in order to close the information gap and signal
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W. Tarczyński and K. Nermend (eds.), Effective Investments on Capital Markets,
Springer Proceedings in Business and Economics,
https://doi.org/10.1007/978-3-030-21274-2_27

393

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21274-2_27&domain=pdf
http://orcid.org/0000-0002-1692-7682
mailto:bogna.kazmierska@uni.lodz.pl
https://doi.org/10.1007/978-3-030-21274-2_27
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future prospects of the firm. The announcement of a dividend increase (decrease)
will be taken as good news and the market will increase (decrease) share prices
accordingly. Consequently, a dividend increase (decrease) should be followed by an
improvement (reduction) in a firm’s profitability and earnings.

There is an abundance of empirical evidence [1, 6, 11, 23, 30] which indicates
that there is a positive relationship between dividend changes and subsequent share
price reaction. This evidence indicates that the announcements of dividend increases
(decreases) are associatedwith positive (negative) abnormal returns,while announce-
ments of stable dividend policy with only normal returns for the shareholders of
announcing firms.

The aim of the study is to examine the stock price reaction to dividend changes
announced by companies paying regular dividends and listed on the Warsaw Stock
Exchange (WSE). According to the dividend signalling theory, we hypothesize that
the market reacts positively to the announcements of dividend increases, negatively
to dividend decreases, while there is no market reaction to the announcements of
stable dividend.

The paper is organized as follows. Section 27.2 reviews the literature. In Sect. 27.3
the data and methodology are described, while Sect. 27.4 presents the results of the
research and the discussion. The conclusions and implications for further research
are presented in the last section.

27.2 Literature Review

Miller andModigliani [26] sustained that, in a perfect capital market, dividend policy
is irrelevant to either the price of a firm’s stock or its cost of capital. Therefore, a
firm’s value is independent of the dividend policy. Since then, many theories have
been developed to explain dividend behaviour when various market imperfections
are present. In the late 1970s and early 1980s, signalling theories were developed.
These models are based on several assumptions. The most important is the existence
of information asymmetry between the firm’s top managers (insiders) and outside
investors (minority shareholders). Dividends contain information about the future
prospects of the firm.

According to the theory, a firm can use dividends as a signalling tool to send
information to themarket in order to close the information gap. The announcement of
a dividend increase will be taken as good news and themarket will bid up share prices
accordingly. Consequently, a dividend increase (decrease) should be followed by an
improvement (reduction) in a firm’s profitability, earnings and growth. Moreover,
there should be a positive relationship between dividend changes and subsequent
share price reaction.

As Al-Malkawi et al. [2] noticed that the empirical studies on dividend signalling
have examined two main issues. Firstly, whether share prices move in the same
directionwith dividend change announcements. Secondly, whether dividend changes
could predict a firm’s future earnings.
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Share price reactions to dividend announcements have been examined in numer-
ous studies during the past decades. Researchers from the USA were the first who
empirically tested market reactions to dividend announcements. Pettit [30] who
examined 625 companies listed on the NYSE in the period of 1964–1968. He divided
the research sample into some categories, depending on the dividend policy changes
(e.g. dividend omissions, dividend reductions, no change, initial payment of divi-
dend, etc.). The findings of his study confirmed that dividend increases (decreases)
resulted in positive (negative) abnormal returns.

Aharony and Swary [1] investigated a sample of 149 US companies listed on the
NYSE, dividing the sample into three subsets: increases in dividends, no change
and decreases in dividends. The researchers found statistically significant abnormal
reaction on dividend increases and dividend decreases. They noticed that abnor-
mal returns for the decreased dividend groups were of much greater magnitude (in
absolute terms) than those of the increased dividend groups. Almost all of the price
adjustment occurred within the day of the announcement and the day before. How-
ever, the announcements of no changes in dividend policy gave not clear results.

Asquith and Mullins [5] analysed 168 firms initiating dividend payments, either
for the first time in the history or after 10-years of break. Their results show positive
abnormal returns larger than in anyprevious research ondividend initiations. It should
be noted that the results do not depend on any other events (such as company’s earn-
ings announcement). Moreover, the study results confirm that the abnormal return is
positively related to the size of the dividend payment. There were also subsequent
dividend increases for the same sample of firms examined. The findings imply that
subsequent dividend increases may cause a larger positive influence on shareholders’
value. The authors suggest that other studies may have underestimated the market’s
reaction to dividend increases. Asquith and Mullins [5] argue that the results are in
line with the view that both dividends initiations and dividend increases do matter
as valuable information. Further studies conducted by i.e. Healy and Palepu [19]
indicate that firms initiating dividend payments are characterized by the increase in
earnings not only before, but also after dividend initiation. On the other hand, firms
omitting dividend payments are characterized by a decrease in earnings. There-
fore, the authors argue that investors interpret the dividend initiation and omission
announcements as the adequate firms’ forecasts of the changes in earnings.

Michaely et al. [25] have examined the impact of both initiations and omissions of
dividend payments on share prices reaction. They analysed 887 dividend omissions
events and 561 cash dividend initiation events announced byNYSE andAMEX com-
panies from 1964 to 1988. They documented that the announcements of dividend
omissions are associated with a mean price decrease of about 7%, and the announce-
ments of dividend initiations with a mean price increase of over 3%. The results are
in line with prior research on dividend omissions [19] and initiations [5, 19]. The
findings of Officer [28] show that firms with high cash flow and low value of Tobin’s
Q ratio have significantly higher dividend initiation announcement abnormal returns
than the other firms initiating dividends. Officer interpreted this evidence as consis-
tent with the agency cost hypothesis. Firms that initiate dividend payments reduce
the probability of agency costs occurrence by paying cash out by. This reduction in
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agency costs is reflected in the dividend initiation announcement returns. Lee and
Mauck [22] focused on divided initiations and dividend increases over the period
1963–2013. The results of their study confirmed statistically significant cumulative
abnormal return for dividend initiations (dividend increases) of 2.66% (1.82%).

The impact of dividend announcements on the stock markets has also attracted
researchers from Europe and other parts of the world, since the signalling power of
dividends, however, may not be the same in markets other than USA.

The UK market, one of the most important European capital markets, was eval-
uated for the first time by Lonie et al. [24]. Their sample consisted of dividend
announcements of 620 London Stock Exchange listed companies over the period
January to June 1991. The findings confirmed statistically significant cumulative
abnormal returns for a two-day period-CAR (−1; 0) of 2.03% for dividend increases
and −2.15% for dividend cuts. The UK stock market as well as the French and Por-
tuguese were examined by Vieira and Raposo [35]. The research sample was drawn
from dividend announcements of firms listed on the London Stock Exchange (LSE),
Euronext Paris (EP) and Euronext Lisbon (EL). For the French and the UK markets,
they consider the dividend announcements over the period 1994–2002, and for the
Portugal 1988–2002. The results are rather unclear and only partially support the
dividend signalling hypothesis. The authors observed a statistically significant posi-
tive stock market reaction only to stable and decreasing dividend announcements on
the French stock market. There were no price reactions on the UK and Portuguese
markets observed.

Gunasekarage and Power [13, 14] and Bozos et al. [7] also carried out research
in on the UK stock market. Their results are in line with the findings of Lonie et al.
[24].

Amihud and Murgia [3] investigated 255 events of dividend increases and 51
events of dividend decreases announced by companies listed on the German stock
market during the period 1988–1992. They found that the stock price reaction to
dividend news inGermany is similar to that found in theUSA. The results of the study
confirmeda statistically significant abnormal cumulative return for the announcement
day and the previous day of 0.96% for dividend increases, and −1.73% for dividend
decreases. The authors underlined that due to theGerman accounting rules, which are
considered less informative than in the USA, dividends are important in providing
information about companies’ current earnings.

Further studies conducted by Andres et al. [4] confirmed significant share price
reactions after dividend announcements on theGermanmarket. The author also found
that the price reaction to dividend surprises is related to the ownership structure of
the firm.

Gurgul et al. [17] investigated the Austrian stock market reaction to dividend
changes in terms of prices and trading volume. The findings show that dividend
increases induce a significant positive reaction in stock prices (0.72% for the
announcement day), whereas announced dividend decreases lead to a significant fall
in stock prices (−1.26%). In the case of constant dividends, the average abnormal
returns are not statistically different from zero on any day of the event window.
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Capstaff et al. [9] examined the role of dividends in Norway, where the motivation
to use dividends as a signalling mechanism appears to be stronger due to the different
corporate ownership structure from the USA and the UK. They used data from the
period 1993–1998. The results indicate significant abnormal stock returns are asso-
ciated with announcements of dividend changes. Statistically significant abnormal
returns are observed on the announcement day for both the positive (0.76%) and neg-
ative (−0.95%) dividend changes announcements. Stable dividend announcements
are associated with insignificant negative abnormal returns. The authors conclude
that the findings provide minor support for the dividend signalling hypothesis in
Norway; however, it does not support the proposition that corporate ownership plays
an important role on the use of dividends as a signalling mechanism.

Similar studies which tested the dividend signalling hypothesis were also carried
out for other markets, i.e. Travlos et al. [34] analysed the Cyprus market, Harada
and Nguyen [18] examined the Japanese market, while Yilmaz and Gulay [36] the
Turkish market.

The market reaction of dividend announcements on the Polish stock market have
been examined by i.e. Gurgul and Majdosz [16], Gurgul [15], Czerwonka [10],
Pieloch-Babiarz [31], Perepeczo [29], Frasyniuk-Pietrzyk and Walczak [12] and
Kaźmierska-Jóźwiak [20], Mrzygłód and Nowak [27], Kubiak and Czapiewski [21],
Słoński and Zawadzki [32, 33].

Gurgul and Majdosz [16] examined 45 dividend announcements over the period
2000–2004. The results of the study confirmed a positive reaction of the market
(+0.79%, p-value of 0.02) on the day following the announcement (t + 1). Addi-
tionally, the researchers examined the stock price reaction of the company’s rivals
coming from the same sector of the economy and reveal that industry rivals also
experience positive stock price movements on the second day after announcement (t
+ 2).

Perepeczo [29] focused on companies which paid a dividend at least once during
the period 1992–2011. The results of the study show that investors react positively
to dividend announcements (113 cases).

Słoński and Zawadzki [32] conducted research on the Polish companies listed
on the WSE during 2005–2009, which paid out dividends in at least two subsequent
years. Changes in the dividend policy were defined in three different ways: change in
the dividend per share, change in the dividend yield and change in the dividend payout
ratio. The study results indicate that there is no statistically significant relationship
between the changes in dividend payouts and the abnormal returns neither in the day
of the announcement nor the following day. The authors conclude that the changes
in the dividend policy do not secure abnormal rates of return.

Słoński and Zawadzki [33] examined the market reaction to a surprise dividend
increase within the period 2006–2010. The findings of the study show that a surprise
dividend increase is connected with a positive average abnormal return (2.24%, p
< 0.001). The shareholders of the firms announcing relatively high increases in a
dividend payout earned a 3.2% abnormal return on average.

Frasyniuk-Pietrzyk and Walczak [12] examined the market reaction of dividends
announced by companies which paid dividends regularly over the years 2005–2013
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(13 firms). The authors observed, contrary to the assumption, that the dividend
increase (decrease) announcements produced negative (positive) abnormal returns.
The shareholders of firms announcing a dividend decrease earned a statistically sig-
nificant abnormal return of about 1% (p < 0.05), in case of dividend increases−0.4%
(p < 0.1). The abnormal returns were statistically significant only on the event day.

Kaźmierska-Jóźwiak [20] investigated the market reaction to announcements of
dividend initiations. The research was conducted on a population of non-financial
companies initiating dividends payments in 2011–2015 (either for the first time or at
least after three years break) and listed on the Warsaw Stock Exchange. Using daily
data, the researcher investigated the reaction of stock prices of the 67 announcing
firms. The shareholders of the firms announcing an initial dividend payment intention
earned a statistically significant abnormal return of 0.79% (p < 0.05) on the day prior
to the announcement (t − 1).

Mrzygłów and Nowak [27] examined market reactions to 56 dividend announce-
ments among companies listed on theWSE in the year 2013. The findings are mixed.
The market reaction turns out to be statistically significant and positive only on the
announcement day and one day after. The average cross abnormal returns are found
to be insignificantly different from zero for all ten days around the dividend payment
day. Therefore, the researchers concluded that the effect of a dividend announcement
is immediately reflected in stock prices. Moreover, the results of the study confirm
that the effect of dividend announcements is in line with the informational content
of the dividend hypothesis as well as with dividend signalling models [27].

Kubiak and Czapiewski [21] analysed the stock market reaction on the dividend
changes of non-financial companies listed on the WSE over the period 1996–2014.
In the event study methodology, there were three models used as a benchmark: index
model, market model and CAPM model. The findings of the study are not clear.
However, in the case of companies which increased the dividend rate, a positive
market reaction was observed.

27.3 Data and Methodology

The study focuses on non-financial companies listed on the WSE which were pay-
ing dividends regularly within the period 2014–2016. The research sample contains
dividend announcements released by above-described 66 firms.

The first step in the event study methodology is to define the event date. In this
study, the event date—the dividend information announcement date—is defined as
the day of the General Shareholders’ Meeting.

All the dividend announcements were divided into subsequent subsets:

• dividend increase,
• no change in dividends
• and dividend decrease.
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While we defined dividend increases (decreases) as positive (negative) dividend
per cent changes:

Divt − Divt−1

Divt−1
(27.1)

The research covers 66 companies and 198 dividend announcement (50 dividend
decreases, 38 observations of no change in dividends and 117 dividend increases).
Table 27.1 presents the number of observations per year.

The results of the study presented in Table 27.1 show that companies regularly
paying dividends over the period 2014–2016 have announced 117 dividend increases,
50 dividend decreases and only 38 times no change in dividends.

An important problem at this stage was the companies characterized by low liq-
uidity of quotations. If the shares of the company were not listed for several days,
the missing values were supplemented by calculating the proportional increases or
decreases in share prices. In a situation where deficiencies concerned 20% of data
and included day ‘0’ and ‘around-incident’ days, a given case was removed from the
sample (finally 19 cases were removed). Then, the research sample was checked for
possible errors.

The aim of the paper is to analyse the market reaction to dividend changes
announcements. One of the most popular methods of calculating abnormal returns is
the methodology for calculating abnormal returns based on the work of Brown and
Warner [8]:

ARit = Rit − Rmt (27.2)

where

ARit abnormal market adjusted returns on stock i at time t,
Rit denotes the stock return of company i for day t,
Rmt denotes the market return for day t.

Furthermore i = 1, …, n; t = 1, …, T.
To check the null hypothesis about zero average abnormal returns against the

alternative that average abnormal returns are statistically different from zero, a test
based on the t-statistic was used:

t = ARt

σ

√
N (27.3)

Table 27.1 Number of
dividend announcements
(dividend increases,
decreases, no changes) per
year

2014 2015 2016 Total

Dividend increases 36 39 42 117

No change 14 15 9 38

Dividend decreases 18 15 17 50
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where

σ̂ (ARt ) =
√

1

N − 1

∑N

i=1

(
ARit − ARt

)2
(27.4)

To run such a test, it is assumed that the rate of returns is independent and the
form of their parametric distribution is known. We checked the null hypothesis for
all the days within the event window.

The cumulative abnormal returns on i-stock in (t1, t2) time window were calcu-
lated using the following equation:

CARi (t1, t2) =
t2∑

t=t1

ARit (27.5)

After calculating the cumulative abnormal returns over a given time, the average
cumulative abnormal returns (ACAR) were calculated as:

ACAR(t1, t2) = 1

N

N∑
i=1

CARi (t1, t2) (27.6)

where
ACAR(t1, t2)—cumulative abnormal returns for all the stocks in (t1, t2) timewindow.

The dates of General Shareholders’ Meetings are derived from Yearbooks pub-
lished by the Warsaw Stock Exchange. Daily closing prices are derived from Thom-
son Reuters and the WSE.

Figure 27.1 presents the average AR’s movement around the announcement date
for dividend increases, decreases and no changes. On the event day, the average AR’s
fall can be observed in all three subsamples.

Parametric tests results for the average daily abnormal returns around the divi-
dend announcement day in three subsamples (dividend increases, decreases and no
changes) are presented in Table 27.2.

-1.00%

-0.50%

0.00%

0.50%

1.00%

-5 -4 -3 -2 -1 0 1 2 3 4 5

dividend decreases no changes dividend increases

Fig. 27.1 The average daily abnormal returns movement around the announcement date
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Table 27.2 Parametric tests results for the average daily abnormal returns around the dividend
announcement day in three subsamples

Dividend increases No changes in dividend Dividend decreases

Event period day ARt (%) tstat ARt (%) tstat ARt (%) tstat

−5 0.10 0.797 −0.33 −1.051 −0.37 −1.396

−4 0.01 0.116 0.13 0.378 −0.03 −0.168

−3 0.30 1.421 −0.05 −0.136 −0.06 −0.241

−2 0.20 0.894 −0.10 −0.539 0.83* 2.655

−1 0.20 1.056 0.71* 2.681 0.11 0.474

0 0.10 0.581 0.10 0.255 −0.48 −1.353

+1 0.20 1.258 0.63 1.580 0.43 1.547

+2 0.10 0.503 0.17 0.528 0.18 0.674

+3 −0.10 −0.705 −0.13 −0.401 0.10 0.460

+4 0.20 1.145 0.29 1.112 0.21 0.798

+5 −0.30 −1.257 0.27 0.934 0.09 0.274

Sample size 106 37 43

Significance at level: *0.10

As expected, dividend increases are associated with positive abnormal returns
and dividends decreases with negative abnormal returns. However, the results are
statistically insignificant. The findings of the study show that there is no statistically
significant relationship between the changes in dividend value and abnormal rates of
return on the subsequent days.

The study finds positive abnormal returns on the day prior to the dividend
announcement of ‘no change in dividend’ (0.71%, p < 0.1) and on the second day
before the announcement of ‘dividend decreases’ (0.83%, p < 0.1). These results are
only statistically significant for the event period (−5; +5) (Table 27.3).

The results of the study confirm that the average cumulative abnormal returns
around the ‘dividend increase’ and ‘no change’ announcements are statistically sig-
nificant at the standard level of confidence in most of the (−5; +5) time windows.
In the 3-day window, the ACAR (−1; +1) = 0.55% (p < 0.1) for increases, 1.4% (p
< 0.001)—for no changes.

Widening the event window, the ACAR’s increase and reach the statistically sig-
nificant level, i.e. ACAR (−5; +5) = 1.12% (p < 0.1) for increases and ACAR (−5;
+5) = 1.7% (p < 0.05) for no changes. The ACAR around the “dividend decreases”
announcements is statistically significant only in 41-day window, ACAR (−20; +
20) = 3.19% (p < 0.1).
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Table 27.3 Parametric test results for the cumulative average daily abnormal returns around the
dividend announcement day in three subsamples

Dividend increases No changes in dividend Dividend decreases

Event period
day

ACARt (%) tstat ACARt (%) tstat ACARt (%) tstat

ACAR (−1;
0)

0.32 1.203 0.8 1.613 −0.37 −0.815

ACAR (0; 1) 0.35 1.355 0.7 1.598 −0.05 −0.104

ACAR (−1;
+1)

0.55* 1.707 1.4*** 2.803 0.06 0.111

ACAR (−2;
+2)

0.81** 2.001 1.5** 2.424 1.07 1.590

ACAR (−3;
+3)

1.04** 2.510 1.3** 2.166 1.11 1.488

ACAR (−4;
+4)

1.29** 2.497 1.8** 2.309 1.29 1.569

ACAR (−5;
+5)

1.12* 1.910 1.7** 2.684 1.02 1.232

ACAR (−10;
+10)

0.14 0.196 0.5 0.469 1.89 1.613

ACAR (−20;
+20)

−01.38 −0.892 0.5 0.355 3.19* 2.037

Sample size 106 37 43

Significance at level: *0.10, **0.05, ***0.01

27.4 Conclusions

The aim of the study was to investigate the market reaction to dividend changes on
theWarsawStock Exchange. The analysis uses a sample of dividend announcements,
divided into three subsamples: dividend increases, decreases and no changes, of firms
paying regular dividends over the period 2014–2016.

As expected, we can observe that the dividend increases are associated with posi-
tive abnormal returns, dividends decreases with negative abnormal returns. However,
the results are statistically insignificant. Therefore, there is no statistically significant
relationship between the changes in dividend value and abnormal rates of return on
event day and the subsequent days. The results of the previous studies conducted on
the Polish market are also not clear [12, 21, 32].

There might be many reasons for such results. Firstly, the way of defining the
event day. In this study, the event day is defined as the day of the General Share-
holders’ Meeting. Taking into consideration the fact that earlier declarations of the
management are often imprecise, maybe another event day should be defined. Sec-
ondly, the change in dividend policy could be investigated in different ways. Thirdly,
the resolutions of the GSM can contain a lot of information. Some of themmay cause
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contradictory reactions. Therefore, the potentiality of the dividend’s effect could be
abolished. Maybe in the next phase of the research, the sample should be revised to
remove the above-described observations.
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20. Kaźmierska-Jóźwiak, B.: Reakcja rynku kapitałowego na inicjowanie dywidend na rynku pol-
skim. Ekonomika i Organizacja Przedsiębiorstwa 6, 109–118 (2017)
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Chapter 28
Gold Market and Selected Stock
Markets–Granger Causality Analysis

Katarzyna Mamcarz

Abstract The aim of the paper was to examine the bidirectional linkages between
gold returns and stock indices returns. Four indices were considered (S&P500,
NIKKEI, DAX, WIG). To achieve this goal, the augmented Dickey–Fuller test
(ADF), Engle–Granger, and Johansen cointegration tests were applied. On the basis
of the vector autoregressive (VAR) model, the Granger causality test was carried
out to investigate causality between the analyzed time series. In this context, the
following study hypothesis was formulated: Rates of return on stock markets were
the Granger cause of the rates of return on the gold market. The research covered
the period between January 1, 1997, and March 31, 2018, and two subperiods (bull
and bear markets). The comparison of results for alternative VAR models estimated
by employing daily and monthly data was presented. Studies for daily data have
shown that feedback Granger causality appeared in four cases and the unidirectional
causality was identified in eight cases. Referring to monthly data, no evidence of
feedback causality was found. The unidirectional causality was present in five cases.

Keywords Stock market · Gold price · Granger causality · VAR models

28.1 Introduction

Investments in gold and stock markets can be considered as two alternative forms of
capital investment. Gold is one of the assets displaying low or negative correlation
with the stock market and represents an interesting alternative for investments [14].
Especially, breakdowns on stock markets compel investors to return to gold as a safe
investment, while an increase in stock prices is reflected in reduced interest in gold
among investors. Gold serves as a hedge and safe haven on stock markets [7, 9]. The
direction and type of the Granger causality exhibit the relationship between stock
and gold markets.

K. Mamcarz (B)
Maria Curie-Sklodowska University, Plac Marii Curie-Skłodowskiej 5, 20-031 Lublin, Poland
e-mail: katarzyna.mamcarz@poczta.umcs.lublin.pl

© Springer Nature Switzerland AG 2019
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The aim of the paper was to examine the bidirectional linkages between gold
returns and stock indices returns. Four stock market indices were considered: Stan-
dard & Poor’s 500 Index (S&P500), Nikkei Stock Average 225 Index (NIKKEI),
Deutsche Boerse DAX Index (DAX), Warszawski Indeks Giełdowy (WIG). These
are the most popular indices, which are key to investors. The vector autoregressive
(VAR) model was used to achieve the said objective. It served as a basis for apply-
ing the linear Granger non-causality test [28]. In this context, the following study
hypothesis was formulated: Rates of return on stock markets were the Granger cause
of the rates of return on the gold market. The study used basic descriptive statistics
and descriptive analysis. It covered the period from 1997 (January) to 2018 (March),
additionally distinguishing two subperiods on the goldmarket (bull and bearmarket).
The empirical data were derived from the Web portals, Yahoo Finance [34], WGC
[33], and NBP [23].

28.2 Literature Review

Ananalysis of the dependences between gold and other asset classes initially involved
studies of correlation strength and direction. In this respect, three functions were
indicated in the literature (Table 28.1).

In the first case, the price of such assets (gold) is not correlated or is negatively
correlated; in the second case, it is positively correlated (though it is not a perfect
positive correlation); and in the third case, it is not correlated or negatively correlated
in the periods of disruptions on markets or oil shocks with other assets [6].

Then, the study focused on an analysis of the causal relations between the variables
using vector autoregressive (VAR) models and Granger test. This concerned the
relations between various asset classes.

Bayraci et al. [8] applied vector autoregressive (VAR) model of the Turkish finan-
cial markets to forecasts ISE100 index, TRY/USD exchange rate, and short-term
interest rates. Their research covered the period of June 15, 2006—June 15, 2010.
They conducted the linear Granger causality tests to investigate the causal relation-
ship between analyzed variables. The research has shown the existence of bivariate
causal relationship between interest rates and foreign exchange rates, one-way causal
relationships between interest rates and stock index, and between foreign exchange
rates and stock index. No causality was observed from changes in interest rates and
foreign exchange rates to changes in the stock index. Le and Chang [21] studied the
impact of oil price fluctuations on returns on gold in the period from 1994 (May)
to 2011 (April). They observed that in the periods of oil shocks, the oil price dis-
played a statistically significant correlation with the real rates of return on gold. It
is a symmetrical, but nonlinear correlation. Anand and Madhogaria [1] studied the
correlation and causality between the stock markets of six countries (the USA, the
UK, Germany, Japan, and India) and gold prices in the period from 2002 (January)
and 2011 (December). They used the Granger causality test and the vector error cor-
rection model (VECM). In developing countries, stocks are a Granger cause of gold
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Table 28.1 Functions of gold as a financial asset

Function Results’ review

Hedge • Gold is a hedge against fluctuations in the foreign exchange value of the dollar
(sterling–dollar; yen–dollar). However, the extent to which it played this role
was dependent on unpredictable political issues [10]

• Gold serves as a full hedge against inflation expressed by headline, expected,
and core CPI in the USA and the UK. The ability of gold to do so was on
average higher in the USA than in the UK [4]

• Gold price expressed in a domestic currency was not a good hedge against
inflation in Malaysia for the period from July 2001 to February 2013. Gold did
not keep value in relatively short run and was not able to remain the level of its
purchasing power throughout the time [16]

• Investment in gold was not a hedge against inflation in Poland in a long run [18]

Diversifier • Investors could consider bullion gold as a crucial component of a diversified
portfolio in a short and long run [13]

• Gold served as an instrument of portfolio risk reduction due to its negative
market beta [29]

• Gold gave specific diversification opportunities as its price reacted opposite to
stock and bond prices’ movements [14]

• Gold served as an important portfolio diversifier when combined with stocks
but not with bonds [30]

Safe haven • Gold was considered both as a hedge and a safe haven for main stock markets
of European countries (emerging and developing) and USA. This was not the
case of Australia, Canada and Japan or BRIC countries [6]

• Gold could act as a hedge or a safe haven for stock market, yet its role differed
between countries [9]

• During some periods of time, gold did not act as a safe haven in comparison
with silver, platinum and palladium in USA. Even if gold fulfilled this role,
other metals were stronger havens than gold [22]

• Gold acted as a safe haven in Chinese stock market during the global financial
crisis [2]

Source own elaboration

prices, and in developed countries, the direction of causality is reverse. The analysis
covered the period from January 2002 to December 2011.

Krawiec [19] analyzed the relation between changes in the rate of return on global
resources’markets (11 resources) and stockmarkets (2 indices) and the rates of return
on eight specialized investment funds in Poland. In most causes, Granger causality
was observed in the direction from the rates of return on resources to the rates of
return on resources’ funds, while it covered only a few cases of the impact of stock
indices. Chang et al. [11] analyzed the correlations between changes in gold prices
on five global gold markets (London, New York, Japan, Hongkong, and Taiwan) in
2007–2010. They used the augmented VAR model in order to study the correlations
between investment strategies on the gold market in Taiwan and other markets.
They found a bidirectional causality between the gold market in London and New
York and a unidirectional causality between the gold market in New York and other
markets. Wang and Chueh [31] studied the short- and long-term relations between
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interest rates, oil prices, gold prices, and the US dollar exchange rate. They used
the threshold cointegration model and the threshold error correction model (TECM).
The analysis covered the period between January 2, 1998, and December 20, 2007.
They demonstrated that gold and oil prices were positively correlated in a short
period. In addition, they found that while interest rates have a negative impact on
gold futures quotes, oil prices impact positively on those futures. They also observed
the influence of changing interest rates on gold prices. Baur and Tran [5], in studying
the relation between the prices of gold and silver in the period 1970–2011 using
the error correction model (ECM) and Granger causality test, clearly indicate the
impact of gold prices on silver prices and the existence of a long-term correlation.
Syczewska [28] studied the causal relations between the USD/PLN exchange rate
and two stock indices: WIG20 and S&P500 during the time of the financial crisis
(2008–2009) and in a later period, considering the possible shifts in direction and
strength of the analyzed correlations in those subperiods. She found stronger causal
relations in the periodof thefinancial crisis than in other periods. Zhou andZhang [35]
analyzed casual relations between the followingmacroeconomic variables: exchange
rate, HIBOR, money supply and T-bill rate, and Hong Kong stock market index
(HSI) to estimate the likelihood of financial crisis by using vector autoregressive
(VAR) and vector error correction models (VCEMs) and Granger causality test. The
research covered period from 1987 to 2013. Referring to VAR results, none of the
independent variables can Grange cause Hong Kong stock market index (HSI). In
case of VECM, changes of HIBOR can Granger cause changes of HIS. Shaique
et al. [26] assessed the impact of gold prices on the stock market in Pakistan in the
period from October 1993 to May 2014, using the VAR model. They did not find
a long-term correlation between Karachi Stock Exchange 100 index and the gold
price. For this reason, investors should not treat KSE 100 index and the gold price as
alternative markets. Eryiğit [15] analyzed the correlations between the gold price and
the variables included in two asset groups, i.e., preciousmetals (palladium, silver, and
platinum) and energy resources (oil and gasoline). In the first case, he used the VAR
model to study the short-term relations; in the second, he used the VECMmodel. He
demonstrated that there was a short-term unidirectional relation from gold prices to
silver prices and from platinum to gold and silver. A bidirectional relation was found
between silver and palladium,while gasoline and oil did not showa long-term relation
with gold, but both gold and oil prices showed a long-term relation with gasoline
prices. Widz [32] was analyzing Granger causality between return rates/return rates
volatility and trading volume of the main Warsaw Stock Exchange (WSE) indices
(WIG,WIG20, mWIG40, sWIG80) in the period from 3 October 2001 to 20 January
2016. She indicated the poor correlation between considered variables. The existence
of the Granger causality was only observed in direction from stock rates/return rates
volatility to trading volume ofWIGandmWIG40 indices. Studies by Schweikert [25]
conducted for the period 1971–2017 show an asymmetrical relation between silver
and gold prices. A stronger reaction of silver prices to changes in gold prices was
observed when silver prices were on a relatively high level and a stronger reaction
of gold prices to changes in silver prices when gold prices were on a relatively high
level. Therefore, long-term relations between the prices of gold and silver depend
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on the situation in those markets. Aydin and Caliskan Cavdar [3] investigated the
causal relationship between different Turkish macroeconomic variables such as gold
prices, the exchange rate of USD/TRY, and the Borsa Istanbul (BIST) 100 index by
means of two different methods of artificial neural networks (ANNs) and the vector
autoregressive (VAR) method. The analysis covered the period of January 2000 and
September 2014. According to Authors’ findings of the ANN method, there is a
possibility of significant fluctuations for the USD/TRY exchange rate and the BIST
100 index except for gold prices. The results which were obtained with the method
of VAR are consistent with the results of ANNmethod. Moreover, their results show
that the ANN approach has more superior prediction power than the VAR method.

28.3 Empirical Data and Research Method

The empirical studies involved data on the stock and gold markets for the period
from January 1, 1997, to March 31, 2018. The data were collected on the Web
portals, Yahoo Finance [34], WGC [33], and NBP [23]. The analysis used daily and
monthly prices of indices characteristic of the stock markets in selected countries,
i.e., S&P500 (the USA), DAX (Germany), NIKKEI 225 (Japan), WIG (Poland),
and gold prices in respective currencies (USD, EUR, JPY, PLN). These data were
used to determine the daily and monthly logarithmic rates of return. The number
of observations included in the study was 4874, as days with missing data for any
of the variables were removed from the sample, and 256 respectively. A study of
Granger causal relations was conducted based on the vector autoregressive (VAR)
model. An analysis of the correlation coefficient was also included. All calculations
were carried out using the GRETL software package.

The first stage of the analysis involved determining the basic descriptive statistics
for time series. After that, the variables were expressed as logarithms and their degree
of integration was studied using the augmented Dickey–Fuller (ADF) test. Due to the
non-stationary nature of variables, differentiation was performed on them (variable
increments) to reach a stationary time series. However, estimating a model based on
variables in the form of increments would not allow the differentiation of a long-term
relation, but would only provide information about how individual variables affect
the dependent variable in a short term. In the next step, it was studied whether the
model estimated based on first-differenced variables can be supplemented with the
error correction model (ECM) to express the long-term relation between the non-
stationary variables. Such a model would allow the separation of long- and short-
term impacts for cointegrated variables. Cointegration testing was carried out using
the Engle–Granger procedure (ADF test for residues) and Johansen’s test involving
the testing of the null hypothesis assuming that there are no cointegrating vectors
(H0: r = 0) in the VAR model in relation to the alternative hypothesis, H1: r ≤ 1.
Eventually, the correct VAR model was assumed to be the standard model based on
first differences of variables (logarithmic returns, as no cointegration was found [20,
12].
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The general VAR model is as follows [24]:

Zt =
p∑

i=1

Ai Zt−i + εt (28.1)

where Zt = [Yt , Xt]—observation vector of the current process values: Yt , Xt ;
Ai—autoregressive operatormatrices for individual processes, εt—vector of residual
processes, p—VAR process rank.

Such a model, in accordance with the adopted assumptions, relates to two pro-
cesses, i.e., Yt , defined as a process effect and Xt , defined as a process cause, which
cover all of the available information. It is assumed that these processes are station-
ary in the broader sense, usually non-deterministic. A linear relation between the
processes is also indicated and the criterion used for comparing models is the mean
square error of residues [24].

The VARmodel was the basis for conducting the so-called Granger non-causality
test. To this end, the parameters of a two-dimensional VAR(p) model describing the
correlations between the analyzed variables, i.e., pairs of returns (index—gold price).
The model consisted of two equations:

Yt=
p∑

i=1

αi Xt−i +
p∑

j=1

β j Yt− j + ε1t (28.2)

Xt=
p∑

i=1

γi Xt−i +
p∑

j=1

δ j Yt− j + ε2t (28.3)

whereYt—logarithmic return on the ith index;Xt—logarithmic return on investments
in gold; α, β, γ , δ—the structural parameters of the model; εit—random component.
The number of lags (p) for the estimated model was selected using the following
information criteria: Akaike (AIC), Schwarz (BIC), Hannan-Quinn (HQC).

The Granger test allows to determine whether variable X is a Granger cause Y
(X → Y ) (Eq. 28.2). Therefore, it was studied whether the current Y values can be
predicted with a higher precision on the basis of the future values of the X variable
in comparison with the situation where it was not included in the model, unless the
remaining information remains unchanged. The opposite relation (Y → X) was also
considered (Eq. 28.3) [12].

In the case of Eq. (28.2), the following null hypothesis (H0) was verified: X is not
a Granger cause of Y, i.e.,

∑
αi = 0, in relation to the alternative hypothesis (H1):

There is a linear causality from X to Y, i.e.,
∑

αi �= 0. A similar procedure was
carried out for causality occurring in the opposite direction (from Y to X), testing the
significance of parameters next to variableYt in Eq. (28.3). Testing the significance of
parametersmade it possible to determinewhether this relation is uni- or bidirectional,
or whether it does not occur [17].

For Eq. (28.2), an F-test was performed as follows [17]:
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F = (RSSR − RSSUR)/m

RSSUR/(n − k)
(28.4)

where: RSSR—the residual sum of squares for the limited model, i.e., not taking into
account the lagged values of variable Xt , but only the lagged values of variable Yt ,
potentially other variables in the model, if they are present; RSSUR—the residual
sum of squares of the unlimited model (Eq. 28.2); m—the number of lags of value
Xt determined on the basis of the Akaike information criterion (AIC) or Schwarz
information criterion (SIC); k—the number of parameters estimated in the unlimited
model.

Statistics has F-distribution with m and (n − k) degrees of freedom. The same
procedure may be applied to Eq. (28.3) correspondingly. In each case, it is assumed
that the variables are stationary.

28.4 Results

28.4.1 Specification of the Study Sample

The analysis of causal relations involved eight time series: four stock market indices
(S&P500, NIKKEI, DAX, WIG) and four time series of gold prices expressed in
the currencies corresponding to those indices. Table 28.2 shows the properties of the
analyzed time series.

Of the analyzed indices, the highest variability was shown by the WIG index and
the lowest by NIKKEI. A similar situation occurred for gold prices expressed in the
currencies corresponding to the stock markets. All variables were characterized by
positive-skewdistributions. The largest skewwas in the case of the S&P500 index and
the lowest in the case ofWIG. The highest asymmetry concerned gold prices in EUR
and the lowest in JPY. Only the S&P500 index had a leptokurtic distribution, while
other variables (indices and gold prices in respective currencies) were characterized
by a weak concentration around the mean in comparison to normal distribution
(platykurtic distributions).

Logarithmic values were used in further analysis, as logarithms allow the trans-
formation of nonlinear relations into linear and the calculated continuous returns are
characterized by a more normal distribution than discrete returns. This satisfies the
premise of capital market models [27].

Augmented Dickey–Fuller (ADF) unit root test was used to test the integration
of the analyzed data. The AIC was used for determining the lag. Table 28.3 presents
the results for daily (Panel A) and monthly (Panel B) data, respectively.

On the basis of the presented unit root test results, it can be assumed that all the
analyzed series were non-stationary, as the null hypothesis on the non-stationary
nature of the series at a significance level α = 0.01 cannot be rejected, while their
first differences were already stationary, so the series were characterized by the first
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Table 28.2 Descriptive statistics of time series in the period from January 1, 1997, to March 31,
2018

Variable Mean Median Min Max

S&P500 1402.10 1288.70 676.53 2872.90

NIKKEI 13964.00 14091.00 7055.00 24124.00

DAX 6666.30 6135.40 2203.00 13560.00

WIG 35112.00 38859.00 10474.00 67569.00

PUSD 813.33 687.75 252.85 1895.00

PJPY 83301.00 79705.00 26811.00 156720.00

PEUR 657.84 512.39 236.96 1384.70

PPLN 249.69 243.32 56.32 653.36

Variable Standard deviation Coefficient of variation Skewness Kurtosis

S&P500 443.15 0.3161 1.0890 0.5432

NIKKEI 3839.80 0.2750 0.1897 −1.0589

DAX 2554.00 0.3831 0.7742 −0.1466

WIG 16248.00 0.4627 0.0509 −1.3741

PUSD 480.59 0.5909 0.3229 −1.3428

PJPY 43096.00 0.5174 0.1541 −1.6176

PEUR 363.49 0.5525 0.3958 −1.4470

PPLN 158.23 0.6337 0.3356 −1.1994

Source Own calculations based on [23, 33, 34]

degree of integration, I(1). This means that the basic condition necessary for the
application of the VAR model estimated on the basis of the logarithmic series in the
causality analysis, i.e., the stationary nature of variables, is not fulfilled. In further
analysis, the application of the first differenced variables was considered and it was
determined whether themodel should be supplemented by an error correctionmodel.

28.4.2 Analysis of Variable Cointegration

The results of the cointegration analysis according to the Engle–Granger procedure
and the Johansen cointegration test for a series of logarithms (index, gold price) in
the first degree of integration I(1) are presented in Table 28.4 for daily (Panel A) and
monthly (Panel B) data, respectively.

Referring to the Engle–Granger cointegration test, the results of the ADF test (α
= 0.01) indicate that there is no basis for rejecting the null hypothesis on the non-
stationary nature of the residues obtained for the models being linear combinations
of specific indices and gold prices estimated on the basis of daily data (Panel A). This
means that there is no long-term relation between stockmarket indices’ characteristic
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Table 28.3 ADF test results for a series of logarithms in the period from January 1, 1997, toMarch
31, 2018

Index/price Variable First difference

Tau statistic [p-value] Tau statistic [p-value]

Panel A (daily data)

S&P500 −0.885633 [0.7934] −31.5609 [1.44 × 10−45]

NIKKEI −1.60438 [0.4803] −51.9119 [0.0001]

DAX −1.48835 [0.5398] −33.5047 [4.80 × 10−41]

WIG −2.28548 [0.4414] −15.8756 [1.05 × 10−37]

PUSD −0.485179 [0.8918] −15.9226 [7.71 × 10−38]

PJPY −0.55843 [0.8772] −16.7666 [3.80 × 10−40]

PEUR −0.541237 [0.8808] −14.7891 [1.57 × 10−34]

PPLN −1.60268 [0.7924] −15.536 [9.78 × 10−37]

Panel B (monthly data)

S&P500 −0.935012 [0.776] −14.7082 [3.987 × 10−26]

NIKKEI −1.62431 [0.4701] −14.0586 [3.97 × 10−25]

DAX −2.28643 [0.4408] −14.782 [3.121 × 10−26]

WIG −2.46661 [0.345] −15.2216 [7.939 × 10−27]

PUSD −0.3674 [0.9123] −12.9078 [1.191 × 10−28]

PJPY −2.20741 [0.4849] −19.5516 [3.117 × 10−29]

PEUR −1.94176 [0.6323] −23.5926 [1.402 × 10−25]

PPLN −0.832702 [0.8077] −21.6161 [4.784 × 10−28]

Source Own calculations based on [23, 33, 34]

of selected stock markets and the gold prices in their corresponding currencies (lack
of cointegration). Referring to calculation carried out on monthly basis (Panel B),
all residuals were not cointegrated except for model reflecting linear combination
between WIG and gold price in PLN (Engle–Granger test). However, it was not
confirmed by the Johansen test. Generally, in the case of the Johansen test, both the
results of the matrix trace test and the test of the maximum eigenvalue show that
there was no basis for rejecting the null hypothesis assuming that there were no
cointegrating vectors in the VAR model (H0: r = 0).

Due to the determined non-stationary nature of the variables and the zero rank of
matrix� (r = 0), themodel based on variable increments without the error correction
model was assumed as the correct form of the VAR model in the causality analysis.
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Table 28.4 Engle–Granger’s cointegration test and Johansen cointegration test

Model (stocks’
index; gold
price)

Engle–Granger
test

Johansen test

ADF [p-value] Rank r Eigenvalue Trace Statistic
[p-value]

Max-Eigen
Statistic
[p-value]

Panel A (daily data)

S&P500; USD −1.46006
[0.7783]

0 0.001585 8.6451
[0.7688]

7.7279
[0.5895]

1 0.000188 0.91719
[0.9465]

0.9172
[0.9459]

NIKKEI; JPY −1.63269
[0.7086]

0 0.001012 7.7866
[0.8378]

4.9293
[0.8843]

1 0.000586 2.8573
[0.6151]

2.8573
[0.6139]

DAX; EUR −2.24828
[0.3989]

0 0.001604 10.827
[0.5663]

7.8159
[0.5792]

1 0.000618 3.0109
[0.5873]

3.0109
[0.5862]

WIG; PLN −2.6306
[0.2254]

0 0.002225 13.613
[0.3243]

10.852
[0.2724]

1 0.000567 2.7610
[0.6327]

2.7610
[0.6315]

Panel B (monthly data)

S&P500; USD −1.45266
[0.781]

0 0.037871 11.433
[0.5092]

9.4201
[0.4023]

1 0.0082151 2.0128
[0.7720]

2.0128
[0.7708]

NIKKEI; JPY −1.66561
[0.6939]

0 0.028757 10.263
[0.6200]

7.1195
[0.6604]

1 0.012801 3.1436
[0.5637]

3.1436
[0.5626]

DAX; EUR −2.29694
[0.3745]

0 0.027163 9.2463
[0.7155]

6.7195
[0.7063]

1 0.010302 2.5268
[0.6761]

2.5268
[0.6749]

WIG; PLN −4.18701
[0.004542]

0 0.032262 11.466
[0.5061]

8.0017
[0.5577]

1 0.014096 3.4640
[0.5088]

3.4640
[0.5078]

Source Own calculations based on [23, 33, 34]
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28.4.3 An Analysis of the Causal Relations

The first differences of the output values expressed as logarithms are the logarithmic
returns on investment on the stock market (R index) and physical gold (R price).
Those variables, as previously demonstrated, are stationary, so there is no spurious
correlation present. Table 28.5 shows correlation coefficients between the rates of
returns (indices, gold prices), which were the basis for estimating the VAR models
based on daily and monthly data.

Table 28.5 demonstrates that there was a weak linear correlation between the rates
of return on investments in gold and the rates of return on the WIG and NIKKEI
indices and virtually no correlation in the case of gold and other indices: S&P500
and DAX as well as for daily and monthly data. The obtained results were always
statistically significant for the former but not for the latter.

Table 28.6 compares Akaike (AIC), Schwarz (BIC), and Hannan-Quinn (HQC)
information criteria, which served as a basis for selecting the number of lags for the
estimatedmodels based on daily andmonthly data, Panel A and Panel B, respectively.
The level according to the AIC was selected as the most optimal. Three lags were
assumed for three models (1, 2, and 4), and model 3 was an exception with four lags.
In the case of models based onmonthly data, the number of lags was more discrepant
and varied from 1 to 3.

Table 28.7 shows the result of tests of the overall significance of the parameters
and the test of the normality of distribution of residues in the whole sample in case
of daily and monthly data, Panel A and Panel B, respectively.

Referring to daily data, Granger causality test in the direction from the rates of
return on investments in gold to the rates of return on stock indices demonstrated
causality only in the case of the NIKKEI index with the standard confidence level α
= 0.01 and WIG index at the confidence level α = 0.1. In the case of monthly data,
causality was confirmed for NIKKEI, and additionally, it was identified for DAX.

Granger causality test (daily) in the direction from the rates of return on stock
markets to the rates of return on gold indicates that the returns on S&P500 and WIG
indices with the confidence level α = 0.01; NIKKEI with the confidence level α =
0.05 and DAX with the confidence level α = 0.1 were the cause of changes on the

Table 28.5 Pearson’s correlation coefficients between the analyzed rates of returns

Stock index
return

Gold
return

Daily data Monthly data

Correlation
coefficient

p-value Correlation
coefficient

p-value

RS&P500 RUSD −0.03019443 0.0351 0.02064450 0.7428

RNIKKEI RJPY 0.14050899 0.0000 0.17705986 0.0046

RDAX REUR 0.05609096 0.0001 −0.00169006 0.9786

RWIG RPLN 0.18767994 0.0000 0.20717777 0.0009

Source Own calculations based on [23, 33, 34]
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Table 28.6 Optimal number of lags for VAR models by information criterion

Model Number of lags [Information criterion value]

AIC BIC HQC

Panel A (daily data)

Model 1 (RS&P, RUSD) 3 [−12.034665*] 1 [−12.021228*] 2 [−12.029768*]

Model 2 (RNIKKEI, RJPY) 3 [−11.516867*] 1 [−11.503104*] 2 [−11.511094*]

Model 3 (RDAX, REUR) 4 [−11.645796*] 1 [−11.635639*] 2 [−11.640869*]

Model 4 (RWIG, RPLN) 3 [−11.112218*] 2 [−11.097423*] 2 [−11.106082*]

Panel B (monthly data)

Model 1 (RS&P, RUSD) 2 [−6.598228*] 1 [−6.511582*] 1 [6.561942*]

Model 2 (RNIKKEI, RJPY) 2 [−6.147027*] 1 [−6.031910*] 2 [−6.087111*]

Model 3 (RDAX, REUR) 3 [−5.977791*] 1 [−5.884414*] 1 [−5.937604*]

Model 4 (RWIG, RPLN) 1 [−5.242144*] 1 [−5.153005*] 1 [−5.206195*]

Source own elaboration
*optimal number of lags

Table 28.7 Results of the F-test for the overall significance of VAR model parameters and the
Doornik-Hansen residual normality test

Model Null hypothesis F-test statistics [p-value] Normality test statistics
[p-value]

Panel A (daily data)

1 RUSD � RS&P 0.53665 [0.6572] 2888.24 [0.0000]

RS&P � RUSD 4.6846 [0.0029]* 2293.61 [0.0000]

2 RJPY � RNIKKEI 8.5371 [0.0000]* 1878.88 [0.0000]

RNIKKEI � RJPY 2.9821 [0.0301]** 1862.32 [0.0000]

3 REUR � RDAX 1.4760 [0.2066] 1814.47 [0.0000]

RDAX � REUR 2.1332 [0.0741]*** 2881.46 [0.0000]

4 RPLN � RWIG 2.5184 [0.0563]*** 2293.61 [0.0000]

RWIG � RPLN 6.5327 [0.0002]* 1891.26 [0.0000]

Panel B (monthly data)

1 RUSD � RS&P 1.9642 [0.1424] 19.931 [4.69932 × 10−5]

RS&P � RUSD 0.57304 [0.5646] 21.1062 [2.61124 × 10−5]

2 RJPY � RNIKKEI 2.5558 [0.0797]*** 11.5078 [0.00317045]

RNIKKEI � RJPY 0.034605 [0.9660] 49.6143 [1.68418 × 10−11]

3 REUR � RDAX 3.0125 [0.0308]** 27.2301 [1.22198 × 10−6]

RDAX � REUR 0,58560 [0,6250] 11.1437 [0.00380352]

4 RPLN � RWIG 1,2914 [0,2569] 45.6703 [1.21012 × 10−10]

RWIG � RPLN 0,086535 [0,7689] 37.5419 [7.04495 × 10−9]

H0 is rejected for the significance level: *α = 0.01; **α = 0.05; ***α = 0.1
Source Own calculations based on [23, 33, 34]
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gold market. These results were not confirmed by analysis on monthly basis. The
distributions of residues are not normal.

To summarize analysis conducted on the daily basis, bidirectional Granger causal-
ity throughout the whole analyzed period was found for gold and two indices:
NIKKEI and WIG but with various confidence levels. No such bilateral relations
were found for indices S&P500 and DAX. However, the causality was unidirec-
tional from the rates of return on investment in gold to these indices at a = 0.01
(S&P500) and a = 0.1 (DAX). Changes on stock markets influenced the gold mar-
ket in four cases, while a reverse relation was also found for the NIKKEI and WIG
indices. Unidirectional causality from gold to stock indices returns for monthly data
was identified only in two cases (Japan, Germany). In other cases, the independence
between variables was observed.

The detailed analysis also involved two subperiods determined on the basis of
the trend in gold prices expressed in the US dollar. Tables 28.8 and 28.9 present the
results of tests of the overall significance of parameters and residual normality test
as divided into the bull and bear markets for VAR models estimated on daily and
monthly basis, Panel A and Panel B, respectively.

Referring to Panel A during the bull market, Granger causality test in the direction
from the rates of return on investments in gold to the rates of return on stock indices
demonstrated causality only in the case of the NIKKEI index with the standard
confidence level α = 0.01 and DAX index at the confidence level α = 0.05. The
increase in gold prices did not affect the stock market represented by the S&P500
andWIG indices. In the case of Panel B, the Granger causality was not identified for
standard levels of significance. However, after extending the level of significance,
say up to 0.2, the gold market could affect the Japanese and German stock market.

Granger causality test in the direction from the rates of return on stock markets
to the rates of return on gold indicated that the returns on NIKKEI indices with the
confidence level α = 0.01 and S&P500 and WIG with the confidence level α =
0.05 were the cause of changes on the gold market. As for the changes in rates of
return on stock markets represented by the DAX index, they did not affect the gold
market. In comparison if we consider results presented in Panel B, changes in the
stock market (DAX) were only the Granger cause for gold market in Germany at
standard significance level α = 0.1. In other cases, the results were not confirmed.

During the bull market, bidirectional causality only occurred for the NIKKEI
index and gold price. Changes on stock markets influenced the gold market in three
cases for daily data (S&P500, NIKKEI,WIG)while a reverse relation was also found
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Table 28.8 Results of the F-test for the overall significance of VAR model parameters during the
bull markets in gold and the Doornik-Hansen residual normality test

Model Null hypothesis F-test statistics [p-value] Normality test statistics
[p-value]

Panel A (daily data)

1 RUSD � RS&P 1.0698 [0.3606] 1723.68 [0.0000]

RS&P � RUSD 2.9830 [0.0301]** 1328.93 [2.67061 × 10−289]

2 RJPY � RNIKKEI 8.4999 [0.0000]* 1378.29 [5.10507 × 10−300]

RNIKKEI � RJPY 4.5527 [0.0035]* 829.805 [6.45692 × 10−181]

3 REUR � RDAX 2.8320 [0.0233]** 1179 [9.62298 × 10−257]

RDAX � REUR 1.3975 [0.2322] 1651.54 [0.0000]

4 RPLN � RWIG 1.5358 [0.2031] 1025.93 [1.668 × 10−223]

RWIG � RPLN 3.1117 [0.0253]** 800.207 [1.7265 × 10−174]

Panel B (monthly data)

1 RUSD � RS&P 0.38779 [0.6792] 11.8009 [0.00273817]

RS&P � RUSD 0.33121 [0.7185] 18.9505 [7.67275 × 10−5]

2 RJPY � RNIKKEI 1.8722 [0.1570] 9.06329 [0.0107629]

RNIKKEI � RJPY 0.95975 [0.3851] 37.556 [6.99539 × 10−9]

3 REUR � RDAX 1.6627 [0.1770] 13.6856 [0.00106709]

RDAX � REUR 2.2320 [0.0864]*** 6.02834 [0.0490866]

4 RPLN � RWIG 0.53303 [0.4663] 23.8534 [6.61137 × 10−6]

RWIG � RPLN 0.12533 [0.7238] 37.6426 [6.69913 × 10−9]

I(1); H0 is rejected for the significance level: *α = 0.01; **α = 0.05; ***α = 0.1
Source Own calculations based on [23, 33, 34]

for the NIKKEI and DAX indices. The impact of DAX on gold returns was observed
in case of monthly data. The distributions of residues are not normal.

While analyzing Table 28.9, Panel A during the bear market, Granger causality
test in the direction from the rates of return on investments in gold to the rates of
return on stock indices demonstrated causality only in the case of the WIG index
with the standard confidence level α = 0.05. It was also confirmed for monthly data
after extending the level of significance to 0.2. This type of relationship was not
observed for S&P500 and DAX indices. A decrease in gold prices did not affect the
stock market represented by the said two indices. On the contrary, if we take a glance
at Panel B results, the unidirectional causality was observed for S&P500 and DAX.

Granger causality test in the direction from the rates of return on stock markets to
the rates of return on gold indicates that the returns onWIGwith the confidence level
α = 0.01 and S&P500 with the confidence level α = 0.05 were the cause of changes
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Table 28.9 Results of the F-test for the overall significance of VAR model parameters during bear
markets in gold and the Doornik-Hansen residual normality test

Model Null hypothesis F-test statistics [p-value] Normality test statistics
[p-value]

Panel A (daily data)

1 RUSD � RS&P 1.2001 [0.3084] 272.248 [7.62379 × 10−60]

RS&P � RUSD 3.1840 [0.0231]** 853.995 [3.60918 × 10−186]

2 RJPY � RNIKKEI x x

RNIKKEI � RJPY x x

3 REUR � RDAX 1.7842 [0.1294] 191.245 [2.96222 × 10−42]

RDAX � REUR 1.3362 [0.2542] 1240.14 [5.10021 × 10−270]

4 RPLN � RWIG 2.7087 [0.0439]** 264.338 [3.97849 × 10−58]

RWIG � RPLN 7.3018 [0.0001]* 396.371 [8.49361 × 10−87]

Panel B (monthly data)

1 RUSD � RS&P 3.1900 [0.0469]** 6.38213 [0.0411279]

RS&P � RUSD 2.3494 [0.1025] 6.80637 [0.0332671]

2 RJPY � RNIKKEI x x

RNIKKEI � RJPY x x

3 REUR � RDAX 3.3062 [0.0249]** 1.03068 [0.597299]

RDAX � REUR 1.4658 [0.2311] 15.439 [0.000444079]

4 RPLN � RWIG 2.1505 [0.1466] 3.578 [0.167127]

RWIG � RPLN 0.010445 [0.9189] 4.84496 [0.0887014]

Legend: x logarithmic series were at various degrees of integration, i.e., JPY I(0), NIKKEI I(1); H0
is rejected for the significance level: *α = 0.01; **α = 0.05; ***α = 0.1
Source Own calculations based on [23, 33, 34]

on the gold market for models estimated on daily basis, but it was not supported
by the results obtained for monthly data. Referring to daily data for Germany, no
causality was observed for gold and the DAX index in any direction yet gold returns
influenced DAX if we consider monthly data.

During the bear market, analysis carried out on daily data has shown that bidirec-
tional causality only occurred for the WIG index and gold price. Changes on stock
markets influenced the gold market in two cases (S&P500 andWIG), while a reverse
relation was found for the WIG index. Unidirectional causality relations from gold
to stocks were observed for monthly data only in two cases (USA, Germany). The
distributions of residues are not normal with two exceptions indicated for monthly
intervals.

The summary of result is presented in Table 28.10.
In most cases, results obtained for daily data were not supported by monthly data

analysis.
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Table 28.10 Types of causality relations between the analyzed variables

Model Causality Whole period
(daily/monthly)

The bull market
(daily/monthly

The bear market
(daily/monthly

1 RUSD → RS&P Not existing/Not existing Not existing/Not
existing

Not exist-
ing/Unidirectional

RS&P → RUSD Unidirectional/Not existing Unidirectional/Not
existing

Unidirectional/Not
existing

2 RJPY → RNIKKEI Bidirectional/Unidirectional Bidirectional/Not
existing

Not specified/Not
specified

RNIKKEI → RJPY Bidirectional/Not existing Bidirectional/Not
existing

Not specified/Not
specified

3 REUR → RDAX Not existing/Unidirectional Unidirectional/Not
existing

Not exist-
ing/Unidirectional

RDAX → REUR Unidirectional/Not existing Not exist-
ing/Unidirectional

Not existing/Not
existing

4 RPLN → RWIG Bidirectional/Not existing Not existing/Not
existing

Bidirectional/Not
existing

RWIG → RPLN Bidirectional/Not existing Unidirectional/Not
existing

Bidirectional/Not
existing

Source Own elaborations based on Tables 28.7, 28.8, 28.9

28.5 Conclusion

Different cases of the Granger causality regarding analyzed variables were observed.
They exhibit the relationship between the stock and goldmarkets. Both uni- and bidi-
rectional causalities were found. For models estimated on daily basis, bidirectional
relationswere found in four cases: 2whole period (NIKKEI↔ gold,WIG↔ gold), 1
bull market (NIKKEI↔ gold), 1 bear market (WIG↔ gold). Unidirectional relation
from the index to gold occurred in five cases: 2 whole period (S&P500→ gold, DAX
→ gold), 2 bull market (S&P500 → gold, WIG → gold), 1 bear market (S&P500
→ gold). The study hypothesis on the Granger causality from the rates of return on
stock markets to the rates of return on the gold market was confirmed in this scope.
Unidirectional relation from gold to the index was found once during the bear market
(gold → DAX) and was not found in any of the directions in one case for the bear
market (REUR�RDAX; RDAX�REUR). For one model, it was impossible to ver-
ify the hypothesis due to the variable degree of integration of series of returns in one
case during the bear market. Identified directions of causality presented above were
not supported by results obtained for monthly data in nine cases. However, we can
observe the impact of gold returns on stock returns in four other cases (RS&P—the
bull market; RNIKKEI—the whole period; RDAX—the whole period and the bear
market) and one in the opposite direction (REUR—the bull market). In the last case,
the research hypothesis was positively verified.
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Chapter 29
Investment Decision Support on Precious
Metal Market with Use of Binary
Representation

Krzysztof Piasecki , Michał Dominik Stasiak and Żaneta Staszak

Abstract In this paper, a detailed analysis of HFT systems’ properties is performed
with use of binary exchange rate representation for precious metals: gold and silver.
The binary representation is based on transforming tick data into a binary string.
In order to assess the probabilities of changes on the researched exchange market,
authors use mentioned binary representation. This paper contains an analysis of
the following assessment criteria: expected annual number of transaction, systemic
probability of success, expected single unitary payment, expected annual unitary
payment, transaction risk assessment, single unitary risk bonus, annual unitary risk
bonus, expected return rate, expected interest rate, return risk premium and interest
risk premium. The research was performed on five-year historical data for precious
metals to dollar exchange rates (XAU/USD and XAG/USD), with use of dedicated
Mql4 and C++ software created by the authors.

Keywords Metal market · High-frequency econometric · Technical analysis ·
Investment decision support

29.1 Introduction

High-frequency trading (HFT) systems are becoming more and more popular due to
the development in the information technologies. The exchange rates of nowadays’
precious metals became an important financial instrument on the global financial
market.
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The main purpose of the following paper is the possibility of using HFT systems
on the precious metal market. In order to achieve that, a binary representation was
applied in the research [1], to DPT-dedicated transaction systems described in [2] as
probabilistic decision models. DPT systems are a special case of HFT systems.

The prediction tables for HFT systems were obtained by the use of the binary
representation.Next,we present a description, criteria and evaluation and comparison
methods for DPT systems. These formal financial tools were, among others, applied
to a DPT system financial effectiveness optimization.

In the research, authors used the quotations of gold and silver expressed in dollar
(XAU/USD and XAG/USD), from a five-year time period (from 31 December 2012
to 01 January 2018), obtained from the Dukascopy broker. The analysis of older
data is ineffective due to general technological changes applied to the markets and
stemming from technological advancement of used tools and equipment.

The paper is organized as follows. Section 29.1 contains an introduction and
justification of choosing the topic. Section 29.2 presents the concept of binary course
representation, while Sect. 29.3 describes the prediction table. Section 29.4 includes
a description of the precious metal market. Section 29.5 presents the DPT transaction
system. In Sect. 29.6, we introduce and apply the tools of evaluating DPT systems
applied on mentioned metal market. Section 29.7 includes formal financial tools
allowing for a comparison of DPT systems used on different markets. Section 29.8
summarizes the obtained results and indicates the direction of future research.

29.2 Binary Representation

Themain focus of the following paper will be the precious metal market, represented
by exchange pair XPM/QCR and observed in [0, T ] time period. XPM denotes the
base precious metal, and QCR denotes the quoted currency. In this paper, we will
consider the gold market represented by exchange pair XAU/USD and the silver
market represented by exchange pair XAG/USD.

In each moment, t ∈ [0, T ], we can note the price Ask QAsk(t), which is a price
of 1 troy ounce (1 oz) of base precious metal XPM in the quoted currency QCR.
Here, the price Ask is shortly called ‘course’. This way we can determine a trend
QAsk : [0, T ] → R, which describes the dynamics of the exchange pair XPM/QCR.

The usual unit for measuring the change in an exchange rate value is 1 pip = 0.01
for the pair XAU/USD and 1 pip = 0.001 for the XAG/USD pair.

The changes on the market are characterized by an unitary return, defined as a
quotient of a return expressed in QCR by the amount of the base precious metal. The
unitary return of a BUY transaction opened at t ′ and closed at t ′′ > t ′
equals:

. (29.1)
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The Ask price of the gold or silver changes, on average, every 1–2 s. Most of these
changes result from the white noise of few pips [3–5]. Such a high change frequency
causes a need to use a proper HFT system rate trajectory representation.

In the trading system presented further in the paper, each operation opened at
t ′ ∈ [0, T ] will be closed as soon as possible at t ′′ > t ′, which fulfils the following
condition:

, (29.2)

where δ > 0 is a given magnitude of unitary return. Therefore, we can encounter
only one out of the two following cases:

(29.3)

(29.4)

Closing the transaction in case (29.3) means the realization of ‘take profit’ strat-
egy (TP), as there was an increase of exchange rate by δ. Such course change is a
random event denoted by Iδ . Closing the transaction in the case (29.4) means the
implementation of ‘stop loss’ strategy (SL), as there was a decrease in exchange rate.
Such course change is an opposite event to s and it is denoted as IC

δ .
Such trading system is compatible with a binary representation of exchange rate

quotations [1]. The binary representation of a course trend observed in time period T
consists of transforming these observations into a binary sequenceE(δ, T ) = (εi )

n
i=1,

in which the ensuing values represent the occurring decreases and increases of the
size of a discretization unit equal to assumed magnitude δ of unitary return. The
binary representation E(δ, T ) = (εi )

n
i=1 is determined in the following way:

– if the ith change is an increase of the course Iδ , then εi = 1;
– if the ith change is a decrease of the course IC

δ , then εi = 0.

If the binary representation E(δ, T ) is assigned to the exchange pair XPM/QCR,
then it can be denoted as E(XPM/QCR, δ, T ).

This kind of binary representations will be used to describe the trajectory of
exchange rate between XAU/USD and XAG/USD from the time period of five years
(T = 5Y ), (from 31 December 2012 to 01 January 2018), obtained from the Dukas-
copy broker. An analysis of older data is aimless due to the changes in technology,
accessibility to market, etc., which occurred before the stated period and caused
major changes in the character of quotations.
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29.3 Prediction Tables

The For set time scope m, a given binary representation E(XPM/QCR, δ, T ) can be
applied for describing XPM/QCR market by means of its states:

s j = (e1, e2, . . . , em), (29.5)

here:

j =
m∑

k=1

2m−kek + 1. (29.6)

is a m-element permutation with repetition from the set {0, 1}. In this situation, all
possible states of XPM/QCR market are given as a state space:

Em = {
s j : j = 1, 2, . . . , k; k = 2m

}
(29.7)

of all possible historical observations. In this paper, we will use the state space:

E4 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

s1 = (0, 0, 0, 0), s2 = (0, 0, 0, 1), s3 = (0, 0, 1, 0),
s4 = (0, 0, 1, 1), s5 = (0, 1, 0, 0), s6 = (0, 1, 0, 1),
s7 = (0, 1, 1, 0), s8 = (0, 1, 1, 1), s9 = (1, 0, 0, 0),

s10 = (1, 0, 0, 1), s11 = (1, 0, 1, 0), s12 = (1, 0, 1, 1),
s13 = (1, 1, 0, 0), s14 = (1, 1, 0, 1), s15 = (0, 1, 1, 0),

s16 = (0, 1, 1, 1)

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

. (29.8)

Each moment of opening a transaction is attributed an observed state of metal
market. This way we can create a sequence [1]:

(s̃i )
n−m+1
i=1 = (

(εk)
i+m−1
k=i

)n−m+1

i=1 (29.9)

of following observations of market states. Each state s j is observed exactly n j > 0
times. Thanks to this, for each state s j we can establish a probability:

p
(
s j

) = n j

n − m + 1
(29.10)

of reaching that state by the exchange pair XPM/QCR. After each state s j , the course
increase Iδ is observed exactly n∗

j > 0 times. In the next step, each state s j is assigned
a conditional probability:

p
(
Iδ|s j

) = n∗
j

n j
(29.11)
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Table 29.1 Prediction table
for XAU/USD

State s j Number of
observations
n j

Probability of
the occurrence
of state p

(
s j

)
Probability of
the increase of
a rate p

(Iδ |s j
)

s1 981 0.0521 0.5586

s2 1171 0.0622 0.5047

s3 1264 0.0672 0.4968

s4 1225 0.0651 0.4914

s5 1284 0.0682 0.5467

s6 1118 0.0594 0.4991

s7 1207 0.0641 0.4996

s8 1162 0.0617 0.4923

s9 1171 0.0622 0.5320

s10 1318 0.0700 0.4810

s11 1138 0.0605 0.4306

s12 1144 0.0608 0.4895

s13 1205 0.0640 0.5112

s14 1163 0.0618 0.5030

s15 1161 0.0617 0.4823

s16 1106 0.0588 0.4837

Source Own calculations

of course increase Iδ , due to market pair XPM/QCR reaching the state s j .
The set of triples

{(
n j , p

(
s j

)
, p

(
Iδ|s j

)) : j = 1, 2, . . . , k
}
forms a prediction

table allowing to foresee the changes in exchange rate of XPM/QCR pair. Each state
s j is a prediction premise. Total probability p(Iδ) of a rate increase can be denoted
as

p(Iδ) =
m∑

j=1

p
(
s j

) · p(Iδ|s j
)
. (29.12)

Table 29.1 presents a prediction table obtained for the given state spaceE4 with use
of the binary representation E(XAU/USD, 300, 5Y ). This table can be further used
in order to manage the speculations on XAU/USDmarket. The method of appointing
the discretization unit δ = 300 is described in Sect. 29.5.

Table 29.2 presents a prediction table obtained for the given state spaceE4 with use
of the binary representation E(XAG/USD, 280, 5Y ). This table can be further used
in order to manage the speculations on XAG/USDmarket. The method of appointing
the discretization unit δ = 280 is described in Sect. 29.5.
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Table 29.2 Prediction table
of XAUG/USD

State s j Number of
observations
n j

Probability of
the occurrence
of state p

(
s j

)
Probability of
the increase of
a rate p

(Iδ |s j
)

s1 96 0.0648 0.4688

s2 88 0.0594 0.4205

s3 101 0.0682 0.5941

s4 78 0.0527 0.4487

s5 89 0.0601 0.5730

s6 117 0.0790 0.5897

s7 92 0.0621 0.5000

s8 82 0.0554 0.4146

s9 88 0.0594 0.4886

s10 91 0.0614 0.4505

s11 117 0.0790 0.5897

s12 95 0.0641 0.4947

s13 90 0.0608 0.4444

s14 84 0.0567 0.4167

s15 82 0.0554 0.4634

s16 80 0.0588 0.5750

Source Own calculations

29.4 A Description of the Metal Market

A metal market is a place where the exchange rate of XPM/QCR is traded. The
current value of the exchange rate is noted in two prices: Bid price (further denoted
as QBid) and Ask price (QAsk). Ask price is a price of the precious metal XPM
equivalent of QCR. Bid price is a selling price that reflects how much of the quoted
currency QCR will be obtained by selling one unit of the precious metal XPM. Ask
price is not lower than Bid price, which can be showed as:

QAsk ≥ QBid. (29.13)

The transactions on the metal market are made by brokers of exchange market
and investors. Metal market brokers set their fees based on commission equal to the
spread that is to the difference between current Ask and Bid prices. On the metal
market of the XPM/QCR pair, an investor can order the broker to BUY or SELL.
BUY is executed with the Ask price QAsk and means buying XPMwith QCR. SELL
is executed with the Bid price QBid and means selling XPM with QCR. Each of the
SELL and BUY orders can simultaneously be an ‘open’ or ‘close’ order. The amount
of the orders is defined by the investor and expressed in standard lot size. On the
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gold market XAG/USD, the unit of trade is 1 lot = 100 oz AU. On the silver market
XAG/USD, it is 1 lot = 1000 oz Ag.

An investor operating on the metal market of XPM/QCR pair wants to achieve a
profit caused by an accurate prediction of a change of chosen exchange rate. On the
metalmarket, each transaction is definedby its opening and closing. The only opening
or closing orders can be BUY or SELL orders. A broker accepting an opening order
is obliged to undertake the closing order. At the moment t ′ of opening a transaction,
the levels of Ask and Bid prices are represented by a pair

(
Q′

Ask, Q
′
Bid

)
. Opening

order is accompanied by determining the value of the spread

spr = Q′
Ask − Q′

Bid ≥ 0. (29.14)

The value of spread spr depends on the offer given by the broker. At the moment
t ′′ of closing a transaction, the levels of Ask and Bid prices are represented by a pair
of

(
Q′′

Ask, Q
′′
Bid

)
. The transactions concluded on metal market are settled in QCR.

Metal market allows two positions: long and short.
If at the openingmoment t ′ investors expect an increase in the value of XPM/QCR

pair, then they give a BUYorder inAsk price Q
′
Ask of value and they go long. Going

long means that in a determined time the investors place a SELL order with a Bid
Q′′

Bid price.
If at the opening moment t ′ the investors expect a decline in XPM/QCR pair, then

they place a SELL order with a Bid price Q
′
Bid of a value and go short. Taking

a short position means that in a determined closing time t ′′, the investor places a
closing BUY transaction with the Ask Q′′

Ask price.

29.5 Proposed Trading System

Since themarket operates 24 h, 5 days aweek, placing the ordersmanually is tiresome
and, regarding the short-term transactions, just impossible. In such case,HFT systems
are very helpful. HFT is a trading platform program that uses powerful computers
to transact a large number of orders at very fast speed and operates with investment
strategies.

In most HFT systems, the signals to open or close a particular position are created
via the analysis of ratios. A popular trading system places orders when two average
lines intersect: short- and long-term average of quotations. The system bases on two
decision-making rules:

– If the short-term average of quotations intersects with a higher long-term average,
then place a BUY order;

– If the long-term average of quotations intersects with a higher short-term average,
then place a SELL order.



430 K. Piasecki et al.

Investment decisions made in the most of above-mentioned HFT systems are
characterized by a lack of explicitly determined potential payments. This lack makes
the investment strategy analysis way more difficult.

Regulated transactional systems which have the prior stated payments are devoid
of that disadvantage. For each single transaction conducted by a regulated transac-
tional system, one needs to state in advance what follows:

– The QTP price which closes the transaction with a profit (TP rule);
– The QSL price which closes the transaction with a loss (SL rule).

A proposal of a regulated transactional DPT1, which satisfies the (29.2) condition,
is proposed and considered in [2]. For DPT system, the decision-making premise is
a prediction table presented in Sect. 29.2.

According to that condition and the profitability criterion δ > spr, the DPT system
also satisfies the following condition:

∣∣Q′′
Ask − Q′

Ask

∣∣ = δ > spr ≥ 0. (29.15)

Then the decision-making premise is a prediction table presented in Sect. 29.2.
In a general case, the proposed transactional system is dependent on a given

threshold Thr ≥ 0.5 and consists of three following decision rules, used only if the
state s j occurs:

(A) if the following condition is satisfied

p
(
Iδ|s j

)
> Thr, (29.16)

place a BUY order and go long.

(B) if the following condition is satisfied

1 − p
(
Iδ|s j

)
> Thr, (29.17)

place a SELL order and go short.
(C) if the transaction was opened with the Ask price C ′

Ask and a current Ask price
C ′′
Ask satisfies condition (29.15), close the opened transaction.

The results of decision rules (A) and (B) are called recommendations.
A DPT system which depends on a multiple use of the above-mentioned set of

decision-making rules is a particular case of HFT [6]. In [2], it is shown that the
individual payments gained thanks to DPT system for precious metal XPM, depend
only on the spread value spr and the assumed magnitude of unitary return δ.

Additionally, opening order depends on exceeding the decision-making threshold
Thr. To illustrate those facts, a DPT system which initiates—after exceeding the
decision-making threshold Thr—the transaction with a magnitude of unitary return

1From a Discrete Probabilistic Transactional.
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Table 29.3 Recommendations
given by a trading system
DPT(0.525, 300, 15) for the
pair XAU/USD

State s j Recommendation Probability of success π
(
Iδ |s j

)

s1 BUY 0.5586

s2 – 0.5047

s3 – 0.5032

s4 – 0.5086

s5 BUY 0.5467

s6 – 0.5009

s8 – 0.5004

s8 – 0.5077

s9 BUY 0.5320

s10 – 0.5190

s11 SELL 0.5694

s12 – 0.5105

s13 – 0.5112

s14 – 0.5030

s15 – 0.5177

s16 – 0.5163

Source Own calculations

δ and bearing the spread spr will be denoted as DPT(Thr, δ, spr), where the values
δ and spr are given in pips.

Closing order with a positive payment is considered a success. In [2], it is shown
that the probability π

(
Iδ|s j

)
of a successful finish of a transaction, appointed based

on observation of a current premise s j , equals

π
(
Iδ|s j

) = max
{
p
(
Iδ|s j

)
, 1 − p

(
Iδ|s j

)}
. (29.18)

The probabilityπ
(
Iδ|s j

)
is called a ‘probability of success’. It enables to assess an

expected payment on the entered transaction based on information stated in a given
prediction table. For the pair XAU/USD, the distribution of probability of success is
given in Table 29.3. For the pair XAG/USD, it is given in Table 29.4.

A positive expected payment is identified with an expected profit. Among other
things, any DPT system is characterized by lower probability of success πup, which
guarantees that evaluated DPT system will ensure an expected profit. In [2], it is
proved that for any DPT

(
Thr, δ, spr

)
, we have:

πup = δ + spr

2 · δ
, (29.19)

Obviously, any decision-making threshold Thr should satisfy the following con-
dition

Thr ≥ πup. (29.20)
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Table 29.4 Recommendations
given by a trading system
DPT(0.5179, 280, 10) for the
pair XAG/USD

State s j Recommendation Probability of success π
(
Iδ |s j

)

s1 SELL 0.5312

s2 SELL 0.5795

s3 SELL 0.5941

s4 SELL 0.5513

s5 BUY 0.5730

s6 BUY 0.5897

s7 – 0.5000

s8 SELL 0.5854

s9 – 0.5114

s10 SELL 0.5495

s11 BUY 0.5897

s12 – 0.5053

s13 SELL 0.5556

s14 SELL 0.5833

s15 SELL 0.5366

s16 BUY 0.5750

Source Own calculations

For a given decision-making threshold Thr > 0.5, a set

D
(
Thr

) = {
s j : π

(
Iδ|s j

)
> Thr

} ⊂ S (29.21)

constitutes a set of all decision-making acceptable premises.
In the further analysis, we will use the value of spreads similar to those offered

by one of the most popular IC Markets brokers.
For the pair XAU/USD, the spread is equal to spr = 15 pips. Then, for any DPT

system DPT
(
Thr, 300, 150

)
, we have a lower success probability πup = 0.525. The

maximal set D(0.525) of all accepted premises is distinguished in Table 29.3 (for
the pair XAU/USD).

For the pair XAG/USD, the spread is spr = 10 pips. Then, for any DPT system
DPT

(
Thr, 280, 10

)
, we have a lower probability of success πup = 0.5179. The

maximal set D(0.5179) of all accepted premises is distinguished in Table 29.4 (for
the pair XAG/USD).

29.6 Evaluation of DPT

An important element of each decision-making process on any market is the proper
choice of a trading system. The realization of that choice should be accompanied by
a set of criteria selected in advance. In [2], the following criteria are proposed for
evaluation of any single DPT system DPT

(
Thr, δ, spr

)
:
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• the expected annual number of transactions

N
(
Thr

) =
∑

s j∈D(Thr)

ñ j , (29.22)

where ñ j is a n j number of annually calculated observations of the state s j collected
during the construction of the prediction table;

• the systemic probability of success

π
(
Iδ|D

(
Thr

)) =
∑

s j∈D(Thr) p
(
s j

) · π
(
Iδ|s j

)

∑
s j∈D(Thr) p

(
s j

) , (29.23)

• the expected single unitary payment

, (29.24)

• the expected annual unitary payment

, (29.25)

• the assessment of transactional risk:

E
(
Thr, δ, spr

) =
−∑

s j∈D(Thr) p
(
s j

) · (
π

(
Jδ|s j

) · ln π
(
Jδ|s j

) + (
1 − π

(
Jδ|s j

)) · ln(1 − π
(
Jδ|s j

)))

ln 2 · ∑s j∈D(Thr) p
(
s j

) ,

(29.26)

• the single unitary risk bonus:

, (29.27)

• the annual unitary risk bonus:

B
(
Thr, δ, spr

) = Y
(
Thr, δ, spr

)

E
(
Thr, δ, spr

) . (29.28)
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Table 29.5 Juxtaposition of characteristics of DPT systems applied for XAU/USD market

Characteristics DPT(0.525, 300, 15) DPT(0.550, 300, 15)

Acceptable decision-making premises {s1, s5, s9, s11} {s1, s11}

Expected annual number of transactions 914.8 423.8

Systemic probability of success 0.5512 0.5645

Expected single unitary payment 15.70 $ 23.65 $

Expected annual unitary payment 14,358 $ 10,023 $

Assessment of a transactional risk 0.9919 0.9879

Single unitary risk bonus 15.82 $ 23.93 $

Annual unitary risk bonus 14,475.70 $ 10,145.70 $

Source Own calculations

The above-listed criteria refer to the proposal presented in [7] and [6]. Indicators
(29.24), (29.25), (29.27) and (29.28) are appointed for an investment in 1 lot of
precious metal XPM. The criteria (29.24) and (29.25) can be used by the investors to
maximize their benefits. The efficiency of DPT

(
Thr, δ, spr

)
trading system increases

along with the decrease of (29.26) criterion. Summing up, the efficiency of each
DPT

(
Thr, δ, spr

)
trading system should be evaluated by a pair

(29.29)

or a pair

(
Y

(
Thr, δ, spr

)
, E

(
Thr, δ, spr

))
. (29.30)

The pair (29.29) enables to evaluate the efficiency of a single use of a
DPT

(
Thr, δ, spr

)
trading system, while the pair (29.30) should be used to evalu-

ate a multiple use of the same trading system. For this reason, for any given pair
XPM/QCR, we evaluate any DPT system by means of (29.30). A supporting crite-
rion of choosing an effective DPT system will be the maximization of the annual
unitary risk bonus (29.28).

For XAU/USD pair market, complete evaluations of DPT systems
DPT(0.525, 300, 15) and DPT(0.550, 300, 15) are given in Table 29.5. The
values of decision-making threshold Thr and unitary return magnitude δ parameters
were chosen based on a search for the highest value of the indicator (29.25). In order
to perform such kind of analysis, a dedicated software written in C++ language was
created, allowing for the analysis of all possible parameter combinations.

The results presented in the table above illustrate the fact that with the increase of
the decision-making thresholdThr,weobserve an increase in the systemic probability
of success and a simultaneous decrease in the number of transactions. All this leads
to the fact that in the observed cases, the increase of the Thr causes a simultaneous
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Table 29.6 Juxtaposition of characteristics of DPT systems applied for XAG/USD market

Characteristics DPT(0.5179, 280, 10) DPT(0.5500, 280, 10)

Acceptable decision-making
premises

{
s1, s2, s3, s4, s5, s6, s8,

s10, s11, s13, s14, s15, s16

} {
s2, s3, s4, s5, s8, s11,

s13, s14, s15, s16

}

Expected annual number of
transactions

241.2 161.8

Systemic probability of success 0.5638 0.5772

Expected single unitary payment 25.75 $ 33.26 $

Expected annual unitary payment 6212 $ 5382 $

Assessment of a transactional risk 0.9867 0.9822

Single unitary risk bonus 26.10 $ 33.87 $

Annual unitary risk bonus 6295.68 $ 5479.80 $

Source Own calculations

decrease in the expected annual unitary payment and the transactional risk. It means
that, in considered case, bothDPT(0.525, 300, 15) andDPT(0.550, 300, 15) systems
are effective. We recommend the DPT system DPT(0.525, 300, 15) because of its
being characterized by higher annual unitary risk premium.

For XAG/USD pair, complete evaluations of DPT(0.5179, 280, 10) and
DPT(0.5500, 280, 10) systems are given in Table 29.6. The values of decision-
making threshold Thr and unitary return magnitude δ parameters were chosen based
on a search for the highest value of the indicator (29.25). In order to perform such
kind of analysis, a dedicated software written in C++ language was created, allowing
for the analysis of all possible parameter combinations.

The results collected in the table above illustrate the fact that the increase
in the decision-making threshold Thr causes an increase in the systemic proba-
bility of success and a simultaneous decrease in the expected number of trans-
actions. All this leads to the conclusion that in observed cases, the increase
in Thr causes a simultaneous decrease in the expected annual unitary pay-
ment and the transactional risk. It means that, in considered case, both systems
DPT(0.5179, 280, 10) and DPT(0.5500, 280, 10) are effective. We recommend the
DPT system DPT(0.5179, 280, 10) due to its higher annual unitary risk premium.

29.7 Comparison of DPT Systems Applied on Different
Markets

In this chapter, we will compare the DPT systems used on the markets of different
precious metals. We can suppose that on each of these markets, the value of 1 lot
of a metal expressed in QCR is different. Indeed, in the time when the research was
performed:
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• average value of 1 lot of gold was equal to vAU = 126,142$;
• average value of 1 lot of silver was equal to vAG = 19,197$.

Because of this, unitary payments (29.24) and (29.25) cannot be applied for com-
parison of DPT systems applied on different markets. Then, for the DPT system
DPT

(
Thr, δ, spr

)
applied on XPM/QCR market with the value expressed in QCR,

price vPM of 1 lot of PM, the coefficients (29.24), (29.25), (29.27) and (29.28) should
be replaced by following characteristics:

• the expected return rate

, (29.31)

• the expected interest rate

, (29.32)

• the return risk premium

, (29.33)

• the interest risk premium

P
(
Thr, δ, spr

) = B
(
Thr, δ, spr

)

vPM
. (29.34)

The criteria (29.31) and (29.32) can be used by investors to maximize their ben-
efits. The efficiency of DPT

(
Thr, δ, spr

)
trading system increases along with the

decrease of (29.26) criterion. Summing up, the efficiency of each DPT
(
Thr, δ, spr

)

trading system should be evaluated by the pair

(29.35)

or

. (29.36)
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Table 29.7 Juxtaposition of characteristics of DPT systems applied for XAU/USD market

Characteristics DPT(0.525, 300, 15) DPT(0.550, 300, 15)

Expected return rate 0.0001245 0.0001875

Expected interest rate 0.1138 0.0794

Assessment of a transactional risk 0.9919 0.9879

Return risk premium 0.00012541 0.0001897

Interest risk premium 0.1148 0.0804

Source Own calculations

Table 29.8 Juxtaposition of characteristics of DPT systems applied for XAG/USD market

Characteristics DPT(0.518, 280, 10) DPT(0.5500, 280, 10)

Expected return rate 0.001341 0,001,732

Expected interest rate 0.3235 0.2803

Assessment of a transactional risk 0.9867 0.9822

Return risk premium 0,001,359 0,001,764

Interest risk premium 0.3280 0.2855

Source Own calculations

The pair (29.35) enables evaluation of the efficiency of a single use of a
DPT

(
Thr, δ, spr

)
trading system, while (29.34) should be used to evaluate a multiple

use of the same trading system. For this reason, for any given pair XPM/QCR, DPT
systems will be evaluated by the means of (29.34). A supporting criterion will be the
maximization of the interest premium due to risk (29.32).

For XAU/USD pair, complete evaluations of DPT(0.525, 300, 15) and
DPT(0.550, 300, 15) systems are given in Table 29.7.

For XAG/USD pair, complete evaluations of DPT(0.5179, 280, 10) and
DPT(0.5500, 280, 10) systems are given in Table 29.8.

The comparison of results summarized in Tables 29.7 and 29.8 allow for a conclu-
sion that when comparing the DPT systems on XAU/USD and XAG/USD markets:

• DPT systems obtained visibly higher expected return rates on the XAG/USDmar-
ket,

• DPT systems obtained visibly higher expected interest rates on the XAG/USD
market,

• Using DPT system on the XAG/USD market is burdened with a lower risk,
• DPT systems obtained visibly higher return risk premium on the XAG/USD mar-
ket,

• DPT systems obtained visibly higher interest risk premium on the XAG/USD
market.

All of the partial comparisons allow for formulating the following conclusion:
speculations made on XAG/USD market with use of researched DPT systems are
more effective than the speculations made on the XAU/USDmarket, also with use of
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researched DPT systems. Because of this, only the recommendation holds for DPT
system DPT(0.5179, 280, 10) applied for the XAG/USD market.

29.8 Summary

In the paper, we have proved that if the dynamics of XAG/USD and XAU/USD
markets are described by a binary representation, then using chosen DPT systems
allows for obtaining positive expected return rates. This conclusion was obtained by
a diligent and multi-variant statistical analysis of financial outcomes achieved using
the mentioned DPT systems.

By performing the above-mentioned analysis, we have proved that the applied
DPT systems evaluation tools allow for a total management of profit and risk con-
nected with the DPT systems’ application. This conclusion implies a possibility of
appointing a hyperspace of all financially effective DPT systems. Assessment of this
kind of hyperspace would allow for optimal choice of applied DT systems.

In case of only one XPM/QCR market, the hyperspace of all financially effective
DPT systems can be appointed as the Pareto optimum in a two-criteria comparison
of pair (29.30).

In case of speculation possibilities on different exchange markets, the hyperspace
of all financially effective DPT systems can be obtained as a Pareto optimum in a
two-criteria comparison of pair (29.36).
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Chapter 30
Underdevelopment of the Financial
Market in China as a Barrier
to the Internationalization
of the Renminbi

Katarzyna Twarowska

Abstract Purpose: The Chinese economy is one of the largest and the fastest grow-
ing economy in themodernworld. The importance of the renminbi as an international
currency is not relevant to China’s economic potential and role in the global econ-
omy. This fact encouraged the author to explore barriers limiting the position of the
renminbi as an international currency. The aim of the paper is to assess the develop-
ment of the Chinese financial market and its liquidity conditions from the perspective
of their impact on currency internationalization. Methods: The study includes theo-
retical and empirical research. A descriptive comparative analysis has been used to
assess the development of the financial market in China in comparison with other
economies (contemporaneously and historically) and to evaluate the renminbi’s role
in the main functions of international currency using the Cohen matrix. Results and
conclusions: The author confirmed the research hypothesis that one of the impor-
tant constraints for the renminbi internationalization is the relatively shallow and
underdeveloped financial market in China.

Keywords International currency · Liberalization of capital flows · Financial
depth and liquidity · Emerging economy · SDR

30.1 Introduction

China is the world’s second largest economy behind the USA, whose share in global
GDP in 2017 amounted to 18.2% in PPP and 15% in current prices (the shares of
the USA amounted to 15.3% in PPP and 24.3% in current prices, respectively) [25].
China’s share in merchandise exports in 2017 amounted to 12.8% of global exports
(8.7% for the USA) [37], and China’s foreign exchange reserves in 2017 constituted
26.9% of global official currency reserves [5].
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China’s economic power is confirmed by its dominant role in foreign trade in
the Asian region, as well as in trade, production and financial relations beyond the
countries of the region [27]. It is not surprising, therefore, that China ismaking efforts
to promote its own currency, the status of which would reflect the role of China’s
economy not only on a regional but also on a global level. For several years, the
Chinese authorities have been critical of the international monetary system based on
the single currency,which is theUSdollar and the global financial and economic crisis
of 2008–2009 intensified the efforts of the Chinese authorities to internationalize the
renminbi.

These circumstances encouraged the author to explore barriers limiting the posi-
tion of the renminbi as an international currency, especially connected with the finan-
cial market. The aim of the paper is to access the development of Chinese financial
market and its liquidity conditions, and to compare it with those in other economies,
historically and contemporaneously from the perspective of their impact on currency
internationalization. Furthermore, the author explores the main obstacles to further
deepening and development of China’s financial market for renminbi international-
ization. The author attempts to find an answer to the research question whether the
Chinese financial market is deep and liquid enough for the renminbi international-
ization. The following research hypothesis was formulated, which is verified in the
paper: one of the important constraints for the renminbi internationalization is the
relatively shallow and underdeveloped financial market in China.

30.2 Financial Market Development as a Determinant
of the International Currency Status—Theoretical
Framework and Literature Review

Many scientific studies indicate that domestic financial market development is a cru-
cial determinant of a currency’s international status [4, 7, 8, 11, 20, 33]. Eichengreen
[8] emphasizes that the size and liquidity of the financial market increase the prob-
ability that other countries will choose the currency issued by that country as their
intervention and reserve currency. Moreover, the effectiveness, competitiveness and
security of the financial market are very important. Currency internationalization
is also supported by the independence of the central bank. Chinn and Frankel [4]
have selected four main groups of factors that are crucial to achieving key interna-
tional currency status. They argued that an important factor is a financial market,
which should be open, liquid and well developed. The other three factors are: the
country’s (currency issuer) share in the world economy, in particular, in world pro-
duction and trade; reliability and predictability of the value of the currency; network
externalities—a process similar to spillover, i.e. the use of currency in international
transactions has a strengthening effect, which increases the possibilities for its further
use.
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Likewise, Galati and Wooldridge [12] pointed out the factors determining the
use of money as a reserve currency, which on the one hand derives from the fact
that the currency performs other functions of international money, and on the other
hand it becomes a premise for choosing a given currency both in functions of the
official sector (anchor currency and intervention currency) and the private sector (e.g.
currency used in invoicing and financing merchandise trade). Among the factors
indicated, they took into account the development of the financial market. Other
factors are the following: the magnitude of the currency issuer’s economy and its
position in theworld economy (share in international trade),macroeconomic stability
and network externalities.

In the case of China, which is one of the leaders in terms of GDP and shares in
international trade, the barriers to the internationalization of the renminbi are the
development of the financial market, macroeconomic stability, lack of confidence in
the currency andweak network externalities. Cruz et al. [7] argued that the pace of the
renminbi internationalization will be closely linked to the Chinese financial market
development. To extend the use of currency abroad (e.g. for the settlement of foreign
trade and financial transactions), international traders and investors must have access
to a wide range of financial assets denominated in that currency. Chinn and Frankel
[4] explained that in order to achieve reserve currency status, the renminbi must
be easily accessible with necessary abundance. Also, a reserve currency must be a
credible store of value and assets denominated in the currency must be held both by
the private sector as a medium of exchange and investment asset and by the public
sector as a store of value.

Cruz et al. [7] drew attention to three aspects of financialmarket development from
the perspective of the currency internationalization: breadth—availability of finan-
cial instruments and markets for various transaction purpose, depth—the volume of
financial instruments in the markets, liquidity—ease of carrying out transactions for
market participants. Similarly, Eichengreen [9] found that three essential attributes
for an international currency to be used in private, commercial and financial trans-
actions and held as official reserves are scale, stability and liquidity. Scale refers to
international transactions between the country issuing the currency and the rest of the
world, which is essentially linked to the breadth and depth of domestic financial mar-
kets. A currency with stable value helps build users’ confidence, which contributes
to a wider use of the currency in the functions of international money. Liquidity may
be considered as funding liquidity, the availability of credit or the ease with which
institutions can borrow or take on leverage. The second dimension is market liquid-
ity, which means the ability of markets to absorb large transactions without much
impact on prices.
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30.3 Evaluation of the Breadth, Depth and Liquidity
of China’s Financial Market Compared to Other
Economies with Key Currencies

The financial sector has developed rapidly since the mid-1990s, which was reflected
in an increase in market turnover and in the value of financial instruments. The
increase in the size of the capital market, measured as the sum of equities, bonds and
bank assets, is shown in Fig. 30.1.

Table 30.1 presents data for the size of the capital market in the largest economies,
including China. As the data show, the greatest capital market is still in the USA,
despite the fact that its share in the global capital market has decreased. In 2013, it
amounted to 72.7 trillion dollars and it was above 25% of the global capital market,
but in 2001 the US share was 36.3% (Fig. 30.2). The euro area has the second largest
capital market (about 23% in 2013). Japan is still an important market, although its
share in the global capital market decreased significantly, and in 2013 the Japanese
capital market only slightly outperformed the Chinese market (Fig. 30.2).

Furthermore, Cruz et al. [7] assessed that absolute size of China’s financial sector
is the fourth largest in the world, only after the USA, the combined euro financial
systems and Japan. Therefore, China’s domestic financial system seems big enough
to support an international currency.

The assessment of countries looks slightly different when analysing relative quan-
tities (size of the capital market in relation to GDP) (Table 30.1). The highest level
of the indicator (sum of equities, bonds and bank assets in relation to GDP) in 2013
was in Japan (576.5% of GDP), in the euro area (504.2%) and then in the USA
(433.5%), but in all analysed years the indicator was the highest in the euro area in
2001. (625.4%). In China, the value of this indicator is much lower (291.7%) than
in developed countries.

Since establishment in the early 1990s, China’s stock market has grown sub-
stantially in terms of turnover, liquidity, issuances and number of participants [7].
Although stock market capitalization in China remains rather modest as a ratio to
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Fig. 30.1 World’s capital market size in 2001–2013 (trillion USD and % of GDP) Source Own
calculations based on: [14–19, 21–23]
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Fig. 30.2 Countries’ shares in the world capital market (sum of bonds, equities and bank assets)
in 2001 and 2013. Source Own calculations based on: [14, 23]

GDP (Table 30.2), China’s stock market in absolute size is in the group of largest in
the world (Table 30.1). Such a huge market and supply of assets could be attractive
for foreign investors if they were allowed access. However, the stockmarket is highly
regulated and foreign participation is restricted, which hinders its development as
well as its supporting role in the internationalization of the renminbi.

Development of the bond market development may have a greater impact on
currency internationalization than the stock market [7], as equities are more risky
than bonds as a result of unsecure future earnings and the risk of bankruptcy of the
issuer. Moreover, the participation of the public sector in the bond market stabilizes
that market by providing lower risk assets. It also provides additional liquidity to
facilitate trading on the market. Public sector participation in the equity market is
much more limited or not at all.

Since the 1990s, China’s bondmarket has developed from a small isolated domes-
tic market to one of the greatest in the world. As China encourages the international-
ization of renminbi while limiting capital flows, an offshore renminbi denominated
bond market has also emerged. China has evolved a broad and increasingly diver-
sified bond market with instruments issued by public and private entities. In 2017,
the amount of China’s bond turnover reached RMB 265.3 million (Fig. 30.3). As a

Table 30.2 Market capitalization (% of GDP)

Last (2017) Min Max Range

China 71.2 17.6 (2005) 126.1 (2007) 2003–2017

United States 165.7 39.4 (1981) 165.7 (2017) 1980–2017

European Union 77.9 7.6 (1981) 84.2 (2000) 1975–2017

France 100.1 5.1 (1982) 106.2 (2000) 1975–2017

Germany 57.9 7.6 (1980) 67.3 (1999) 1975–2017

Japan 128.3 48.0 (2002) 128.3 (2017) 1994–2017

United Kingdom 109.4 (2016) 81.5 (2008) 131.8 (2006) 1999–2016

Source [3]
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percentage of GDP and in absolute size, China’s bond market is modest compared
to countries with international currencies.

It is worth mentioning that China’s financial sector is captured by major state-
owned commercial banks. The business activity is mainly financed by bank lending
as the bond and equity markets are not well developed [7]. China’s money market is
less developed than in other economies with key currencies but is developing rapidly
and undergoing substantial changes. It is also noted that it has become much more
active in recent years. It is important because liquid and efficient money market is
necessary for an international currency.

It is also interesting to compare the development of the financial sector in China
nowadays with some developed economies in the past, when they were at a com-
parable level of development to China today and whose currencies are international
now (Fig. 30.4). The group of countries selected for comparison includes: Germany,
Japan and the Republic of Korea [7]. Germany and Japan are chosen because they
expanded their financial market efficiently and internationalized their currencies.
Then, the Republic of Korea is considered as a historical benchmark because it is a
developing economy, but its currency is being internationalized. The time period of
historical analysis is based at the time when selected countries “internationalized”
their currencies.

Compared with countries at a similar stage of development (GDP per capita),
China’s financial sector in 2012 was deeper than in Germany in the late 1980s and in
the Republic of Korea in the early 1990s and was on par with Japan’s financial sector
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Table 30.3 Geographical
distribution of foreign
exchange turnover (daily
averages in April, shares in
%)

Country 2001 2004 2007 2010 2013 2016

United
Kingdom

31.8 32.0 34.6 36.8 40.8 37.1

United States 16.0 19.1 17.4 17.9 18.9 19.4

Euro area 14.1 12.9 12.2 11.6 9.1 8.4

Singapore 6.1 5.1 5.6 5.3 5.7 7.9

Hong Kong 4.0 4.1 4.2 4.7 4.1 6.7

Japan 9.0 8.0 5.8 6.2 5.6 6.1

China 0.0 0.0 0.2 0.4 0.7 1.1

Source Author’s elaboration based on: [2]
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Fig. 30.5 Shares in world foreign direct investment (inward, stock, percentage of the total world).
Source Author’s elaboration based on: [37]

in the early 1980s [7]. Using the “currency internationalization” year as a baseline,
the Chinese financial sector was deeper compared to Germany in 1973, on par with
the Republic of Korea in 2001 but lags behind Japan in 1984 [7].

It can be stated that not only market size matters, but reliability, convenience,
facility and costs may be more crucial for a currency to be approved internationally.
China’s financial sector is deeper than in other emerging economies (size of the
financial sector in relation to GDP), but it is shallower than developed economies
like the USA, Japan, the UK, France or the European Union average (Table 30.2).

In addition, considering another sector of the financial market, which is the for-
eign exchange market, it can be noted that China’s involvement in this market was
relatively low. The UK had the largest share in foreign exchange turnover (above
37% in 2016), which was a result of the historically rooted financial centre in Lon-
don. The USA had the second largest share in market turnover in 2016, next the euro
area (8.4%) and then three Asian countries: Singapore (7.9%), Hong Kong (6.7%)
and Japan (6.1%). China’s share was only 1.1% (Table 30.3).

Moreover, market openness can be measured by a share in world capital flows.
Figure 30.5 shows the shares in the world foreign direct investment (FDI) in the
mid-1990s and in 2017. The highest share of the cumulative FDI in 1995 flowed
to the euro area (29.4%) and the USA (28.2%). In 2017, the euro area’s share fell
to 20.5%, the USA had 24.8%. Whereas, China had 4.7% share in 2017, which is
significantly higher than in Japan (Fig. 30.5).

China has been consistently implementing the strategy of liberalizing capital flows
for years. China’s involvement in the internationalization of its currency concerns
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solutions aimed directly at the promotion of the renminbi, starting from facilitation of
settlements in the renminbi, through the establishment of clearing banks, to bilateral
swap agreements with foreign central banks. Indirectly, the internationalization of
the Chinese currency is to be facilitated by the concept of the New Silk Road [27]
and the launch of the Asian Infrastructure Investment Bank in 2016.

Despite the opening of the Chinese financial market to foreign investors, numer-
ous restrictions remain. Foreign investors are keen to engage in the largest Chi-
nese financial companies, especially commercial banks, but foreign capital usually
remains limited to 25% of the company’s total shares. In addition, in most cases,
foreign entities do not have a management role function [13]. Furthermore, China’s
financial sector is captured by banks. The share of bank loans in domestic sources of
business financing is the highest of all major economies and even higher than other
emerging economies at a comparable stage of development [7]. State-owned entities
as well as central and local government agencies still have significant shareholdings
in most commercial banks [28].

30.4 Evaluation of Renminbi Internationalization

The use of renminbi as an international currency can be evaluated by using the
Cohen matrix (Table 30.4), a concept that is based on the money function matrix.
The international version of the matrix was invented by Cohen [6] and developed
by Kenen [26]. It is often used as a basis for the analysis of the use of international
currencies.

Assessing the position of international currencies in the private sector, several
areas of analysis can be identified:

– use of currencies in transactions on the international financial market (evaluation
of the currency position as a store of value—investment and financing currency,
the medium of exchange—vehicle currency on the currency market),

– use of currencies for invoicing trade transactions and for payments (evaluation
of the currency position as a unit of account—invoicing currency and medium of
exchange—vehicle currency).

As a store of value, the international currency is used in the private sector for
investment. Both in the debt market and in terms of international loans and deposits,

Table 30.4 Matrix of the international currency use

Private use Official use

Medium of exchange Vehicle currency Intervention currency

Unit of account Quotation currency Anchor currency

Store of value Investment and financing currency FX reserves currency

Source [6, 26]



448 K. Twarowska

the USD continues to prevail [35]. The role of the renminbi is rather small, but
growing, particularly as a currency used by the countries of the Asian region. If
renminbi is to become a truly international currency—as one of the most popular
currencies—then capital market development is important, especially for fix income
securities. Nowadays, China is the sixth largest bond market (broadly defined). It is
about 10% of the US market size and about the average size of the main euro area
member states [30].

In case of the renminbi, using it as an investment and financing currency is possible
mainly due to the development of offshore markets and the progressive liberalization
of portfolio flows. Recently, mainly the fixed income asset market has become a
segment of the financial market which is subject to far-reaching changes. In general,
the Chinese bond market is becoming increasingly accessible thanks to the changes
introduced in 2015–2016 in the China Interbank Bond Market (CIBM).

Thanks to the introduced reforms, foreign institutional investors with (RQFII)
status Renminbi Qualified Foreign Institutional Investors were granted access to
the Chinese bond market only after registering with the People’s Bank of China.
The other two programmes—(QFII) Qualified Foreign Institutional Investors and
(QDII) Qualified Domestic Institutional Investors, under which rights to invest in
the Chinese bond market are acquired and are still in operation. The current system
of granted amounts is less and less restrictive and the rules of taxation of income
from the capital have been liberalized, but they are still unstable. The development
of the stock market is to be facilitated by cross-border platforms (Stock Connect)
connecting Chinese stock exchanges with foreign exchanges. Institutional solutions
to promote the renminbi as an international investment currency are summarized in
Table 30.5.

The presented solutions, in particular swap agreements with the Chinese central
bank, clearing banks and investment programs are initiatives designed to promote the

Table 30.5 Institutional solutions to promote the renminbi as an international investment currency

Instruments Purpose

QFII Access for domestic and foreign institutional investors to
the Chinese bond and equity market, as well as for
domestic institutional investors to the bond and offshore
equity market

RQFII

QDII

Stock Connect: Mutual access to stock markets in China and to foreign
exchanges– Shanghai–Hongkong

– Shenzhen–Hongkong

– Shanghai–London (in progress)

CIBM Access of foreign institutional investors to the Chinese
bond market

Bond Connect (in progress) Mutual access to China’s bond and offshore markets
(Hong Kong)

Source Own elaboration based on [31, 34]
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use of renminbi in the international market. At the same time, all three include state
interference, albeit to a different extent. They require negotiations and the consent
of the Chinese authorities. Although procedures in this area are being gradually
simplified, the final decision belongs to the administrative authorities. This is why
they can still be treated as “three gifts” from the state [10].

The internationalization of the currency is also confirmed by its use on the foreign
exchange market. In 2001, the share of the Chinese currency was insignificant, and
it was ranked 35th among the currencies used on the currency market. In 2016, the
renminbi was already ranked eighth with a share of 4%. However, the dollar is still
the first currency and has a significant advantage over other currencies (Fig. 30.6
and Table 30.6). As the presented data show, the position of the renminbi on the
currency market has significantly improved over the last several years; however, it is
not significant yet.

China’s high share in world trade, and in particular its position as the leading
exporter, is contributing to the growing position of the renminbi among other cur-
rencies used for invoicing international trade and for payments [29, 36]. According
to SWIFT data in December 2017, the renminbi was the fifth international payment
currency with a share of 1.61%when looking at domestic and cross-border payments
(in December 2015 it was even 2.31%, Fig. 30.7). Moreover, the US dollar is still
the dominant currency in international and domestic payments, although its share
dropped from almost 44% in 2015 to 39.85% in 2017 while the share of the euro
increased from 29.39 to 35.66% over the same period [32]. The share of renminbi
activity share is lower (0.98%) if only cross-border payments are taken into account
and payments intra-euro area is excluded. On the contrary, the share for the euro and
the US dollar is higher (respectively 39.45% and 41.27%).

The new (CIPS) Cross-border Interbank Payment System, established in 2015,
with the strong involvement of the People’s Bank of China, has made an excep-
tionally significant contribution to the current dynamic development of the Chinese
foreign trade settlement process in the renminbi [34]. The People’s Bank of China
is actively involved in promoting the use of renminbi for invoicing and settlement of
transactions, opening new clearing banks. Furthermore, the use of the renminbi as a
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Fig. 30.7 Currency activity share for payments (customer initiated and institutional payments) in
December 2017. Source [32]

means of payment by central banks means the provision of liquidity in the renminbi
through bilateral swap agreements between the People’s Bank of China and central
banks of other countries [10].

High availability of assets denominated in an international currency and ease of
trading in these instruments, as well as low costs may encourage foreign authorities
to choose that currency as a reserve and intervention currency. As a reserve currency,
the dollar has been dominant for years, which has all the attributes of a store of value
and confidence among foreign investors. The second currency in terms of shares in
official foreign exchange reserves is the euro (Table 30.7). Among the currencies of
developing countries, the most important is the currency of China, which in 2016
accounted for 1.08% of global foreign exchange reserves and 1.39% at the end of
the first quarter of 2018.

Another area in which the internationalization of renminbi can be assessed is its
use as an anchor currency. After the adoption of a more flexible exchange rate policy
by China in July 2005 and with an acceleration in the liberalization of the capital
account as well as a strong push for the renminbi cross-border use since the onset
of the global financial crisis, the role of the renminbi as an international currency
has grown in strength. The renminbi has become an anchor currency for a few major
currencies in the Asian region (especially ASEAN), along with the US dollar, which
was the traditional anchor [36].

Advances in the liberalization of the financial sector in China and the growing
role of the renminbi are confirmed by its inclusion in the SDR basket. In 2016, the
Chinese renminbi was included in the SDR basket as the fifth currency. SDR basket
expansion reflects the ongoing evolution of the global economy and is a significant
change for the IMF. The weights of the five currencies in the SDR basket since 2016
are presented on Fig. 30.8.

Projections of Bénassy-Quéré and Capelle [1] indicate that the share of renminbi
in SDR will grow steadily and, depending on the adopted scenario, it is expected
to range from 21.3 to 27.6% in 2030, and from 29.9 to 43.5% in 2050. The authors
agree that renminbi could be the main currency of the basket in 2050.
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Table 30.7 Currency composition of official foreign reserves (in %)

Shares of 1995 1998 1999 2005 2008 2012 2014 2016 2017 2018Q1

US
dollars

58.96 69.28 71.01 66.51 63.77 61.47 65.14 65.34 62.72 62.48

Euros – – 17.90 23.89 26.21 24.05 21.20 19.13 20.15 20.39

Japanese
yen

6.77 6.24 6.37 3.96 3.47 4.09 3.54 3.95 4.89 4.81

Pounds
sterling

2.11 2.66 2.89 3.75 4.22 4.04 3.70 4.34 4.54 4.68

Canadian
dollars

– – – – – 1.42 1.75 1.94 2.02 1.86

Australian
dollars

– – – – – 1.46 1.59 1.69 1.80 1.70

Chinese
renminbi

– – – – – – – 1.08 1.22 1.39

Swiss
francs

0.33 0.33 0.23 0.15 0.14 0.21 0.24 0.16 0.18 0.17

Deutsche
mark

15.75 13.79 – – – – – – – –

ECUs 8.53 1.30 – – – – – – – –

French
francs

2.35 1.62 – – – – – – – –

Netherlands
guilders

0.32 0.27 – – – – – – – –

Other
currencies

4.87 4.50 1.60 1.74 2.20 3.26 2.83 2.37 2.49 2.50

Source Author’s calculations based on: [5]

U.S. dollar, 
41.73% 

Euro, 30.93%

Chinese 
renminbi, 10.92%

Japanese yen, 
8.33% 

Pound sterling, 
8.09% 

Fig. 30.8 Structure of the SDR basket. Source Author’s elaboration based on: [24]
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30.5 Conclusions

The review of the literature on the breadth, depth and liquidity of the Chinese finan-
cial market from the perspective of currency internationalization indicates that there
is wide agreement that the Chinese financial market is relatively shallow and under-
developed and need to expand further to support renminbi internationalization.

Empirical analyses indicate that the financial market in China is underdeveloped
compared to the financial markets of countries with key currencies, which confirm
the research hypothesis that one of the important constraints for the renminbi interna-
tionalization is the relatively shallow and underdeveloped financial market in China.

The problem is in particular access to the market for foreign investors and trans-
action costs, which limit the efficiency of the market. The size of the financial market
in China is large, and this feature should not limit the internationalization of the ren-
minbi. The main barriers to renminbi internationalization related to China’s financial
market identified in the study are as follows:

– financial depth and liquidity: China’s financial markets are shallow and much less
liquid compared to the economies with international currencies,

– restricted access to the capital market,
– lack of transparency for foreign investors,
– involvement of the government in the financial market,
– the dominance of state-owned banks and state-owned enterprises in the financial
sector,

– regulated interest rates,
– the degree of competition in China’s financial sector is low and does not support
market development, domestic institutions are protected from foreign competition,

– high transaction costs.

The analyses carried out in the study make it possible to formulate recommen-
dations that China’s authorities need to further deregulate the financial sector and
ensure financial stability to promote the renminbi internationalization.

References

1. Bénassy-Quéré, A., Capelle, D.: On the Inclusion of the Chinese Renminbi in the SDR Basket,
CESIFO Working Paper, No. 3989, Novembers 18 (2012)

2. BIS: Triennial Central Bank Survey. Global foreign exchange market turnover in 2016, Mon-
etary and Economic Department, 11 December. https://www.bis.org/publ/rpfx16fx.pdf (2016)

3. CEIC: CEIC Data. https://www.ceicdata.com/en/indicators (2018)
4. Chinn, M., Frankel, J.A.: Will the euro eventually surpass the dollar as leading international

reserve currency? In: Clarida, R.H. (ed.) Current Account Imbalances: Sustainability and
Adjustment. University of Chicago Press, Chicago, US (2007)

5. COFER: Currency Composition of Official Foreign Exchange Reserves, International Mone-
tary Fund. http://data.imf.org (2018)

6. Cohen, B.J.: The Future of Sterling as an International Currency. Macmillan, London (1971)

https://www.bis.org/publ/rpfx16fx.pdf
https://www.ceicdata.com/en/indicators
http://data.imf.org


454 K. Twarowska

7. Cruz, P.C., Gao, Y., Song, L.L.: The People Republic of China’s Financial Markets: Are
They Deep and Liquid Enough for Renminbi Internationalization? ADBI Working Paper 477.
Asian Development Bank Institute, Tokyo. http://www.adbi.org/working-paper/2014/04/30/
6239.prc.financial.markets/ (2014)

8. Eichengreen, B.: The euro as a reserve currency. J. Jpn. Int. Econ. 12 (1998)
9. Eichengreen, B: ADB distinguished lecture: renminbi internationalization: tempest in a teapot?

Asian Dev. Rev. 30(1) (2013)
10. Eichengreen, B., Lombardi, D.: RMBI or RMBR: IS the Renminbi Destined to Become a

Global or Regional Currency? NBER Working Paper, No. 21716 (2015)
11. Forbes, K.: Financial deepening and global currency usage. In: Pisani-Ferry, J., Posen, S.A.

(eds.) The Euro at Ten: The Next Global Currency?. Peterson Institute of International Eco-
nomics, Washington, DC (2009)

12. Galati, G.G., Wooldridge, P.: The Euro as the Reserve Currency: A Challenge to the Pre-
eminence of the US Dollar? BIS Working Papers, no 218, October (2006)

13. Herd, R., Pigott, C., Hill, S.: China’s Financial Sector Reforms. OECDEconomics Department
Working Papers No. 747. OECD Publishing, Paris (2010)

14. IMF: Global Financial Stability Report. Statistical Appendix, April (2003)
15. IMF: Global Financial Stability Report. Statistical Appendix, April (2004)
16. IMF: Global Financial Stability Report. Statistical Appendix, April (2005)
17. IMF: Global Financial Stability Report. Statistical Appendix, April (2006)
18. IMF: Global Financial Stability Report. Statistical Appendix, April (2010)
19. IMF: Global Financial Stability Report. Statistical Appendix, September (2011)
20. IMF: Internationalization of Emerging Market Currencies: A Balance Between Risks and

Rewards. IMF Staff Discussion Note SDN 11/17, 19 October (2011)
21. IMF: Global Financial Stability Report. Statistical Appendix, April (2013)
22. IMF: Global Financial Stability Report. Statistical Appendix, April (2014)
23. IMF: Global Financial Stability Report. Statistical Appendix, April (2015)
24. IMF: Review of the Special Drawing Right (SDR) Currency Basket, October

13, 2017. https://www.imf.org/en/About/Factsheets/Sheets/2016/08/02/19/35/Review-of-the-
Special-Drawing-Right-SDR-Currency-Basket (2017)

25. IMF: World Economic Outlook Database April 2018. [Online]. Retrieved 5 Sept 2018, https://
www.imf.org/external/pubs/ft/weo/2018/01/weodata/index.aspx (2018)

26. Kenen, P.B.: The Role of the Dollar as an International Currency, Group of Thirty, Occasional
Paper, no 13 (1983)
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Chapter 31
The Mechanisms of Changes
in the Infrastructure of the Payment
Card Market—A Comparative Analysis
of Poland and China

Wiśniewski Jerzy Witold, Sokołowska Ewelina and Wu Jinghua

Abstract The Chinese payment card market differs significantly from the Polish
one. The strategies for and the levels of its development vary in both countries.
The subject of this work constitutes an attempt to compare the development of the
infrastructure servicing the payment card markets in Poland and in China. The study
was carried out based on the quarterly time series from the years 2008 to 2017.
The subject of consideration is the infrastructure networks used to service payment
cards. Two most important components of the payment card infrastructure were con-
sidered: the number of the point of sale terminals handling payment cards (POS)
and the number of the automated teller machines (ATMs). The similarities and the
differences in the construction of this infrastructure, resulting from various internal
and external conditions, have been presented. The radical size differences between
Poland and China result in the need to apply solutions that use quantitative market
characteristics, expressed per capita, and to usemeasures of intensity, which are char-
acterized by comparability of the results. The study used statistical and econometric
tools for analysis of the characteristics of the payment card market infrastructure. A
hypothesis was formulated about the existence of a feedback between the number
of POSs and the number of ATMs, per 1 million payment cards, both in Poland and
in China. This hypothesis was verified using an econometric model. The empirical
econometric model allows a description of the mechanisms of the payment card
market infrastructure and can be used to construct short-term forecasts.
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31.1 Introduction

The global trend in payments is characterized by a dynamic increase in non-cash
transactions. In most countries worldwide, non-cash trading has been displacing
cash. One of the instruments used in non-cash payments is payment cards. Their
usage requires the development of an infrastructure servicing the cards. The most
important components of this infrastructure are ATMs and the terminals handling
payment card transactions (POS).

Research on payment cards had appeared in the economic literature at the end of
the twentieth century. Examples includeworks such as: Humphrey et al. [6], Hancock
et al. [4] andmany other.More advanced research results were published at the begin-
ning of the twenty-first century. Examples includeworks such as: Hauswald andMar-
quez [5], Amromin and Chakravorti [1], Rysman [7], Sokołowska [8], Sokołowska
and Wiśniewski [10], Wiśniewski et al. [13], which contain various results of empir-
ical studies on the payment card market.

Payment cards belong to the category of innovative financial instruments, which
has been tackled in works such as: Tufano [11] and Sokołowska [9]. The need to sub-
stitute cash payments with electronic cash and its consequences has been addressed
in the work of a team of the authors: Evans et al. [2]. The impact of the develop-
ment of payment card infrastructure on the increase in the number of transactions
in Poland has been discussed in the work by Sokołowska and Wiśniewski [8]. The
work by Wiśniewski [14] is devoted to the process of substituting cash payments
with non-cash payments through payment cards.

The aim of this work is to analyse the process of the changes in the payment
card market infrastructure in Poland and China as well as to study the mechanisms
governing those changes. It is necessary to answer the question of whether the level
and the changes in the payment card market infrastructure in Poland and China are
similar or do they differ significantly.

The tool used for analysis of the payment card market infrastructure mechanisms
was econometric models. As a result, the explanation is expected regarding what
degree and why the Polish and the Chinese payment card market infrastructure sys-
tems differ.

31.2 Methodology and Data

In the initial period of the payment card usage by bank customers, the cards were
primarily used to withdraw cash from the ATMs. It reduced the costs of the banking
system as well as facilitated and accelerated the money holders’ access to cash.
Along with the development of the infrastructure intended for handling non-cash
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transactions through payment cards, a rapid increase in the number and in the value
of non-cash payments occurred.

Inmodern countries, cash transactions have been perishing. Cash is being replaced
by electronic money. The subject of this study constitutes an analysis of the devel-
opment of the infrastructure servicing payment cards, both in Poland and in China.
Withdrawing cash from ATMs and payments by the means of payment cards require
a network of ATMs and POSs, at which it is possible to make payments and trans-
actions through payment cards. These networks have been developing differently in
Poland and in China. The state of equipping people with payment cards is different
in both countries as well.

In the empirical econometric equations presented in this work, the following
variables characterizing the payment card market infrastructure occur:

(a) In Poland:

CARTPPLPL the number of payment cards per 1000 inhabitants in Poland;
APAYPL the average monthly remuneration in Poland;
POSCDPL the number of POSs per 1 million payment cards in Poland

(expressed in thousands);
ATMCDPL the number of ATMs per 1 million payment cards in Poland

(expressed in thousands);

(b) In China:

CARDPPLCH the number of payment cards per 1000 inhabitants in China;
APAYCH the average quarterly remuneration of the urban population in

China;
ATMCDCH the number of ATMs per 1 million payment cards in China

(expressed in thousands);
POSCDCH the number of POSs per 1 million payment cards in China

(expressed in thousands).

The following linear econometric equations were used in the study:

yt =
k∑

j=0

α j xt j +
4∑

i=1

βi yt−i +
4∑

l=1

k∑

j=1

λl j xt−l, j + αk+1t +
3∑

h=1

γhdqh + ηt , (1)

where:

yt—observations on the explanatory variable (t = 1, …, n);
xtj—observations of exogenous variables;
t—the time variable;
dq1, dq2, dq3—the dummyvariables, taking the value of 1 in the distinguished quarter
and the value of 0 in the remaining quarters;
ηt—the random component of the equation;
αj, β i, λlj, …, γ h (j = 0,1, …, k, i = 1, …,4, l = 1, …, 4, h = 1, 2, 3)—structural
parameters of the equation.
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Using appropriate regression equations, the impact of the remuneration on the
development of the infrastructure servicing payment cards and the interaction
between its components were examined. The impact of the remuneration changes
on the number of payment cards per 1000 inhabitants, both in Poland and in China,
was examined as well. Payment cards had appeared in Poland sooner than in China.
Therefore, at the end of 2017, there were 1018 payment cards per 1000 inhabitants
in Poland, while in China only 481, respectively. It can be assumed that the tendency
to own payment cards has been increasing, along with the increase of the citizens’
wealth. As such, the impact of the remuneration on the state of people being equipped
with payment cards was examined. The impact of the average monthly remuneration
(APAYPL) on the number of payment cards per 1000 inhabitants (CARDPLPL) was
considered for Poland. The impact of the autoregression as well as the impact of
the delays of the variable APAYPL, the trend and seasonal fluctuations were exam-
ined as well. After elimination of the statistically insignificant variables, the results
presented in Table 31.1 and in Fig. 31.1 were obtained.

The Polish payment card market can be regarded as developed. In 2017, the
number of payment cards exceeded the number of inhabitants in Poland. A stable
mechanism of the impact of the citizens’ wealth on the number of cards, measured

Table 31.1 Dependent variable (Y): CARTPPLPL

Variable Coefficient Std. error t-statistic Prob. p

Const. 126.576 49.5707 2.5534 0.0156 **

APAYPL 0.0545076 0.0162247 3.3595 0.0020 ***

CARDPPLPL_1 0.829975 0.104508 7.9417 <0.0001 ***

CARDPPLPL_4 −0.209222 0.0814304 −2.5693 0.0151 **

Mean
dependent var.

891.3295 S.D.
dependent
var.

55.44564

Sum squared
resid.

4632.454 S.E. of
regression

12.03180

R-squared 0.956947 Adjusted
R-squared

0.952910

F(3. 31) 237.0872 Prob
(F-statistic)

6.30e-22

Log-likelihood −138.5136 Akaike info
criterion

285.0272

Schwarz
criterion

291.3613 Hannan–Quinn
criterion

287.2380

Autocorrel.
coeff. (rho1)

0.021145 Durbin
h-statistic

0.162867

Source Own calculations using the GRETL package
**significance level until 0.05
***significance level until 0.01
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Fig. 31.1 Empirical and fitted values of the variable CARDPPLPL (source own calculations using
the GRETL package, Table 31.1)

by the average monthly remuneration, has formed. The increase in the average remu-
neration (APAYPL) has been significantly rising the number of payment cards per
one inhabitant. What is more, the first-order autoregression signals a positive inertia
of the system. At the same time, the fourth-order autoregression reveals the alter-
nating fluctuations of the number of cards (CARDPLPL), substituting the seasonal
fluctuations, which do not occur directly.

Table 31.2 and Fig. 31.2 show the mechanism of the volatility in the number of
payment cards in China, calculated per one inhabitant.1 The Chinese payment card
market is at a lower level of the development, in terms of the number of cards per
one inhabitant, in comparison with the Polish market. The volatility mechanism of
the variable CARDPLCH is also different, compared with the market in Poland.

The number of payment cards per 1000 inhabitants in China is dependent on the
average quarterly remuneration of the urban population, with a delay of 3 quarters. A
first-order autoregression occurs as well, with an intensity similar to that in Poland.
In addition, seasonal fluctuations in each quarter of the year are significant.

1The study on the Chinese market involved the average quarterly remuneration of the urban pop-
ulation. The wages of the rural population, which are significantly lower compared to the wages
in the cities, were omitted. It can also be assumed that in the current state of market advancement
payment cardholders mainly originate from the cities, especially from the large ones.
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Table 31.2 Dependent variable (Y): CARDPPLCH

Variable Coefficient Std. error t-statistic Prob. p

const −30.3888 7.65617 −3.9692 0.0004 ***

APAYCH_3 0.019701 0.00416584 4.7292 <0.0001 ***

dq1 16.8542 3.68052 4.5793 <0.0001 ***

dq2 11.8502 2.98578 3.9689 0.0004 ***

dq3 14.0902 2.83216 4.9750 <0.0001 ***

CARDPPLCH-1 0.838167 0.0374113 22.4041 <0.0001 ***

Mean dependent var. 292.5705 S.D. dependent var. 110.4158

Sum squared resid. 258.2930 S.E. of regression 2.886526

R-squared 0.999411 Adjusted R-squared 0.999317

F(3. 31) 10529.04 Prob (F-statistic) 4.40e-49

Log-likelihood −88.44949 Akaike info criterion 188.8990

Schwarz criterion 198.5645 Hannan–Quinn criterion 192.3065

Autocorrel. coeff. (rho1) 0.097009 Durbin h-statistic 0.605979

Source Own calculations using the GRETL package
***significance level until 0.01

Fig. 31.2 Empirical and fitted values of the variable CARDPPLCH (source own calculations using
the GRETL package, Table 31.2)
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31.3 Results and Discussion

The Polish and the Chinese markets definitely differ, in terms of the development of
the infrastructure servicing payment cards. Poland’s entry into the European Union
has made travelling through Europe easier. Travellers—to facilitate payments dur-
ing their travel—eagerly equipped themselves with payment cards. Development of
the infrastructure in Poland took place with some delay, initially mainly of ATMs,
later on of the terminals servicing non-cash payments. On the Chinese market, the
infrastructure was built (ATMs and POSs) in the first place, which was intended to
encourage the citizens to own payment cards. The Chinese do not use the payment
cards issued by large global companies; they use Chinese cards.

AChinese payment cardholder has easier access—in a statistical sense—toATMs
and to the terminals handling non-cash payments. In China, there were nearly 1436
ATMs per one million payment cards, while in Poland only 594 ATMs, respectively.
The number of the terminals handling non-cash transactions in this period in China
was 46,622 per 1 million cards, while the analogous number in Poland in this period
was 11,380. This reveals that a Chinese cardholder had much easier access to ATMs
and POSs, compared to a Polish citizen.

The construction of a payment card market infrastructure begins with the instal-
lation of ATMs, which substitute the tellers at bank branches. Next, terminal posts
are created, whose task is to service non-cash payments through payment cards. A
hypothesis can be made about the existence—on a developed market—of a feedback
between the number of ATMs (ATMCDPL) and the number of the POSs servicing
non-cash payments through payment cards (POSCDPL), calculated per 1 million
cards, that is:

ATMCDPL � POSCDPL

The systemof equations is identifiable ambiguously. For estimation of the parame-
ters of such an equation, the economic literature recommends the double least squares
method (2LS). Meanwhile, the structural parameters of the equations presented in
Tables 31.3 and 31.4 were estimated using the ordinary least squares method. The
results of the parameter estimation of the equation describing the variable POSCDPL,
carried out using the OLS and the 2 LS, proved to be identical. However, as a result
of using the 2OLS, the feedback was “broken”. In the equation describing the vari-
able ATMCDPL, the explanatory variable POSCDPL turned out to be statistically
insignificant. This is a result of the loss of precision (efficiency) by the 2LS estimator
([3, pp. 455–456] and Wiśniewski [12], subchapter 5.5). Application of the OLS to
estimate the parameters of this equation eliminates this defect of the 2LS estimator.
All the equations are characterized by a high degree of the theoretical hyperplanes
fitting to the empirical data. In most empirical equations, the R2 values exceed the
level of 0.99.

The empirical equations describing the mechanism of the interdependence
between the variables ATMCDPL and POSCDPL are presented in Tables 31.3 and
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Table 31.3 Dependent variable (Y): ATMCDPL

Variable Coefficient Std. error t-statistic Prob. p

const 297.619 74.5763 3.9908 0.0004 ***

APAYPL_3 −0.0515471 0.0216186 −2.3844 0.0236 **

POSCDPL 0.0244325 0.00680846 3.5886 0.0012 ***

POSCDPL_3 −0.0304291 0.00618531 −4.9196 <0.0001 ***

Time 3.32661 0.933529 3.5635 0.0012 ***

dq2 −9.19183 3.07305 −2.9911 0.0055 ***

ATMCDPL_1 0.743574 0.0960311 7.7431 <0.0001 ***

Mean dependent var. 554.4412 S.D. dependent var. 54.80691

Sum squared resid. 1589.550 S.E. of regression 7.279080

R-squared 0.985301 Adjusted R-squared 0.982361

F(3. 31) 335.1488 Prob (F-statistic) 4.28e–26

Log-likelihood −122.0661 Akaike info criterion 258.1321

Schwarz criterion 269.4085 Hannan–Quinn criterion 262.1076

Autocorrel. coeff. (rho1) −0.096191 Durbin h-statistic −0.720879

Source Own calculations using the GRETL package
**significance level until 0.05
***significance level until 0.01

31.4 as well as in Figs. 31.3 and 31.4. These equations also examined the impact
of the increase in the citizens’ wealth on the development of the components of the
payment card market infrastructure, as well as investigated the autoregression, the
linear trend and the seasonal fluctuations. The simultaneous increase in the value of
the variable POSCDPL causes an increase in the value of the variable ATMCDPL.
However, the increase in the level of the variable POSCDPL_3, delayed by 3 quar-
ters, results in a decrease in the size of the variable ATMCDPL, whereas the negative
impact of the delayed variable is clearly greater (in terms of themodule) and is clearly
stronger from the simultaneous impact of the variable POSCDPL. This may signify
a tendency to displace ATMs by the terminal posts servicing non-cash payments
(POSs).

In the equation describing ATMCDPL, there is a first-order positive autoregres-
sion, a linear trend and negative seasonal deviations in the second quarter of the
year. The average monthly remuneration significantly impacts the number of ATMs,
calculated per 1 million cards, with a delay by 2 quarters (APAYPL_3); however,
it is a negative impact. It follows that along with an increase in the Polish citizens’
wealth, the need to equip the payment card infrastructure with ATMs decreases.

Table 31.4 shows the empirical equation describing the volatilitymechanismof the
variable POSCDPL. An illustration of the real and the theoretical values representing
the number of the terminal posts per 1million payment cards is presented in Fig. 31.4.
In the considered empirical equation, there is no trend, no seasonal fluctuations nor
any impact of the average monthly remuneration. There are, however, a first-order
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Table 31.4 Dependent variable (Y): POSCDPL

Variable Coefficient Std. error t-statistic Prob. p

Const. −576,745 339.6 −1.6983 0.0992 *

ATMCDPL 6.68975 0.923083 7.2472 <0.0001 ***

ATMCDPL_3 −5.90609 1.24959 −4.7264 <0.0001 ***

POSCDPL_1 0.568573 0.133415 4.2617 0.0002 ***

POSCDPL_2 0.473522 0.13748 3.4443 0.0016 ***

Mean dependent
var.

7719.826 S.D. dependent
var.

1997.485

Sum squared
resid.

0.237435 S.E. of regression 0.086139

R-squared 0.998347 Adjusted
R-squared

0.998140

F(3. 31) 4831.654 Prob (F-statistic) 5.27e–44

Log-likelihood 40,90167 Akaike info
criterion

−71,80334

Schwarz
criterion

−63,74875 Hannan–Quinn
criterion

−68,96372

Autocorrel.
coeff. (rho1)

−0,249497 Durbin h-statistic −2,597291

Source Own calculations using the GRETL package
*significance level until 0.1
***significance level until 0.01

Fig. 31.3 Empirical and fitted values of the variable ATMCDPL (source own calculations using
the GRETL package, Table 31.3)
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Fig. 31.4 Empirical and fitted values of the variable POSCDPL (source own calculations using the
GRETL package, Table 31.4)

and a second-order autoregression with the total value of the coefficients exceeding
1. This signifies a strong inertia and a dynamic increase of the number in POSs
calculated per 1 million payment cards. The feedback hypothesis is confirmed, since
the variable POSCDPL is significantly affected by the variable ATMCDPL. The
impact of the number of ATMs per 1 million payment cards is negative, with a delay
of 3 quarters (ATMCDPL_3). This signifies an increase in the payment cardholders’
propensity for non-cash payments realized at the posts equipped payment terminals,
against the need to withdraw cash from ATMs. Since 2017, the number of ATMs
in Poland has been decreasing. Along with a simultaneous increase in the number
of the payment cards used by the citizens, there has been a decrease in the value
of the variable ATMCDPL. Consequently, it can be expected that over the next
several quarters, in Poland, the direction of the simultaneous impact of the variable
ATMCDPL on the number of terminal posts per 1million payment cards will change.

Table 31.4 shows the empirical equation describing the volatilitymechanismof the
variable POSCDPL. An illustration of the real and the theoretical values representing
the number of the terminal posts per 1million payment cards is presented onFig. 31.4.
In the considered empirical equation, there is no trend, no seasonal fluctuations nor
any impact of the average monthly remuneration. There are, however, a first-order
and a second-order autoregressions with the total value of the coefficients exceeding
1. This signifies a strong inertia and a dynamic increase of the number of POSs
calculated per 1 million payment cards. The feedback hypothesis is confirmed, since
the variable POSCDPL is significantly affected by the variable ATMCDPL. The
impact of the number of ATMs per 1 million payment cards is negative, with a
delay of 3 quarters (ATMCDPL_3). This signifies an increase in the payment card
holders’ propensity for non-cash payments realized at the posts equipped payment
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Table 31.5 Dependent variable (Y): ATMCDCH

Variable Coefficient Std. error t-statistic Prob. p

Const. 145.431 47.0651 3.0900 0.0041 ***

APAYCH 0.0548343 0.0201929 2.7155 0.0106 **

dq1 −53.8339 23.2368 −2.3168 0.0271 **

dq3 −38.7219 16.4356 −2.3560 0.0248 **

ATMCDCH_1 1.29625 0.14535 8.9181 <0.0001 ***

ATMCDCH_2 −0.571748 0.157888 −3.6212 0.0010 ***

Mean
dependent var.

1239.435 S.D. dependent
var.

218.5017

Sum squared
resid.

55047.43 S.E. of regression 41.47568

R-squared 0.968838 Adjusted
R-squared

0.963969

F(3. 31) 198.9781 Prob (F-statistic) 4.07e-23

Log-likelihood −192.2086 Akaike info
criterion

396.4172

Schwarz
criterion

406.2427 Hannan–Quinn
criterion

399.9130

Autocorrel.
coeff. (rho1)

0.062727 Durbin h-statistic 0.870777

Source Own calculations using the GRETL package
**significance level until 0.05
***significance level until 0.01

terminals, against the need to withdraw cash from ATMs. Since 2017, the number
of ATMs in Poland has been decreasing. Along with a simultaneous increase in the
number of the payment cards used by the citizens, there has been a decrease in the
value of the variable ATMCDPL. Consequently, it can be expected that over the next
several quarters, in Poland, the direction of the simultaneous impact of the variable
ATMCDPL on the number of terminal posts per 1million payment cards will change.

Table 31.5 and Fig. 31.5 present the equation describing the volatility mechanism
of the number of ATMs per 1 million payment cards in China. There is no simulta-
neous nor delayed impact of the variable POSCDCH on the variable ATMCDCH.
Thus, the number of ATMs in China increases, regardless the changes in the number
of the terminal posts servicing non-cash payments calculated per 1 million payment
cards.

The number of ATMs per 1 million payment cards in China had been increasing
dynamically until 2015, followed by a decrease in the value of the variable ATM-
CDCH, mainly due to a rapid increase in the number of payment cards on this market
(Fig. 31.5). The value increments of the variable ATMCDCH are caused mainly by
the increase inwealth, expressed by an increase in the average quarterly remuneration
of the urban population (APAYCH). The positive autoregression of the first order
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Fig. 31.5 Empirical and fitted values of the variable ATMCDCH (source own calculations using
the GRETL package, Table 31.5)

and the negative autoregression of the second order are also strong. The changes
in the value of the variable ATMCDCH are characterized by significant seasonal
fluctuations. In the first and the fourth quarters of the year, the value of the variable
ATMCDCHwas higher than the so-called systematic component of the equation, on
average by over 23 ATMs per 1 million cards. This could be due to the specificity
of the fluctuations of the average remuneration, the highest values of which were
recorded in the first quarter of the year. In the second and the third quarter of the
year, the value of the variable ATMCDCH was visibly lower than the systematic
component of the equation, respectively, by nearly 31 and over 23 ATMs per 1 mil-
lion payment cards. In the considered equation, there is no linear trend, as eliminated
by the first-order and the second-order autoregressions.

The empirical equation describing the volatility mechanism of the variable
POSCDCH is presented in Table 31.6. Figure 31.6 illustrates the description accu-
racy of the number of POSs per 1 million payment cards in China. The value of the
variable POSCDCH increases rapidly and systematically. A linear trend, seasonal
fluctuations and simultaneous values of the variables APAYCH and ATMCDCH
were eliminated from the equation—as statistically insignificant. This means that
the system of the equations describing the basic components of the Chinese payment
card market infrastructure is not a system of interdependent equations nor a recursive
model. A simple model with two equations was created. The impact of the variable
representing the number of ATMs per 1 million payment cards, delayed by 4 quar-
ters (ATMCDCH_4), signals that the system will be moving towards recursiveness,
when this market develops significantly. The increase in the value of the variable
ATMCDCH_4 resulted in a decrease in the number of POSs calculated per 1 million
cards. The decrease in the value of the variable ATMCDCH, observed in subsequent
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Table 31.6 Dependent variable (Y): POSCDCH

Variable Coefficient Std. error t-statistic Prob. p

Const. 126.172 2141.92 0.0589 0.9534

APAYCH_1 1.69374 0.441284 3.8382 0.0006 ***

APAYCH_2 1.24556 0.452181 2.7546 0.0097 ***

ATMCDCH_4 −7.35638 2.61006 −2.8185 0.0083 ***

POSCDCH_1 0.918956 0.0588588 15.6129 <0.0001 ***

Mean
dependent var.

26058.29 S.D. dependent
var.

12490.61

Sum squared
resid.

34788662 S.E. of regression 1059.346

R-squared 0.993629 Adjusted
R-squared

0.992807

F(3. 31) 1208.715 Prob (F-statistic) 1.51e-33

Log-likelihood −299.1449 Akaike info
criterion

608.2898

Schwarz
criterion

616.2074 Hannan–Quinn
criterion

611.0532

Autocorrel.
coeff. (rho1)

−0.081960 Durbin h-statistic −0.525629

Source Own calculations using the GRETL package
***significance level until 0.01

quarters since [8], therefore causes an increase in the number of non-cash payment
terminal posts per 1 million cards, in the last two years.

The increase in the wealth of the Chinese citizens, expressed by an increase in
the average quarterly remuneration, results in an increase in the number of the non-
cash payment terminal posts servicing payment cards, as calculated per 1 million
payment cards. The effects of the average remuneration on the increase in the value
of the variable POSCDCH are, however, revealed with delays of 1 or 2 quarters. The
positive impact of the first-order autoregression is strong as well.

31.4 Conclusions

The payment card market infrastructures in Poland and China arose under differ-
ent circumstances. Poland’s accession to the structures of the European Union has
resulted in the demand for payment cards on the part of the poles travelling across
Europe. Offers emerged from the banks recommending debit cards and credit cards.
The citizens’ possession of cards encouraged the financial sector to create a network
of ATMs, replacing the teller windows at banks. In the next stage, a network of
terminal posts servicing non-cash payments for goods and services was built. Exces-
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Fig. 31.6 Empirical and fitted values of the variable POSCDCH (source own calculations using
the GRETL package, Table 31.6)

sively high fees for non-cash payments through payment cards limited their use for
transactions. Only the statutory reduction of the fees and emergence of contactless
cards caused a dynamic increase in non-cash payment transactions. As a result, in
2018, the values of non-cash payments per 1 payment card approached the values
of ATM withdrawals calculated per 1 card. This means that non-cash payments in
Poland have been replacing cash.

The Chinese payment card market, in the initial phase, was developing differently
than the Polish one. First, a network of ATMswas created, in order to facilitate access
to cash for payment cardholders. Then, the construction of a network of terminal
posts servicing non-cash payments through payment cards was started. As a result,
payment cardholders have easier access to ATMs and POSs, in comparison with
Poland, at a comparable level of the market development.

It can be assumed that on the payment card markets at a similar development
level, as in China, there are no links between the number of ATMs and the number
of the terminal posts servicing non-cash payments through cards, calculated per 1
million cards. The fact that this market has achieved such a high level results in a
substitution of cash payments with non-cash transactions through payment cards.
As a result, there is a feedback between the variables ATMCDPL and POSCDPL,
indicating that the terminal posts servicing non-cash transactions through payment
cards have been replacing ATMs, reducing the demand for cash. It can be expected
that as early as in the first half of the twenty-first century, such a feedback will appear
in China between the variables ATMCDCH and POSCDPL. In this way, traditional
money will gradually be displaced by electronic money. The only difficulty is to
establish the limit, at which payments with the use of traditional money will stop all
together.
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Chapter 32
The Econometric Analysis of the Food
Sector Performance on the Background
of the Main Market at Warsaw Stock
Exchange

Dorota Żebrowska-Suchodolska and Andrzej Karpio

Abstract The presented work attempts an econometric analysis of the quotations
of companies from the food sector against the background of the main market of the
Warsaw Stock Exchange. The entire sector was examined, not individual entities,
treating the WIG-food index as a portfolio of shares. The aim of the research is to
identify the relationship between the agri-food sector and stock market segments.
Determining the correlation strength of the WIG index—foodstuffs with the WIG,
WIG20, mWIG40 and sWIG80 indices will allow linking this sector with individual
markets. The formulated goal is implemented using linear regression models with
one explanatory variable. The studies were limited to 2008–2017 years taking into
account the monthly rates of change. The results indicate that the agri-food sector
can be included in the stock market segment described by the sWIG80 index.

Keywords Linear regression · Stock indices · Agri-food industry
JEL codes C01 · C13 · Q10 · Q19

32.1 Introduction

The pioneering research of the securities market in the USA conducted at the end
of the nineteenth by Charles Dow showed that the quotations of companies reflect
not only the expectations of investors regarding individual assets but most of all the
entire sectors of the economy. The consequence of the research was the calcula-
tion of the average stock market, in the first account only railway companies were
considered, believing that this is a key industry for the whole American economy.
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A few years later, Ch. Dow introduced the second average in which other indus-
tries were represented. This was dictated by the proposed measurement of the stock
market situation by observing the behaviour of both averages—the continuation of
the trend or its change must be confirmed by both indicators. From the first half
of the twentieth century to the present, the calculation of stock market indices has
become a standard. Each stock exchange calculates many of them, ranging from the
indices of the entire market to industry ones. Dow’s hypothesis about the relationship
between the economic situation and the behaviour of the stock market indices has
been repeatedly confirmed. For these reasons, the authors of this study decided to
examine the behaviour of companies in the agri-food sector listed on the Warsaw
Stock Exchange against the background of the markets described by the basic stock
indices WIG, WIG20, mWIG40, sWIG80. The capitalization of the Polish stock
exchange in relation to GDP has been close to 30% for many years. Therefore, the
connection between the stock exchange and the economy is not very large, but it
is undoubtedly impossible to ignore. Instead of focusing on particular values, the
WIG-food index, which is the portfolio of all companies in the industry listed on
WSE, was subjected to research. The research was carried out using standard econo-
metric models. In the summary, the results of the model with many variables were
mentioned, which were not presented due to the lack of space. In this case, the results
confirm the conclusions resulting from the presented models.

32.2 Review of the Literature

Many statistical and econometric tools can be used to study the dependencies of finan-
cial markets. It can indicate here the correlation analysis, linear regression model,
cointegration analysis, vector autoregression models (VaR) or GARCH type models.
Such research is carried out in the literature both within a given market, for sectoral
indices as well as for individual companies, as well as between markets of different
countries.

Correlations between market sectors were investigated, among others, Nagendra
et al. [13] or Kurisetti et al. [10]. The Nagendra studies [13] concerned the Indian
market for which the NSE NIFTY index was surveyed, including the 50 largest
and most liquid companies, with seven industry indices of the NSE market. The
research was carried out for monthly rates of return in 2006–2010 using Pearson’s
correlation coefficient. The results indicate that themonthly rates of return of theNSE
NIFTY index are correlated with the majority of industry indices. This means that
the NSE NIFTY index strongly affects sectoral indices. Short-term and long-term
dependencies between selected sectoral indices of the NSE market were observed
by Kurisetti et al. [10]. For the data from 2010 to 2016, the ADF test, the Granger
test for cointegration and the error correction model (ECM) were used.

Research on correlations between sectors of various countries was carried out,
among others Fasnacht and Loeberge [7]. They showed that the inter-sector rela-
tionships of different countries are more stable over time than the inter-sectoral
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dependencies within individual countries. Similar results were observed by Meric
et al. [12] who analysed the US, the UK, German, French and Japanese markets.
Sectors listed on London Stock Exchange were investigated by Amin et al. [1]. The
lack of dependence between the Chinese market branches and international markets
was indicated by Cao et al. [4], while noticing an upward trend. Using the Pearson
correlation coefficient for research, they pointed to the existence of a correlation
between sectoral indices, i.e. finance, industry and energy with the CSI 300 index,
covering 300 shares listed on the Shanghai and Shenzhen Stock Exchange.

In recent years, the fundamental analysismethodswere applied to the investigation
of the sector and share performance listed on the stock exchange [14]. The validity of
the capital asset pricing model was examined on the Pakistan Stock Exchange [16].
It seems that these researches can be treated as the extensions of the econometric
methods applied to the analysis of sectors listed on the stock exchanges.

Research for the Polish market focuses on the analysis of the relationship between
the Polishmarket and themarkets of other countries. A strong dependence of the Pol-
ish market on the American market [6] and European markets [2] has been demon-
strated here. Augustynski [2] used a correlation coefficient and a single equation
linear model for his research. Using the same research methods, Gluzicka [8] con-
firmed the existence of dependence, indicatingmainly dependencies on the European
markets. Due to the fact that the authors did find just one research on the dependence
of food index on the Polish market [15] but from the risk aspect, it is reasonable to
conduct such research for the Polish market.

32.3 Theoretical Basics

Linear regression models are the standard methods of studying interdependencies
between variables that have a large application in economics and finance. Obviously,
the linearity is a significant simplification. However, it can be treated as the first
step in the search for more complex dependencies or as the first approximation.
From the interpretative point of view, the explanation of the variable by another one
is justified by the occurrence of correlation. In this work, the agri-food sector is
represented by theWIG-food index which is a portfolio of 25 companies. In turn, the
explanatory variables are also portfolios but the shares thatmake up theWIG,WIG20,
mWIG40 and sWIG80 indices. They represent themajority of companies listed on the
WSE (WIG), the respective 20 largest (WIG20), then medium and small (mWIG40
and sWIG80, respectively). The basis for the aforementioned correlation is a quite
obvious observation that the situation on stock exchanges concerns the majority of
the quoted shares. If one talks about the bullish market, on the one hand, the WIG or
WIG20 growth is meant, but investors are willing to buy companies from outside of
these indices. Often, they do not even know which ones are included in the indices.
A similar situation takes place in the case of a bearish market. This behaviour of the
stock exchange markets indicates the correlation between various market indexes.
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Fig. 32.1 Quotations of WIG and WIG20 indices during the research period (Source own study)

From the point of view of this work, this can be considered as a justification for
choosing the explanatory variable (WIG-food) and explained variables.

The following charts show the quotations of the stock exchange indices used in
the research. WIG and WIG20 were compared to the first one (Fig. 32.1).

It can be seen that the waveforms are very close to each other, but remember
that index values differ significantly from each other. The WIG value is more than
ten times higher than WIG20. Thus, both describe a similar economic situation but
expressed entirely by other numbers and quotations of other companies. So, the
similarity of mileage does not mean that they contain identical information about
the stock market situation. A similar situation takes place in the case of medium and
small company indices (Fig. 32.2).

This time, the mWIG40 quotes are three times higher than the sWIG80 index.
Against the background of the chart graphs shown, the WIG-food index is shown
in Fig. 32.3. It should be noted, however, that the subject of the research will be
the percentage changes in index quotations, and WIG-food will be the explained
variable.



32 The Econometric Analysis of the Food Sector Performance … 477

Fig. 32.2 Listing of mWIG40 and sWIG80 indices during the research period (Source own study)

Fig. 32.3 The course of quotations of the WIG-food index (Source own study)
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Built models will help to determine the strength of the dependence between the
agri-food sector and the broad market situation, divided into large, medium and
small companies. The structural parameters of the models being built are estimated
using the linear least square method. In the case of financial variables, and such are
the percentage changes of the prices, this method often fails. However, the authors
decided on LLSQ mainly because it is the first step towards further research. It is
necessary to identify the causes of possible imperfections of the method in order to
be able to change it into a more adequate one. There are two factors behind LLSQ.
First of all, it is particularly simple. Secondly, the volatility of portfolios is smaller
than individual values, and it is the nature of the volatility of financial variables that
makes the classical method cannot check. Nevertheless, the inadequacy of the least
squares method allows us to draw conclusions about the direction of further research.

32.4 Linear Regression Models for the WIG-Food Index

The basis of the research are the Warsaw Stock Exchange indices WIG, WIG20,
sWIG60, mWIG80 treated as explanatory variables for the portfolio of the com-
panies’ shares in the agri-food sector represented by WIG-food. It consists of 25
companies, both Polish and foreign, Ukrainian first of all. From the conducted sur-
veys point of view, the presence of non-Polish companies in indices is irrelevant, as
they have an impact on the stock exchange situation on a par with Polish ones. In
addition, foreign companies appear in all the stock market indices. It can be assumed
that the vast majority of investors, when choosing an investment, are guided mainly
by expectations regarding future prices, and not by national criteria.

In the first step, linear regression models are built with one explanatory variable
(WIG-food index), and then models for selected indexes, in which the explanatory
variable is WIG-food. In the first case, the following equations are used:

rWIG−food = α + β · rIndex + ε (1)

where the “index” refers to the used indices: WIG, WIG20, mWIG40 and sWIG80,
respectively. In the second case, the equation is analogous, but the variables are
changed places.

The basis for the estimation of structural parameters is the monthly percentage
changes of indices in the period from January 2008, until the end of 2017, calculated
“traditionally” not logarithmically, i.e. as the ratio of the change in the value of the
index to its value at the beginning of the month. The choice of the beginning of the
research period is dictated by the end of the financial crisis. The authors assume that
the disturbances of the economic processes taking place in crisis situations cannot be
treated on a parwith themore or less “quiet” periods. Therefore, times of crisis should
be the subject of a separate analysis. The model parameters are estimated using the
linear least squares method. Then, the classic tests are performed to verify model
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estimation by examining [9]. Luszniewicz and Slaby [11]: homoscedasticity (White’s
test), first-order autocorrelation (Ljung-Box), residual normality (Doornik-Hansen
test) and randomness (series test). The data used in the work were obtained from the
portal www.stooq.pl. The measures of matching the models to the empirical data are
the coefficients of determination. In the case of beta coefficients, their significance
at 5% level was tested.

32.5 Results and Discussion

The results of the estimation of structural parameters of the four linear regression
models with the WIG, WIG20, mWIG40 and sWIG80 indices as explanatory vari-
ables have been collected in Table 32.1.

The bold font indicates beta is statistically significant at 5% level. In the first place,
it should be noted that the WIG-food index is not correlated with the WIG broad
market index; the beta coefficient is zero from a statistical point of view. TheWIG at
the endofDecember 2017 consisted of 391 companies. Therefore, it can be concluded
that its impact on changes in companies from the agri-food sector was negligible. The
confirmation of this conclusion is the very low coefficient of determination (2.2%)
which proves that WIG changes cannot be treated as the variable explaining the
changes of the quotations of the food sector companies.

The situation looks a bit different for the other market indicators. The beta coeffi-
cients are statistically significant, but only in the case of sWIG80 it assumes a value
that can be considered as large. However, the coefficient of determination equal to
46% indicates that the impact of this index on the agri-food sector is not significant,
and other factors explainingWIG-food changes should be sought. As a consequence,
the measures of matching linear models indicate the existence of other variables hav-
ing a greater impact on this sector than the indexes used. This may be due to the fact
that the capitalization of the Polish stock exchange accounts for approximately 30%
of GDP; therefore, its interdependence with the economy of the country is rather
small.

Similar conclusions can be drawn by examining single-indicator models, in which
the explained variables are the percentage changes of four indexes, and the explana-
tory variable is WIG-food changes. The results are summarized in Table 32.2.

It can be seen thatmost of the conclusions formulated above remain valid. Changes
in theWIG-food index have a slight impact on the changes on the four indexes under
review. It means that the stock market trend measured by these indices is to a small
extent dictated by the behaviour of agri-food companies.

It should be added that the verification of the constructed models leads to not
very optimistic conclusions regarding the applied method. In both cases, the lack
of homoscedasticity prevails. It means that the estimation of structural parameters
is not reliable because as the sample size increases, they do not aim at their actual
values. A similar situation occurs in the case of the normality of residues, with one
exception they do not have a normal distribution. However, this property only forces

http://www.stooq.pl
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the use of statistical tests that do not require the assumption of normality. Therefore,
it is technical and not interpretative.

Some optimism is aroused by the fact that apart from two cases, there is no auto-
correlation of random components except the case with WIG index. The occurrence
of autocorrelation has an impact on the efficiency of the estimators, i.e. the error with
which they are determined. It can therefore be concluded that the considered models
dominate the lack of autocorrelation. This conclusion does not apply to models with
WIG because in these cases all structural variables are not significant. At the end,
there was a problem of the randomness of the rests. The situation is now unambigu-
ous, the rests of all models show randomness. It means that the functional form of
all models has been chosen correctly. Therefore, it can be assumed that one should
look for additional variables affecting WIG-food. This is proved by relatively small
values of determination coefficients. In addition, further research should be based on
other methods of estimating structural parameters than LLSQ [3].

32.6 Summary

Summarizing the results of the research, it should be stated that from the point of view
of the Warsaw Stock Exchange market, the agri-food sector has a relatively small
share in shaping the market situation. The results suggest that investors base their
decisions on off-exchange factors when they opt for transactions in this sector. The
proof is small values of beta coefficients, both whenWIG-food is an explanatory and
explained variable. In addition, the coefficients of determination suggest the selection
of explanatory variables other than the indices used. In the case of the broad market
index WIG, in all cases the beta coefficients are equal to zero. Only the correlation
of the surveyed sector with the market represented by small companies seems to be
significant. In models with WIG-food as an explanatory variable and sWIG80 being
a dependent variable, the beta factor is definitely more valuable than the others. This
thesis is confirmed by the result obtained in the multiple regression model with all
four indices as explanatory ones. The results are not presented here, but they were
obtained by authors and they are preparing to be published. Then the beta coefficient
at sWIG80 is the only one significantly different from zero. As a consequence, it can
be concluded that the agri-food sector plays an important role on the Warsaw Stock
Exchange but mainly in the small-sized sector represented by the sWIG80 index.
The situation can be explained by the size of the food sector. Its capitalization is
not significant with the comparison to other sectors. The market value of the food
sector is equal to 1.29% of the whole stock exchange capitalization (the end of 2017).
Financial institutions especially banks have market value about 62% and dominate
between all sectors. That is why their impact for the indices is much greater than
other ones. It must be noticed that some financial institutions come into all used
market indices. The share of financials in turnover of WSE is almost 37%, but food
sector is less than 1%. It seems that the described situation of the food sector is the
main explanation of the obtained results.
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Chapter 33
Fuzzy AHP and VIKOR to Select Best
Location for Bank Investment: Case
Study in Kurdistan Region of Iraq

Ahmet Demir, Sarkhel Shawkat, Bzhar Nasradeen Majeed
and Taylan Budur

Abstract Location selection is one of themost important decisions of the operations
manager. One of the effectiveness criteria of the organizations is the correct location.
And the appropriate location for the banking sector means better network to the
customers and a competitive advantage in the market. The present paper investigates
the best location as using the fuzzyAHPandVIKORanalysis in theKurdistanRegion
of Iraq. The research revealed that “security in the region” and “willingness to work
with the bank” have been the most important criterions in location strategy. These
results show contrast with the developed countries.

Keywords Fuzzy AHP · Location strategy · VIKOR · MCDMA · Bank location
strategy

33.1 Introduction

As long as world market keeps on expanding, global nature of every business also
gains speed. From this point of view, operationsmanager job is harder than ever in this
global acceleration. As one of the ten strategic decisions of operations managers is
location strategy, it is significantly important to select initially where to locate a firm.
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A poor location strategy may increase transportation cost, cause losing competitive
advantage, and consequently impact the overall success of the business [19, 50].
Beside this, good location strategy may affect overall costs of a firm up to 50% [25].

Although there are many location selection strategies and methods such as integer
programming [35], multiple regression analysis [38], and branch and bound meth-
ods [16], multi-dimensional decision-making analysis is a method that calculates all
complex criterions and provides a solution for decision-maker. However, there is a
general flow of location selection process such as determining the main and subcri-
terions for location strategy, specifying the alternatives to be selected among, and
using a specific model to calculate all criterions with the values of alternatives in
a rank so that one of the alternatives can be chosen. Multi-criteria decision-making
analysis can be proposed for all decision types as well as banking business location
strategy.

Over decades, there are many changes have been in banking business market.
As the acceleration in all over the global market pressures banks as well as many
other sectors, it became vitally important to decide strategically at every operations’
issue. Due to the location strategic decision is important for the quality of network,
competitive advantage in the market, and being closer to the customers, managers
must select best location for a bank. This importance brought the issue interesting
for the researchers.

There are many researches which have been studied in location strategy. Those
researchers have proposed various techniques ofmulti-criteria decision-making anal-
ysis such as analytic hierarchy process (AHP) [53], analytic network process (ANP)
[17], DEMATEL [51], SWARA, WASPAS [56], TOPSIS, ELECTRE, Grey Theory
[41], and fuzzy models [18]. Beside this, there are only a few or no researches have
studied VIKOR method in integration with the fuzzy analytic hierarchy process in
banking business location strategy. Secondly,we believe that due toKurdistanRegion
of Iraq is newly being adopted with the banking system, there are special criterions
such as “security” and “willingness of society to work with banks” in the region.
This might not be the case in developed countries. Third, the location selection via
multi-criteria decision-making analysis is a new approach in Kurdistan Region of
Iraq, and the investors are not very familiar with the method while selecting the best
location for their business. From these aspects, this research is important to show a
methodology of location selection to the practitioners in the region.

The current study is intended to analyze main and subcriterions for bank location
strategy in Kurdistan Region of Iraq. To do this, we have determined the main and
subcriterions for bank location selection from the literature [12, 36, 37, 43, 54]
and banking experts. Beside what we have found from the literature, experts have
determined that “willingness of customers” and “security” are also important aspects
which determine the best location in the region. Therefore, we have added two new
criterions to the bank location decision. Secondly, we have arranged a meeting with
three bank experts to evaluate the importance of each criterion comparing to each
other. After the results of discussions, we have investigated the national–international
reports to obtain real values for each criterion. Further, we have proposed fuzzy AHP
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with VIKOR method to calculate the best alternative. The results show that Erbil is
the best alternative as initial location for bank investors.

33.2 Literature Review

33.2.1 Location Strategy

Any organization that wants to expand to a new site is faced with the challenge of
selecting an appropriate location. Out of all of the criteria necessary for the success
and survival of a firm, location seems to be the most important criterion [8, 15, 18,
22, 23]. Therefore, a great deal of thought should be given to the decision-making
process for selecting a spot, because unlike other criteria, location cannot be easily
changed [15, 22]. Pointing out the importance of location in the retailing industry,
Jain and Mahajat [27] stated “in the development of competitive strategies, prices
can be matched, services can be extended and improved, but a retailer’s location
advantages are difficult to assail or neutralize.” Location is a particularly important
contributor to the profitability and success in the banking industry [23]. Further
emphasizing this importance, Fung [21] noted that 39% of customers choose their
banks primarily due to the convenience of their locations.

Selecting a location for a new bank branch is not without its challenges. What
makes selecting a new branch location so challenging is the multi-criteria nature of
the problem and the fuzziness of some of its main determinants [15, 18]. Adding
to the complexity of the problem is the fact that, depending on their strategies,
different banks will consider different criteria in their decision to select a location
for a new branch [9, 10, 54]. Perhaps this is the reason for why there is no consensus
in the literature as to the exact number of factors that affect the performance of bank
branches.

Vafadarnikjoo et al. [51] consider competition, access to public facilities, demo-
graphic attributes, cost and flexibility, and transportation as some of the most impor-
tant criteria when selecting location for a new branch. Allahi et al. [4] utilize cost,
access to public facilities, transportation, demographic attributes, flexibility, and
competition in their model for selecting the optimal bank branch location. Cinar and
Ahiska [18] use demographic, sectoral employment, socio-economic, trade potential,
and banking criteria in their model for selecting a location for a new bank branch,
whereas Gorener et al. [23] used demographic, economic, and investment and bank-
ing criteria in their model for selecting a bank branch location. Abbasi [1] divides
the factors that affect the bank location selection into three main categories, namely
general factors, business-related factors, and population-related factors, while Başar
et al. [9] proposed amethodology for identifying themost important criteria and their
properties for the location problem, namely number of potential customers, social
potential, competition, easement of access, socio-economic situation, commercial
potential, financial situation, and growth potential. But for Brealey and Kaplanis
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[13], size of trade or foreign direct investment (FDI) is one of the reasons for favor-
ing a location over another when a bank wants to open a branch in a foreign country.

Although there is no fixed set of determinants or criteria for selecting a new
location, it can be drawn from the literature that demographic, economic, and com-
petition are some of the most considered factors in the location selection problem.
So, it would be a mistake from our side not to consider these factors in our study.

Theproblemof site selection for newbranches in the banking industry has received
considerable attention in the literature (see [1, 4, 9, 10, 12, 13, 15, 18, 23, 24, 33,
51]). Consequently, a variety of models and/or strategies have been developed to deal
with the issue.

In their paper, Lord andWright [33] outlined three unique strategieswhen it comes
to selecting a location for opening a new branch in the banking industry, namely
defensive, offensive, and follow-the-leader. Defensive is when the bank branch joins
a cluster of other bank branches not because they want to capture new customers, but
because they fear losing their existing customers. Offensive is when a firm selects a
location where there are no competitors. This strategy is suitable for market leaders
rather than small firms, due to the risky nature of such strategy. Finally, follow-the-
leader strategy is used by smaller firms who follow a market leader to a location in
hopes of capturing the attention of some of the market leader’s customers.

Boufounou [12] developed a model for identifying the best location for a new
bank branch using regression analysis. They found out that criteria like average
household size, domestic per capita income, position of competitors, total population,
and population growth rate are critical determinant of success for bank branches.
Therefore, they canbeused as factors affecting the location selection problem.Abbasi
[1] built a decision support system (DSS) to aid the banking industry decision-makers
in their struggle to find the optimal location for new branches. After defining the five
most important factors in selecting a location for a newbankbranch,Cinar andAhiska
[18] used fuzzy analytical hierarchy process (AHP) to establish a decision support
model (DSM) that could help the banking industry firms in deciding where to place
their new branches. Similarly, after consulting with experts in the banking industry,
Vafadarnikjoo et al. [51] identified themost important determinants in selecting bank
branch location and then used intuitionistic fuzzy set theory in combination with
decision-making trial and evaluation laboratory (DEMATEL) model to prioritize the
criteria that affect the decision for choosing a new bank branch. Having not found a
“one-size-fits-all” procedure for selecting a new bank branch location, Cabello [15]
attempted to produce a model that would suit the maximum number of situation
when dealing with the location problem.

Having studied relative literature on the location selection problem in the banking
industry, it was seen that location selection problem is a multi-criteria problem, as
such multiple criteria decision model (MCDM) and fuzzy set theory are among the
very commonly used models for solving the location problem in the banking indus-
try [9]. Secondly, depending on the banking strategy, different banks will consider
different criteria to solve their location problem. Finally, there is no one model that
will be suitable for every location problem scenario. Consequently, different banking
firms should consider different criteria when dealing with the location problem.
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33.2.2 Fuzzy AHP Model

33.2.2.1 Fuzzy Set Theory

According to Zimmerman [55], fuzzy set theory helps to understand complex phe-
nomena through rigid mathematical guidelines. Similarly, Wu et al. [52] noted vague
expressions of people like “not very clear, probably so, and very likely” could be
analyzed by fuzzy set model. Fuzzy set theory is a crucial method to measure the
uncertain events related to the human beings [47].

For instance, Kwong and Bai [32] have used AHP and fuzzy AHPmodel to define
the importance of degrees of customer requirements for product planning. Kahraman
et al. [28] have used fuzzy AHP model to select the best supplier firm according to
service importance weights. Similarly, Ly et al. [34] have used the same model to
predict the effective impact indicators on Internet of things (IoT) system for related
companies. In addition, Sanayei et al. [46] have used VIKOR analysis to determine
the eligible supplier in the supply chain of a company. Further, newly Abdel-Basset
and his associates have used VIKOR model to analyze the government Web sites
according to quality, security, and accessibility [2].

33.2.2.2 Fuzzy Number Set

Fuzzy numbers, which defined as triangular and trapezoidal, are the subset of real
numbers. The widely used one is the triangular numbers. In this study, the triangular
numbers are produced through linguistic assessments of the bank managers and
construct the pairwise comparison for the model [6, 20].

A triangular fuzzy number can be shown asM = (l,m, u). Its membership function
μM(x): R → [0, 1] is equal to

μM(x) =
⎛
⎜⎝

(
x

m−l − l
m−l , x ∈ [l,m]

x
m−u − u

m−u , x ∈ [l,u]
0, otherweise

⎞
⎟⎠

where l ≤ m ≤ u, the triangular numbers are: l is lower, m is mid, and u is the
upper values for the support of M. When l = m = u, it is a non-fuzzy number by
convention. The main operational laws for two triangular fuzzy numbersM1 andM2
are as follows [29]:

M1 + M2 = (l1 + l2,m1 + m2, u1 + u2)

M1 ⊗ M2 ≈ (l1l2,m1m2, u1u2)

λ ⊗ M1 = (λl1, λm1, λu1), λ > 0, λ ∈ R

M−1
1 ≈ (1/u1, 1/m1, 1/ l1)
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Fig. 33.1 Triangular fuzzy
number

A triangular membership function is illustrated in Fig. 33.1.

33.2.2.3 Fuzzy AHP

Analytic hierarchy process (AHP) is one of the broadly used decision-making
method, which was improved by Saaty in 1980 [45, 47]. According to the method,
there are three categories to make the decision, which are the creation of hierar-
chies, determination of superiority, and providing logical and numerical consistency
[30]. Criterions are hierarchically structured for the calculation and divided into
importance levels, and finally, according to importance weights’ best results reached
through analysis.But because of the imprecise behaviors of the person, different kinds
of multi-criteria calculation methods, such as fuzzy AHP and VIKOR, might be used
as an integrated model with AHP [5, 47]. Steps of fuzzy AHP can be sequenced as:

Determining the fuzzy weights of each variable. To do this, the following formula
has been used;

FWi =
m∑
j=1

M j
gi ∗

⎡
⎣

n∑
j=1

m∑
j=1

M j
gi

⎤
⎦

−1

(33.1)

in order to obtain
∑m

j=1 M
j
gi , the fuzzy summation of m extent values for a specific

matrix can be calculated as;

m∑
j=1

M j
gi =

⎛
⎝

m∑
j=1

l j ,
m∑
j=1

m j ,

m∑
j=1

u j

⎞
⎠ (33.2)

Further,
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⎡
⎣

n∑
j=1

m∑
j=1

M j
gi

⎤
⎦

−1

can be obtained via summation of M j
gi (j = 1, 2, 3 … m) numeric values proposed

such as

n∑
j=1

m∑
j=1

M j
gi =

⎛
⎝

m∑
j=1

l j ,
m∑
j=1

m j ,

m∑
j=1

u j

⎞
⎠ (33.3)

And then, the inverse of the vector can be computed such as dividing each sum-
mation by one.

33.2.3 VIKOR

VIKORmethod is one of the multi-criteria decision-making analysis that determines
the compromise ranking list of alternatives, compromise solutions for complex prob-
lems, and theweight stability intervals for choice stability of the compromise solution
obtained with the initial given weights [40]. The model gives best alternative as solu-
tion that is closest to the ideal [39]. Steps for the VIKOR calculation are as follows
[40, 48]:

1. Determine the best (f *i ) and the worst (f −
i ) values among all alternatives (j = 1,

2, 3, … m) and by each criterion (i = 1, 2, 3, … n).

a. If it is a benefit criterion that is to be maximized: f *i = Maxj f ij
b. If it is a benefit criterion that is to be minimized: f −

i = Minjf ij.

2. ComputeSj (Eq. 33.1) andRj (Eq. 33.2) for j=1, 2, 3…m.Sj andRj, respectively,
represent utility and regret measures for alternative.

Si =
n∑
j=1

[
wi

(
f ∗
i − fi j
f ∗
i − f −

i

)]
(33.4)

R j =
n∑
j=1

max j

[
wi

(
f ∗
i − fi j
f ∗
i − f −

i

)]
(33.5)

where Wi is the weight of the criterion.
3. Compute Qj (Eq. 33.3) for j = 1, 2, 3 …, m

where S* = min Sj, S− = max Sj, R* = min Rj, R− = max Rj, v is the weight
for the decision-making strategy of the maximum group utility, and (1−v) is the
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weight of the individual regret; generally, v is assumed equal 0.5 corresponding
to the consensus.

Qi =
n∑
j=1

[
v

(
Si − S−

i

S∗
i − S−

i

)
+ (1 − v)

(
Ri − R−

R∗ − R−

)]
(33.6)

4. Rank the alternatives by the values S, R, and Q in ascending order by forming
three ranking lists such that the lower the value, the better the alternative.

5. Propose the alternative a′ as a compromise solution which is ranked the best by
the minimum value of Q if the following two conditions are satisfied:

Condition 1. Acceptable advantage: Q(a′′) − Q(a′) ≥ DQ where a′′ is the alter-
native which is ranked second by Q and DQ = 1/(m − 1).
Condition 2. Acceptable stability in decision making: Alternative a′ must also
be the best ranked by S or/and R.

6. If one of the conditions in Step 5 is not satisfied, propose a set of compromise
solutions which include:

• Alternatives a′ and a′′ if only Condition 2 is not satisfied, or
• Alternatives a′, a′′, …, a(n) if only Condition 1 is not satisfied; the closeness
of the alternative a(n) ranked nth by Q is determined by
Q(a(n)) − Q(a′) < DQ.

33.3 Materials and Methods

This study aims to propose multi-dimensional decision-making analysis to under-
stand the best location for bank investment. To do this, we have initially prepared
a questionnaire that contains criterions for bank location selection. The criterions
have been abstracted from the current literature studied by various researchers. The
criterions have been mainly demographic, socio-economic, sectoral employment,
banking, trade potential, willingness to work with banks, and security in the region.
Consequently, the subcriterions of the main ones also have been determined.

The structured criterions have been discussed with the experts in the banking sec-
tor. We have met three banking experts separately and asked them the importance
of each criterions comparing to one another. The answers of each expert have been
discussed with four academics from the finance, economics, and operations man-
agement fields. The answers of each expert have been entered in the “expert choice”
analytic hierarchy process software in order to calculate the inconsistency levels. As
it has been seen that all inconsistency levels were below 0.10, it was concluded that
all answers have been consistent.

Initially, global weights of each main criterions (demographic, socio-economic,
sectoral employment, banking, trade potential, willingness to work with banks, and
security in the region) have been calculated. Secondly, weights of subcriterions have
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been calculated comparing to eachother.As the last step of analytic hierarchyprocess,
we have multiplied the weight score of each subcriterion with global weight of the
concerning main criterion. By this way, we have obtained the real weights of each
subcriterions via analytic hierarchy process.

After calculating the importance weights of each subcriterions, we have proposed
VIKOR method to calculate the minimum utility regret for each city and find the
best location for start banking business. Doing this, we have initially determined the
values of each subcriterions. For example, the first criterion under demographic was
total population.

We have determined the demographic information from the Kurdistan Region
Statistical Office and International Organization for Immigration [26]. Values for
socio-economic criterion have been obtained from BBC News, facts [7], Kurdis-
tan Region Statistical Office [31], Socio-economic monitoring system report [49].
Sectoral employment and trade potential values have been received from Boi [11].
Finally, banking criterion’s real values have been determined by Abdullah [3]. The
values of all subcriterions have been obtained from various national and international
reports. Beside this, willingness to work with banks and security in the region crite-
rions unfortunately did not have any value. Instead, we have asked those criterions
to experts in the region to rate from one to ten for Erbil, Sulaimani, and Dohuk. The
nominal values for those two main criterions have been used in the current study.

Calculating VIKOR method, obtained values have been used. First of all, best
value (f *i ) and the worst value (f −

i ) for each subcriterions, starting from the total
population of each city, have been selected. Secondly, relative Sj and Rj values have
been calculated for each criterions. Finally, global Sj, Rj, and Qj values have been
calculated consequently in order to select the best decision among three cities of
Kurdistan Region of Iraq.

33.3.1 Findings

33.3.1.1 Fuzzy AHP

While conducting multi-criteria decision-making analysis, it is very important to
structure decision criteria in a hierarchical form (Fig. 33.2). By this way, importance
of each subcriteria comparing to another is calculated. Moreover, success of a deci-
sion analysis initially and strongly depends on this process [44]. By this way, overall
view of very complex relations between each subcriterion can be determined. On
the other hand, there is no consensus among researchers about how to structure the
hierarchy of criterions among each other (Kannan). Therefore, as many authors did
in their past studies [42], we have constructed the hierarchy discussing with the three
experts in the banking field and four academics in finance, economics, and operations
management fields.

Table 33.1 shows the fuzzy pairwise comparison weights of main criterions. Ini-
tially, three banking experts have discussed together to compare each main criterion
with another by using Saaty’s 1–9 scale. Later, fuzzy theory has been conducted
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Fig. 33.2 The model of multi-criteria decision-making analysis
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to create fuzzy pairwise comparison matrix. By this way, we have converted basic
comparison values of the criterions into triangular fuzzy numbers in Table 33.1.

1. Step: From Table 33.1, fuzzy geometric mean of each variable with respect to
main goal is calculated by using formula [14]:

Fuzzy geometric mean (Si) = (l1, m1, u1,)1/n * (l2, m2, u2,)1/n * (l3, m3, u3,)1/n

where n is number of criterions.

SD = (1 ∗ 1/2 ∗ 1/2 ∗ 1/4 ∗ 1/4 ∗ 1/4 ∗ 1/6)1/7,

(1 ∗ 1/3 ∗ 1/3 ∗ 1/5 ∗ 1/5 ∗ 1/5 ∗ 1/7)1/7,

(1 ∗ 1/4 ∗ 1/4 ∗ 1/6 ∗ 1/6 ∗ 1/6 ∗ 1/8)1/7 = (0.42, 0.28, 0.23)

SSE = (2 ∗ 1 ∗ 1 ∗ 1/2 ∗ 1/2 ∗ 1/2 ∗ 1/2)1/7,

(3 ∗ 1 ∗ 1/2 ∗ 1/3 ∗ 1/3 ∗ 1/3 ∗ 1/3)1/7,

(4 ∗ 1 ∗ 1/3 ∗ 1/4 ∗ 1/4 ∗ 1/4 ∗ 1/4) = (0.74, 0.57, 0.47)

SSEM = (2 ∗ 1 ∗ 1 ∗ 1/2 ∗ 1 ∗ 1 ∗ 1/2)1/7, (3 ∗ 2 ∗ 1 ∗ 1/3 ∗ 1/2 ∗ 1 ∗ 1/3)1/7,

(4 ∗ 3 ∗ 1 ∗ 1/4 ∗ 1/3 ∗ 1 ∗ 1/4)1/7 = (0.91, 0.85, 0.82)

SB = (4 ∗ 2 ∗ 1 ∗ 1/2 ∗ 1 ∗ 2 ∗ 1)1/7, (5 ∗ 3 ∗ 2 ∗ 1/3 ∗ 1 ∗ 3 ∗ 1/2)1/7,

(6 ∗ 4 ∗ 3 ∗ 1/4 ∗ 1 ∗ 4 ∗ 1/3)1/7 = (1.35, 1.47, 1.64)

STP = (4 ∗ 2 ∗ 1 ∗ 1/2 ∗ 1/2 ∗ 1 ∗ 1/2)1/7, (5 ∗ 3 ∗ 1 ∗ 1/3 ∗ 1/3 ∗ 1 ∗ 1/3)1/7,

(6 ∗ 4 ∗ 1 ∗ 1/4 ∗ 1/4 ∗ 1 ∗ 1/4)1/7 = (1, 0.92, 0.87)

SW = (4 ∗ 2 ∗ 2 ∗ 1/2 ∗ 1 ∗ 2 ∗ 1)1/7, (5 ∗ 3 ∗ 3 ∗ 1/3 ∗ 2 ∗ 3 ∗ 1)1/7,

Table 33.1 Fuzzy pairwise comparison matrix

D SE SEM SEC B TP WILL

D 1, 1, 1 1/2, 1/3,
1/4

1/2, 1/3,
1/4

1/6,1/7,
1/8

1/4, 1/5,
1/6

1/4, 1/5,
1/6

1/4, 1/5,
1/6

SE 2, 3, 4 1, 1, 1 1, 1/2, 1/3 1/2, 1/3,
1/4

1/2, 1/3,
1/4

1/2, 1/3,
1/4

1/2, 1/3,
1/4

SEM 2, 3, 4 1, 2, 3 1, 1, 1 1/2, 1/3,
1/4

1, 1/2, 1/3 1, 1, 1 1/2, 1/3,
1/4

B 4, 5, 6 2, 3, 4 1, 2, 3 1/2, 1/3,
1/4

1, 1, 1 2, 3, 4 1, 1/2, 1/3

TP 4, 5, 6 2, 3, 4 1, 1, 1 1/2, 1/3,
1/4

1/2, 1/3,
1/4

1, 1, 1 1/2,1/3,1/4

W 4, 5, 6 2, 3, 4 2, 3, 4 1/2, 1/3,
1/4

1, 2, 3 2, 3, 4 1, 1, 1

SEC 6, 7, 8 2, 3, 4 2, 3, 4 1, 1, 1 2, 3, 4 2, 3, 4 2, 3, 4

Note: D demographic distributions; SE socio-economic situation; SEM sectoral employment; B
banking; TP trade potential;W willingness to work with banks; SEC security in the region
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(6 ∗ 4 ∗ 4 ∗ 1/4 ∗ 3 ∗ 4 ∗ 1) = (1.49, 1.90, 2.25)

SSEC = (6 ∗ 2 ∗ 2 ∗ 1 ∗ 2 ∗ 2 ∗ 2)1/7, (7 ∗ 3 ∗ 3 ∗ 1 ∗ 3 ∗ 3 ∗ 3)1/7,

(8 ∗ 4 ∗ 4 ∗ 1 ∗ 4 ∗ 4 ∗ 4) = (2.13, 2.89, 3.62)

After those calculations, the fuzzy geometric means have been represented on
Table 33.2.

2. Step: Determining the fuzzy weights of each variable. To do this, the following
formula has been used;

FWi =
m∑
j=1

M j
gi ∗

⎡
⎣

n∑
j=1

m∑
j=1

M j
gi

⎤
⎦

−1

(33.7)

in order to obtain
∑m

j=1 M
j
gi , the fuzzy summation of m extent values for a specific

matrix can be calculated as;

m∑
j=1

M j
gi =

⎛
⎝

m∑
j=1

l j ,
m∑
j=1

m j ,

m∑
j=1

u j

⎞
⎠ (33.8)

Further,

⎡
⎣

n∑
j=1

m∑
j=1

M j
gi

⎤
⎦

−1

can be obtained via summation of M j
gi (j = 1, 2, 3 … m) numeric values proposed

such as

n∑
j=1

m∑
j=1

M j
gi =

⎛
⎝

m∑
j=1

l j ,
m∑
j=1

m j ,

m∑
j=1

u j

⎞
⎠ (33.9)

Table 33.2 Fuzzy geometric
means

Demographic 0.42 0.28 0.23

Socio-economic 0.74 0.57 0.47

Sectoral employment 0.91 0.85 0.82

Banking 1.35 1.47 1.64

Trade potential 1.00 0.92 0.87

Willingness 1.49 1.90 2.25

Security 2.12 2.89 3.62
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And then the inverse of the vector can be computed such as dividing each sum-
mation by one. After all calculations, fuzzy weights and the defuzzied weights are
shown in Table 33.3;

3. Step: Center of gravity. Fuzzy weights have been calculated by the formulas
which have been introduced above. Further, in order to calculate the final weights
of the fuzzy analytic hierarchy process, we need to propose center of gravity
function which is

Wi = l + m + u

3
(33.10)

where lower, medium, and upper values are summed up and divided by three. The
results show that the most important parameter among bank location selection cri-
terions is security. The importance percentage of the criterion is 32% as the biggest
value comparing to others. This result shows that the most secure city has compet-
itive advantage among others. Secondly, willingness to work with a bank (21%),
banking (17%), trade potential of the city (11%), and sectoral employment (10%)
are other important criterions, respectively, while selecting the best location for a
banking business. Finally, it has been observed that socio-economic situation of the
city (7%) and demographic (4%) are the least important criterions.

Based on the importance weights of each criterion, the importance of the subcrite-
rions has been also calculated in the same methodology. For example, demographic
has three subcriterions in total. Further, the subcriterions also have already been
evaluated by the same expert group. The results are shown in Table 33.4.

Table 33.4 shows the normalized important weights of each subcriterion. Beside
this, those weights are still need to be processed and calculated to distribute the
importance weights of main criterions conveniently to the subcriterions.

There aremainly three subcriterions under demographic criterion. The normalized
weights of those subcriterions (total population, urbanization rate, and annual popu-
lation growth rate) are 0.28, 0.64, and 0.07, respectively. On the other hand, these are
the values which have been calculated before taking main criterions into account. By

Table 33.3 Importance
weights matrix

Fuzzy weights Defuzzied weights

Demographic 0.05 0.03 0.02 0.04

Socio-economic 0.09 0.06 0.05 0.07

Sectoral
employment

0.11 0.10 0.08 0.10

Banking 0.17 0.17 0.17 0.17

Trade potential 0.13 0.10 0.09 0.11

Willingness 0.19 0.21 0.23 0.21

Security 0.27 0.33 0.37 0.32

Inconsistency: 0.05
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Table 33.4 Importance weights matrix of subcriterions

Variables Fuzzy weights Defuzzied weights

Demographic Total population 0.32 0.28 0.25 0.28

Urbanization rate 0.59 0.65 0.69 0.64

Annual population
growth

0.09 0.07 0.06 0.07

Socio-economic GNP 0.44 0.49 0.52 0.48

Literacy rate 0.08 0.07 0.06 0.07

Higher education 0.07 0.05 0.04 0.06

Employee rate 0.27 0.26 0.26 0.27

Employer rate 0.14 0.13 0.12 0.13

Sectoral employment Agriculture 0.08 0.06 0.05 0.06

Manufacturing 0.12 0.12 0.12 0.12

Construction 0.28 0.28 0.27 0.28

Service 0.04 0.03 0.02 0.03

Education 0.09 0.08 0.07 0.08

Trade 0.39 0.43 0.46 0.43

Banking Number of bank 0.50 0.67 0.75 0.64

Number of branch 0.22 0.14 0.10 0.15

Trade potential International firms 0.71 0.74 0.76 0.74

National firms 0.15 0.17 0.17 0.16

Industrial zone 0.14 0.09 0.07 0.10

Willingness Keep money in bank 0.26 0.18 0.15 0.20

Transfer money 0.34 0.46 0.52 0.44

Trade over bank 0.31 0.30 0.28 0.30

Purchase over bank 0.08 0.06 0.05 0.06

Security Trust 0.61 0.67 0.71 0.66

Stability 0.27 0.24 0.22 0.24

Robbery 0.12 0.09 0.07 0.09

another meaning, those values are relative importance weights of each subcriterion
only comparing to each other. Further, by multiplying the normalized weights of
main criterions with each subcriterions, we will obtain the final importance weight
of each subcriterion comparing to the all subcriterions (Table 33.5).

The other relative weights of subcriterions have been calculated by the same
methodology. The table below shows the results of all subcriterions (Table 33.6).

Table 33.6 shows the relative priority within the concerning criterion. To expand
the explanation, there are mainly three criterions for security. Perceived trust of the
society to the banks, security in the region, and the robbery rate in the region have been
discussed by the three banking experts and have been evaluated. Further, they have
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Table 33.5 Relative weights of subcriterions under demographic

Variable name Subcriterion
weight

Operation Weight of
demographic

Relative weights
of subcriterions

Total population 0.28 × 0.04 0.009

Urbanization rate 0.64 × 0.04 0.021

Annual
population growth

0.07 × 0.04 0.002

rated the comparative importance of each criterion to one another. Secondly, using
the fuzzy AHP methodology, we have calculated the weights of each subcriterion.
After that, we have multiplied the normalized weight of security criterion (0.319)
by each subcriterion (0.664, 0.245, and 0.092), and the relative weights have been
0.21, 0.08, and 0.03, respectively. The other relative weights have been calculated
with the same methodology.

33.3.1.2 VIKOR

In order to select the best place for banking business investment, we have explained
the methodology how the weights have been calculated by using fuzzy analytic
hierarchy process. However, in this section, we have proposed VIKOR method in

Table 33.6 Relative weights of AHP

Criterion Subcriterion Global weights Weights of
subcriterion

Relative weights
of subcriterion

Demographic
(D)

Total population
(D1)

0.033 0.284 0.009

Urbanization
rate (D2)

0.033 0.643 0.021

Annual
population
growth rate (D3)

0.033 0.074 0.002

Inconsistency: 0.06

Socio-economic
(SE)

Gross national
product per
capita (SE1)

0.068 0.484 0.033

Literacy rate
(SE2)

0.068 0.068 0.005

Rate of
population with
higher education
(SE3)

0.068 0.057 0.004

(continued)
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Table 33.6 (continued)

Criterion Subcriterion Global weights Weights of
subcriterion

Relative weights
of subcriterion

Employee rate
(SE4)

0.068 0.265 0.018

Employer rate
(SE5)

0.068 0.126 0.009

Inconsistency: 0.04

Sectoral
employment
(SEM)

Agricultural
employment rate
(SEM1)

0.098 0.063 0.006

Manufacturing
employment rate
(SEM2)

0.098 0.121 0.012

Construction
employment rate
(SEM3)

0.098 0.276 0.027

Services
employment rate
(SEM4)

0.098 0.033 0.003

Education sector
employment rate
(SEM5)

0.098 0.080 0.008

Trade sector
employment rate
(SEM6)

0.098 0.426 0.042

Inconsistency: 0.05

Banking (B) Number of bank
(B1)

0.167 0.639 0.107

Number of
branch (B2)

0.167 0.155 0.026

Inconsistency: 0.00

Trade potential
(TP)

Number of
international
firms (TP1)

0.106 0.737 0.078

Number of
national firms
(TP2)

0.106 0.163 0.017

Number of
industrial zones
(TP3)

0.106 0.101 0.011

Inconsistency: 0.01

(continued)
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Table 33.6 (continued)

Criterion Subcriterion Global weights Weights of
subcriterion

Relative weights
of subcriterion

Willingness (W ) Willingness to
keep money in
banks (W1)

0.209 0.198 0.041

Willingness to
transfer money
over banks (W2)

0.209 0.441 0.092

Willingness to
trade over banks
(W3)

0.209 0.296 0.062

Willingness to
purchase over
banks (W4)

0.209 0.065 0.014

Inconsistency: 0.02

Security (SEC) Perceived trust
of society to the
banks (SEC1)

0.319 0.664 0.212

Security in the
region (SEC2)

0.319 0.245 0.078

Robbery rate in
the region
(SEC3)

0.319 0.092 0.029

Inconsistency: 0.01

order to find the minimum utility regret and the opportunity cost. To do this, in
order to use the values in the concerning VIKOR formulas, we have investigated the
national and international reports to find the required values for demographic, socio-
economic, sectoral employment, trade potential, and banking criterions. Further, due
to there is no information about willingness of society to work with the banks and
security in the region, we have used nominal values which have been evaluated by the
three banking experts. They have rated the values of three subcriterions of security
and four subcriterions of willingness for each region from one up to ten. The values
for each city have been used like a data in the concerning formulas ofVIKORmethod.

VIKOR is amulti-criteria decision-making analysismethodwhich has been found
by Serafim Opricovic in order to solve highly complex conflicts by selecting the
choice which is closest to the ideal. In order to propose VIKOR, the best (f *i ) and the
worst (f −

i ) values for each criterion have been determined. Sj and Rj values for each
alternative have been calculated by proposing the Eqs. (33.4) and (33.5), respectively
(Table 33.7).

As a result of these calculations, relative utility regret (RSj) has been obtained.
The relative utility regret shows how much the users would be regretful for the
concerning alternative in case they select. For example, perceived trust of society to
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Table 33.8 Final values of alternatives for location strategy

Sj Rj s∗
j s−

j R∗
j R−

j
Qj

Erbil 0.283 0.078 0.283 0.917 0.078 0.212 0.000

Sulaimani 0.603 0.212 0.752

Dohuk 0.917 0.212 1.000

the banks (SEC1) is a criterionwhich relatively important for customers. Considering
alternatives, Erbil, Sulaimani, and Dohuk, it was observed that utility regret values
were 0.00, 0.21, 0.21, respectively. It shows that the investor, who selects Erbil, would
have the least utility regret about trust of society to the banks. The result shows that
Erbil promises the least utility regret about trust with the value 0.00 regret which is
lower than Sulaimani (0.21) and Dohuk (0.21). All utility regret values have been
calculated and evaluated the same methodology. The details are in Table 33.7.

Secondly, global Sj and global Rj values have been calculated by adding up all Sj
values for each alternative at each subcriterion and Rj values for each alternative at
each subcriterion. For example, in order to calculate Sj value for Erbil alternative,
we have added up all Sj values of Erbil under each subcriterion in the table above.
Further, for the Rj values, we have selected maximum values among all Sj values of
the alternatives from the same table. Other Sj and Rj values for each alternative have
been calculated by the same methodology. Finally, Qj values for each alternative
have been calculated by using Eq. (33.6). For this calculation, we have used “V”
vector value as 0.5 like other authors [40, 48]. The results of the calculations can be
observed in Table 33.8.

The results of global utility regret (Sj) and (Rj) values show consistency with
the maximum utility (Qj) that Erbil is the best location for investment on banking
business rather than Sulaimani and Dohuk based on the evaluation of all locations.
However, C1 (QErbil − QSulaimani ≥ 1/3 − 1) and the C2 (that Erbil is best alternative
based on Sj and Rj values) criteria have been satisfied.

33.4 Practical Implications

There are several implications of the current research for the practitioners and the-
orists. First, by using the current study, public and private business investors in
Kurdistan Region of Iraq may understand a method of decision making about loca-
tion selection at the beginning of their investments. Such a methodology in location
strategy is a new concept for the region, and the study plays an important role from
this point of view.

Secondly, the study added two more important criterions (willingness and secu-
rity) to the location selection problem in banking sector. It shows that for some
geographies, such as Kurdistan Region of Iraq, some particular variables may play
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more important role rather than they do in developed countries. From this point of
view, the study contributes both theoretically and practically to the literature from
some specific aspects of the location problem. On the one hand, investors may use
those two new criterions for the further decision analysis in order to increase the
precision in location selection. On the other hand, theoretically new criterions have
been added to the problem.

Third implication of the study is that the current bank investors and managers
may evaluate their location performances using the current study in the region. For
example, any investment started in different city than Erbil can evaluate what are
the advantages and disadvantages for their location decisions. This may help them
evaluate the future strategies on location selection.

Location strategy is important for businesses as it is a structural decision area
which is long term and costly to change. From this point of view, investors must
evaluate location analysis critically in order to increase the business performance
and decrease the total costs.

This research has studied some special criterions of bank location strategies;
beside, it has reused the existing criterions in the literature. The results show that
the most important criterion for location selection is security in Kurdistan Region of
Iraq. Secondly, willingness of the society to work with the banks plays an important
role in location problems’ solutions. It has been seen that rather than any other devel-
oped countries, there are some particular aspects that determine where to locate the
investment. Moreover, other criterions, such as socio-economic, sectoral employ-
ment, trade potential, banking, and demography, play less importance than the secu-
rity and willingness. The reason might be the society is newly getting integrated with
the banks and interact in their businesses.

Results show that Erbil is the best location currently to start investment in bank-
ing business comparing to Sulaimani and Dohuk. The results show that from the
willingness of the society to work with the banks and security in the city, Erbil is the
best location. Further, Sulaimani is the second, and the Dohuk is the last option for
the bank investment.

As all researches, this study also has some limitations. Initially, it would be bene-
ficial to discuss the limitations of data in the region. For example, Cinar and Ahiska
[18] have studied “banking deposit per branch, credits per branch, credit per capita,
and bank deposit per capita” in their researches. On the other hand, we have excluded
the concerning parts as we are unable to obtain the concerning data in the region.
This might be the first limitation of the study. Secondly, we have used the nominal
values which have been evaluated by the banking experts in order to compare secu-
rity and willingness of societies in three cities of the region. Beside this, we could
propose a survey questionnaire among three cities’ societies in order to contribute
more realistic values for the willingness and security perception of populations in
the concerning regions.

In the current study, we have focused on different cities to select the best of them.
Further, the future studies may focus on the inside city location strategies to select
best location in a city. By this way, the further researches may increase the number
of detailed researches in the current literature.
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33.5 Conclusions, Limitations, and Directions
for the Future Studies

This research have studied some special criterions of bank location strategies beside
it has reused the existing criterions in the literature. The results shows that the most
important criterion for location selection is security in the region were society trust
banks. Secondly, willingness of the society to work with the banks play an impor-
tant role in location problems’ solutions. It has been seen that rather than any other
developed countries, there are some particular aspects that determineswhere to locate
the investment. Moreover, other criterions such as socio-economic, sectoral employ-
ment, trade potential, banking, and demography plays less importance than the secu-
rity and willingness. The reason might be the society is newly getting integrated with
the banks and interact in their businesses.

Results show that Erbil is the best location currently to start investment in bank-
ing business comparing to Sulaimani and Dohuk. The results show that from the
willingness of the society to work with the banks and security in the city, Erbil is the
best location. Further, Sulaimani is the second and the Dohuk is the last option for
the bank investment.

As all researches, this study also has some limitations. Initially, it would be ben-
eficial to discuss about the limitations of data in the region. For example, Cinar and
Ahiska [18] have studied “banking deposit per branch, credits per branch, credit per
capita and bank deposit per capita” in their researches. On the other hand, we have
excluded the concerning parts due to we have been unable to obtain the concerning
data in the region. This might be the first limitation of the study. Secondly, we have
used the nominal values which have been evaluated by the banking experts in order
to compare security and willingness of societies in three cities of the region. Beside
this, we could propose a survey questionnaire among three cities’ societies in order
to contribute more realistic values for the willingness and security perception of
populations in the concerning regions.

In the current study, we have focused on different cities to select the best of them.
Further, the future studies may focus on the inside city location strategies to select
best location in a city. By this way, the further researches may increase the number
of detailed researches in the current literature.
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47. Seçme,N.Y.,Bayrakdaroğlu,A.,Kahraman,C.: Fuzzyperformance evaluation inTurkish bank-

ing sector using analytic hierarchyprocess andTOPSIS.Expert Syst.Appl.36(9), 11699–11709
(2009)

48. Sennaroglu, B., Celebi, G.V.: A military airport location selection by AHP integrated
PROMETHEE andVIKORmethods. Transp. Res. Part D: Transp. Environ. 59, 160–173 (2018)

49. Socio-Economic Monitoring System Report: Ministry of planning—Kurdistan regional gov-
ernment. Rand Corporation (2013)

50. Stevenson,W.J.: Production/ operationsmanagement, 4th edn.RichardD.I., Homewood (1993)
51. Vafadarnikjoo, A., Mobin, M., Allahi, S., Rastegari, A.: A hybrid approach of intuitionistic

fuzzy set theory and DEMATEL method to prioritize selection criteria of bank branches loca-
tions. In: Proceedings of the International Annual Conference of the American Society for
Engineering Management, p. 1. American Society for Engineering Management (ASEM) Jan
2015

52. Wu, H.Y., Tzeng, G.H., Chen, Y.H.: A fuzzy MCDM approach for evaluating banking perfor-
mance based on Balanced Scorecard. Expert Syst. Appl. 36(6), 10135–10147 (2009)

53. Yang, J., Lee, H.: An AHP decision model for facility location selection. Facilities 15(9/10),
241–254 (1997)

54. Zhao, L., Garner, B., Parolin, B.: Branch bank closures in Sydney: a geographical perspective
and analysis. In: 12th International Conference on Geoformatics, Sweden, (2004)

55. Zimmermann, H.J.: Fuzzy Set Theory and Its Applications, 2nd edn. Kluwer Academic Pub-
lishers, Boston (1991)

56. Zolfani, S. H., Aghdaie, M. H., Derakhti, A., Zavadskas, E. K., Varzandeh, M. H. M.: Decision
making on business issues with foresight perspective; an application of new hybrid MCDM
model in shopping mall locating. Expert Sys. Appl. 40(17), 7111–7121 (2013)


	Preface
	Contents
	Contributors
	Theoretical Aspects of Investment on Capital Market
	1 Analysis of Performance of the Warsaw Stock Exchange Companies from Finance Macrosector in Periods of Crisis
	1.1 Introduction
	1.2 Financial Crisis
	1.3 Data Used in the Study
	1.4 Methodology
	1.5 Results
	1.6 Conclusions
	References

	2 Integration Level and the Hierarchical Structure of European Stock Markets in the Years 2004–2017
	2.1 Introduction
	2.2 Hierarchical Methods and Financial Markets Integration—A Literature Review
	2.3 Agglomerative Clustering
	2.4 Index of Integration
	2.5 Data Description and Empirical Results
	2.5.1 Hierarchical Structure of Investigated Markets
	2.5.2 Dynamics of the Integration Index

	2.6 Conclusions
	References

	3 In Search of the Best Proxy for Liquidity in Asset Pricing Studies on the Warsaw Stock Exchange 
	3.1 Introduction
	3.2 Design of the Empirical Study
	3.2.1 High-Frequency Liquidity Benchmarks
	3.2.2 Low-Frequency Liquidity Proxies
	3.2.3 Data

	3.3 Empirical Results
	3.3.1 Coherence of Liquidity Proxies with Liquidity Benchmarks
	3.3.2 Estimation Errors
	3.3.3 Ranking of Liquidity Measures

	3.4 Summary and Conclusions
	References

	4 International Capital Markets and the Global Real Economy
	4.1 Introduction
	4.2 Separate Nature of the Financial and the Real Spheres of the Economy
	4.3 Support for the Financial Sector and Quantitative Easing Programs
	4.4 Capital Market Models and Channels for Capital Transfers Between the Financial Sector and the Real Economy
	4.5 Efficiency of Capital Markets and Efficiency of the Real Economy
	4.5.1 Operational Efficiency
	4.5.2 Informational Efficiency
	4.5.3 Allocational Efficiency

	4.6 Efficiency of Capital Markets and Efficiency of the Economy
	4.7 Summary
	References

	5 Tax Planning in Bank Tax—Analysis of the Use of Treasury Bonds
	5.1 Introduction
	5.2 Theoretical Background
	5.3 Tax on Certain Financial Institutions in Poland
	5.4 Assessment of the Use of Treasury Bonds to Reduce the Tax Base by Banks
	5.5 Conclusions
	References

	6 The Role of a Court Expert in Determining the Sale Price of an Enterprise or Individual Assets in the Polish Bankruptcy Law—Selected Legal Aspects
	6.1 Introduction
	6.2 Status of a Court Expert in Bankruptcy Proceedings—General Issues
	6.3 The Role of an Expert in the Implementation of the Prepared Liquidation (Pre-pack)
	6.4 Determination of the Sale Price of an Enterprise or Assets After the Declaration of Bankruptcy—General Principles
	6.5 Conclusions
	References

	7 Inclusion of ESG Factors in Investments and Value Addition: A Meta-Analysis of the Relationship
	7.1 Introduction
	7.2 Literature Review
	7.3 Methodology
	7.3.1 Sampling Technique
	7.3.2 Statistical Analysis

	7.4 Results and Discussion
	7.5 Conclusions
	References

	8 Financial Services Market in an Ageing Society. Challenges for the Development of Silver Economy
	8.1 Introduction
	8.2 Silver Economy and Megatrends in the Global Economy
	8.3 Theoretical Explanations of Financial Behaviours
	8.4 Attitudes of Poles Towards Finances and the Challenges for Financial Institutions
	8.5 Summary
	References

	9 Towards Measurement Framework of Digital Skills in Finance
	9.1 Digital Society and Economy
	9.2 Digitalisation and Finance
	9.2.1 User Experiences, Innovations and FinTech
	9.2.2 The Need for Digital Skills for the Financial Sector

	9.3 Proposition of the Competence Framework
	9.3.1 Measurement, Monitoring and Competence Frameworks
	9.3.2 Digital Competence Framework for Financial Services

	9.4 Conclusions
	References

	Quantitative Methods on Financial Markets
	10 The Motives of Name Changes and Share Quotations on the Warsaw Stock Exchange
	10.1 Introduction
	10.2 The Motives of Name Changes
	10.3 Literature Review
	10.4 Research Sample and Research Methodology
	10.5 Research Findings
	10.6 Conclusions
	References

	11 The Investor’s Preferences in the Portfolio Selection Problem Based on the Goal Programming Approach
	11.1 Introduction
	11.2 Skewness in Portfolio Selection
	11.3 Goal Programming Models
	11.4 Data and Tools
	11.5 Results
	11.6 Conclusion
	References

	12 Early Warning Against Insolvency of Enterprises Based on a Self-learning Artificial Neural Network of the SOM Type
	12.1 Introduction
	12.2 Research Methodology, Description of the Research Sample and Justification for the Selection of the Research Problem
	12.3 Neural Networks of the SOM Type in Forecasting Enterprise Bankruptcy—Methodological Aspects
	12.4 Neural Networks of the SOM Type in Forecasting Enterprise Bankruptcy—Results of Empirical Research
	12.5 Conclusion
	References

	13 Alternative Estimators for the Effective Spread Derived from High-Frequency Data
	13.1 Introduction
	13.2 Measuring the Effective Spread from High-Frequency Data
	13.2.1 Percentage Effective Bid/Ask Spread
	13.2.2 The Roll’s Estimator for the Effective Spread

	13.3 Intraday Data Description and Empirical Results on the WSE
	13.3.1 Statistical Properties of the Effective Spread Estimators
	13.3.2 Testing for Stationarity
	13.3.3 Correlation Analyses
	13.3.4 Robustness Analyses

	13.4 Conclusion
	References

	14 Investment Strategies Determined by Present Value Given as Trapezoidal Fuzzy Numbers
	14.1 Introduction
	14.2 Elements of Fuzzy Number Theory
	14.3 Ordering of Ordered Fuzzy Numbers
	14.4 Imprecise Present Value
	14.5 Discount Factor of a Security
	14.6 Premises of Recommendations
	14.7 Investment Recommendations Dependent on Expected Return
	14.8 Investment Recommendations Dependent on Fuzzy Expected Return
	14.9 Financial Equilibrium Criteria
	14.9.1 Sharpe’s Ratio
	14.9.2 Jensen’s Alpha
	14.9.3 Treynor’s Ratio

	14.10 The Safety-First Criteria
	14.10.1 Roy’s Criterion
	14.10.2 Kataoka’s Criterion
	14.10.3 Telser’s Criterion

	14.11 Summary
	References

	15 Application Quantile-Based Risk Measures in Sector Portfolio Analysis—Warsaw Stock Exchange Approach
	15.1 Introduction
	15.2 Estimation of Risk Measures
	15.3 Two-Parameter Quantile-Based Risk Measures
	15.4 Application RVaR in Sector Portfolio Analysis
	15.5 Conclusion
	References

	16 Is the Three-Factor Better Than Single-Factor Capital Asset Pricing Model? Case of Polish Capital Market
	16.1 Introduction
	16.2 Fama–French Three-Factor Model
	16.3 Assumptions and Data
	16.4 Analysis of Rates of Return and Risk from Portfolios
	16.5 Fama–French Three-Factor Model Construction
	16.6 Estimation Results
	16.7 Conclusion
	References

	17 Beta Coefficient and Fundamental Strength in Companies Listed on the Warsaw Stock Exchange
	17.1 Introduction
	17.2 The Beta Coefficient
	17.3 The Fundamental Power and the Fundamental Power Index—Essence: Definition, Construction, and Measurement
	17.4 Examples and Results
	17.5 Conclusions
	References

	18 Comparison of the Results of Modelling Rates of Return Depending on the Financial Situation of Companies with the Use of Real and Transformed Values of Variables
	18.1 Introduction
	18.2 Literature Review
	18.3 Data and Methods
	18.4 Empirical Results
	18.5 Conclusions
	References

	19 Diversification of the Equity Portfolio Using Precious Metals in Poland
	19.1 Introduction
	19.2 The Theory of Portfolio and Diversification
	19.3 Data Description
	19.4 Results of Portfolio Selection
	19.5 Conclusion
	References

	Experimental Economies and Behavioral Finance on Capital Markets
	20 The Co-movement of the Czech Republic, Hungary and Poland Sovereign Credit Default Swaps Spreads
	20.1 Introduction
	20.2 Model
	20.3 Empirical Results
	20.4 Conclusion
	References

	21 Characteristics of Dichotomous Variable Estimators
	21.1 Introduction
	21.2 Probability Models for Binary Variable
	21.3 Mean Square Error of Dichotomous Model Estimators
	21.4 Model Error Estimation
	21.5 Summary
	References

	22 Dynamics of the Financial Markets and the Wealth Concentration
	22.1 Introduction
	22.2 Problem Statement
	22.3 Rate of Wealth Concentration
	22.4 Simulation Results
	22.5 Market Efficiency and Wealth Concentration
	22.6 Model Robustness
	22.7 Results
	22.8 Conclusions
	References

	23 Examining Engagement and Emotions in Financial Simulation Games
	23.1 Introduction
	23.2 Materials and Methods
	23.3 Discussion
	23.4 Conclusions
	References

	24 Methods of Examining the Neuronal Bases of Financial Decisions
	24.1 Introduction
	24.2 Exchange Market Simulators
	24.3 Measuring Methods in Examining an Emotional States
	24.3.1 Electroencephalography
	24.3.2 Microexpression

	24.4 Determination of Behavioural Indicators
	24.5 Conclusions
	References

	25 Behavioural Finance Then and Now
	25.1 Introduction
	25.2 Standard Behavioural Finance and the First Generation of Behavioural Finance
	25.3 Behavioural Finance Now
	25.4 Conclusion
	References

	Practical Issues-Case Studies
	26 Liquidity on the Capital Market with Asymmetric Information
	26.1 Introduction
	26.2 Methodology
	26.3 Sample
	26.4 Empirical Results
	26.5 Conclusions
	References

	27 Stock Market Reactions to Dividend Announcements: Evidence from Poland
	27.1 Introduction
	27.2 Literature Review
	27.3 Data and Methodology
	27.4 Conclusions
	References

	28 Gold Market and Selected Stock Markets–Granger Causality Analysis
	28.1 Introduction
	28.2 Literature Review
	28.3 Empirical Data and Research Method
	28.4 Results
	28.4.1 Specification of the Study Sample
	28.4.2 Analysis of Variable Cointegration
	28.4.3 An Analysis of the Causal Relations

	28.5 Conclusion
	References

	29 Investment Decision Support on Precious Metal Market with Use of Binary Representation
	29.1 Introduction
	29.2 Binary Representation
	29.3 Prediction Tables
	29.4 A Description of the Metal Market
	29.5 Proposed Trading System
	29.6 Evaluation of DPT
	29.7 Comparison of DPT Systems Applied on Different Markets
	29.8 Summary
	References

	30 Underdevelopment of the Financial Market in China as a Barrier to the Internationalization of the Renminbi
	30.1 Introduction
	30.2 Financial Market Development as a Determinant of the International Currency Status—Theoretical Framework and Literature Review
	30.3 Evaluation of the Breadth, Depth and Liquidity of China’s Financial Market Compared to Other Economies with Key Currencies
	30.4 Evaluation of Renminbi Internationalization
	30.5 Conclusions
	References

	31 The Mechanisms of Changes in the Infrastructure of the Payment Card Market—A Comparative Analysis of Poland and China
	31.1 Introduction
	31.2 Methodology and Data
	31.3 Results and Discussion
	31.4 Conclusions
	References

	32 The Econometric Analysis of the Food Sector Performance on the Background of the Main Market at Warsaw Stock Exchange
	32.1 Introduction
	32.2 Review of the Literature
	32.3 Theoretical Basics
	32.4 Linear Regression Models for the WIG-Food Index
	32.5 Results and Discussion
	32.6 Summary
	Literature

	33 Fuzzy AHP and VIKOR to Select Best Location for Bank Investment: Case Study in Kurdistan Region of Iraq
	33.1 Introduction
	33.2 Literature Review
	33.2.1 Location Strategy
	33.2.2 Fuzzy AHP Model
	33.2.3 VIKOR

	33.3 Materials and Methods
	33.3.1 Findings

	33.4 Practical Implications
	33.5 Conclusions, Limitations, and Directions for the Future Studies
	References




