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Chapter 12
Biological Information and Dormancy 
in Aquatic Population Modeling

Victor R. Alekseev

Abstract The importance of biological information in life activity of organisms 
and superorganisms at the overlying levels is not disputed by anyone, but it remains 
an area with scant investigation. There are several reasons, starting with the blurri-
ness of the very concept of information and ending with methodological difficulties 
in its quantitative data tallying and measurement. Diapause is one of the most stud-
ied adaptations based on the detection of information signals about the state of the 
environment and its upcoming seasonal reconstructions and seems to be one of the 
most convenient bioinformational object for studying at this stage of development 
of this branch of science. The very significant progress of object-oriented modeling 
in recent decades provides a methodological basis for such studies. Different aspects 
of Shannon’s theory of information in biological systems are also discussed.

Keywords Shannon’s theory of information · Use of biological information · 
Effectiveness of biological functions · Shannon index, Informative links · 
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12.1  A Brief Review of the History of Bioinformation 
Research

The need to study the flow of information, along with the flow of energy and matter, 
was proclaimed at the beginning of the modern phase of the study of aquatic ecosys-
tems (Khailov 1966). Major environmental programs have called for the study of 
theses flows but in most specific content remain empty, leaving biologists without 
firm foundations to follow-up research.

What is the reason for such long-lingering futility at one of the most important 
directions in the environment, assessing the state of organisms and its ability at 
reconstruction by neighboring activity? And what is the actual locus of information 
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links in superorganismic biosystems? In this paper, we propose one option for 
answering these questions.

The peak of interest in problems related to the assessment of the role of informa-
tion in biological suborganismic systems occurred in Russia and abroad in the 1960s 
and 1970s (Shmalhausen 1968; Seravin 1973; Naumov 1973; Setrov 1975, etc.). By 
the beginning of the 1980s, the amount of work related to this topic decreased sig-
nificantly, mainly because of limitations of starting theoretical assumptions. Turning 
to the origins of the bioinformation “boom,” one should point to cybernetics (Wiener 
1961), the systemic approach (von Bertalanffy 1969) and, of course, Shannon’s 
mathematical theory of communication of optimal coding (1948). If the first two 
theories related to information would largely apply to descriptive constructs, point-
ing at the significance and the place of information links in the management of 
complex systems, Shannon’s constructs allowed to quantify the quality of informa-
tion for biology.

The famous Shannon index served as a quantitative basis for science—unprece-
dented in the breadth of application and the alleged effect of an explosive search for 
information links in highly divergent areas of science: from physics to linguistics. 
The Shannon index is extremely engaging in its simplicity for assessing 
information:
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where Pi is the probability of an event.
In addition to that, Shannon proposed several theorems describing the patterns of 

information transfer via communication channels from source to receiver; Shannon 
also considered the mathematical Boltzmann’s H-theorem for thermodynamics and 
adapted it to the needs of information research. Among the most important contribu-
tions of Shannon, we find also strict descriptions of communication channels, 
sources of interference, and reliability criteria for communication.

However, having disregarded the meaning of the message being transmitted in 
the quantitative measure (H), Shannon posed a challenge to his apologists, one that 
has not been solved until now, as it appeared to be insoluble in principle. A wide 
recognition of that fact did not come immediately to the fore, including in the field 
of biology.

It should be said that the field biology is largely conservative in relation to con-
structs and models, which is also said of or even more so in applied sciences. 
Nevertheless, an indisputable impetus for biologists to search for and find meaning-
ful information links in biosystems at various levels happened in 1953 with the 
decoding of the structure of the biological DNA code by Watson and Crick. This 
example, now part of students’ textbooks, of the leading role of information in the 
implementation of such a determining function of the organism as it is reproduction, 
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made an extremely strong impression and gave rise to numerous followers in differ-
ent biological disciplines. However, to the great disappointment of researchers on 
the role of information in biology, the situation with the genome was the exception 
rather than the rule. As the organization of biological systems becomes more 
 complex, the probabilistic (balancing) principle of organizing information links 
comes to replace the rigid rules of the information bank (DNA). This is due to the 
fact that the internal environment of the organism, as well as its structure, turned out 
to be a more rigid system than the one that develops in superorganismic structures. 
Thus, it is very difficult to program and implement all possible variants of the rela-
tionship of the organism with the environment (as opposed to the stages of embry-
onic development, for instance). It became apparent that the question of the role of 
information in the biological systems at the superorganism level is decided differ-
ently than in the underlying systems.

Moreover, even among the followers of Shannon, voices began to be heard more 
and more loudly that although the theory of information is so broad that it can be 
applied to any subject, it is nevertheless advisable to apply it in cases where the 
decisive factor is the stream of communication rather than the meaning of the mes-
sage being transmitted (Ichas 1960).

In other words, Shannon’s information theory is not applicable to assess the role 
of information in biological systems, but only to study and evaluate the effective-
ness of its transmission in coded form. In this case, this theory has a methodological 
rather than a conceptual significance. A serious analysis of this aspect was made by 
L. Seravin (1973) and M. Setrov (1975).

12.2  Universal Language and Information Flows 
in the Ecosystem

Attempts to apply the theory of optimal coding for studying the role of information 
in biological systems, including complex ones such as biocenoses, did not stop. The 
idea of an ecological code—one for the ecosystem—was put forward and actively 
discussed (see Levich 1983 for review). It was assumed that there is a language 
(ecocode) that can be deciphered, in which information is exchanged by all partici-
pants in the ecosystem. The study of the ecocode was supposed to be similar to 
mastering language. The scheme of understanding the ecocode by the researcher, in 
principle internally consistent, was constructed with the involvement of the logic of 
formal linguistics.

Among the texts of the ecological code were included such indicators as abun-
dance and species composition of planktonic organisms. Mandelbrot (1972) pro-
posed to equate communities with texts, types with words, individuals of one species 
with word forms, etc. Levich (1983), using his version of analogies, equated indi-
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viduals with letters, one-time communities with words, and succession of commu-
nities with text. All these analogies gave their authors formal grounds to draw as 
mathematical patterns of numbers obtained in the analysis of textual materials, in 
particular Zipf’s law (Zipf 1949):
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i
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where i is the rank of the word in the ranked series and n(i) is the occurrence of a 
word of rank i.

Despite the apparent dubiousness of such associations for the biologist, certain 
grounds for using regularities like Zipf’s law (1949) have proven useful. Even 
before Zipf’s law was published, Willis (1922) used a rank distribution for the anal-
ysis of the fauna of Ceylon and derived quite convincing material concerning the 
distribution of species in isolates. It is quite obvious that these studies are grounded 
on general statistics laws underlying the distribution of a wide range of objects that 
obey the law of large numbers in probability theory. It could be said that authors 
overlooked the notions of information significance of the rank-size distribution, and 
this would also be true for the inhabitants of a biocenosis. There is almost no doubt 
that organisms are completely deprived of both the ability and the biological equip-
ment for analyzing the species structure of their ecosystem, as well as using infor-
mation that could be obtained through them. But the fact that the ecocode should be 
understood not only by the researcher but also by the biota’s organisms follows 
from the definition of ecocode and how it is perceived through collected or derived 
data.

Thus, we have come to another fairly common misconception regarding the eval-
uation of the role of information in biological systems inferred on the basis of prob-
abilistic regularities of indices and indicators and their identification (including the 
usage of Shannon index). We also tend to draw conclusions from the analysis of 
indices purportedly to obtain biological information, but rather with the category of 
problems of studying the role of information in biological systems. In the best case, 
such studies allow us to build a mathematical apparatus developed in, and for, other 
fields of science detecting all kinds of diversity and heterogeneity in biological sys-
tems. These techniques are likely to be ultimately unsuitable to accommodate the 
role of biological information as regards to the structures and functions of biological 
systems.

The question arises: Which way is more productive? To answer this, it is neces-
sary to determine what exactly gives information to the individual of the population 
and the biocenosis. First, the advantage in performing a particular function that will 
life expectancy, i.e., again. The question of the usefulness of information for the 
organism is deemed as an important one because, only in this case, it is possible to 
develop appropriate adaptations fixed either in a series of generations (e.g., be it 
instincts or biorhythms) or during the lifespan of an individual (conditioned reflexes, 
to mention one). So what is the measure of usefulness of information can be used 
for the organism? L.  Seravin (1973) proposed two elementary indicators in this 
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capacity: the real gain Cp = P2 - P1 and the relative gain Co = P2/P1, where P2 and P1 
are the probabilities of the event, respectively, with and without the information. 
Enduring systems, including biological ones, are designed for maximum efficiency; 
therefore, the value of information increases for unlikely events and decreases for 
probable ones.

Thus, the main reason (and therefore the criterion for researchers) for informa-
tion links can be considered limited or uneven spatial-temporal distribution of any 
of the factors (resources) affecting the success of the vital functions. Previously, a 
number of authors have addressed some striking examples of the participation of 
information in the implementation of such functions (Seravin 1973; Zelikman 1977; 
Levich 1980, 1983) which enables us to infer an approximate structure in informa-
tion links of the organism as an element of the population and an element of the 
superorganismic system (Fig. 12.1). Almost all the communication channels known 
for biological objects can act as carriers of information in providing each of the 
functions in question: chemical (such as metabolites, attractants, etc.), optical (such 
as visual image, photoperiod), and mechanical vibrations of the environment, elec-
tromagnetic waves (Zelikman 1977). Interaction between individuals of one popu-
lation can be considered as a sort of multinodal information network covering the 
habitat of the population and increasing the probability of survival of any of the 
members of the network. In the diagram, this is indicated by the selection of the 
plane of intrapopulation interactions.

Organism

Seasonal regulation
(photoperiod)

Predators

Sexual 
relationships

Warning 
of danger

Prey

Joint actions

Overpopulation
prevention

Fig. 12.1 Schematic diagram of vertical and horizontal information links of the organism. Dashed 
line shows the plane of intrapopulation links
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The relationship between the higher and lower levels should be considered as an 
element of the “pyramid of information links,” which in some ways resembles a 
trophic system. Since one type food feeding and control by the same predator is 
very rare in nature, vertical information interaction is carried out in a  multidimensional 
space. In our opinion, vertical and horizontal information communications in many 
respects give concrete outlines and certain stability to superorganismal structures.

Returning to the question of the biological language of ecosystems (i.e., Levich’s 
ecological code), it should be said that it was not possible to detect it due to the fact 
that the original premises did not correspond to reality. In real-world ecosystems, 
instead of just one universal language, the “Babylonian confusion” of extremely sim-
ple dialect functions, which is understandable to the circle of organisms, is limited by 
information links. Each organism in search of food and trying to evade a predator is 
constantly forced, as a first task, to collect information about these factors in order to 
increase the effectiveness of actions. During periods of reproduction or collaborative 
interactions (hunting, collective protection in a pack, etc.), individuals send and per-
ceive information that is understandable only to those to whom it is addressed, that is, 
it does not go beyond members of the same population co- inhabiting in the same 
biotope. Exceptions are rare and refer to species with similar niches (Alekseev 1990).

Of the few languages that can claim to be universal because of direct connection 
with such a generally necessary adaptation, as the seasonal adjustment of communi-
ties, the photoperiod and temperature can be considered very simple codes. The 
perception of specific photoperiod values in the binary system (day/night) is largely 
species-specific. Nevertheless, the photoperiod and partly the temperature, passing 
and acting approximately unambiguously, causing the completion of the active part 
of the life cycle and leading to the formation of various kinds of biological dor-
mancy among ecosystem members, can claim the role of flows of biologically sig-
nificant information penetrating through a dense multidimensional multi-member 
information network of organisms of the whole ecosystem. In this sense, the factors 
of transition to biological dormancy can be considered as flows of bioinformation.

12.3  Features of the Study of the Role of Bioinformation 
in the Aquatic Environment

Specific study of information links should be based on the structure of the informa-
tion system (Fig. 12.2). Problems arising in the study of information links can be 
grouped in accordance with the elements of the information system: (a) 

Information
source

Information
destinationTransmitter Channel Receiver

Fig. 12.2 Schematic diagram of the information system. (Modified from Shannon 1948)
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identification of the information source and destination; (b) establishment of the 
type of communication channel (chemical, optical, etc.); (c) identification of the 
code (chemical formula, frequency of oscillations, photoperiod); (d) evaluation of 
the upper and lower thresholds of signal perception; (e) determination of the range 
and noise immunity of the communication system; (f) clarification of the form of 
response to the signal; and (g) study of the mechanism of the transmitter and receiver 
of signals.

The works of the S. Shvarts school, on amphibian larvae (Schwarz et al. 1976), 
and the Leningrad school of entomology (Danilevsky 1961), on terrestrial insects, 
can serve as good research examples of this kind of information links, even though 
they reached there from their own path each from others. In addition, some environ-
mental studies of energy and substance flows, in particular those studying the effi-
cacy of predator nutrition, do not always include an explicit evaluation of information 
parameters (Ivlev 1961; Krylov 1989). Such indicators, which are of interest from 
the point of view of studying information, may include the radius of the predator 
reaction (assessment of the ability of nontactile detection), the proportion of suc-
cessful predator attacks, and the assessment of the ability of the victim to detect and 
avoid the predator by analyzing chemosignals—as exemplified by kairomones 
(Lampert 2011).

A special place in the study of the role of biological information belongs to stud-
ies of seasonal adaptations and, foremost among them, the diapause or biological 
dormancy. This evolutionary adaptation comprises a complex mechanism of detec-
tion and analysis of heterogeneous information (including photoperiod, tempera-
ture, chemosignals), and simultaneously it materializes this information in the form 
of biological dormancy. Furthermore, the reactivation and subsequent induction of 
diapause coincide with the active part of the life cycle of organisms, and that affects 
the development of other species, primarily foraging elements and predators of 
diapause-using organisms. In other words, it optimizes the seasonal cycle of popula-
tion development, combining the whole ecosystem into a single whole. Hence, dia-
pause has a biorhythmical function, which, perhaps, is even more important than the 
protective function (Alekseev 1990).

Vertical information links in biological systems appear primarily in the experi-
mental work of a physiological and biochemical kind, and it is usually well endowed 
from the methodological side—this is confirmed by results already obtained 
(Schwarz et al. 1976; Danilevsky 1961; Lampert 2011). The greatest difficulties for 
the formation of a full-fledged theory about the role and place of information in 
biological systems at the superorganism level lie in the need to perform an extremely 
large amount of work comparable only with the decoding of the human genetic 
code. Significant advances are achieved through model studies on the role of infor-
mation in the functioning of both populations and more complex biosystems at dif-
ferent trophic levels (Alekseev and Fiks 1989; Alekseev and Umnov 2002; Alekseev 
and Kazantseva 2007). Research in this direction will shed light on the problem of 
a more accurate model description of the relationship of the species to the environ-
ment and assess the role of bioinformation not only qualitatively but also quantita-
tively (Alekseev and Kazantseva 2015).
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