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Preface

The present book includes extended and revised versions of selected papers from the
10th International Conference on Computer Supported Education (CSEDU 2018), held
in Funchal, Madeira, Portugal, from 15 to 17 March 2018.

CSEDU 2018 received 193 paper submissions from 43 countries, of which 14% are
included in this book. The papers were selected by the event chairs and their selection
was based on a number of criteria, including the classifications and comments provided
by the program committee members, the session chairs’ assessment, and the program
chairs’ global view of all papers included in the technical program. The authors of the
selected papers were then invited to submit a revised and extended version of their
papers with at least 30% new material.

CSEDU, the International Conference on Computer Supported Education, is an
annual meeting place for presenting and discussing the role of computers and com-
puting in new educational environments, best practices, and case studies on innovative
technology-based learning strategies, institutional policies on computer supported
education, and open and distance education. CSEDU 2018 provided an overview of the
state of the art as well as upcoming trends, and promoted discussion about the peda-
gogical potential of new learning and educational technologies in the academic and
corporate world.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on computer-supported education, including
teaching methods, tools to support educational communication, and environments for
learning. More specifically, these papers encompass topics such as e-learning, intelli-
gent tutors, learning analytics, adaptive educational systems, game-based learning, and
universal design. These papers reflect advances in and perspectives on the application
of technologies designed to improve teaching and learning practices.

We would like to thank all the authors for their contributions and the reviewers who
helped ensure the quality of this publication.

March 2018 Bruce M. McLaren
Rob Reilly

Susan Zvacek
James Uhomoibhi
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Effectiveness of Multisensory Methods
in Learning Onomatopoeia
for the Hearing-Impaired

Miki Namatame1, Junichi Kanebako2(B), Fusako Kusunoki3(B),
and Shigenori Inagaki4(B)

1 The National University Corporation of Tsukuba University of Technology,
Amakubo, Tsukuba, Ibaraki 3058520, Japan

miki@a.tsukuba-tech.ac.jp
2 Advanced Institute of Industrial Technology,
Higashiooi, Shinagawa, Tokyo 1400011, Japan

kanebako-j@aiit.ac.jp
3 Tama Art University, Yarimizu, Hachioji, Tokyo 1920394, Japan

kusunoki@tamabi.ac.jp
4 Kobe University, Tsurukabuto, Nada-ku, Kobe 6578501, Japan

inagakis@kobe-u.ac.jp

Abstract. We examined the effectiveness of multisensory methods in
learning animal sounds and the onomatopoeia that describe them.
Hearing-impaired individuals find it difficult to learn onomatopoeia
because they have limited or no access to auditory information. To
address this problem, we developed a device that converts audio informa-
tion into vibrations, and attempted to broaden the experience of sound
by using multisensory methods to stimulate the senses of sight, hear-
ing, and touch. In the rhythm discrimination test using the device, the
hearing-impaired group showed better performance with vibration added
to the audio information than without vibration. In addition, we designed
a science lesson to help hearing-impaired individuals learn cicada songs.
This lesson used multiple media including text, images, sounds, sound
waveforms, onomatopoeia, and vibrations. The evaluation results showed
a significant difference between the students who were able to distinguish
the vibrations and those who could not. The former reported that they
found the lesson enjoyable and that it was a useful way to learn science.

Keywords: Hearing-impaired · Science lesson · Cicada · Vibration ·
Onomatopoeia

1 Introduction

An onomatopoeia is a word that phonetically imitates the sound of a thing or
action; it resembles or suggests the sound that it describes. Several examples of
noises and sound effects in writing can be found in poems, comics, literature, and
c© Springer Nature Switzerland AG 2019
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slang. An onomatopoeia includes sound symbolism and exhibits cross-cultural
differences. In a famous psychological experiment by Wolfgang Köhler in 1929
[1,2], the participants were asked to choose which of these shapes is named
“Kiki” and which is named “Bouba”. Most people agreed that Kiki represents
the shape on the left and Bouba represents the one on the right in Fig. 1. This
experiment suggests that sound symbolism may have a principle beyond cross-
cultural differences.

Fig. 1. The Kiki-Bouba shapes (From media Commons, the free media repository).

2 Background

2.1 Difficulties in Learning Onomatopoeia

An onomatopoeia plays an important role in word acquisition, child develop-
ment, and education. It has also been found that, when using the auditory
modality in the education of hearing-impaired children, onomatopoeia teaches
vocalization patterns and how to associate meanings with words, thereby facil-
itating verbalization [3]. This suggests that onomatopoeic words are important
for the hearing-impaired to learn. Other studies have found that when deaf
individuals understood spoken sentences, not only the brain’s left hemisphere
(as in native speakers with normal hearing) but also the right hemisphere was
extensively activated [4]. Moreover, it was shown that deaf individuals used
phonological representations in visually presented verbal memory tasks similar
to people with normal hearing [5]. However, when deaf subjects were asked to
judge the appropriateness of the use of sound symbolic words depicting states,
actions, or emotions to describe scenes in a video, the visual and auditory asso-
ciation areas in the brain were not activated [6]. These findings support the idea
that it is difficult for hearing-impaired individuals, who have limited access to
auditory information, to construct linguistic symbols using the sound symbol-
ism of onomatopoeic words, in spite of their synaesthetic and sound-symbolic
characteristics [7].

2.2 Importance of Learning Onomatopoeia in Japan

The Japanese language is said to use from three to five times as many ono-
matopoeic words as western languages or Chinese [8]. The dictionary of Japanese
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mimetics lists 4500 entries [9]. Educational research has suggested that ono-
matopoeia, that is, words which mimic animated sounds (giseigo) or inanimate
sounds (giongo), or symbolize states (gitaigo), emotions (gijougo), or actions
(giyougo), are easy to understand for students and enhance their comprehen-
sion and imagination [10]. It has also been said that high iconicity between the
sound and the referent enables listeners to accurately generalize the meaning of
the word and to make an immediate connection with the object being symbol-
ized Furthermore, sound symbolic words referring to states, emotions, or actions
facilitate the learning of verbs as children acquire vocabulary [11]. Therefore,
learners of the Japanese language must master onomatopoeia to be able to com-
municate in a more descriptive and expressive manner [12]. Thus, onomatopoeias
(also referred to as sound-symbolic words) are important for these individuals
to learn.

2.3 Information Accessibility for the Hearing-Impaired

The elements of onomatopoeias are often described as pitch (low-high), tonal-
ity (pure tone-noisy), loudness (quiet-very loud), beginning (sudden-gradual),
duration (short-long), constancy (smooth-intermittent). The difficulty faced by
hearing-impaired individuals is understandable for the reason that these are
the elements that constitute a sound. This highlights the importance of provid-
ing alternative information to sound to hearing-impaired individuals. Previous
research on information accessibility and sensory substitution for the disabled
has shown that haptic information is effective in speech training [13]. Practi-
cal applications using vibrations to provide alerts are already available, such as
vibrating alarm clocks, vibrating devices worn in the hair [14], and applications
that alert the user to sounds indicating danger [15]. In addition, information
provided through vibrations enables hearing-impaired individuals to recognize
rhythms and enjoy music [16]. In particular, hearing impairment has been linked
to a heightened sense of touch [17]. Moreover, deaf children seem to be sensitive
to their articulatory gestures in the context of sound symbolism [18,19]. It can
be postulated that even without the ability to hold sound symbols in memory
in the absence of auditory information, they may be able to construct other lin-
guistic symbols if a multisensory environment is created to provide alternative
sensory information, such as vibrations or visual information.

3 Research Questions

The purpose of this study was to determine whether vibration as a form of
haptic information can broaden the learner experience of sound. Therefore, we
constructed two research questions as follows.

1. How do hearing-impaired learners appreciate the component elements in an
onomatopoeia lesson for animal sounds designed using multisensory methods?

2. Can vibration information play a complementary role to auditory information
in learning onomatopoeia?
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4 Research Features

Extensive research has been conducted on sound and vibration, ranging from
characteristics extraction to virtual reality and science education. However, very
little research exists that targets those with hearing disabilities. To address this
problem, we developed learning materials targeting people with hearing difficul-
ties that allow users to discover the differences in sounds made by insects through
vibrations. In this report, we attempt to promote an understanding of synesthe-
sia by considering a type of experience such as an insect (cicada) sound, which
the hearing-impaired are unable to learn owing to their difficulty in acquiring
auditory information.

We measure the learning effect by comparing the cases where vibration infor-
mation is added or not. An evaluation of the methods and the teaching materials
for providing the sense of touch (vibration) is presented. By further developing
this research, we can expect to see an improvement in the rhythm perception of
those who are hearing-impaired, while also seeing its benefits in science education.

5 Overview of Experiment

5.1 Prototype of Experimental Device

As the first step of the experiment, we developed a new hearing device that
provides an experience of synesthesia. This device has piezoelectric elements
mounted on its small housing and it converts audio information into vibrations
that can be felt with the use of the five fingers (Fig. 2). By using five actuators,
it is possible to feel different vibration frequencies on each finger. The device is
connected to a PC to output a mono audio signal (5 ch) via an audio interface
using an amplifier. The piezoelectric elements used in this device can generate
frequencies between 100 Hz to 40 kHz. As it is suitable for producing low frequen-
cies, it is possible to feel the audio information as vibrations. The frequency band
allocation of the device is shown in Fig. 2(right); the horizontal axis represents
the frequency band (Hz) and the vertical axis represents the volume (db). This
system allows hearing-impaired individuals to extend their physical experience
of sounds. We used this device in a preliminary experiment for discriminating
the rhythm of the cicada’s songs. The frequencies of the songs ranged between
2 kHz to approximately 10 kHz. It was difficult to represent the cicada’s songs
using this device, because of their small frequency range.

5.2 Design of Teaching Material

Therefore, we designed multimedia teaching materials that appeal to the senses
of hearing, touch, and sight to aid the learning of the sound of the cicada.

The teaching material content includes a description of the habits of the
cicada, the onomatopoeia of the cicada’s song, images of the cicada, the
sound information of the cicada’s song, the waveform of the cicada’s song,
and vibrations. The presentation begins automatically when the learner clicks
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Fig. 2. Prototype of experimental device and allocation of frequency band.

Fig. 3. Configuration of the learning materials [23].

the start button. On the main display, the description of the cicada, the ono-
matopoeia, image, and a button to play the cicada’s song are shown. The learner
can read the description of the cicada and the onomatopoeia, and then click
the button to play the cicada’s song. The sound waveform of the cicada’s song
emerges on a voice-display while the cicada’s song is played. The vibration is
linked to the cicada’s song using a vibration speaker. The learner acquires the
cicada’s song and the sound waveform with the vibration. The configuration of
the teaching material is shown in Fig. 3.
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5.3 Contents of the Cicada’s Song

We chose seven types of cicadas that are well-known in Japan. The sound spec-
ifications of each cicada are listed in Table 1, and the waveforms are depicted
in Fig. 4. The cicada’s song is edited such that it plays at a volume of 93 db
(+−2 db) for approximately 40 s. In addition, the different types of cicadas are
presented randomly each time the teaching material is used. Thus, the teach-
ing material allows users to feel the rhythm and phrase of the cicada’s song via
vibrations and to experience the presence of the different types of cicadas.

Table 1. Specifications of the cicadas’ song [23].

Cicada Onomatopoeia Time Volume Vibration

ms db m/s2

1: Graptopsaltria nigrofuscata Jiri-jiri 45 95 2.8

2: Terpnosia nigricosta Achi-achi 40 95 27.0

3: Tanna japonensis Kana-kana 46 93 9.2

4: Kosemia radiator chi. chi. chi 41 91 3.7

5: Meimuna opalifera Tsuku-tusku 42 95 3.3

6: Hyalessa maculaticollis min-min 46 95 3.0

7: Platypleura kaempferi Chiiii. . . 45 100 0.6

Fig. 4. Various sound waveform of the cicadas’ song
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6 Experiment

6.1 Preliminary Experiment

The preliminary experiment aimed to clarify the rhythm discrimination results
when hearing-impaired participants listen to music using a device to supplement
the sounds with vibrations. Using the developed device, a rhythm discrimination
experiment was conducted for hearing-impaired people. The stimulus was pre-
sented under three different conditions: only auditory stimulation, adding vibra-
tion stimulus to auditory stimulus, and only vibration stimulation. The stimulus
intensity was set to 74.0 dBSPL for auditory sound pressure and 2.3 m/s2 for
tactile vibration acceleration. The results indicated that the rhythm discrimi-
nation performance improves by presenting the vibration stimulus at the same
time as the sound, compared to only the sound stimulation.

6.2 Experimental Procedure

The experiment was conducted from 27th June to 6th July, 2017 A total of
26 individuals with hearing-impairments (average age: 21.1 years) participated
in the experiment. The participants were divided into two groups. Group A
comprised 17 participants using the vibration device, and Group B comprised 9
participants not using the vibration device. The experiment was conducted for
30 min in total per person. The experimental procedure was as follows:

1. Informed consent and experiment explanation
2. 2-back task (working memory task)
3. Pre-test
4. Learning
5. Post-test
6. Questionnaire evaluation

6.3 Evaluation Method of the Lesson

The lesson used multiple media including text, images, sounds, sound wave-
forms, onomatopoeia, and vibrations to stimulate the senses of sight, hearing,
and touch. The following eight questions were prepared to evaluate the lesson:

Q1: Good material text, images, sounds, sound waveforms, onomatopoeia,
(vibrations)

Q2: Did you hear anything?
Q3: Did you distinguish those vibrations?
Q3: (or Did you need vibration?)
Q4: The degree of easy intelligibility
Q5: The degree of usefulness
Q6: The degree of interest
Q7: The degree of enjoyability
Q8: The degree of being educative
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7 Result

7.1 Learning Ability of Participants

As the baseline information, participants were assigned the 2-back task, in which
they need to decide if the current number is the same as the one presented two
trials ago, in order to assess their working memory. After a trial round, the formal
experiment was conducted twice. The mean score of the experimental group was
53.2% and that of the control group was 57.9%. In order to assess the knowledge
of the cicada’s song, the participants had to connect the seven cicada’s names to
their respective songs (onomatopoeia), before and after the learning. The results
showed that in the pre-test, the percentages of correct answers were 3.9 and 3.8
for the experimental group and control group, respectively; in the post-test, they
were 6.8 and 6.6 for the experimental group and control group, respectively. That
is, almost all the participants were able to match the cicada’s name and song
(onomatopoeia) after the learning. Therefore, we regarded the working-memory
and learning effect of the participants as equal, and compared the subjective
evaluation of the lesson between the experimental group and control group.

7.2 Evaluation of the Lesson

Figures 5 and 6 show the evaluation of good points of the lesson. The vertical axis
shows the percentage and the horizontal axis shows the various elements. The
elements are caption, photo, onomatopoeia, sound, waveform, and vibration. A
multiple-choice question was answered by participants in each group: group A
(with vibration) and group B (without vibration).

It can be seen from the figure that with or without vibration, the ono-
matopoeia was evaluated as an effective element of the lesson. In the absence
of vibration, the sound was evaluated at the same level as the onomatopoeia,
whereas the sound was not highly evaluated when vibration was provided.

7.3 Subjective Evaluation About the Lesson

The following Likert-scale was used for the subjective evaluation and the average
was calculated.

+2point: strong-agree
+1point: agree

0point: neither
−1point: disagree
−2point: strong-disagree

To examine the differences between group A (with vibration) and group B (with-
out vibration), a t-test was conducted; however, no significant differences were
found.
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Fig. 5. Good element (Vib.) [23]. Fig. 6. Good element (no Vib.) [23].

7.4 Relation of the Senses

We asked two questions regarding the senses of hearing and touch. Q2: Did you
hear anything?, Q3: Did you distinguish those vibrations? The t-test results
were analyzed to find the differences in their feeling and subjective evaluation.
The population was the 17 participants in group A (with vibration). They were
separated into a positive group and a negative group. The positive group com-
prised “agree” and “strong-agree”, and the negative group comprised “disagree”,
“strong-disagree”, and “neither”.

Q2: Did you hear anything? The result was that 11 participants responded
“can hear something” and 6 participants responded “can’t hear anything”. There
was no significant difference between the subjective evaluation (Intelligibility,
Useful, Interesting, Enjoyable, Educative) and hearing-feeling. The result shows
that there was no difference in the evaluation of the lesson by the degree of
hearing.

Q3: Did you distinguish those vibrations? The result was that 11 partici-
pants responded “can distinguish” and 6 participants responded “can’t distin-
guish”. The Table 2 shows that the evaluation is higher for a person who was
able to distinguish the vibration. There were significant differences between the
subjective evaluation about “Interesting”(t(15) = 3.05, p < .05), and “Educa-
tive”(t(15) = 2.49, p < .05) (Fig. 7).

8 Discussion

The purpose of this study was to determine whether vibration as a form of hap-
tic information can broaden the learner experience of sound. The haptic infor-
mation provided by a vibration device allowed hearing-impaired individuals to
extend their physical experience of sounds. A multisensory lesson to teach sound-
symbolic onomatopoeias for animal sounds by broadening the learner experience
of sound beyond auditory information could facilitate learner comprehension.
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Table 2. Distinction of the vibration and evaluation of the lesson [23].

Distinguish average (S.D.) No distinguish average (S.D.)

Intelligibility 1.09 (0.70) 0.50 (0.84)

Usefulness 1.27 (0.47) 0.33 (1.21)

Interest 0.45 (0.82) 0.17 (0.75)

Enjoyability 1.27 (0.65) 0.33 (0.52)

Being educative 1.00 (0.77) −0.17 (1.17)

Fig. 7. Comparison of the subjective evaluation [23].

The subject of the lesson was cicada songs. The lesson content consisted of an
explanation of cicada ecology, the onomatopoeia for the cicada’s song, a pic-
ture of the cicada, the cicada’s song (auditory information), its sound waveform,
and, for one of the groups, a vibration. Analyses were based on participants’
evaluations of the lesson and on tests to determine if the lesson had an effect on
participants’ learning.

The results showed no significant difference in learning between the two
groups of participants (26 in total): one that was provided with vibrations as
part of the lesson and the other that was not. Post-lesson test results showed
improvement over the pre-lesson results with almost all participants ultimately
answering all the questions correctly (the score was 6.8/7.0 and 6.6/7.0 points
for the two groups, respectively). However, to accurately assess the lesson’s effec-
tiveness, knowledge retention needs to be measured by conducting another test
at some fixed period of time after the lesson.
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There were inconsistencies in how participants were able to feel the vibrations
in the lesson, which suggested that the vibrations were not provided in a way
that everyone could understand them. Regardless of whether vibrations were
included, most participants rated the onomatopoeias for the songs as a good ele-
ment of the lesson. A total of 82% of the participants provided vibration and 78%
of participants not provided vibration answered that onomatopoeias were good
teaching material for the lesson. This result, although a slight difference, indi-
cates the possibility that vibration helps the understanding of sound-symbolic
words.

For the group for which vibrations were included as an element of the les-
son, fewer participants selected the song’s auditory information rather than the
vibration as a good element of the lesson. They evaluated the vibration, wave-
form, and caption at the same level. The result suggests that the participants
may have tried to make more use of vibrations and other elements than audi-
tory information when they were available. In contrast, when vibrations were
not included, more participants appreciated the inclusion of the song’s auditory
information. This indicates that these hearing-impaired individuals concentrated
on the auditory information by using their residual hearing.

No statistically significant difference was found in the subjective evaluations
of the lesson between the groups given and not given the vibrations. Nor was
there any significant difference in evaluation results due to the degree to which
participants reported they were able to hear sounds.

However, a significant difference was shown due to differences in how partic-
ipants were able to feel the vibrations. Those who were able to distinguish the
vibrations reported they found the lesson “fun” and that “it could be used for
teaching science”. Considering that including vibrations in a lesson can make
learning sound-symbolic words enjoyable, it may be promising to apply them in
science lessons for hearing-impaired individuals.

9 Conclusion and Future Work

This study aimed to determine how hearing-impaired learners evaluate the com-
ponent elements of a multisensory lesson on onomatopoeia. The experimental
results demonstrated that the elements of the multisensory lesson that broad-
ened the learner experience of sound and that were most appreciated by the
participants in this study were the onomatopoeia, the sound waveforms of the
cicada songs, and either the song itself or its vibration, depending on the group
they were assigned to.

Secondly, the study investigated whether vibration information could comple-
ment auditory information in learning onomatopoeia. The results demonstrated
that haptic information like vibrations was a useful alternative to sound that
complements auditory information for people with difficulty in hearing. While
the results did not show that the inclusion of vibrations in the lesson facilitated
learner comprehension of sound-symbolic onomatopoeia, they did show vibra-
tion to be a promising element for inclusion in educational materials for the
hearing-impaired.
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In the future, it may be possible to develop more effective lessons by using
better vibration devices that can vibrate in more distinctive ways. Better devices
are needed that can convey more nuances and higher registers of sound, and
not vibrate the way an alarm clock does. By further developing this work, we
can expect to see an improvement in the rhythm perception of those who are
hearing-impaired, while also seeing its benefits in science education. In addition,
we need to consider that there may be biased correspondences between the sound
symbolism of onomatopoeia and haptics in the same way as “a correspondence
between vowel sound and shape”.

WHO has declared that over 5% of the world population (or 466 million
people) has disabling hearing loss [22]. Therefore, we believe that we need to
construct an inclusive and sustainable society with hearing-impaired individu-
als. We may also overcome cross-cultural differences by utilizing sound-symbolic
onomatopoeia.
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Abstract. Active learning in Computer Science classrooms often
involves having students solve programming problems in class using a
web-based interpreter. Spinoza is one such system which captures all of
the student attempts and uses it to provide actionable learning analytics
for the instructor. In this paper we present several new pedagogical appli-
cations of the log data from Spinoza, including two approaches to team
formation and an in depth analysis of the Solve-Then-Debug debugging
pedagogy in Spinoza. We provide some initial evidence that the Team
Formation strategies may be effective methods for forming either diverse
or homogeneous teams. The second application we examine in depth is
the Solve-Then-Debug pedagogy in which students who correctly solve
a Spinoza programming problem are then asked to analyze and debug
the most common errors that the class has made so far on that prob-
lem. This is a social debugging process and in this paper we provide a
detailed explanation of the learning goals for each step of this pedagogy.
We also give an example of how students engaged with one particu-
lar Solve-Then-Debug problem. This provides initial evidence that the
Solve-Then-Debug pedagogy engages students in effective program bug
analysis activity.

Keywords: Solve-Then-Debug · Near-peer mentoring ·
Peer led team learning · Study group formation · Online IDEs ·
Educational data mining · Hierarchical clustering ·
Classroom orchestration · Markov Models · Machine learning ·
Learning analytics

1 Introduction

In this paper we describe our experience in using log files from an online
Integrated Development Environment (IDE) to enhance the pedagogy in two
large courses introductory programming courses (CS1) – one taught in Java
and the other in Python. There are many on-line IDEs available today (e.g.
codingbat.com, repl.it, pythontutor.com). We developed the online IDE Spinoza
[1–3] which differs from the others in that it has a much greater focus on orches-
tration support for the instructor. Spinoza provides real-time views of the per-
formance of the entire class as well as individual students and off-line access to
c© Springer Nature Switzerland AG 2019
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the detailed log files. The most recent version of Spinoza [3] is publicly avail-
able and provides an IDE for Python with a rich set of tools for classroom
orchestration and learning analytics. An earlier version of this paper appeared in
CSEDU2018 [5].

One of the main benefits of using an on-line IDE in Introductory Program-
ming Classes (usually referred to as CS1 classes) is that it provides immediate
access to the students’ attempts at solving a problem, and this data can be used
in a variety of ways, such as forming study groups using knowledge of the kinds
of errors the students make, as well as providing in-class activities that use the
students’ own mistakes to provide a basis for discussion and debugging practice.

Spinoza provides a wealth of real-time learning analytics collected while the
students are attempting to solve programming problems. This learning analytics
data can be used in real-time to improve the effectiveness of classroom orchestra-
tion. For our purposes, orchestration refers to the instructor’s ability to respond
effectively to a diverse class of learners in real-time. Prieto [17] provides a compre-
hensive overview of the theory and practice of classroom orchestration. Ihantola
et. al. [12] provide an extensive overview of educational data mining and learning
analytics for programming classes and its use in improving the instruction and
guiding at-risk students. This kind of data can also be used to study particular
styles of student learning, for example, Berland [8] collected log data for novice
programmers and used it to study their learning pathways. Spinoza has been
designed to support collaborative learning.

The rest of this paper is organized as follows. In Sect. 2, we give an overview of
Spinoza and its primary features. In Sect. 3, we present our results on two differ-
ent approaches to using Spinoza log data to form study groups for collaborative
learning. In Sect. 4, we provide a careful description of the Solve-Then-Debug
pedagogy and the design decisions made to create this six step learning cycle. In
Sect. 5 we look closely at how student interact with one particular Solve-Then-
Debug problem and summarize the results of a large qualitative analysis of that
data. Finally, we discuss our connections to related research in Sect. 6 and we
discuss future work in Sect. 7.

2 Spinoza

Spinoza is an on-line problem solving learning environment for coding (PSLEC)
designed to allow the instructor to create and share small programming prob-
lems. Each problem asks the student to write the body of a method that would
automatically be checked for correctness by running a suite of instructor-supplied
unit tests. Each time a student clicks the “run” button, Spinoza runs the unit
tests and displays the results to the user. It also stores a copy of the submit-
ted code, a time stamp, the userId, the percentage of correct unit test results,
the type of error (e.g. syntax error, run-time error) and the hash of the vector
resulting from the instructor supplied unit tests.

Figure 1 shows the Spinoza user interface with the problem description before
the user presses the “run” button and Fig. 2 shows interface after “run” is
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pushed, where the problem description is replaced by the unit test results tab.
There are some correct (green) and some incorrect (red) results in the unit tests
in this example.

Fig. 1. An example of Spinoza problem with description tab before they push the “run”
button.

Fig. 2. An example of Spinoza problem with unit tests tab after they push the “run”
button. (Color figure online)

2.1 Spinoza Markov Models

Spinoza is coupled with features that facilitate teacher orchestration. It provides
a dashboard for the instructor to see the progress of the entire class working on
the current problem in real time using multiple views. One of these sophisticated
views is the Spinoza Markov Model (SMM) [4]. An example is shown in Fig. 3.
The SMM is a graph whose nodes are the equivalence classes of student programs
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submitted for the current problem. Two programs are equivalent if they produce
the same values on the instructor-supplied unit tests. The size of each node is
the number of programs in that equivalence class. The color corresponds to the
percentage of unit tests that the programs satisfied. An edge between nodes A
and B is labeled by the number of times students first submitted a program in
equivalence class A and then submitted their next attempt in equivalence class
B. In this way it gives an overview of the common programming errors and the
common order in which they appear.

Each SMM has a start node, representing the starting state of the program-
ming exercise, the correct solution node if at least one student solved the problem
correctly, and a ’give up’ node. All the other nodes represent students’ incor-
rect attempts at solving the problem. The SMM is drawn in real-time and the
instructor can click on each node and use the arrow keys to page through each
of the programs in that equivalence class and discuss it with the class. The color
and the size are chosen to represent the correctness of the attempts and how
often this error are made by the students respectively.

Fig. 3. Spinoza Markov Model. (Color figure online)

During class, it can be effective to look at the most common errors (as clas-
sified by their behavior on unit tests) and then look at each of the different ways
students were able to make that error, i.e. using the Spinoza feature that lets
the instructor browse each of the programs in that equivalence class. It is also
helpful to scan all of the successful programs to comment on programming style.

2.2 Solve-Then-Debug

One issue with having students work on programming problems in class or in a
recitation is that students work at different rates. The fast students will complete
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the problem in a few minutes and typically have nothing to do while everyone
else completes the problem. Initially, we would wait until a threshold number
of students had completed the problem (typically 75–80%) before discussing the
solutions and errors, but this meant that over half of the students would be
non-engaged during at least part of the exercise.

Spinoza provides a solution to this challenge by requiring students who solved
a programming problem to get experience in debugging by analyzing the most
common errors that the class has made (and is making) on that problem. This
is called the “Solve-Then-Debug” activity, which was introduced in [3]. This
activity becomes visible when the students have solved the problem correctly
and it allows them to debug the most common errors that their classmates have
made in the process up to that point in time. They classify the kind of error
(syntax, run-time, incomplete program, “I don’t know”) and give a comment
describing the error and how it could be fixed. If the instructor so chooses, these
comments can then become accessible to students who are still trying to solve
the problem and are generating similar errors (i.e. in the same equivalence class).
The comments are meant to be hints that may or may not be helpful. In Sect. 4,
we provide a detailed pedagogical analysis of the Solve-Then-Debug activity and
in Sect. 5 we look closely at how students interacted with this tool in a Python
programming class with about 150 students.

2.3 Spinoza Problem Solving Engagement Graphs

Another useful Spinoza instructor view is the student engagement graph Fig. 4
that gives the instructor an idea, in real time, of how many students have started
working on the exercise (i.e have pressed the run button at least one time), how
many have successfully solved it and how many have submitted at least one
Solve-Then-Debug comment.

The graph in Fig. 4 represents the students’ interaction with one of Spinoza
problems, where the x axis represent the minutes and the y axis represents the
number of students in each category. The top section are students who have
started the problem but not yet solved it correctly (red). The middle group are
those who have solved it, but haven’t begun to classify other students’ errors
(green). The lower group are those who have started to classify other students’
errors (gray).

This engagement graph is generated in real-time and can be used by the
instructor to guide the class. Students are asked to solve the problem and then
were required to make at least 10 solve-then-debug comments.

3 Team Formation in Spinoza

3.1 Team Formation Using Spinoza Activity Measures

In this section we describe the use of Spinoza log data to form groups in a large
Java programming class (CS11a in Fall 2016). For this class we only used gross
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Fig. 4. Spinoza engagement graph. The horizontal axis is number of minutes since the
first run time attempt. The vertical axis represents the number of students who are in
a particular stage of the process of working on a problem. (Color figure online)

activity measures such as how many problems a student attempted and how
many times they pressed the run button. The class had almost 280 students
in two sections of 140 each with a wide variety of different backgrounds and
exposures to programming and mathematics. Teaching a large class with such
disparities between students is a challenging task. To improve student retention,
we introduced a peer-led team learning approach (PLTL) for the recitations in
which the teams would change every week, based on the student’s performance
the previous week.

The mandatory PLTL recitation was based on a variation of the near-peer
mentoring technique, in which a group of students (ranging from 5–20) worked
on a set of programming problems with an undergraduate mentor to help them
whenever they were stuck. In these recitations, students worked on the same
problems and were encouraged to talk with other students about the program-
ming problems but every student needed to write their solution alone using the
Spinoza web application. The mentors were selected based on their performance
when they took the class in a previous semester as well as their ability to work
with students. They had an initial mentor training session at the beginning of
the semester and they met weekly with the instructor to debrief the previous
week’s recitation and plan for the next week’s recitation.

Our hypothesis, based on our experience with unbalanced groups in previous
years, was that in order for the groups to be effective, students with roughly the
same level should be placed together.

To form effective groups initially, we sent a survey to all CS11a students. This
survey contained questions about their goals in taking the class, their previous
Math experience, and their programming experience. It also challenged them to
solve a few programming problems (in the language of their choice). The women
in the class were also asked if they preferred to work in a women-only group. We
grouped the 230 (out of 280) students who answered the survey into 13 groups
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based on interests and experience. The remaining 50 students who didn’t answer
the survey were randomly assigned to three new groups.

Students met in these survey-based groups for the first two weeks and used
Spinoza to solve programming problems with help from the near-peer mentors
and each other. The first recitation introduced the students to Spinoza. All of
the other recitations provided the students with 6 problems to work on.

In week 3, we used the results captured by Spinoza from their week 2 recita-
tion to form 17 groups. From the Spinoza logs, we extracted the number of
problems each student tried and the number they solved correctly during the
recitation as well as the number of attempts they made on the problems.

We moved any students who solved at least 4 out of the 6 problems during
recitation time to group 17 there were 93 students in this group and we assigned
3 mentors to them. This was the group of students who generally understood
the material and had mastered the skills for that week.

We grouped the rest based on how many problems they solved correctly. The
group size ranged from 20 to 5, where students who seemed to be struggling
more were put into smaller groups. The larger groups (that contained 20 or so)
are the ones whose students solved 3 programming problems. The smaller groups
(with 5 or so students) were formed from students that tried some problems but
were not able to correctly solve any problems. For the students that solved the
same number of problems, we ranked them according to the average number of
attempts for each problem and used this to form groups.

Assessing Effectiveness. Students were asked to complete a survey after
each recitation which would allow us to estimate the effectiveness of the recita-
tion groups. We collected 1298 survey responses after 8 recitations (about 160
responses per recitation). The results indicate that the recitation groups were
generally successful, from the students’ point of view.

Students felt that their mentor was helpful (7.8/10) and that the recitation
itself was helpful (6.9/10) and they enjoyed the recitation (6.7/10). About 78%
felt the groups were the right size. About 20% felt their recitation group was too
large, these were mostly students in the one large recitation group.

We asked how confident they were of their coding skills before and after the
recitation on a 0 to 10 scale. Looking at change in individual students we found
that 45% of the time students had no change in confidence of their programming
ability, while 45% felt that they had increased confidence. A small percentage of
the times (10%), they felt less confident. The average change in confidence was
0.59 on a ten point scale (which is a 5.9% change).

We performed a paired T-test on the confidence levels of students before
and after the recitations. The mean level of confidence increased from 6.74/10
(sd = 2.23) before the recitations to 7.33/10 (sd = 2.18) after the recitations. The
difference is 5.8% (0.58/10–95% CI [0.5, 0.68]) which is statistically significant
(t= 13.53, p < 0.0001). This result indicates that the recitations increased the
confidence of the students, as we would expect from previous research on the
effectiveness of collaborative learning.
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We repeated the paired T-test looking only at novices (as self reported by
the students), or only at non-novices who had some previous programming expe-
rience before taking this introductory class. We found the same statistically
significant increase in confidence for both groups. The novices increase in confi-
dence went from 6.41/10 (sd = 2.1) to 7.07/10 (sd = 2.4) which was an increase of
6.6% which was statistically significant at the p < 0.0001 level. The non-novices
went from 7.45/10 (sd = 2.0) to 7.99/10 (sd = 1.8) which was an increase of 5.4%
which was statistically significant at the p < 0.0001 level. The non-novices were
10.4% more confident than the novices before the recitations and about 9.2%
more confident than the novices after the recitations, but there was no statisti-
cally significant difference in the amounts that they increased in confidence. The
recitations were effective for both novices and experts.

3.2 Clustering Students Using Error Logs

In this section we present another approach to clustering students using Spinoza
data that can be used to form recitation or other groups based on the kinds
of errors students make. We also give an example of how it could be used. In
our previous approach we grouped students using the number of problems they
solved correctly, in this approach we use their actual errors to cluster them. We
have not used this approach to form teams, but our results suggest that this form
of clustering can identify groups of students with similar programming styles.

There are two basic approaches to using data about student’s programming
errors to form groups:

– form groups of students who make similar mistakes which could make it easier
for their mentor to help them,

– form groups of students with different issues, so that each group has a diversity
of strengths and weaknesses and they can help each other understand the
concepts.

The second approach can be realized by first forming groups of similar students,
and then picking one or two students from each of the “similarity” groups to
form a “diversity” group, so we focus here on the “similarity” group formation.

The key idea is to create a boolean-valued table where the rows correspond to
the students and the columns correspond to all equivalence classes of attempted
solutions to problems for which at least 10% of the class made that attempt.
Each row specifies which of the attempts were made by that particular student.
We can then apply hierarchical clustering on the rows to automatically create
a cluster dendrogram whose subtrees corresponds to groups of students with
similar sets of programming errors. By cutting this dendrogram at a particular
depth, the subtrees at that depth provide a classification of students into groups
with roughly the same level of similarity.

Figure 5 shows such a clustering of all of the novice students (as self-reported
on an initial survey) using the data from about halfway through the semester,
immediately before the second quiz. This graph was previously presented in [5].
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Fig. 5. Hierarchical clustering of novice programmers based on their programming
errors. The leaves of the tree are labeled with the anonymized student id number. The
groups are formed from subtrees of the cluster dendrogram which correspond to groups
of students whose collection of incorrect attempts are somewhat similar. The vertical
axis is a measure of the number of differences between the problems sets in a subtree.
This graph was previously shown in [5].

This dendrogram was generated using using the hclust command in the statis-
tical programming system R. There were 158 students in the class, but we only
classified the 101 students who self-identified as novices.

Each leaf of the tree in Fig. 5 corresponds to a single novice student and the
interior nodes of the tree correspond to groups of students appearing as descen-
dants of that node. The students are represented by a binary vector encoding
which of 198 possible attempts were actually made by that student over the
semester. The 198 attempts correspond to all incorrect attempts made by at
least 10% of the students over the course of the semester; we call these the com-
mon attempts. For each particular student, their vector has a 1 for each common
attempt they made and a 0 for each common attempt they didn’t make.

The y axis of an interior node is a measure of the variance of the students
in that cluster. Larger numbers correspond to clusters with a greater amount
of variance. The clustering algorithm initially puts all students in their own
cluster and then iteratively selects a pair of clusters whose union has the smallest
variance, and joins those two to form a new cluster.

We grouped the three smallest clusters into a single cluster, labeled group 6,
this corresponds to cutting the dendronic tree one level higher for those clusters.

We would hope that students in the same group as formed by this hierarchical
clustering method would also share other behavioral similarities in addition to
making similar errors. Figure 7 validates this hypothesis by showing a box and
whisker plots of the number of attempted solutions to all problems. The students
in group 1 generally made fewer than 1000 attempts to solve Spinoza problems,
while those in group 8 clustered around 2000 attempts each. The groups were
numbered for this paper so that the average number of attempted solutions for
the groups would be linearly ordered.

Figure 6 shows another clustering using the same approach, but for this den-
drogram we included the novice programmers as before, but also those students
who self-reported some previous programming experience; we call them the non-
novices. The non-novices are highlighted in the figure with thick green bars at
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Fig. 6. Hierarchical clustering of novice and non-novice programmers based on their
programming errors. Those students with some self-reported prior experience are high-
lighted. (Color figure online)

the connecting the dendrogram to the non-novice leaf containing their ID num-
ber. We can see that this dendrogram clusters many of the the non-novices into
one group. Each of the four groups indicated in the figure by the vertical red
dividing lines has a 25/75% split between novice and non-novices. With one
group having more non-novices and the other three having more novices. Since
this was self-reported data the actual difference in ability between novices and
self-reported non-novices is unclear.

In the future, we plan to use hierarchical clustering based groupings to form
Peer Led Team Learning groups for Introductory Programming courses. This
particular class was fully flipped with almost no lecturing, and we didn’t require
recitations; but the current study suggests that this approach would be useful
in team formation and in future versions of the class we may attempt to form
recitations in this manner.

Fig. 7. Difference in the number of attempted solutions between the 8 groups.

In this section, we demonstrated how Spinoza log data might be used to char-
acterize student programming behavior up to the current point of the semester
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and to use that to form homogeneous or diverse teams. In the next section, we
describe how that data can be used in real-time to help students develop their
skills in debugging and analyzing code that others have written.

4 Solve-Then-Debug

In Sect. 2 we presented a brief overview of the Solve-Then-Debug pedagogy. This
pedagogy was developed to keep all students in a class engaged in developing
their coding skills by having students who quickly complete their programming
problem move on to practicing their debugging skills on the most common errors
that they and their classmates have made and are currently making.

In this section, we give a detailed description of the pedagogical considera-
tions arising in the design of this activity. In the next section we look at some
data from actual student engagement in a Solve-Then-Debug activity to see
whether these pedagogical goals are being achieved.

A Solve-Then-Debug activity from the student perspective consist of 6 cogni-
tive steps. Each step in the process has been designed with the goal of maximize
student engagement and learning during the activity during a class.

The 6 steps in the student view of the Solve-Then-Debug activity are as
follows:

1. Try to solve a programming problem
2. Start the “Debug Others” phase after solving the problem
3. View another student’s buggy code and the results of unit tests
4. Try to classify the bug(s) and submit a comment explaining the bug(s)
5. Look at other students’ comments and try to debug the code
6. Go to the next debugging challenge for this same problem

If the instructor allows hint generation, then there is one more step in the process
which happens while the student is trying to solve the problem. If the student’s
current attempt belongs to a Spinoza Markov Model node which other students
have commented on in the Debug Other Code phase, then that student can click
the “Show Other Hints” tab and

(1a) View others’ debug comments as hints.

Each one of these items will be discussed in more detail in its own section below.

4.1 Step 1: Try to Solve a Programming Problem

During a lesson after the instructor explains a concept, they can test their stu-
dents’ understanding of the concept by assigning a Spinoza problem. Each stu-
dent works individually on their computer to solve the problem, they can run
the code many times and each time they press “run” the results of running their
code on a special set of unit tests is compared to the results from the instructor’s
solution to test for correctness. The results of the unit tests and the student’s
code are then stored on the server along with the student’s id and a time stamp.
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Fig. 8. The student’s problem view with hint.

This approach of having students solving programming problems with an
online unit testing IDE is a common way to add active learning to a programming
class. Figures 1 and 2 show a student’s view of the “same suit” Spinoza problem
before and after they press the run button, respectively.

Optional Step 1a: View Other Students’ Debug Comments as Hints.
While the students who solved the problem are engaged in the debug phase, the
slower, struggling students are still in the Solve phase. The Solve and Debug
phases were designed to engage all students in the problem solving activity. If
the instructor permitted Hint Generation for this problem, the students who
are still in the Solve phase, can view the debug comments that their peers have
made on a similar problem (in the same SMM equivalence class) as a kind of
hint.

Figure 8 shows the Hint view for a particular problem.
Students know their comments might be visible as hints and this encourages

them to try to create helpful comments, but the comments might not be appro-
priate since they are commenting on a different attempt which happens to be in
the same SMM equivalence class. In a way this is a good feature, as the students
are not able to fully trust the hint and so have to think critically about whether
the hints make sense. Also there are typically dozens of these debug comments
for each of the common errors so they need to read them and see which, if any,
are appropriate. This exercises higher thinking skills. They can also look to see
if any idea appears multiple times in the comments, and perhaps try that one
first!
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4.2 Step 2: Start the “Debug Others” Phase

The Debug Others phase starts after a student solves a problem by having their
code pass all the unit tests. If the student returns to the problem set page that
contains the solved problems, the problem will be green and the Debug Other
button will appear next to the problem as shown in Fig. 9.

In the Solve-Then-Debug activity, students are asked to click the Debug
Other Code button as soon as they have successfully solved the problem. When
they click on the button, Spinoza finds the most common class of mistakes that
the students have made and ranks them by the number of the students who
made that mistake. This phases uses the Spinoza Markov Model equivalence
relation defined in Sect. 2 which groups two attempts in the same class if they
take exactly the same (possibly incorrect) values on all of the unit tests.

Fig. 9. Spinoza Card Game problemset view with debug other button. (Color figure
online)

The mistake class with the highest number of students will be chosen first
and the first version of code in that class will be displayed to this student. These
common mistake classes are represented by SMM nodes. The size of the nodes
are changing from time to time in this activity. Each time a student clicks the
debug other code button, the Spinoza algorithm picks the largest SMM node
that the student has not yet analyzed. Only SMM nodes with more sufficiently
many common attempts will be chosen. For the current version of Spinoza we
require only 2 or more attempts.

All students debug the same problem for each SMM node chosen. If a student
has debugged one problem instance from all of the mistake classes, then they
start again with a second member of each of the equivalence classes. If the
students finish analyzing all the versions of codes in the common SMM nodes,
which is unlikely in large classes, the students will continue to loop through these
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problems and see the debug comments but cannot make any changes until a new
problem attempt arises.

The way in which students are given debug problems was designed to expose
students to the most common mistakes that they are their peers have been mak-
ing in the problem solving activity and also to expose them to the variety of ways
that lead to the same mistake. The reason that we decide to have every student
debug the same problem in each equivalence class was because we wanted stu-
dents to see other students’ comments, and if we showed them different problems
they would not benefit from seeing each others’ comments.

4.3 Step 3: View the Buggy Code and the Results of the Unit Tests

An example of the initial student view of the buggy code is shown in Fig. 10. At
this stage, students are able to run the code to see the output or the unit test
results for this buggy code, but are not be allowed to edit the code. They are
also not yet allowed to see the debug comments that other students have made.

Fig. 10. The student’s debug problem view.

Not allowing the student to change the code is a way to make them focus on
analyzing the error through logical thinking rather than just making changes to
the code to see if they can fix it. If we were to allow the student to edit the code,
they could easily forget the initial bug even if they got it to work. They could
also just cut/paste in their own correct code, which defeats the purpose of this
exercise.
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By not allowing students to see other students’ debugging comments we also
force them to rely on their own judgment, with the expectation that this could
help them develop their own debugging skills.

4.4 Step 4: Classify and Comment on Bugs

When the students are shown the debug other problem they need to choose the
type of error. Their choices are

Fig. 11. The student’s debug problem view classification part.

– “I do not know”
– syntax error
– logic error
– incomplete code

Then they have to describe how to fix the error in a few words and specify how
many errors this code has. Finally, they press the Submit button to finalize their
choices. Figure 11 shows an example of that part of the screen.

We ask the students to classify the bug using one of the four choices so that
they understand that there are different classes of bugs. One issue is that a
program could easily have multiple bugs: syntax errors, logic errors, and also be
incomplete. They simply need to choose one bug to focus one for this activity.

Asking the students to write a comment about the bug they discovered
encourages them to think about the bug and write a clear description of how to
fix the code to be free of this bug. If the students select “I don’t know” then they
are not required to submit a comment. The students know that their comments
could appear in the “Other Student Hints” tab for students who are still working



Using Spinoza Log Data to Enhance CS1 Pedagogy 29

on the problem and whose current error is in the same equivalence class. This
potentially motivates them to provide helpful comments.

The “number of errors” question was added recently and is intended to be
used to have the student look in depth at the code to find all of the bugs, rather
than just stopping after finding the simplest error.

4.5 Step 5: Look at Other Students’ Comments and Try to Debug
the Code

When the student clicks submit, Spinoza provides a view that allows them to
check on the correctness of their debug comments and classification.

Although they can no longer change their classification or their comments
on the debug problem, they can now edit the code and run it to see if their
debugging analysis was correct or not.

They can also see the comments of other students for that same debugging
problem in the Other Students Comments tab (Fig. 12). The debug comments
are arranged in vertical columns based on the classifications. So the Syntax
error comments are in one column, the logic error comments in another, etc.
This allows the student to see if other students agreed with them or not.

Fig. 12. The student’s debug problem view other students’ comments part.

If the student’s debug analysis was incorrect and their attempted fix didn’t
remove the error, then the student can try the suggestions that other students
have made to see if they work.
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To encourage students to read the debug comments of other students, we
require them to select the best comment describing the bug before they can
move on to the next debug problem. We want to encourage the students to
read other students’ comments because we think they could learn more deeply
by reviewing the correctness of other students analyses. We have not, however,
gathered any evidence to support this hypothesis.

Our approach requires the students to engage in higher level thinking. They
not only have to critique other students attempts, they need to review other
students critiques. It would be infeasible to have the instructor give individual
feedback on all of the debug problem comments, but we have found that the
current process is similar to peer review and the “wisdom of the crowd” almost
always generates the correct debugging analysis from at least a few of the other
student comments. This is especially true for students who come to the problem
later in the process when there are many student comments already there. These
are the students who are most likely to be struggling so it is beneficial for them
to see many comments on each program. In Sect. 5, we report on our analysis
of the debug comments submitted on the most common error for one particular
problem. Our experience was that approximately 75% of our students debugging
comments were accurate.

Students are not allowed to edit their classification and comments, because
they may feel tempted to make an initial “I don’t know” choice, and then later
choose one of other students comments and classification without actually think-
ing or trying to critique the problems by themselves.

4.6 Step 6: Go to the Next Debugging Challenge Problem

When the student clicks the “Next”: button, Spinoza will find the next biggest
SMM node that this student has not yet analyzed and will show the (chrono-
logically) first attempt in that node. If the student had already analyzed all the
common SMM nodes, the subsequent versions of code in each SMM node will
be presented until the student has finished debugging all the versions in each
SMM, but this is unlikely to happen in a medium to large size class.

When the student is shown the next debug problem the cycle repeats.

5 Analysis of Student Interaction with Solve-Then-Debug

The Solve-then-Debug model requires the students to solve the problem first
before debugging other students’ code. Typically, the Solve-Then-Debug activity
is ended before all students have completed the Solve phase. Waiting for 60–
80% to finish is usually a good goal. With this in mind, the 60% that have
finished can be thought of as writing hints for the 40% who are still struggling.
Also, the students who finish the Solve phase first, do so with very few hints
(as there has been little Debugging) and hence they are more likely to have a
solid understanding of the problem. Hence, they will have a better chance of
correctly diagnosing bugs if they have solved the problem themselves first with
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few hints. Fitzgerald et al. [10], provides some evidence that good debuggers
are generally also good programmers, while the converse is not necessarily true
– good programmers are not always good at debugging. So this phase of the
Solve-Then-Debug activity was designed to both help provide struggling students
with decent hints and to help students who are good at programming to also
develop strong debugging skills. We have some anecdotal data that supports
these hypotheses but their verification will require further study.

The Solve-Then-Debug activity was created to keep all students engaged
while working on a Spinoza problem, especially when some are much faster
coders than others. In this section, we discuss some of the data we collected
during the Spring 2017 semester. The students were required to make at least 100
Solve-Then-Debug comments by the end of the semester, but this was entirely
a participation score and their grade would not depend on the correctness of
their comments. They did know that their comments might appear as hints for
other students still working on the problem however, and we felt that this might
encourage them to put more effort into their comment writing.

5.1 Most Students Are Able to Make a Comment

Since the students’ grades were not dependent on the quality of their comments,
we suspected that many busy students might just choose the “I do not know”
option which doesn’t require any written comment. We found, however, that
only 5 students out of 148 (3.3%) used the “I don’t know option” more than
50% of the time, and only 34 out of 148 (23%) students used it more than 10%.
So 114/148 (77%) of the students gave a substantial comment at least 90% of
the time.

By comparing the grades in quiz 2 for students who chose “I do not know”
more than 10% of the time versus those who chose it ≤10% of the time, we
found that those who selected “I don’t know” more than 10% of the time had a
average score on the 6 point quiz that was 0.61 (or 10%) lower than the score of
the rest. This difference was not statistically significant at the 0.05 level (but it
was almost at the 0.10 level).

One interesting observation is that of the 34 students who selected “I don’t
know” as a debug comment 10% or more of the time, 20 of them scored a perfect
6/6 on final in-class programming exam for the course, which provides more
evidence for Fitzerald’s claim [10] that good programmers are not necessarily
good debuggers.

5.2 Analyzing Student Debug Comments

In this section we explore the accuracy of the students’ debugging comments in
the debug phase of the Solve-Then-Debug activity. Our goal is to demonstrate
some of the pedagogical benefits that students obtain by engaging in this activity
both by writing comments and by receiving hints if they are still working on the
problem.
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The fact that there are so many comments and that not all of them are
correct, or clear, in a way makes this Hint Generation more valuable, as the
students need to decide which hints they want to explore. It can be difficult
to give hints that are both useful and don’t give away the answer. By having
the student see so many comments, we will see that most problems have several
good comments and most of the issues get covered by some students’ comments,
but some comments are just completely wrong, so students can not just blindly
follow the commented suggestions.

A correct comment, for our purposes, is one that correctly describes some
issue with the code, perhaps not the most important or obvious bug, but an
issue none the less. We also count comments where the student seems to have
the correct idea, but has not expressed themselves very clearly. So we are looking
for evidence of debugging understanding, not of clear communication about bugs.
We suspect that asking students to verbalize their understanding of bugs and
seeing other students explanations would have a positive effect on their ability
to explain bugs themselves over time, but we have not collected data to support
this hypothesis.

In this section we look in depth at the debug comments for one particular
debugging question from the isLeapYear problem where students were asked to
write a function with one parameter year which returns true if that year is a
leap year and false otherwise. The five most common incorrect attempts were in
the following SMM equivalence classes:

– The first corresponds to functions which return “False” on all inputs.
– The second is in the class of functions that returns True if the year is divisible

by 4.
– The third returns True for all years.
– The fourth returns True for all multiples of four that are not centuries (but

misses the case of years divisible by 400).
– The fifth was a syntax error with a missing colon after an if statement.

We found that the students supplied 44 correct debug comments out of 59 total
comments, which means that the students’ comments were accurate 75% of time.
We did not consider their classification when determining correctness, so if a
comment correctly described a logic error but was in the syntax error category
or vise versa, we counted that as a correct comment.

5.3 Detailed Analysis of a Debugging Problem

We look at one example here (debug problem number 1) to illustrate a number
of points. Here is the buggy code they were asked to analyze:

def is_leap_year(y):
if y%4==0 and y%100==1 and y%400==0:

return "True"
else:

return "False"
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This attempted solution has four main issues:

(a) the return type should be boolean not String
(b) the middle test should be y%100!=0 not y%100==1
(c) the last and operator should be an or operator
(d) a simple return of the boolean expression would be better than using an if

expression.

In this debug problem, 16 students submitted debugging comments and 11/16
correctly classified the error as a logic error. Of the rest, 4 of them classified
the error as syntax, and one classified it as an incomplete program. All but one,
however, gave a correct comment, in our sense.

In this analysis we ignore the correctness of the classification. We are mostly
interested in if the students are able to give a good comment to describe some
issue with the code.

Figure 13 shows an annotated version of the “Show Other Student Com-
ments” view where we have indicated with a checkmark those comments which
we deemed to be correct, and we have indicated with one or more letters (a, b,
c, d) which of the errors we think they are referring to. For this problem, all
four errors were mentioned by at least one commenter. Error (c) was the most
frequently mentioned error and in fact is the most obvious error if you know the
right answer.

Fig. 13. Student comments to a debug problem, #1

Even though we put a lot of thought into the design of the debug phase, as
described in the previous sections of this chapter, the way students interacted
with the debug phase was somewhat different that we had expected.

The classification of the bug into one of 4 categories was not as clear as
we thought it would be. The students’ comments show that there was some
confusion among the syntax error, logic error and problem not complete choices.
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For example, when a student returns a string “True” instead of the boolean
True, we would classify that as a logic error, but students quite reasonably felt
that it was a syntax error.

The “program not complete” option was added to cover the cases where a
student’s attempt was either completely empty or just contained a stub program
(returning 0 or some fixed value). This was a common strategy of students who
used a step-wise refinement strategy so as to avoid having to debug an entire
program. Some students in the debug phase, however, used this category to
indicate that code is missing some important logic and so is incomplete.

6 Related Work

In response to the pressing need to increase the retention rates in Introductory
Computer Science classes while simultaneously dealing with rapidly increasing
enrollments in those courses and a relatively slow growth in teaching faculty,
many researchers have attempted to use technology and new pedagogical prac-
tices to provide additional academic support. Our work can be seen in this con-
text as we have tried to form supportive recitation groups and to use Spinoza
log data to more effectively orchestrate large class lessons.

There is a growing body of research focused on creating applications that
support collaboration [11]. In computer science, the most common collaboration
style is in the form of pair programming which shows various benefits including
improving the quality of submitted programs by the pair, increased engagement
and more positive attitudes toward the field [14,16]. These benefits depend on
choosing the right pair, since an ineffective pairing could hinder learning.

Many researchers have indicated that the most effective pairs are the ones
matched by similar skill levels, but it is difficult to measure skill level. Some
researchers have used grades on the exam as a factor to form the group, others
have used a combination of exam scores and SAT scores, but exam and SAT
scores do not necessarily correlate to programming skill [9,13,19]. Our approach
of using fine-grained log data from online IDEs potentially provides a much more
accurate model of programming skill.

The research that is most similar to ours is that of Berland et al. In their
paper [7], they describe a teacher orchestration tool that gives instructors real-
time information about possible pairs in a visual programming environment. The
idea is to have students initially work on a problem individually and then to ask
students who are generating similar approaches to work together. Their system
converts the students’ visual block code to normalized parse trees and identifies
pairs of students with similar parse trees. Students continue working on their
own code and if a pair diverges, then the instructor may choose to put them in
different pairs during the same problem solving activity.

Sadeghi [18] reviews previous work on group formation. These groups could
be homogeneous or heterogeneous and the groups formation can be based on
many criteria such as previous knowledge level, learning style, thinking style,
personal traits, degree of interest in the subject and the degree of the motiva-
tion. Bekele’s [6] work indicates that homogeneous groups are suited more for
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achieving particular educational goals, while heterogeneous groups tend to be
more innovative and creative and hence better for open-ended projects.

Our work on hierarchical clustering has some similarities to [15] in which they
report on their work on clustering students based on their mistakes in an on-line
educational tool, called Logic-ITA, for teaching Formal Proof techniques. The
target of their clustering was the students who tried, but were not able to solve, a
collection of problems. Using a two step clustering technique which combined k-
means and hierarchical clustering, they were able to form two groups of students
based on this error data. The students in one cluster made more mistakes than
the other and by looking closely at the sequence of errors they discovered that
one group used a guessing strategy to approach the problem while the other
group got confused and gave up rapidly. The goal of this clustering was to give
the instructors an evaluation of the students so based on the cluster they could
explain the problem again or appropriately readjust the difficulty of the exercises
for the students in each cluster.

7 Final Remarks and Future Work

In this paper we have presented two approaches for forming teams using Spinoza
log data and provides some preliminary evidence that these might be helpful in
identifying groups of students with similar learning patterns. We also provided an
in depth pedagogical analysis of the Solve-Then-Debug pedagogy that was first
introduced in [3] and we also explored how students interacted with a particular
Solve-Then-Debug problem.

In the future we continue to explore pedagogically effective applications of
programming error data. In particular, we will be looking for variations of the
Solve-Then-Debug pedagogy which use the attempts made by the class to form
new problems.
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Abstract. Classroom response systems are widely recognized as an
effective way to engage and motivate students, improve knowledge reten-
tion, and provide formative feedback opportunities for both students and
educators, and as such present an excellent opportunity to improve the
student classroom experience. Unfortunately, there remain concerns in
the pedagogical research community that the use of classroom response
systems can distract, confuse, or intimidate students. The authors believe
that these concerns can be mitigated by fully integrating classroom
response system technologies into the classroom, such that the systems
become an integral part of the lecture experience and not simply a inter-
mittent supplementary activity. To fully integrate classroom response
systems into a course, it is necessary for educators to unlock the full
potential of classroom response systems. Over the past several years, the
authors were able to achieve this full integration and gather data from
almost 500 computer science students. The findings, presented in this
paper, clearly indicate that students appreciate the activity and fully
recognize its value as an enhancement to their learning experience, and
do not, for the most part, consider these systems to be a source of dis-
traction or confusion.

1 Introduction

Classroom response systems (CRS) present an excellent opportunity for instruc-
tors to integrate technology into the classroom and with increasing class sizes it
has become more important than ever to devise creative methods for improving
student engagement and motivation. Thankfully, many of the new CRS solu-
tions available to instructors have replaced the hardware “clickers” (which often
represented an additional cost to students) with an application for the ubiqui-
tous smartphone. These systems have also been expanded to include a better
interface for students to review their CRS activities, while still providing excep-
tional opportunities to improve participation and provide for formative feedback.
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Typically, CRS activities are included during a lecture period by presenting the
entire class with a question and then using the CRS to gather and analyze the
responses provided by participants.

Although the most predominant opinion supports the use of CRS in the
classroom for improving engagement and feedback, their remain some studies
claiming that such activities can be detrimental because they can distract or
confusion students. It is the position of the authors that this risk can be min-
imized through the careful integration of CRS throughout the course, so that
the CRS activities themselves are not viewed by the students as a supplemental
(and disrupting) “accessory”. The authors also believe that this integration is
not prohibitively difficult to achieve, and that traditional lectures present sev-
eral opportunities. In addition to an obvious application for the reinforcement of
lecture content, CRS can be used for preparative or introductory exercises, for a
review of a previous lecture, for an opportunity for in-class discussion, etc. CRS
need not be used at every opportunity, but by using the system frequently and
for a variety of purposes, its use in the classroom is less likely to be considered
a disruption by the students.

The authors both deliver undergraduate-level courses in computer science
at their respective institutions, and have each successfully integrated CRS into
several of their courses. These courses, on topics ranging from operating system
design and computer architecture to discrete mathematics and introductory pro-
gramming, would each use several different types of CRS questions on a regular
basis for several different express purposes. From reviewing their own course
content, the authors have identified ten different (but not mutually exclusive)
categories of CRS questions, and that these questions can be used effectively to
meet the needs of the classroom. With this chapter the authors will explore how
this deep integration of CRS into the classroom addresses many of the concerns
that might prevent other educators from doing the same. This chapter revisits
and expands on the conference paper originally presented by Jalal Kawash at
Computer Supported Education (CSEDU) 2018 [1].

The remainder of this chapter is organized as follows. Section 2 discusses
related work in the context of the use of CRS. The categories of CRS questions
that the authors have identified are discussed in Sect. 3 and an example CRS is
discussed in Sect. 4. Section 5 examines two of the authors’ courses (into which
a CRS was integrated) and critically reflects on the student feedback that was
received. Section 6 reviews and concludes the chapter.

2 Related Work

Many educators first consider the inclusion of CRS activities in their courses
as opportunities to improve student engagement, particularly in courses with
very large class sizes. This significant application notwithstanding, CRS systems
offer another, unique opportunity for formative feedback that can be generated
immediately, even in large populations. The feedback provided by CRS can be
used by students to discretely self-assess themselves on a specific facet of a larger
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topic by comparing their own performance against that of the rest of the class.
Simultaneously, the instructor can review the performance of all participants and
assess how well the corresponding material has been understood by the class,
adjusting the pace of the lecture to match the immediate learning needs of the
participants.

Many extensive studies [2–6] support the effectiveness of CRS in delivering
these invaluable opportunities, and nearly all of the surveyed literature supports
the claim that participants are satisfied with the CRS activities themselves.
That said, on more than one occasion [7,8], it has been suggested that bene-
fits attributed to CRS by these research studies might simply be the result of
improving interactivity in the classroom. Nevertheless, since CRS represent an
interactive activity that can be used with a class of virtually any size, it is not
unreasonable to state that this application of CRS is almost universally accepted.
Furthermore, it has been demonstrated that CRS activity performance is a good
predictor of overall performance [9], and that, with no additional effort, CRS can
be used to identify participants that might be struggling [10]. Others [11,12] also
indicated that they used CRS as one of their best practices for student retention.

The effective use of CRS has been shown to benefit student performance as
well. Simon et al. [13] contrasted the performance of students instructed tradi-
tionally against a peer-instructed offering, finding that the peer-instructed sub-
jects (that made extensive use of CRS) outperformed those who were instructed
in a more traditional manner. Similarly, Huss-Lederman [14] reported on a 2-
year experiment in which first-year students showed better learning gains as a
result of using a CRS. More recently, Collier and Kawash [15] presented quan-
titative evidence that CRS questions can be structured and presented in such a
way as to improve a participants ability to retain content, by allowing students
to revisit content that has already passed from short-term memory.

In contrast with these results, some studies have suggested that the inclusion
of CRS activities may not yield any benefits and could in fact actually create
a barrier for some students. Vinaja presented [16] the results of an experiment
where the use of a CRS (alongside recorded lectures, videos, and other electronic
materials) did not result in a performance improvement. In a broader criticism
of in-class discussion in general, Kay and Lesage [4] discussed how exposure to
differing perspectives (that could potentially arise during the discussion follow-
ing a CRS question) might cause confusion. Similarly, Draper and Brown [17]
suggested that CRS activities might distract students from their actual learning
outcomes.

Although those findings are not consistent with the authors’ own experiences,
CRS do require an investment (with respect to both lecture time and prepara-
tion time) and the concern that the activity might be confusing or distracting
cannot be summarily dismissed. Nevertheless, the authors believe that the con-
cerns about CRS activities being disruptive or confusing can be addressed by
an integrated approach. The authors conjecture that, when a CRS is carefully
integrated into the classroom flow (as opposed to being treated as a novel but
disjoint activity) these potential barriers will no longer exist.
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3 Categorization of CRS Questions

The exposure to a different perspective a student might receive notwithstand-
ing, for a CRS itself to be considered confusing it would have to represent an
activity that was unfamiliar to the class. This concern can be easily addressed by
increasing the frequency with which CRS activities appear in the classroom, and
since the investment associated with the use of CRS can be weighed against the
potential benefits previous noted, the greatest barrier to an education choosing
to employ a CRS may be the perception that the system itself might be a dis-
traction. The authors believe this concern can be addressed as well, but in order
to properly integrate CRS activities in such a way as they are neither distracting
nor disruptive, it must first be recognized that a single CRS activity can take
many different forms and address many different needs. By recognizing the role
of a question (and answering the question “what do I expect to gain from this
activity?”) an educator is able to integrate that question into the lecture such
that it will not present a distraction. To this end the authors have established
a collection of categories for the different classes of questions that can be asked
using a CRS. It should be noted that these categories are not necessarily mutu-
ally exclusive – an individual question could belong to more than one category.

Ice Breakers: Ice breaker questions are intended to change or influence the
classroom social atmosphere in a positive way. These are especially important in
the first lecture of a course but can be useful at other times as well. Icebreaker
questions can be used to address any stereotypes and misconceptions about the
course, the instructor, and the students themselves. In the authors’ respective
courses, for instance, the authors have used icebreaker questions to address mis-
conceptions about the difficulty of a subject or the importance and relevance of
a particular topic.

Being aware and addressing social dynamics in the classroom is crucial.
The use of power by educators in learning environments necessitates continued
attention because it strongly influences educator-student relationships, students’
motivation to learn, and the extent to which learning goals are met. Icebreaker
questions can be used to reinforce positive powers (such as reward and expert
powers) and avoid the use of negative powers (such as coercive power).

Material Reinforcement/Content Retention: Questions in this category
typically include variations of the material being discussed and directly apply
the content most recently presented to the students. The interval between the
delivery of the CRS question and the presentation of the corresponding material
can determine how useful a question can be in improving content retention. The
most common practice is to pose CRS questions during or immediately after the
presentation of the corresponding material and, in so doing, the CRS question
becomes a reinforcing activity (e.g., an additional example), albeit one where
student engagement is improved by transitioning students from a passive recip-
ient role into an active participant role. Alternatively, this type of question can
be posed after a significant period of time (typically at the beginning of the fol-
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lowing lecture). This interval entails that the relevant knowledge has passed out
of the short-term memory of the students, and, as a result, the question becomes
an opportunity to revisit and review the corresponding content, improving the
likelihood that it will be retained.

Feedback: Questions in this category are designed to provide immediate and
formative feedback to the students and/or the instructors. Students can use
their performance (relative to the other participants in the class) to self-assess
their knowledge in the topics being presented, identify gaps that may exist in
their current understanding, and even respond immediately to fill those gaps.
With CRS systems that allow students to revisit past questions outside of the
lectures, student can also review their performance over a particular set of ques-
tions, seeking out further resources or assistance as warranted.

The feedback from a CRS activity can also be important to the instruc-
tor, since it allows for the immediate assessment of the understanding of the
class, providing information on whether and where a specific subject needs rein-
forcement. If the class (as a whole) under-performs on a particular question, the
instructor can respond immediately by providing more examples or by approach-
ing the subject from different angles. Instructor feedback questions can also help
in identifying student pitfalls in certain subjects, which can be invaluable in
future course development.

Bridging: Often the best way to transition between one subject to another
in the classroom is through a problem or discussion and these transitions can
be accomplished using CRS questions. While students may not score well on
these questions (as they do not reference specific material that has already been
presented), they provide an opportunity for students to be challenged by think-
ing “outside the box” and/or trying to relate different concepts together. These
bridging questions can be designed to motivate the inclusion of the next topic
in the course, while, at the same time, relating it to the material most recently
presented.

Reflection: After a lecture, The authors often challenge their students to apply
their knowledge using higher-level thinking problems. CRS questions can be
readily used at the end of a lecture, where the questions are discussed and left
with students as homework to answer until the following lecture.

Review: The use of CRS questions in review sessions can make these sessions
more engaging and beneficial to students. The authors were able to organize
review sessions that required little or no lecturing, and these sessions were highly
welcomed by the students. The authors would typically provide students with
a practice set of problems in advance and then, during the review session, the
students were given a series of quizzes (to be completed in small groups). Each of
these quizzes ended in at least one CRS question, testing certain critical aspects
of that particular quiz.
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Fun Injection: Fun injection is a common technique used to keep a relaxed
atmosphere in the classroom, balance the serious tone of the lectures, and give
the students the opportunity to stay engaged. CRS questions can be used to
occasionally inject fun and these questions need not be orthogonal to the lec-
ture (i.e., there need not be an abrupt transition from a serious topic into a
fun injection question). As a clarifying example, a multiple-choice question for
which all of the answers are correct can spark an engaging and entertaining dis-
cussion, while still focusing on the corresponding material! It should be noted
that a question from virtually any other category can be restructured such that
it belongs to the fun injection category as well.

Polling: Since most CRS questions can be configured such that the collection
of responses can be reviewed anonymously, students can participate in polls to
assess their learning, preferred delivery styles, etc. without discomfort. Polling
students on the pacing of the lectures or the difficulty of the exams, for instance,
can grant students a safe way to voice their concerns without sacrificing the
feedback for the instructors.

Attendance: It is worth noting that, in institutions or settings where atten-
dance is a requirement, attendance questions can be easily incorporated into
CRS, avoiding the overhead associated with keeping an attendance tally at the
beginning of every lecture.

Series: While some may argue that the nature of CRS does not allow working on
complex problems and thorough problem-solving techniques, the authors have
used CRS to solve complex problems by presenting them as a series of interre-
lated questions. The step-by-step solution to a complex problem can be converted
to a relevant series of CRS questions that will ultimately form a complete solu-
tion to the problem. This is, in fact, a very practical and effective approach for
teaching students the “divide-and-conquer” problem solving technique.

4 Example CRS: “Tophat”

As noted previously, CRS have developed considerably beyond the initial hard-
ware “clicker”-based systems, and instructors now have a wide variety of solu-
tions to consider that require only that students have access to a smartphone or
laptop computer. Many of these solutions can be easily integrated with what-
ever learning management systems is in use a given institution, and many more
have data collection and analysis capabilities that can be used by instructors for
statistical analysis and by students for summative feedback. For this chapter,
the authors have decided to present results from a course into which the Tophat
classroom response system was integrated. Unsurprisingly, the authors observed
that the vast majority of students use their smartphones for this purpose.

The initial interaction point with Tophat is a website www.tophat.com at
which students register a new account. This web interface can be used by stu-
dents for registering their responses to CRS questions or, upon creation, accounts

www.tophat.com
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can be associated with a mobile phone number, allowing students to interact with
the system using text messaging. For instructors, a Tophat CRS account can be
organized into separate courses, with each course being associated with a set of
“invitations”, broadcasted to the populations of students enrolled in the course.
Figure 1 shows the main course screen for an example course in Tophat.

Fig. 1. Main course screen in Tophat [1].

Figure 2(a) shows an example CRS question as it appears to students;
Fig. 2(b) also shows the question the class response statistics screen with the
highlighted correct answer.

Each course has three main areas:

– Content: where questions and other content are created.
– Gradebook: a database of student activity regarding answering questions.

This activity can be downloaded as a spreadsheet or synchronized with stu-
dent records on a LMS.

– Students: A list of enrolled students and a mechanism to invite more students.
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Fig. 2. Asking a question in Tophat (a) Question screen (b) Class responses and correct
answer [1].

Student responses need not be evaluated by correctness alone, and it is pos-
sible for instructors to reward participation to whatever degree is desired by
specifying the relative weight of each question and the relative weights of the
participation and correctness components. Instructors are also able to specify
the duration of the question (if they wish the question to be restricted to a set
period of time) with students being allowed to resubmit their answers as often
as they wish during that period.
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Many modern CRS offer a variety of question types, taking full advantage
of the different ways a participant can interact with their smartphone or laptop
computer. For the Tophat CRS, there are six question formats that can be cre-
ated:

Multiple-choice: Although the best practices associated with multiple-choice
item creation is a completely separate (albeit worthwhile) topic for research,
multiple-choice questions are easily created with Tophat and certainly represent
one of the most widely used formats. These questions can be supported by charts,
tables, or images as required and can be constructed with any number of possible
answers and no restrictions on how many answers should be considered correct.
Since many students are already familiar with multiple-choice questions, this
format is probably the least likely to make students feel uncomfortable (Fig. 3).

Fig. 3. Creating a multiple-choice question in Tophat [1].
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Word Answer: This format is typically used for questions requiring that stu-
dents respond with only a single word or a short phrase. It is the belief of some
instructors that this format is superior to the multiple choice format because it
requires students to generate a response rather than simply apply a process of
elimination. That said, instructors designing such a question must be careful to
consider all the different variations of the correct response that may be supplied
by the student population.

Numeric Answer: A numeric answer question requires students to enter a sin-
gle number as a response, and while this is obviously very useful for evaluating a
student on his or hers ability to perform a calculation correctly and accurately,
this format shares the same weakness as the previously mentioned word answer
format, in that there may be different variations that should still be consid-
ered correct. In addressing this, the designer of a number answer question with
Tophat can specify a tolerance range for the incoming responses. As a clarifying
example, a tolerance of 1 and a correct answer of 50 would mean that any of the
the values 49, 50, and 51 would be accepted as correct.

Matching: For this format the instructor specifies a list of ordered pairs (e.g.,
corresponding elements, numerical values, etc.) and Tophat shuffles the elements
before presenting. It is then the task of the students to select the corresponding
elements from each ordered pair and reconstruct the underlying relation. Figure 4
shows an example matching question with more responses than premises.

Sorting: Similar to the matching format above, for this format the instructor
provides a sorted list of items that is shuffled before presentation. Students are
then expected to resort the elements of the list before proceeding. Figure 5 shows
an example sorting question.

Click-on-Target: For these questions an image is uploaded and, upon releasing
the question to the students, students are able to click on certain areas of the
image, with the CRS recording the position or region selected by each student.

It is worth noting that the wide variety of question types discussed in this
section can support instructors pursuing a learner-centered approach, because
students of different learning styles may find some types of questions easier to
process (and thus more useful) that others. Verbal learners, for instance, may
find themselves more comfortable with multiple-choice questions, while visual
learners might be better served by questions with the matching or click-on-
target styles. This diversity in the collection of formats available to designers
facilitates attempts to include activities for students of each learning style.

It is worth noting that Tophat (and many other CRS) also feature discussion
forums and subsystems for storing and delivering lectures notes and supporting
files. Although these solutions are certainly useful, they are not necessary for the
integration of CRS activities in the classroom and as such are beyond the scope
of this chapter.
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5 Student Feedback

Both authors of this chapter have used CRS as an integral part of most of
their courses, and in the authors’ experiences, it was only rarely encountered
that CRS were distracting, confusing, or unhelpful. Although it is not unusual
for a student to become confused by a particular question (which is obviously
something that can occur regardless of how the question was presented) it is
virtually always confusion surrounding the material, and not the interface to the
CRS. Furthermore, since the authors integrate CRS into their courses very early

Fig. 4. A matching question in Tophat (a) Creating the question (b) Students’ view [1].
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in the semester, the activity becomes a familiar component of the classroom and
is not typically considered a distraction.

In supporting our claims that an integrated approach addresses concerns
about confusion and distraction, this section presents data collected from two
courses into which CRS was fully integrated. Both are required courses for the
Bachelor’s of Science and the Bachelor’s of Science with Honours programs in
Computer Science. The first is a second-year course dealing with computer archi-
tecture and low-level programming, and the second is a third-year course dealing
with the principles of operating systems.

For the second-year computer architecture course, the data was collected
over a period of two years from 2015 to 2016 and involved 292 surveyed students
- a survey participation rate of 63.6%. During this 2-year period, the course
was offered six times: four offerings during regular terms (one offering per term)
and two accelerated offerings in during summer terms. Consequently, the total
number of students registered in this course during that period was 459, with
class sizes ranging between 43 and 131 students. For the third-year operating
systems course, the data was collected over three regular term offerings from
the period from 2015 to 2017 and involved 327 students, with class sizes ranging
between 90 and 115 students.

Fig. 5. A sorting question in Tophat [1].

Each of the nine offerings described above (in both the former and the latter
course) was developed and delivered by the same instructor, and the Tophat
classroom response system was thoroughly integrated into both sets of lectures.
The university requires instructors to provide anonymous, voluntary surveys
towards the end of each course each semester, so for these surveys, students were
asked to include statements about what the instructor did to help their learning
and were given the chance to name one aspect that was especially effective in
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supporting their learning. It should be noted that, for this question, no options
were presented to the students and the question itself was entirely free-form.

In the computer architecture course, 292 valid surveys were received and
an overwhelming 76.7% of the surveyed students mentioned CRS (specifically,
Tophat) as the most effective aspect in the course that helped their learning. The
remaining 23.3% mentioned visual aids used by the instructor, group work activ-
ities, open-book exams, and the lab assignments. Figure 6 clearly shows that the
CRS dominated the survey participant responses concerning especially effective
supports for each of the six semesters (which have been arranging according to
class size, from lowest to highest).

The authors should note that in Canadian universities, the Fall semester
spans September to December, the Winter Semester covers January to April,
and the Spring semester consists of May and June (there is also a second short
Summer semester in July-August.)

A full table of the values used to create the previous chart is presented in
Table 1. In this table, the rows correspond to the semesters (listed in chronolog-
ical order) and each row shows the class size, number of students participating
in the survey, and the number of survey participants mentioning the CRS as
an effective learning support. The fact that the number of students that men-
tioned CRS specifically never dropped below 73% of the total number of survey
participants is a testament to how well the CRS was integrated into this course.

In the operating systems course, 191 valid surveys were received. Once again
a substantial majority – 73.8% – of the surveyed students mentioned CRS as
the course element that they believed to be most helpful to their learning. The
responses received for this course mirror the data collected for the former course,
and are depicted in Fig. 7 (with offerings again arranged according to class size,
from lowest to highest) and Table 2 (wherein the rows are listed in chronological
order).

The surveys also included questions where participants could specify what
they believe should be changed in order to improve future offerings. Only 2 out
of the 292 survey participants in the computer architecture course complained
about the CRS – one student considered it to be a distraction, and the other,
while openly recognizing the value of CRS, believed the number of CRS questions
presented could be reduced. This means that less than 0.35% of the participants
considered the use of a CRS as a distraction, in stark contrast with some of
the earlier studies mentioned in Sect. 2. Furthermore, less than 0.70% of the
subjects had anything negative to say about the use of CRS. Similarly, in the
operating systems course there were 2 participants (of the 191 surveyed) that
expressed concerns that the CRS questions were distracting and intimidating
(respectively), and an additional 2 participants that echoed the suggestion that
the number of questions be reduced (while still citing the CRS system itself as a
particularly effective learning support.) We attribute this overwhelming positive
response to the fact that our integrated approach has made the activity familiar
and non-disruptive, without sacrificing its effectiveness as an engagement and
feedback tool.
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Fig. 6. Summary of student feedback for the computer architecture course [1].

Table 1. Student feedback details for the computer architecture course [1].

Semester Course
enrollment

Survey
participants

Participants citing CRS
specifically

Winter 2015 120 79 58 (73.4%)

Spring 2015 43 33 26 (78.8%)

Fall 2015 50 35 30 (86%)

Winter 2016 131 89 68 (76%)

Spring 2016 45 25 19 (76%)

Fall 2016 70 33 26 (79%)

Total 459 292 224 (77%)

Digging deeper into the student free-form written comments, many students
thought the use of Tophat CRS was engaging. As one student put it:

“Tophat kept me motivated to come to class and made the class fun.”

The students also praised the usage of the CRS for its ability to reinforce the
material. Some of the student comments included:
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“Tophat clarified confusing concepts.”
“Tophat cements the knowledge in your head.”
“The Tophat questions worked great and help ensure you actually under-
stood what you though you understood.”

It is obvious from these comments that well-crafted questions, when properly
integrated into the lectures, can help alleviate the illusion of understanding and
deal with learning uncertainties by providing an opportunity to practice material
and receive immediate, formative feedback. Other participants added:

Table 2. Student feedback details for the operating systems course.

Semester Course
enrollment

Survey
participants

Participants
citing CRS
specifically

Winter 2015 90 54 44 (81.5%)

Fall 2016 122 85 53 (62.4%)

Winter 2017 115 52 44 (84.6%)

Total 327 191 141 (73.8%)

“Tophat ironed out pretty much all mid-lecture uncertainties.” “The feed-
back from the Tophat questions allowed you to adjust your focus to areas
of need.”

Fig. 7. Summary of student feedback for the operating systems course.
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Properly integrated questions can help the instructor better explain diffi-
cult concepts, by deconstructing the problem into smaller pieces and giving the
students the chance to actively work on these problems, rather than turning
the students to passive recipients of information. In support of this claim, we
received the following participant comments:

“Tophat was particularly helpful in understanding tricky concepts.”
“Tophat questions were very effective in providing a chance for students
to try out new concepts.”
“The Tophat questions basically forced you to focus and apply the knowl-
edge.”
“Tophat are some of the most effective tools and more effective than how
other profs use them.”

It is clear that many of these comments echo the well-established benefits
associated with the use of CRS. We also believe that the results of our two-year
investigation provide strong support our claim that a full integration of CRS into
the classroom addresses virtually every concern an instructor might have about
adding CRS to their own courses. Although effective CRS integration represents
the same kind of investment of time and effort that would be expected of any
best practice, we believe our investigation has clearly demonstrated that the
barriers can be addressed without sacrificing any of the benefits.

The authors have both witnessed this firsthand in their respective courses.
The following case (exemplifying this feedback process) occurred in an intro-
ductory computer science course during a module on database management. By
this point in the course (typically week 9 of 14), students have been exposed to
both propositional logic and set theory and have explored (and been assessed
on) both topics in detail, and the lessons in question are part of an introduction
to structured query language (SQL). Since elementary query design is a prob-
lem that requires both propositional logic and set theory, it is a logical “next
step” in the course. After a discussion of query design with SQL, the following
“feedback-type” classroom response system question was presented to one of the
classes (alongside specifications for a Children table and a Mother table):

“Which of the following SQL statements will get back all the Children that
have a biological Mother from Calgary? (You may assume that, because Chil-
dren and biological Mothers have a one-to-many relationship, the primary key
(SIN) of Mother was added as the column MOTHERSIN to the Child table.)”
The format of this question was multiple-choice, which the following responses
available to the students:

(a) SELECT * FROM CHILD, MOTHER
WHERE MOTHER.CITY = “Calgary”

(b) SELECT * FROM CHILD UNION SELECT * FROM MOTHER
WHERE CITY = “Calgary”

(c) SELECT * FROM CHILD IN SELECT * FROM MOTHER
WHERE CITY = “Calgary”
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(d) SELECT * FROM CHILD INNER JOIN MOTHER ON
MOTHER.SIN = CHILD.MOTHERSIN and MOTHER.CITY = “Calgary”

The correct answer to this question is response “d” but when reviewing the
responses received (with the class, very shortly after query design with SQL
had been discussed) it was found that only 22.9% of respondents submitted the
correct answer. The response distribution for this question is shown in Fig. 8.

Fig. 8. Response distribution for the SQL question.

Although this result, in and of itself, is invaluable for instructors (and indi-
cates that the majority of students are not yet comfortable with this topic and
the lecture should not yet proceed to subsequent material), a quick, “on the fly”
examination of the response distribution is very informative.

Response “c” was syntactically incorrect and invalid, but the fact that this
response was chosen by only 5.7% of respondents indicates that SQL syntax
was not an issue at the moment. Incorrect response “b”, on the other hand,
was selected by 28.6% of respondents and so any possible explanations should
not be summarily dismissed. This option was included to ensure the participants
understood the role of the set theory operations discussed earlier in the semester,
and the incorrect respondents (although somewhat understandable since union
was a set theory concept that had been practiced mostly on numbers and not
database table records) could be easily corrected by revisiting the concept. Sim-
ilarly, response “a” (the most frequently selected incorrect response at 42.9%),
differs from the correct response by only the absence of a join condition, and it
was thus decided by the instructor to revisit the concept of joining tables before
proceeding further.

6 Conclusion

The body of research supporting the claim that classroom response systems
improve the learning experience (and are thus valuable to students) is extensive.
Numerous studies have discussed the benefits associated with CRS - for providing
feedback opportunities, improving student engagement, motivation, knowledge
retention, etc. - but contrary to this large body of research there remain concerns
that CRS can present a barrier to learners that perceive its usage as diverting
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or confusing. With this examination, the authors (each of whom have delivered
courses that used CRS extensively) have demonstrated that CRS can be fully
integrated into courses such that the system becomes comfortable and familiar to
students, while still delivering the benefits noted previously. In these courses, the
use of the CRS was not a gratuitous activity, and as a result the overwhelming
majority of students did not consider the CRS to be an unnecessary disruption.
In this chapter, the authors have provided a classification of categories for the
different CRS questions that the authors believe clarifies how these activities can
be fully integrated during lecture design. The authors have also discussed a well-
known CRS system, called Tophat, exploring how it can be effectively used as
more than just a supplementary activity. The authors have also presented a large
body of data and student feedback, collected from hundreds of students subjected
to this integrated CRS approach, over 9 offerings of two undergraduate courses
in computer science over the period of 2 years. This feedback overwhelmingly
supports the claim that CRS, more than any of the many other activities in
use, was the most effective feature for enhancing student learning. Only three
students from a population of 483 expressed concerns that CRS was a distraction
from their learning, and as this is a mere 0.62% of the surveyed population, the
authors believe that the full integration of CRS into the classroom will obliterate
any perceived dangers of impeding student learning.
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Abstract. Virtual Reality (VR) technologies become a promising tool in the
context of learning especially for learners with learning disabilities, because of
their technological specificities that differentiate them from the traditional
learning environments. The development of educational virtual environment is a
complex task due to the interdisciplinarity intrinsic to VR and its cognitive
aspects. This paper describes a research work whose objective is to propose a
solution based on virtual reality to enhance the traditional learning to acquire
orientation skills in the LUSI class. This research work identifies some limita-
tions with existing solutions and studies the design and operationalization of
learning situations in the form of scenario models. Our aim is providing trainers
with an educational toolkit, thus allowing them to recreate virtual reality sce-
narios and assess the learners’ progress for learning orientation skills.

Keywords: Virtual learning environments � Educational virtual environment �
Pedagogical scenario � Orientation skills

1 Introduction

Virtual Reality (VR) technologies become a promising tool in the context of learning
especially for learners with learning disabilities, because of their technological speci-
ficities that differentiate them from the traditional learning environments. VR can be
described as a set of technological tools that support the creation of synthetic, highly
interactive three dimensional (3D) spatial environments that represent real or non-real
situations. This description shows that VR can be pedagogically exploited through its
unique technological characteristics that can be compiled as follows [31–33]: creation
of 3D spatial representations, namely virtual environments (VE); multisensory chan-
nels for user interaction; immersion of the user in the VE and intuitive interaction
through natural manipulations in real time.

Mikropoulos and Natsis [33] define a Virtual Learning Environment (VLE) or
Educational Virtual Environment (EVE) as a virtual environment that is based on a
certain pedagogical model, incorporates or implies one or more didactic objectives,
provides users with experiences they would otherwise not be able to experience in the
physical world and redounds specific learning outcomes. Huang et al. [23] refer to
Virtual Reality Learning Environments (VLRE) when they speak about environments
based on VR used in educational applications.
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There are numerous research studies on VR technologies for teaching and learning
[13, 22, 30] establishing the advantages of using VR in education. We also note that
with the appearance of the virtual reality, the computing allows to offer new experi-
ences to the users thanks to possibilities of interaction and immersion which are even
more performing. These possibilities are of great interest in the learning domain
because they allow the creation of original and dynamic learning situations detached
from the constraints that can exist during real training (danger, cost, uncertainty) and
bringing specific advantages (enrichment of situations, replay, etc.) [3, 4, 10, 26, 35].
But Martin-Gutierrez et al. [29] note also some limitations due to the missing of studies
on educational designs for a better integration of VR. Existing design-oriented studies
are limited [5] but educational design is an integral part of the work all teachers
perform [21] and there is a shortage of relevant practical and conceptual tools to
support teacher design [5, 36]. Design is a complex task, in particular in the domain of
virtual learning environments, due to the interdisciplinarity intrinsic to VR and its
cognitive aspects.

We present in this paper a research work whose objective is to propose a solution
based on virtual reality to enhance the traditional learning to acquire orientation skills
in the LUSI1 class. This research work took part of the ARVAD project [1, 39]. As part
of this research project, we worked with a LUSI class of twelve learners aged 16–18.
The major difficulty of this public is managing their stress, which can be caused by
several factors, including their own delay or the forgetting of the transport card, the
delay of the bus, the noise, and the crowd. Our aim is to provide solutions to this
problem of autonomy by using the techniques of virtual reality.

We shall propose in this project solutions to structure the learning situations in
formalism understandable for teachings and interpretable by the machine, adaptive and
reusable according to the context. The research questions of this study are relative to the
activity of design and operationalization of the pedagogical scenarios by the teachers-
designers [30] in the target VRLEs. As part of this research, we study the design and
operationalization of several learning situations in a virtual reality environment. The
initial proposal of this research effort has been discussed in [11, 38, 39, 45].

This paper is structured as follows: the next section will present context and
objectives of our project and the main stages of the design of the orientation skills
process. We present in Sect. 3 the related research works on virtual reality and
instructional design. Our proposal is presented in Sect. 3. A discussion is made in
Sect. 4 on results of the pilot study we carried out to verify the usability of the
developed environment [37]. We draw a conclusion and present our research per-
spectives in the last section.

1 Local Units for School Inclusion.
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2 Context of This Research Work

2.1 The ARVAD Project

The ARVAD project was conducted in collaboration with the Technology Enhanced
Learning (TEL) Engineering research team of the LIUM2 laboratory, the INSH3 labo-
ratory and the Robert Buron High School4 in Laval (France). This project is financed by
Laval-Agglomeration. The aim of this research project is to propose a solution imple-
mented in virtual reality environment to enhance the traditional learning to acquire
orientation skills in the LUSI class. Our goal is to facilitate this learning through digital,
and to provide trainers of the LUSI class with an educational toolkit, allowing them to
recreate virtual reality scenarios and to assess the learner’s progress. We followed a
constructivist teaching approach based on problem situations, and a virtual reality
environment to develop automation that can be latter exploited in a context of orien-
tation skill acquisition. The challenge of this research project relies on the interest of
digital technologies in the learning for young people with cognitive disabilities.

2.2 The Local Units for School Inclusion

The Local Units for School Inclusion (LUSI) welcome pupils with cognitive or mental
learning disabilities. The main goal of education in LUSI class is the development of
autonomy and long-term professional integration in the labor market. LUSI class
provides to pupils classroom accommodations and a specific educational program
consolidating and developing adapted apprenticeships (general and professional edu-
cation) with the alternation of collective and individual workshops. Teaching program
includes general and specific learning facilitating social integration and autonomy
(orientation skills, hygiene, etc.). As lack of skills for independent mobility can be a
real barrier in everyday life, orientation activity becomes a daily practice. Different
pedagogical learning approaches are taken: from the study of reading a map to real
orientation activities in the city.

In LUSI class we distinguish two types of disorders, cognitive [25] and psy-
chosocial [2, 15]. Some characteristic behavior of pupils is to adapt themselves to
places; to the people they meet by having the proper attitude. They have no intro-
spection activity and they have major difficulty explaining why they are doing some
action. Major cognitive problems are located in four domains: memory, sense of time,
reasoning and the space notion. The identified psychosocial problems are located on
three domains: attention, motivation and self-esteem.

Several research studies have studied the issues related to the assessment and
rehabilitation of these disorders. Sehaba and Hussaan [43] cited some examples based
on clinical tests dealing with different cognitive functions, such as working memory
[16], attention [27], auditory perception [35], oral and written language [8].

2 https://lium.univ-lemans.fr/.
3 https://www.esiea.fr/equipe-insh/.
4 http://reaumur-buron.paysdelaloire.e-lyco.fr/.
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The evolution of computer science has led to the development of several digital
solutions for cognitive and linguistic remediation.[7, 9, 14, 40, 42, 43] noted that these
kinds of solutions have the advantage of being more flexible and easily accessible.
However, most of them do not adapt to the specificities and needs of each user.
Research works establish a close relationship between digital environments and
teachers’ practices and responsibilities in defining new pedagogical strategies within
this type of training units. In our work, we address the issues of designing and oper-
ationalizing pedagogical situations enhanced by VR environments in an engineering
approach based on scenario models.

3 Learning Scenarios Oriented Virtual Reality

3.1 Related Work

Design of Virtual Reality learning environments (VRLEs) or Educational Learning
Environments (EVEs) is a task that poses new technical difficulties, induced by the
interdisciplinary intrinsic to the VR (graphic computer, haptic devices, distribution, etc.)
and cognitive aspects (respect of the learned task characteristics, transfer of learning to
the real world, etc.) [6, 28, 44]. Research has often focus on technical issues and
discussions on how VR can be integrated into curriculum and relate to the learning
process. Huang et al [23] propose a theoretical framework supporting instructional
principles to facilitate building novel VRLEs. But they discussed only the pedagogical
aspects influencing the learning process when designers apply a new VR technology to
educational settings. According to the model of technology integration [34], VRLE’s
design should combine three sources of knowledge: technology, pedagogy and content.
A VRLE includes an educational simulation, which is built around a set of learning
objectives. The description of the educational simulations has to take into account the
technological environment specificities (structure and dynamics). To fully describe the
learning experience, designers of VLREs also need to specify the pedagogical
requirements, in order to describe precisely the operationalization and the control of the
activities in the environment. Tools by themselves do not teach; appropriate theories
and/or models to guide the design and development of this technology are needed [12].
We might consider both didactic situations and scenario model. We analyzed the various
research works that studying the question of scenario model design in VR domain.

[10, 4] propose a model based on a centralized and indirect control of an emergent
simulation from learning scenario content model. In this model, the environment is
populated with autonomous virtual characters and the user is free from his/her actions.
Learning scenario design is realized in two steps: dynamic objectives are determined
from the user activity, and then a learning scenario is generated by these objectives and
implemented through simulation adjustments.

Trinh et al. [46] provide models for the knowledge explanation for virtual agents
populating virtual environments. This knowledge focuses on the structure and
dynamics of the environment as well as procedures that teams can perform in this
environment. This makes it possible to ensure the different semantic constraints in VR:
(1) internal properties of the spatial object, (2) spatial relationships between a set of

A Virtual Learning Environment to Acquire Orientation Skills 59



spatial objects, and (3) semantic of spatial interactions (for example, before and after
the state of the spatial tasks).

Sehaba and Hussaan [43] propose a serious adaptive game for the evaluation and
rehabilitation of cognitive disorders; their system makes it possible to personalize the
course of games to each patient according to their capacities and competences. The
architecture of the system organizes the knowledge in three layers: domain concepts,
pedagogical resources and game resources. The main objective of this work is to reuse
this architecture in different fields of applications and different serious games.

Fahim et al. [18] ensured that the generic side of the POSVET pedagogical scenario
model through the use of the MASCARET meta-model, allows to reuse pedagogical
scenarios on different platforms. The main advantage of POSVET is to allow the
adaptation of educational activities and to offer to learners a control on their learning.
This work aims at adapting the educational scenario to the learners’ needs but doesn’t
offer solutions for assisting the teachers in their design process.

Marion et al. [28] propose a learning scenario model that describes machine-
readable educational activities in a virtual environment, in a generic way in terms of
learning domain, type of task to carry out and learning strategy. The author uses a
virtual environment meta-model that provides an abstract representation of virtual
environments to allow its model to be both generic and machine-readable.

Chen et al. [13] propose an analysis that focuses on the improvement of a peda-
gogical design model of virtual environments using formative research. They propose a
theoretical framework which identify four principles of pedagogical scenarios’ real-
izations: (1) the conceptual principle that guides the learner towards the information he
must consider; (2) the principle of metacognition that explains to the learner how to
think during learning; (3) the procedural principle that indicates how to use the
information available in the VRLEs; (4) the “strategic” principle that allows the learner
to analyze the learning task or problem to be solved.

3.2 Lessons Learned and Issues from Existing Works

These research works overcome some limits identified in [10] that are related to the
limited reactivity of the system or pedagogical control of the adaptation approaches.
The models proposed improve the way to explicit knowledge [5, 46] or the pedagogical
design of virtual environment [13] or permit the personalization of the course [43]. To
overcome the lack of dynamic of the pedagogical scenario design, some works [10, 46]
embed virtual agents in the virtual environment. But these works still limit the use of
the virtual environment to predefined knowledge and learning activities. In [10],
experts can enter their own model in a graphical editor that relies on a formal repre-
sentation directly interpretable by computer systems. The meta-model approach
developed by [28] also permits to experts to generate their virtual environment. But,
despite these interesting approaches, they do not address in particular, the problem of
the definition and adaptation of scenario models directly by the trainers according to the
pedagogical situations they might encounter and the technical VR environment.
Trainers/Teachers can still not adapt by themselves the pedagogical scenario according
to the learner profiles and enable a gradual learning process. Our main concern is to
propose solutions to trainers to help representing scenario according to their own
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pedagogical needs in new environments such as those dedicated to virtual reality. As
part of this research, we study the design and operationalization of several learning
situations in a virtual reality environment. We are particularly interested in learning
design activities by means of scenarios models, by the teachers themselves, to enable
them to design learning situations in virtual reality environments to ensure the
achievement of their educational objectives. Last but not least, it is important to take
note that the implementation of these scenarios always requires an extra effort in order
to meet different technical, pedagogical and content constraints required by this type of
environment [34].

4 Our Contributions

As stated by [29] younger students have always lived surrounded with technologies and
are digital natives [41] but relationships between technology and learning are not
evident and virtual technologies are not an exception to this. But an investigation by
[32] found that students had a favorable attitude towards these technologies in the
educational process. Studies in the scientific literature linking virtual technologies with
improvements in particular in students’ social and collaborative skills [24] and stu-
dents’ psychomotor and cognitive skills [19] allowed us to suppose that the use of
tablets, smartphones or video games in their daily life, and the attraction they show for
all these devices suggest that virtual technologies can be beneficial for both learning
and autonomy development.

In order to achieve our objectives, we adopt an iterative and participative approach
involving a representative teacher [44]. Design occurred before, during and after
prototype’s implementation. Participants (teacher and researchers) to the design process
developed their design using a broad-to-specific pattern in iterations [5]. In a first time
we analyze and model existing learning situations, develop a functional demonstrator
and test the usability and relevance of the demonstrator in real situations. During the
analysis phase, we tested the technical acceptance of virtual reality environments
through the manipulation by the LUSI class learners of two well-known 3D video
games based on displacement situations using a joystick. This test proved that learners
were very comfortable with these environments and associated peripherals. In order to
define the practices and put them into perspective with the theories and methods of
learning adapted to the target audience, we observed for a period of three months in the
LUSI class the different pedagogical situations. Based on this study, we proposed
pedagogical models to be implemented in the future virtual environment. These models
may offer the possibility to trainers to define their own scenarios according to the
learner’s profile and the pedagogical situation.

4.1 Example of a Learning Scenario Oriented LUSI Class

The LUSI class learners were asked to carry out various educational activities related to
orientation skills so that they could develop more autonomy in their personal and
professional lives. We observed these activities, depending of two categories of ped-
agogical situations (High School category and City category) and synthesized them in
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Table 1. The activities being carried out can be characterized with different variables
and parameters in accordance with the needs of the teaching staff of the LUSI class. For
instance, an activity “work stress management” can be adjusted with the variation of
the level of stress by adding “noise” as parameter (Table 1).

Thanks to the observation process, we are able to propose a version of a model of
scenarios (as illustrated in Fig. 1), which leads us to propose a conceptual model of
different pedagogical scenarios based on the needs of the referring teacher. Figure 1
illustrates the course of the learning situation related to Activity 1, beginning with
Activity 0 (Table 2). The objective of this activity is to locate different places on a
map. The pedagogical strategy being used in this example is to work individually, and
afterwards collectively for the correction.

Thus far, we note that the given scenarios are adaptable to the learners’ progress
(suggesting an itinerary to be followed first with visual and/or audible indications or
without indication, adding noises from environments, etc.). In the suggested scenarios,
the general objective of having learners move independently while managing stress
with a map and benchmarks in the environment is fulfilled. In the meantime, we have
identified several intermediate objectives that allow for a gradual learning towards this
general objective (Fig. 2). Each intermediate objective is composed of a pedagogical
sequence, which is divided into activities. The sequences are independent of one
another because they do not respond to the same intermediate objectives.

Table 1. Example of variables for an orientation skill activity [39].

Activity name Stress Parameters
Noise Timer Obstacle
With Without Display Duration Present Absent

Yes No Limited Unlimited

Table 2. Example of orientation skills activities achieved in LUSI class [39].

Activities Objectives Variables

High School category

Activity 0 Preparation for activity 1
& activity 2

No variable

Activity 1 Locate places in high
school (with numbers)

Type of maps (1a: map with many words and images indices, 1b:
map with many word indices, 1c: map with few words and image
indices)

Activity 2 Identify places in high
school (with colours)

No variable, only the map with many indices is used

City category

Activity 0 Preparation for activity 1
& activity 2

No variable

Activity 1 Locate on a city map No variable
Activity 2 Locate important places

with a grid
Search strategy with imposed grid
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The set of these sequences constitutes a group of activities. The teacher assigns a
specific sequence to one or more learners depending on their competency levels on
orientation skills. In our study, we distinguish two groupings of learners according to
two competence levels:

Fig. 1. High School category – Progress of activity 1 (Table 1) [39].

Fig. 2. Progress of activity 1 (Table 1) [39].
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• Group 1: is the grouping of learners with a low level of competence on orientation
skills. For example, group 1 always starts activities with a simplified map because
they have difficulty moving on a complex map (with a lot of path choices).

• Group 2: is the grouping of learners with an average level of competence on
orientation skills. For example, group 2 always begins activities with a complex
map because we consider that they are able to move with a simple map.

We found that for the same objective, the teacher does not evaluate the same
competency:

• For the same objective, the same activity may be used, but with lower or higher
level of requirements according to the handicap and education level.

• For the same objective, activities of different (gradual) levels may be used.

To evaluate the learner progress, a scale is used by the teacher according to the
academic evaluation system (acquired, being acquired, almost acquired, not acquired).
This makes it possible to locate them in relation to their competence booklet. Figure 3
illustrates an example of a learner’s pedagogical path with the different adaptations
(change of activities, adaptation of objectives, etc.).

4.2 The ARVAD Environment

We proposed a set of specifications characterizing a virtual reality environment and
adapted to specific needs and scenarios according to the analysis and modeling of
existing pedagogical situations. This allowed the development of a virtual environment

Fig. 3. The progression of a learning path with a complex map [39].
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enabling the pedagogical team to define orientation skills scenario sand learners to
carry out the activities related to the objectives set. For carrying out these activities, the
learner has a joystick, a synchronized tablet displaying a 2D map, and visual indices
(images or texts) (Fig. 4). We developed a non-immersive virtual reality environment
in the form of a window into a virtual world displayed on a computer monitor and the
interaction made via a mouse or a joystick.

To set up the orientation skills activities, the teacher uses a configuration interface
communicating with the ARVAD execution environment. This interface permits:

• Management and configuration of the travel plans;
• Management of learners or group of learners, set up of activities according to

learning profile and pedagogical progression;
• Analysis of the results of the activities achieved;
• Management of the learner’s accounts.

As shown in Fig. 5, the ARVAD execution environment integrates a model of
orientation skills scenario and the 3D environment (a labyrinth). A server is dedicated
to the management of data and resources. An instance of the 3D orientation skills
scenario model is defined through the setting up of the activities generating a scenario
for a learner or a group of learners.

Fig. 4. ARVAD environment screenshot [39].
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The environment includes two main parts. The first one is dedicated to the learner,
playing the scenario defined by the trainers. The second part (not developed at this
time) will allow the teacher to set pedagogical scenarios according to the learner’s
profiles and their pedagogical progression and save the results to track the progress of
these learners.

The virtual environment has been developed with the cross-platform game engine
Unity as a desktop version, where the user navigates using a joystick, related to a tablet.
The design of the scenes did not try to provide authentic situations but only one close to
the reality. Data of the various games play by each learner are recorded in databases.

The software architecture of the ARVAD environment is illustrated in Fig. 6. It is
composed of two functionalities modules, a teacher’s module and a learner’s module.
The teacher may manage a learner sessions to create, modify or remove a learner
profile, and define activities for learners or group of learners. During a session, he can
manage tracks/indicators to visualize the different activities achieved by learners or
group of learners for a period of time selected. Some indicators may be: date, learner
code, number of activities achieved by a learner, distance travelled (by activity), and
success or not of an activity. The teacher can export the results. When defining a
scenario, the teacher can manage orientation skills activities and set up or associate a
map (mapping map). When learners play a session they can read the instructions at any
moment to achieve their activities (hear or read the indication) according to the
teachers’ settings before moving into the environment with the joystick. They can
visualize their orientation plan and gets their position in the environment and ask for
help at any moment in the game by clicking. Different types of aid are given according
to the teachers’ settings. At any moment it is possible to restart the activity from the
beginning. The last attempt is recorded. Pause/Exit permits to the learners to take a
break at any moment. This pause is not taken into account when the activity is timed.

Fig. 5. The ARVAD execution environment [39].
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5 Pilot Study and Results

This section provides first a description of the pilot study and then describes the
methodology for the evaluation of the VR based environment and gives and discusses
results.

5.1 User Story

In order to assess the feasibility and the usability of the ARVAD environment, we
conducted a pilot study. We defined with the teacher referent a set of objectives to
evaluate if the functionalities and modalities of interactions (Table 3):

• Are well adapted to the LUSI class learners;
• Allow one or more skills to be easily worked;
• Allow one or more skills to be easily evaluated.

The experiment scope does not still permit to evaluate the pedagogical approach
effectiveness. This pilot study was realized with nine learners (aged between 15 and 18)
from the LUSI class at the Laval Robert Buron high school, in France. With the
pedagogical team, we organized the learners into two groups according to the abilities
and skills of each one. Table 4 shows an overview of the profiles of each group.

Fig. 6. ARVAD software architecture [39].
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5.2 Research Methodology

The pilot study was used for this research along with quantitative and qualitative data.
The aim was to evaluate qualitatively the feasibility of the pedagogical approach and
some aspects of the usability of the virtual environment. We empirically verify
usability criteria of the environment such as learnability, efficiency, memorability,
errors or satisfaction [37]. According to the model of [17], we evaluate the concept of
attitude, mainly the concept of perception of the user. To do so, we define a list of
objectives (Table 3) to observe how the perception of content on the screen (visibility,
display, texture) was perceptible, the perception of the contents on the shelf and the
link between the tablet and the main screen. We define a protocol based on two
learning groups (Group 1 and 2) and four steps: pre-test, test, post-test and results
analysis. Figure 7 proposes an activity diagram of the pilot study process.

During the first step, the pedagogical team organized learners in two groups
(Table 4), prepared an orientation map (on paper), the activities to be realized (dura-
tion, objective) and defined evaluation criteria (according to the skills to be tested for
each group). The teacher then worked the orientation activity with the learners of the
two groups (paper based map). For the post-test phase, an evaluation grid has been
developed by researchers and a questionnaire for learners according to the objectives of
the pilot experiment to evaluate the virtual environment during the learner’s activities
(Table 3). The map and the learning game scenario model were operationalized on the
tablet and in the prototype of the virtual environment. In the second step (test), each
group of learners plays their learning game scenario in the virtual environment. During
each game session, the research team observes the learners’ activities and notes their
observations on the evaluation grid. For each objective (Table 3) we evaluate if the
learner was able to achieve it. In the third step, the researchers submit a questionnaire to
the two groups of learners. The objective of this questionnaire is to have a learner’s
feedback on the realized activities. The questionnaire was submitted by oral and the

Table 3. The pilot study objectives [39].

O1 The learner gets to locate easily on the map (tablet)
O2 The learner is able to move easily in the virtual environment
O3 The learner can easily visualize the indices (image, pictogram)
O4 The learner understands the link between the tablet and the virtual environment
O5 The learner is able to move with visual or textual aid in the virtual environment
O6 The learner is able to make the link between the positioning in the 3D environment and

the positioning on the tablet (use the aid)

Table 4. Learner’s group profile [39].

Group Size Capacities and skills

1 4 Difficult access to reading or very difficult understanding of instructions.
Use of pictograms

2 5 Easy access to write and understand a simple instruction
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research team recorded answers. Finally, in a last step, the researchers conducted an
analysis of the results and defined the improvements elements to the virtual
environment.

During the test step, each group realized 3 sets of scenarios of the same activity
(moving from point A to point B) but with a different variant depending on the group
(with visual aid for Group 1 and with textual indications in Group 2). The skills to be
evaluated were not the same for the two groups.

For example, among the skills to be assessed for Group 1, we can cite:

• I know how to go from a point A to a point B on the tablet map without indices.
• I know how to go from a point A to a point B using the visual aid in the virtual

environment.

Fig. 7. Activity diagram of the pilot study process [39].
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Each learner was asked individually to study the map on a tablet, which is the
reproduction of the one that was played in class. Then he/she explains what he/she
should do, before realizing his/her activities in the virtual environment. At any moment
they could get help (by asking directly to the project team members conducting the
experiment) or by clicking with the joystick to spot on the map of the tablet where they
were located in the environment. The time (in seconds) and distance covered (in
meters) were recorded in order to evaluate the efficiency according to the mode of use.

Three series of displacement (scenarios) per learner were proposed (Table 5). The
project team monitored the process, observed the learner’s activities and questioned the
learner at the end of the session on the basis of the planned questionnaire and noted
observations on the evaluation grid.

5.3 Results and Discussions

The analysis of the results from the post-test questionnaire submitted to the learners and
the evaluation grid completed during the test (results presented for Group 1 in Tables 6,
7 and Figs. 8, 9), made it possible to verify some of the usability criteria. The feasibility
of the approach was validated as learners of the two groups were able to move in the
virtual environment, locate themselves on the map in the tablet (tracing the requested
itinerary) and achieved a series of activities (no abandonment). Only one learner
(learner 4) unfamiliar with the joystick had some difficulties during the series (can be
observed through the travel time recorded). Objectives O1 to O3 in Table 3 were
satisfied. Some learners had more difficulties to understand and use the link between
the tablet and the virtual environment (O4, O6 in Tables 3 and 7). Those who did not
use the link with the tablet and the help proposed (by clicking with the joystick),
randomly explored the environment for the first attempt in search of the arrival point.
Then they used their memory to locate objects to achieve the series of displacement,
thus the time taken to complete the activity or the covered distance in the two first
series was greater, in a ratio of 1 to 3 for the time in the case of learner 4 compared to
the best results of learners of the Group 1.

The time taken to complete the activity and the covered distance was variable
according to the learners without being directly linked to the different types of help
proposed. Objective O6 seems more difficult to achieve. We still noted in series 3
(changed start and arrival points - no indices provided in the virtual environment) that
time and covered distance was greater for the two groups (see results Table 6, Figs. 8
and 9 for Group 1- except for learner 2 and 4). We observed that Learner 2 used
systematically the aid provided in the environment but the results (in terms of distance
and time) were not better than the others (except for the last series).

Table 5. Displacement series for the two groups of learners [39].

Series Description

1 Same departure and arrival point of the paper map
2 A new departure and arrival point with indications
3 A new departure and arrival point without indications
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Table 6. Results of Group 1 [39].

Learner Series Distance Time Help

1 1 31.2 51 0
2 25.9 47 0
3 51.5 133 2

2 1 30.8 66 5
2 25.8 58 5
3 21.3 34 6

3 1 36.1 82 0
2 21.7 51 0
3 53.9 122 1

4 1 32.1 143 0
2 24.9 103 0
3 28.4 127 0

Fig. 8. Results of Group 1: distance travelled (in meters) [39].

Fig. 9. Results of Group 1: time of travel (in seconds) [39].
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The first two series permit to verify the usability of the prototype and the skill (I
know how to go from a point A to a point B using the visual aid in the virtual
environment). In the last serie, learners enable to locate themselves in the environment
with the use of indices despite change with the points of departure and arrival. Learners
used more internal skills instead of exploiting the link between the map on the tablet
and the environment. Group 2 presented results rather similar as Group 1.

6 Conclusion and Perspectives

The use of virtual reality techniques has shown their effectiveness in the field of
learning, but some limitations have been identified notably for the design of learning
environment by teachers themselves. We based our research study on the framework
proposed in [36] and results of previous works [11, 38, 45]. Design of VRLE should
combine three sources of knowledge: technology, pedagogy and content beginning
with pedagogical affordances to maximize learning outcomes [20]. Existing research
works exploiting pedagogical scenario model do not always allow teachers to adapt the
learning situation to the learner’s course. Our findings from these works show that the
learning scenario design is tackled with virtual agents embedded in the environment.
Most models proposed are specific to a particular domain and technical environment.
The scenario model must be planned from the early times of design of the environment
where all the possible situations must have been considered.

The aim of the research presented in this paper has been to propose a learning
environment exploiting virtual reality and scenario-based models that could be adapted
by teachers to learning situations in the context of learners with cognitive disabilities.
This research work identifies some limitations with existing solutions and studies the
design and operationalization of learning situations in the form of scenario models. It
takes place in the context of LUSI class and involves a specific learning situation of
acquisition of orientation skills. We propose a solution based on virtual reality

Table 7. Results of Group 1 by objectives for each series of activities [39].

Learner Series O1 O2 O3/O5 O4 O6

1 1 Ok Ok Ok Ok No
2 Ok Ok Ok Ok No
3 Ok Ok - Ok Ok

2 1 Ok Ok Ok Ok Ok
2 Ok Ok Ok Ok Ok
3 Ok Ok - Ok Ok

3 1 Ok Ok Ok Not clear No
2 Ok Ok Ok Ok No
3 Ok Ok - Ok Ok

4 1 Ok Ok Ok Ok No
2 Ok Ok Ok Ok No
3 Ok Ok - Ok Ok
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technology to enhance traditional learning and provide trainers with an educational
toolkit, thus allowing them to recreate virtual reality scenarios and assess the learners’
progress for learning orientation skills.

We have developed our own environment rather than reusing existing solutions
because they do not allow us to deploy our learning scenario oriented LUSI class. The
solution produced is authentic but in a simplified reality that can be complicated
according to the learner’s learning profile and promotes repetition which is an
important learning spring for this learner audience. The pilot study based on qualitative
evaluation validated the feasibility and usability of the pedagogical approach imple-
mented in the virtual environment. The main improvements relate to the teacher part, to
permit the adaptation of learning scenario to the learners and enable their monitoring.
We aim to develop an editor that will facilitate the simple conception or parameteri-
zation of scenarios in different environments (simple labyrinths or 3D cities) and the
monitoring of different paths by teachers and in a reflexive way by the learners (ap-
plicable to several environments, regardless of the field or type of simulation to play).

Future experiments should evaluate interfaces and usability on the part of the
teacher and the effectiveness of pedagogical approach. We will also need to address the
follow-up of learners and the adaptation of scenarios by teachers according to profiles
and learning situations.
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Pázmány Péter Sétány 1/C, Budapest 1117, Hungary
{misikir,tomas.horvath}@inf.elte.hu

http://t-labs.elte.hu/

Abstract. Automated Essay Evaluation (AEE) use a set of features to
evaluate and score students essay solutions. Most of the features like lex-
ical similarity, syntax, vocabulary and shallow content were addressed
but evaluating students essays using the semantics and context of the
essay are not addressed well. To address the issue which are related to
the semantics and context, we propose a layered approach to AEE which
uses neural word embedding in order to evaluate student answers seman-
tically and the similarity will be computed by using Word Mover’s Dis-
tance. We also implemented a plagiarism detection algorithms to protect
the students from submitting someone else solution as their own using k-
shingles and local sensitive hashing. We also implemented an algorithm
that penalize students who are trying to fool the system by submit-
ting only content bearing works. The performance of the proposed AEE
was evaluated and compared to other state-of-the-art methods qualita-
tively and quantitatively. The experimental results show that the pro-
posed AEE approach using neural word embedding achieve higher level
of accuracy as compared to others baselines and are promising in evalu-
ating students essay solutions semantically.

Keywords: Automatic essay scoring · Automatic essay evaluation ·
Word mover’s distance · Semantic analysis · Neural word embedding

1 Introduction

Automatic essay evaluation, also called Automated Essay Scoring, plays an
important role in the educational process and scoring subjective type of ques-
tions is one of the most expensive and time-consuming activity for educational
assessments. As a consequence, the interest and the development of automated
assessment systems are growing.
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Automated Essay Evaluation (AEE) can be seen as a prediction problem,
which automatically evaluates and scores essay solutions provided by students
by comparing them with the reference solution via computer programs [1]. For
academic institutions, AEE represents not only a tool to assess learning out-
comes, but also helps to save time, effort and money without lowering the quality
of teacher’s feedback on student solutions.

The area has been developing since the 1960s when Page and his colleagues
[2] introduced the first AEE system. Various kinds of algorithms, methods, and
techniques have been proposed to implement AEE solutions, however, most of
the existing AEE approaches consider text semantics very vaguely and focus
mostly on its syntax.

We can assume that most of the existing AEE approaches give much more
focus on syntax, vocabulary and shallow content measurements and only limited
concerns for the semantics. This assumption follows from the fact that the details
of most of the known systems have not been released publicly. To semantically
analyze and evaluate documents in these systems, Latent Semantic Analysis
(LSA) [3], Latent Dirichlet Allocation (LDA) [4], Content Vector Analysis (CVA)
[5] and Neural Word Embedding (NWE) [6,7] are mostly used.

NWE [6,8] is similar to other text semantic similarity analysis methods
such that LSA or LDA. The main difference is that LSA and LDA utilize co-
occurrences of words while NWE learns to predict context. Moreover, training of
semantic vectors is resulted from neural networks. NWE models have increased
acceptance in recent years because of their high performance in natural language
processing (NLP) tasks [9].

In this work, the Relaxed Word Mover’s Distance (WMD) is used which
uses NWE, vector representations of terms, their embedding is computed from
unlabeled data that represent terms in a semantic space in which proximity of
vectors can be interpreted as semantic similarity [6,7]. The proposed layered pair-
wise method computes the semantic similarity between individual word vector
values of the reference solution and a student answer. To the best of authors’
knowledge, this work is the first effort in utilizing WMD for AEE.

The main objective behind our proposed layered pair-wise AEE using the
NWE approach is not to exactly reproduce the human grader’s scores, which
are varying in their evaluation but to provide acceptable and reliable scores
and also to provide immediate and helpful feedback to the students and also to
show that essay can be evaluated using semantic features as well. The proposed
AEE approach is compared with approaches using LSA, Wordnet and cosine
similarity.

The performance of the algorithm was evaluated both qualitatively and quan-
titatively. A qualitative evaluation measure based on pairwise ranking, called
prank, for assessing the performance of various models w.r.t. the human scoring
is also used in this paper [10] and for quantitative evaluation the normalized
root mean squared error (nRMSE) between human’s and machine’s scores was
used.
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The experiments was conducted on real-world datasets, provided by the
Hewlett Foundation for a Kaggle challenge, showed the proposed layered pair-
wise AEE using NWE approach is promising such that, in general, it achieved
higher performance than the used baseline for AEE approaches according to
both quantitative (nRMSE) and the qualitative (prank) performance evalua-
tion metrics.

The rest of this paper is organized as follows: Sect. 2 reviews existing AEE
approaches. In Sect. 3, the proposed Layered Pair-Wise AEE approach is intro-
duced. Experiments and results are described in Sect. 4. Section 5 concludes the
paper and discusses prospective plans for future work.

2 Related Work

The research on automatically evaluating and scoring essay question answers
is ongoing for more than a decade where Machine Learning (ML), NLP and
artificial neural network (NN) techniques were used for evaluating essay question
answers.

Project Essay Grade (PEG) was the first AEE system developed by Page
and his colleagues [2]. Earlier versions of this system used 30 computer quantifi-
able predictive features to approximate the intrinsic features valued by human
markers. Most of these features were surface variables such as the number of
paragraphs, average sentence length, length of the essay in words, and counts of
other textual units. PEG has been reported as being able to provide scores for
separate dimensions of writing such as content, organization, style, mechanics
(i.e., mechanical accuracy, such as spelling, punctuation and capitalization) and
creativity, as well as providing an overall score [11–13]. However, the exact set
of textual features underlying each dimension and the details concerning the
derivation of the overall score were not disclosed [11,14].

E-Rater [15], the basic technique of which is identical to PEG, uses statistical
and NLP techniques. E- Rater utilizes a vector-space model to measure semantic
content. It examines the structure of the essay by using transitional phrases,
paragraph changes, etc., and examines it’s content by comparing it’s score to
other essays. However, if there is an essay with an unfamiliar argument style,
E-rater will not notice it.

[16] used natural language processing techniques to develop a system capa-
ble of automatically assessing short-answers based on the linguistic features of
student response. The system reduces the supplied answer as well as the student
response to their canonical form through a comprehensive text pre-processing
phase. All words in the canonical form are tagged based on their part of speech.
The student response and the supplied answer are then compared. In this com-
parison, features encapsulated within Word Net are utilized to ensure that exact
word matches are not necessary for determining the level of equivalence between
the student response and the supplied answer.

Intelligent Essay Assessor (IEA), based on LSA, is an essay grading technique
developed in the late 1990s that evaluates essays by measuring semantic features
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[17]. IEA is trained on a domain-specific set of essays that have been previously
scored by expert human raters. IEA evaluates each ungraded essay by comparing
through LSA, i.e. how similar the new essay is to those it has been trained on.
By using LSA, IEA is able to consider semantic features by representing essays
as multidimensional vectors.

As the existing AES techniques which are using LSA do not consider the
word sequence of sentences in the documents and the creation of word by doc-
ument matrix is somewhat arbitrary, [18] proposed an automated essay scoring
system using generalized latent semantic analysis (GLSA) which address word
sequence of sentences in a sentence problem of latent semantic analysis. The
proposed AES system grades essays with more accuracy than the previous LSA
based AES. In order to reduce memory and time consumption without lowering
the performance of automated scoring in comparison with human scoring, [13]
proposed incremental singular value decomposition as a part of incremental LSA
to score essays when the dataset is massive.

IntelliMetric [19], uses a blend of Artificial Intelligence (AI), NLP and sta-
tistical techniques. IntelliMetric needs to be trained with a set of essays that
have been scored before by human expert raters. To analyze essays, the system
first internalizes the known scores in a set of training essays. Then, it tests the
scoring model against a smaller set of essays with known scores for validation
purposes. Finally, once the model scores the essays as desired, it is applied to
new essays with unknown scores.

Three deep semantic features based on the continuous bag-of-words (CBOW)
and recursive auto-encoder models were proposed in [20]. They used support
vector machine for ranking to learn a rating model and test the performance of
the three new features. The experiment carried out on publicly available English
essay data showed that their proposed features are beneficial to automated essay
scoring using semantic features.

A deep NN capable of representing both local contextual and usage informa-
tion as encapsulated by essay scoring was introduced in [21]. This model yields
score specific word embedding used by a recurrent NN in order to form essay
representations. They have shown that this kind of architecture is able to sur-
pass similar state-of-the-art systems, as well as systems based on manual feature
engineering which have achieved results close to the upper bound in past works.
They introduced a novel way of exploring the basis of the network’s internal scor-
ing criteria and showed that such models are interpretable and can be further
exploited to provide useful feedback to the author.

Authors of [22] have also proposed AES that accepts an essay text as input
directly and learns the features automatically from the data. For this purpose,
they developed a method based on recurrent NN to score the essays in an end-
to-end manner based on long short-term memory NN which is trained as a
regression method.

An investigation on the effectiveness of using semantic vector representa-
tions for the task of automated essay scoring (AES) was performed in [23].
According to the evaluation results on the standard English dataset, the
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effectiveness brought by the proposed semantic representations of essays depends
on the learning algorithms and the evaluation metrics used. On the other hand,
the effectiveness of individual semantic features is stable with respect to different
numbers of dimensions.

In [24], an ontology-based tool for automatic evaluation for free-text short
responses submitted by users in learning management systems (LMS) based dis-
cussion forums or community-based question answer forums was proposed. Their
architecture is based on simple NLP techniques, WordNet and hand-coded logic
to make sense of user questions and submitted responses using the semantic web
ontology language (OWL). The experimental results show that their approach,
which is tested on computer science subject operating systems, can be effectively
used to evaluate the response by providing a score that a learner uses to satisfy
the learner’s objective.

In [25], an automatic essay scoring system based on n-gram and cosine sim-
ilarity was described. N-gram was used for feature extraction and modified to
split by word instead of by letter so that the word order would be considered.
Based on evaluation results, this system got the best correlation of 0.66 by using
unigram on questions that do not consider the order of words in the answer. For
questions that consider the order of the words in the answer, bi-gram has the
best correlation value by 0.67.

An extension of existing AEE systems was introduced in [26] by incorporating
additional semantic coherence and consistency attributes. They design coherence
attributes by transforming sequential parts of an essay into the semantic space
and measuring changes between them to estimate coherence of the text and con-
sistency attributes that detect semantic errors using information extraction and
logic reasoning. The resulting system (named “sage-semantic automated grader
for essays”) provides semantic feedback for the writer and achieves significantly
higher grading accuracy compared with nine other state-of-the-art AEE systems.

An architecture of automated essay scoring system based on a rubric, which
combines automated scoring with human scoring, was proposed in [27]. The
proposed rubric has five evaluation viewpoints contents, structure, evidence,
style, and skill and 25 evaluation items which are subdivided viewpoint. At first,
the system automatically scores 11 items included in the style and skill such
as sentence style, syntax, usage, readability, lexical richness, and so on. Then it
predicts scores of style and skill from these items’ scores by multiple regression
models. It also predicts contents’ score by the cosine similarity between topics
and descriptions

AEE systems that use LSA ignore the order of words or arrangement of
sentences in its analysis of the meaning of a text because LSA does not have
such a feature. A text document in LSA is simply treated as a “bag of words” –
an unordered collection of words. As such, the meaning of a text as derived by
LSA is not the same as that which could be understood by human beings from
grammatical, syntactic relations, logic, or morphological analysis. The second
problem is that LSA does not deal with polysemy. This is because each word
is represented in the semantic space as a single point and its meaning is the
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average of all its different meanings in the corpus [28]. In this paper, we used
the “skip-gram” model of word2vec [6] to obtain word embedding that learns
to predict the context and to train the semantic vectors that is resulted from
neural networks to address the issue of word polysemy [6,7].

3 The Layered Pair-Wise AEE Approach

The most common way of computing a similarity between two textual documents
is to have the centroids of their word embedding and evaluate an inner prod-
uct between these two centroids [6,7]. However, taking simple centroids of two
documents is not a good approximation for calculating a distance between these
two documents [7]. In this paper, the similarity between individual words in a
pair of documents, i.e. the student’s answer and the reference (a good) solution,
is measured as opposed to the average similarity between the student’s answer
and the reference solution. Therefore, the Word Mover’s Distance (WMD), cal-
culating the minimum cumulative distance that words from a reference solution
need to travel to match words from a student answer, is used in this paper.

3.1 Word Mover’s Distance

First, it is assumed that text documents are represented by normalized bag-of-
words (nBOW) vectors, i.e. if a word wi appears fi times in a document, its
weight is calculated and defined as in [10]

di =
fi∑n
j=1 fj

(1)

where n is the number of unique words in the document. The higher it’s weight,
the more important the word is. Combined with a measure of word importance,
the goal is to incorporate semantic similarity between pairs of individual words
into the document distance metric. For this purpose, their Euclidean distance
over the word2vec embedding space was used [6,7]. The dissimilarity between
word wi and word wj can be computed and defined as in [10]

c(wi, wj) = ‖xi − xj‖2 (2)

where xi and xj are the embedding’s of the words wi and wj , respectively.
Let D and D′ be nBOW representations of two documents D and D′, respec-

tively. Let T ∈ R
n×n be a flow matrix, where Tij ≥ 0 denotes how much the

word wi in D has to “travel” to reach the word wj in D′, and n is the number of
unique words appearing in D and D′. To transform D to D′ entirely, we ensure
that the complete flow from the word wi equals di and the incoming flow to
the word wj equals d′

j . The WMD is defined as the minimum cumulative cost
needed to move all words from D to D′ as [10], i.e.

min
T≥0

n∑

i,j=1

Tij c(wi, wj) (3)
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subject to

n∑

j=1

Tij = di,∀i ∈ {1, . . . , n},

n∑

i=1

Tij = d′
j ,∀j ∈ {1, . . . , n}

The solution is achieved by finding Tij that minimizes the expression in Eq. 1.
In [7], this was applied to obtain nearest neighbors for document classification,
i.e. k-NN classification which produced outstanding performance among other
state-of-the-art approaches. Therefore, WMD is a good choice for semantically
evaluating a similarity between documents. The features of WMD can be used
to semantically score a pair of texts such that, for example, student’s answers
and reference solutions.

In this regard, in order to compute the semantic similarity between the stu-
dent’s answer, denoted here by Sa, and the reference solution, denoted here by
Rs, Sa is mapped to Rs using a word embedding model. Let Sa and Rs be
nBOW representations of Sa and Rs, respectively. The word embedding model
is trained on a set of documents. Since the goal is to measure a similarity between
Sa and Rs, c(wi, wj) is redefined as a cosine similarity as in [10], i.e.

c(wi, wj) =
xi xj

‖xi‖‖xj‖ (4)

A much tighter bound results can be obtained by relaxing the WMD opti-
mization problem and removing one of the two constraints and, since similarity
is used in the Eq. 4 instead of distance (Eq. 2), Eq. 3 is also modified to

max
T≥0

n∑

i,j=1

Tij c(wi, wj) (5)

subject to
n∑

j=1

Tij = di,∀i ∈ {1, . . . , n}

according to the previous case.

3.2 A Layer Based Pair-Wise AEE Architecture

On Layer One, the candidate answer and the student answer are provided to
the algorithm as an essay input. These inputs will be sent to Layer Two for
text preprocessing and the following activities will be carried out: Tokenization;
Removing punctuation marks, determiners, and prepositions; Transformation
to lower-case; Stopword removal [29] and word stemming [30]. In Layer Three,
shingle based plagiarism (see Sect. 3.3) and foolish detection tasks (see Sect. 3.4)
are carried out. Those essays which passed certain threshold of Layer Three are
sent to Layer Four for scoring and those who failed to pass are discarded. Layer
Four is where the actually Semantic similarity between the candidate answer
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and student solution is computed using NWE (see Sect. 3.1) and the result is
forwarded to Layer Five for storage (Fig. 1).

Fig. 1. The architecture of the proposed layered based Pair-Wise AEE approach.

For word embedding model, the freely available word2vec word embedding
which has an embedding for 3 million words/phrases from Google News, trained
using the approach in [6], was used in the implementation of the Layer based
Pair-Wise AEE approach.

3.3 Plagiarism Detection Using Shingles

Plagiarism is one of the growing issues in academic and research field, raising
more concerns in university systems. During submitting solutions to essay exams
using on-line systems, students may commit plagiarism by copying and pasting
solutions from other students. It has become a very common issue when evalu-
ating the students work and their creativeness.

In order to address this issue, we propose a plagiarism detection approach
that identifies duplicates within the submitted solutions by comparing each stu-
dent’s solution with others student’s solution for the specific essays based on the
k-shingles [31] approach. The most effective way to represent a document, for the
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purpose of identifying lexically similar documents, is to construct from the docu-
ment a set of short strings that appear within it using shingles [31]. If we do so,
then documents that share pieces as short as sentences or even phrases will have
many common elements in their sets, even if those sentences appear in different
orders in the two documents. By defining a k-shingle for a document to be any
substring of length k found within the document, we can associate with each doc-
ument the set of k-shingles that appear one or more times within that document.

As the objective is to identify lexical similarity, we keep punctuation and
whitespace in the process. This way of document representation keeps word
order and allows comparing documents based on the sets of character shingles.
The similarity of two documents can be defined as the Jaccard similarity of the
two sets of shingles: the number of elements (shingles) they have in common as
a proportion of the combined size of the two sets, or the size of the intersection
divided by the size of the union. The Jaccard similarity between two sets X and
Y is defined as

Sj(X,Y ) =
|X ∩ Y |
|X ∪ Y | (6)

3.4 Foolish Detection

Another issue in AEE is that it might be easily tricked or fooled by the students.
One of the fooling methods that students could use for getting higher scores is
just to list high profile words related to the topic and submit those words as
a solution to the essay. In order to penalize such attempts of the students we
implemented a simple foolish detection algorithm in two ways.

The first method is done by computing similarity between the student’s solu-
tion with text preprocessing and without text preprocessing. If the student
answer contains only high profiled words then the similarity between the two
pairs will be almost the same. Therefore, the student is trying to fool the system
and the system automatically discards the student’s solutions.

The second method works as follows: The algorithm first generates content
bearing words or high-profile words from the candidate answer using inverse
document frequency (IDF). Then similarity is computed between the submitted
students answer without any text preprocessing and content bearing words. If
the similarity between the two is greater than or equal to some threshold level
then the student is trying to fool the system and the system also automatically
discards the student’s solutions.

4 Experiment

The experiment was carried out on datasets provided by the Hewlett Foundation
at a Kaggle1 competition for an AEE. There are ten datasets containing student
essays from grade ten students. All the datasets were rated by two human raters.
The features of the datasets are shown in Table 1.
1 https://www.kaggle.com/c/asap-sas.

https://www.kaggle.com/c/asap-sas
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Five datasets, numbered 1, 2, 5, 9 and 10 in this paper, are provided with the
correct, reference solution to which student answers are compared to. In case of
the other five datasets (no. 3, 4, 6, 7 and 8) the reference solution was created
according to the score given by human raters, i.e. ten students’ answers which
got full score were randomly selected as reference solutions.

Python was used to implement the algorithms discussed. As the Pair-Wise
approach is dependent on a word embedding, we used the freely-available Google
News word2vec2 model. Additionally, Scikit-learn3 and Numpy4 Python libraries
were also used.

The performance of the proposed Pair-Wise approach is compared to that of
other three approaches utilizing LSA [3,32], Wordnet [33–35] and cosine simi-
larity [36,37].

Table 1. Essay sets used in the experiment and their main characteristics [10].

Essay
set

Grade
level

Domain Score range Average
length in
words

Training
set size

Test set
size

Total
size

1 10 Science 0–3 50 1672 558 2230

2 10 Science 0–3 50 1278 426 1704

3 10 English,
arts

0–2 50 1891 631 2522

4 10 English,
arts

0–2 50 1738 580 2318

5 10 Biology 0–3 60 1795 599 2394

6 10 Biology 0–3 50 1797 599 2396

7 10 English 0–2 60 1799 601 2400

8 10 English 0–2 60 1799 601 2400

9 10 Science 0–2 60 1798 600 2398

10 8 Science 0–2 60 1799 599 2398

4.1 Quantitative Evaluation

The machine score of each essay was compared with the human score to test
the reliability of the proposed Layer based Pair-Wise approach. Normalized root
mean squared error (nRMSE) was used to evaluate the agreement between the
score given by the Pair-Wise approach as well as baseline AEE algorithms and

2 https://code.google.com/archive/p/word2vec/.
3 http://scikit-learn.org/.
4 http://www.numpy.org/.

https://code.google.com/archive/p/word2vec/
http://scikit-learn.org/
http://www.numpy.org/
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the actual human scores. The essay scores provided by human raters were nor-
malized to be within [0, 1]. nRMSE is widely accepted as a reasonable evaluation
measure for AEE systems [38] and is defined as in [10]

nRMSE(ES) =

( ∑

Sa∈ES

(r(Sa) − h(Sa))2

|ES|

) 1
2

(7)

where ES is the Essay Set used, r(Sa) and h(Sa) are the predicted rating for
Sa by the used AEE approach and the human rating of Sa, respectively. Rating
here means how the student answer is similar to the reference solution. The lower
the nRMSE the better the performance of the measured approach is.

Fig. 2. A quantitative comparison using nRMSE (Eq. 7) of the proposed Pair-Wise
AEE and the baselines using LSA, WordNet and cosine similarity. In case of the
datasets no. 3, 4, 6, 7 and 8, the average performance from 10 runs (corresponding
to the 10 randomly chosen reference solutions) is reported while in case of the other
five datasets (where only the one reference solution indicated in the data is used), the
result from one run is reported [10].

Figure 2 shows the nRMSE between the human score and the tested AEE
systems for the datasets used in the experiment. Except the Dataset8, where
Pair-Wise was performing slightly worse than the winner Wordnet baseline, Pair-
Wise was outperforming the baseline approaches.
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Table 2. The p-values resulting from the Wilcoxon signed-rank test between the
nRMSE results of the proposed AEE and the baselines using LSA, WordNet and
cosine similarity [10].

Datasets Pair-Wise vs. LSA vs. Cosine vs. WordNet

LSA WordNet Cosine WordNet Cosine

Dataset3 0.005 0.005 0.005 0.005 0.005 0.007

Dataset4 0.005 0.005 0.005 0.005 0.005 0.005

Dataset6 0.005 0.005 0.005 0.005 0.005 0.005

Dataset7 0.005 0.005 0.005 0.005 0.005 0.005

Dataset8 0.005 0.005 0.005 0.005 0.005 0.074

In case of the datasets 3, 4, 6, 7 and 8, the average values of nRMSE from
the ten runs corresponding to ten randomly chosen reference solutions are indi-
cated in the Fig. 2. To test if the differences between the tested AEE approaches
indicated in the Fig. 2, in case of these 5 datasets, are statistically significant,
the non-parametric Wilcoxon signed-rank test was used. The resulting p-values
from these tests are reported in the Table 2 showing that the differences between
Pair-Wise and the baselines as well as between the baselines are statistically
significant.

4.2 Qualitative Evaluation

nRMSE measures the performance of the tested AEE approaches quantitatively,
i.e. by how much the predicted score of an approach differs from the human rat-
ings. Since the proposed and baseline approaches are based on different models,
their results might be biased. Thus, a qualitative evaluation measure, named
prank, referring to “pairwise ranking” is defined as in [10]

prank(ES) =
1
Z

∑

Sai �=Saj∈ES

δ(Sai, Saj) (8)

where Z = |ES|(|ES| − 1)/2 is a normalization constant and δ(Sai, Saj) = 1 if(
h(Sai) < h(Saj) & r(Sai) < r(Saj)

)
or

(
h(Sai) > h(Saj) & r(Sai) > r(Saj)

)

while in cases where h(Sai) = h(Saj), δ(Sai, Saj) = 1 − |r(Sai) − r(Saj)|.
In other words, δ(Sai, Saj) results in it’s maximal value 1 when the predicted

ratings for two student answers Sai and Saj do not change the human “ranking”
of Sai and Saj w.r.t. their similarities to the reference solution. If the human
ranking can not be determined, i.e. the human rated the similarities of Sai and
Saj to the reference solution equally, then the lower the difference between the
predicted ratings the better.

As far as the knowledge of the authors goes, none of the state-of-the-art
approaches have been evaluated in a qualitative way, only nRMSE (or it’s
variants) was used in all the recent works found.
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Fig. 3. A qualitative comparison using prank (Eq. 8) of the proposed Pair-Wise AEE
and the baselines using LSA, WordNet and cosine similarity. In case of the datasets
no. 3, 4, 6, 7 and 8, the average performance from 10 runs (corresponding to the 10
randomly chosen reference solutions) is reported while in case of the other five datasets
(where only the one reference solution indicated in the data is used), the result from
one run is reported [10].

Figure 3 shows the results when measuring the (average) performance of the
discussed approaches qualitatively using the proposed prank measure. Pair-Wise
outperforms the baselines in 7 from the 10 essay sets used for evaluation. In 2
cases, the prank score was very close to the winner approaches while only in one
case the proposed approach was substantially outperformed by the LSA baseline.

In case of the datasets 3, 4, 6, 7 and 8, the average values of prank from
the ten runs corresponding to ten randomly chosen reference solutions are indi-
cated in the Fig. 3. To test if the differences between the tested AEE approaches
indicated in the Fig. 3, in case of these 5 datasets, are statistically significant,
the non-parametric Wilcoxon signed-rank test was used, as in the case of quan-
titative evaluation, above. The resulting p-values from these tests are reported
in the Table 3 showing that the differences between Pair-Wise and the baselines
are statistically significant.

4.3 Plagiarism Detection Evaluation

The dataset used for this task was provided by Clough [39] that was col-
lected from students in Sheffield University studying for a degree in Computer
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Table 3. The p-values resulting from the Wilcoxon signed-rank test between the prank
results of the proposed AEE and the baselines using LSA, WordNet and cosine simi-
larity [10].

Datasets Pair-Wise vs. LSA vs. Cosine vs. WordNet

LSA WordNet Cosine WordNet Cosine

Dataset3 0.005 0.005 0.005 0.878 0.878 0.241

Dataset4 0.012 0.005 0.053 0.012 0.078 0.170

Dataset6 0.006 0.005 0.028 0.005 0.005 0.005

Dataset7 0.016 0.005 0.005 0.053 0.721 0.006

Dataset8 0.005 0.005 0.005 0.332 0.044 0.006

Science at either undergraduate or postgraduate level and the dataset is pub-
licly available. The dataset contains 100 students answers from which 95 answers
provided by the 19 participants and the five Wikipedia source articles for five
learning tasks. For each learning task, there are 19 examples of each of the
heavy revision, light revision and near copy levels and 38 non-plagiarized exam-
ples written independently from the Wikipedia source. The answer texts contain
19,559 words in total while the Wikipedia pages contain 14,242 words in total.
The average length of files in the corpus is 208 words and 113 unique tokens.
The metrics used to check the performance of shingle based plagiarism detection
are Precision, Recall and Accuracy [40] defined in Eqs. 9, 10 and 11, respectively

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

Accuracy =
TP + TN

TP + TN + FP + FN
(11)

where True Positives (TP ) is the number of documents actually plagiarized and
predicted as plagiarized, False Positives (FP ) is the number of documents pre-
dicted as plagiarized but actually are non-plagiarized, True negatives (TN) is the
number of documents actually non-plagiarized and predicted as non-plagiarized
and False Negatives (FN) are the number of documents actually plagiarized but
predicted as non-plagiarized.

The challenge faced in evaluation of “as plagiarized” or not is to set a min-
imum threshold level. We were unable to find any baseline used so far for this
purpose and it’s not actually easy to say that students’ solution are plagia-
rized or not because sometimes students might use and read the same reference
materials. With the assumption that the students might use the same reference
material and as they are asked the same type of questions, there might be some
level of similarity in their solutions. Therefore, we set the threshold value to 5%,
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10%,15% and 20 % to get a clear separating line between actually plagiarized
and predicted plagiarized documents.

Table 4. Shingle based Plagiarism detection results.

Metrics 5% 10% 15% 20%

Precision 0.62 0.78 1 1

Recall 1 0.96 0.94 0.77

Accuracy 0.62 0.82 0.96 0.86

The results of shingle based plagiarism detection is reported in Table 4 using
four different threshold values (5%, 10%, 15% and 20%). The experiment showed
that as the threshold value increases from 5% to 10% and from 10% to 15%, the
overall accuracy is increasing. But when the threshold value increases from 15%
to 20%, the overall accuracy starts to decrease. Therefore, we can deduce that the
minimum threshold level that can be used to detect plagiarized student solutions
can be 15% for this specific case. In other words, 15% of similarity between
students solution can be tolerable and will not be considered as plagiarized.

5 Discussion and Conclusion

In this paper, a layer based automated essay evaluation (AEE) using neural
word embedding has been proposed to address the issues related with seman-
tics of essays. The layered pair-wise AEE not only evaluates students answers
semantically, it also has a feature to automatically detect plagiarized solution
and also have the capability to detect and penalize attempt of the students to
fool the system. During evaluating essays, the system accepts two values, i.e.
student answer and reference solution. Before computing the semantic similar-
ity, the students answer should pass both the plagiarism and foolish detections.
If the student answer fails to pass one of them, then the algorithm will discard
that student’s specific answer. The performance of the semantic scoring was
evaluated both by a qualitative accuracy measure and a qualitative accuracy
measures. The performance of plagiarism detection method was also evaluated
using precision and recall measures.

From the experimental results we can deduce that the proposed layer based
pair-wise AEE using neural word embedding approach can be used as a state-
of-the-art in evaluating and scoring essay questions using semantic features and
opens the opportunity in scoring essay exams using unsupervised machine learn-
ing algorithms. AEE systems with such features can be integrated with massive
open on-line course (MOOC) systems to give automatic feedbacks to the stu-
dents and as the level of awareness increases, the number of participants in using
MOOC will also increase.
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The plagiarism detection algorithm implemented here uses k-shingles and
are only capable in identifying lexically similar documents. K-shingles by their
nature require large memory space as the size of the documents grow and high
execution time. In the future we will work on designing an efficient and effective
plagiarism detection for lexical similarity and also a possible way of paraphrased
texts. Thus, decreasing the time and space complexity of the proposed approach
is also an important phase of future development.
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Abstract. Adaptativity is a key-concern when developing serious games
for learning purposes. It makes it possible to customize the game accord-
ing to each learner individuality. To deal with adaptativity, this chapter
proposes a Model-Driven Engineering approach that supports dynamic
scenarization instead of implementing fixed configurations of learning
scenarios. The base principle is to consider the generation of scenarios
as a model transformation of a learner profile and a game description
models toward adapted scenarios. This proposal has been applied to
the context of the Escape-it! research project that aims to propose an
“escape-room” game for helping children with Autistic Syndrome Disor-
der (ASD) to learn visual performance skills.

Keywords: Serious game · Autism · Learning scenarios ·
Adaptation · Model Driven Engineering

1 Introduction

The use of serious games [3] in Autistic Syndrome Disorder (ASD) interventions
has become increasingly popular during the last decade [4]. They are considered
as effective new methods in the treatment of ASD. Computerized interventions
for individuals with autism may be much more successful if motivation can be
improved and learning can be personalized by leveraging principles from the
emerging field of serious game design in educational research [19].

This chapter tackles the challenge of adapting learning sessions to the needs
of individual learners. Our research is conducted in the context of the Escape
it! project. The objective is to develop a serious game to train visual skills
of children with ASD. This serious game uses mechanics from “escape-room”
games: the player’s goal is to open a locked door to escape the room. To this
end, the user has to solve numerous puzzles often requiring observation and
deduction. We adapted it for our targeted audience, requiring to solve only one
puzzle per scene.

In the context of this project, we are focusing on the generation of learning
scenarios adapted to the current learning progress of children with ASD. Indeed,
c© Springer Nature Switzerland AG 2019
B. M. McLaren et al. (Eds.): CSEDU 2018, CCIS 1022, pp. 95–116, 2019.
https://doi.org/10.1007/978-3-030-21151-6_6
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this generation is difficult because there are a lot of elements and rules involved
in the set up of an adapted game session. Our proposal to deal with this issue
is based on Model-Driven-Engineering (MDE) principles and tools. MDE [14] is
a research domain promoting an active use of models throughout the software
development process, leading to an automated generation of the final applica-
tion. We already tackled instructional design challenges with MDE techniques
in the past [11] however the learning scenarios were specified by teachers and
not generated by machine.

The remainder of this chapter is organized as follows. The next section
presents the Escape it! project contextualizing our research. Section 3 discuses
related work. Our model-driven based approach for the adaptive generation of
learning scenarios is presented in Sect. 4. Section 5 illustrates the application of
our proposal and discusses the obtained results. Finally, Sect. 6 concludes this
chapter and presents the next directions for further research.

2 Context and Motivation

This section presents the Escape it! project that contextualizes our research.
Before presenting the main gameplay we draw the project rationale.

2.1 Objectives of the Project

The project aims at designing and developing a mobile learning game (a seri-
ous game with learning purposes) dedicated to children with ASD (Autistic
Syndrome Disorder). The game intends to support the learning of visual skills
(based on the ones described in the ABLLS-R R© curriculum guide [15]): matching
an object to another identical object, sorting objects into different categories,
making seriation of objects, etc. The mobility feature will allow the learning to
take place wherever the parents, therapeutics, as well as the child himself want
it. The game will be used both to reinforce and generalize the learning skills that
will be initiated by “classic” working sessions with tangible objects.

The project involves autism experts, parents and Computer Science
researchers and experts in the engineering of Technology-Enhanced Learning
systems.

2.2 General Overview and Principles for the Serious Game

The serious game is based on the escape-the-room structure: players have to
find hidden cues and objects, sometimes combine objects or interact with the
playing scenes, in order to unlock a door. The door symbolizes the end of the level
and gives access to the next level. We made a cross analysis between mechanisms
from various escape-the-room-like games and best practices for designing serious
games for children with ASD [4,20].

We then sketched with experts, during participatory design sessions, the
major directions and requirements to take into account. Some of them are related
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to the game aesthetics and sound environment (to be adapted to the child sensory
profile), other about the regulation of the child activity (prompts, guidance,
feedback, reinforcements have to be adapted to every children profile), or about
the tracking system that will be used to update the children profiles after a game
session. We only focus here on the scenario involving the resolution activities,
and list, below, the most appropriate information for our concern:

– targeted skills: a subset from the 27 visual performance skills depicted in the
ABLLS-R, the relevant ones for a mobile game-play adaptation.

– variable game sessions: a session will propose from 3 to 6 levels according to
a start menu choice (to the convenience of the pairing adult with the child or
the child him-self).

– levels as meaningful living places: the whole screen will display a fixed (no
scrolling or change of point of view) and enclosed (with a door to open) easily
identifiable living places. These scenes are related to themes. For example,
the bedroom, kitchen and living room are related to the home theme, whereas
classroom and gymnasium are related to the school theme.

– adapted difficulty: according to the current child progress in the targeted
skills; difficulty raises after three succeeded activities for a same skill (along
one or several game sessions).

– generalizing the acquired skills: to this end, the scenes have to change, in
accordance with the previous difficulty level, in order to propose non-identical
challenges for the same skill; i.e.:
• changing the scene (background and elements).
• adding background elements to disrupt visual reading.
• changing the objects to find and handle.
• adding other objects not useful to the resolution.
• hiding objects behind or into others.

Figure 1 depicts an example of a scene which targets the B8 skill (i.e. sort
non-identical items) in the ‘Expert ’ difficulty level. Various trucks and balls have
to be found and moved into the appropriate storage boxes before the door opens.
Interactive hiding places, like the closet and its drawer, can be opened showing
hidden objects.

Figure 2 illustrates an example of another scene which targets the B13 skill
(i.e. matching a sequence of objects) in the ‘Intermediate’ difficulty level. Mus-
tard and ketchup dispensers, and coke bottles have to be found and moved
into their appropriate locations in the middle fridge door shelf with the aim of
matching the sequence on the top shelf. Some of the objects to found are already
visible, others can be hidden in the shopping bags. Note that experts validated
objects and gameplay in order to avoid inappropriate interactions or explicit
actions that children do not normally realize in everyday life.

Figure 3 shows a bedroom scene variant which targets the B3 skill (i.e. match-
ing identical objects) in the ‘Elementary ’ difficulty level. Dinosaurs toys have to
be found and moved in the top shelf of the drawer wherein an exemplar is already
visible. The desk is an example of randomized additional decor that can provide
new locations for placing objects. In Fig. 3 two dinosaurs toys are placed in
potential locations provided by the desk.
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Fig. 1. An example of the bedroom scene.

Fig. 2. An example of the kitchen scene.

2.3 Anatomy of a Scene

Whichever scenes are selected for the learning scenario, they share common
features:

– a background image that depicts a familiar scene for children, with a few
recognizable objects;
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Fig. 3. An example of the bedroom-2 scene.

– several empty slots where objects to find can be later positioned.
– additional decorations to impair visual reading (in relation to the difficulty

rules); each one can:
• appear in different locations.
• create new slots for other game objects.

– interactive hiding objects: provide new hidden objects slots and reveal them
when touched.

– solution objects where game objects have to be dropped in/on.
• one or several places can be proposed to place a solution object or the

different instances required to solve the level (e.g. for sorting objects two
or more storage boxes can be used).

• zero or several places can be proposed if dropped objects have to appear
specifically.

2.4 Motivation

As stated above, a game scenario is composed of an ordered sequence of scenes
including precise descriptions of each scene components and locations. All this
information has to be adapted to the child’s profile when starting a new game ses-
sion. There are various profile variables (current progress during learning skills,
preferences/dislikes, level difficulties for every skill. . . ) and a lot of combinations
of elements to set-up a scene. In addition, generalization is very important in
autism. It can be defined as the process of taking a skill learned in one setting
and applying it in other settings or different ways [1]. To support the learning
of generalization, we have to propose a large variety of scenes settings.
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Nevertheless, it is not possible to design and develop all the combinations of
settings. We need to dynamically generate game sessions adapted to each child’s
profile.

3 Related Work

The adaptation of Technology-Enhanced Learning (TEL) systems allows the
personalization of learning by adapting whole or parts of the presented systems
(contents, resources, activities. . . ) to the learner’s needs, interests and abilities.
An adaptable learning system is generally considered as a learning system that
can be manually configured by its end-users. By contrast, adaptive learning
environments aim at supporting learners in acquiring knowledge and skills in a
particular learning domain while being automatically adapted to the changing
needs of the learner. In our context, we are not interested in the adaptability
of the mobile learning game for children with ASD but on the adaptivity of
the game (i.e. to provide adapted game sessions in accordance to the children
profiles).

3.1 Generation of Adaptive Scenarios

The motivation for steering adaptivity in serious games is to improve the effec-
tiveness of the knowledge transfer between the game and its players. Several
studies tackled the adaptation issue in order to find a balance between the
player’s skills and the game challenge level. The learning goals to achieve are
usually strongly coupled with the gradual personal improvement of a skill set.
Generally, adaptive serious games have specialized ad hoc approaches where
game components are adjusted in order to encourage training of a specific skill.

Research work dealing with adaptivity have different targets: game worlds
and its objects, gameplay mechanics, nonplaying characters and AI, game nar-
ratives, game scenarios/quests. . . They also rely on various methods: bayesian
networks, ontologies, neuronal networks, rules-based systems, procedural algo-
rithms. . . [2,7,17]. Game scenarios are generally defined as the global progression
within a game level, its initial settings and the logical flow of events and actions
that follow [5], whereas game worlds are the virtual environments within which
gameplay occurs. In our context, our interest is about learning game scenarios,
because each scene to achieve targets a specific skill, while disregarding the flow
of events or actions. The resolution of a scene only requires that the learners find
and move objects to their appropriate target locations. Our context partially
maps the game world and its object definition in the way that the available
objects of scenes can have zero or more instances according to the generation
process.

Reaching beyond skill-driven adaptivity and integrating scenario with world
adaptation/generation while the game is running remains a research chal-
lenge [12]. There are two approaches to tackle it: (1) during the loading stage
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of a game session by considering player-dependent informations, and (2) in real-
time during game playing. Our concern relies on the first approach: scenarios
are generated before starting every new game sessions (the 3-to-5 levels).

In [13], the authors have proposed a system for generating content highlights
the involvement of domain experts (i.e. teachers) to control the content gener-
ation. Teachers can select pre-created game objects, add new learning content
to them and create relationships between objects. Knowledge about objects and
their relationships seems a basis for solving and generating all the appropriate
content. It could be a valuable contribution to control the generation of our
learning game scenarios by using knowledge on the objects of each scene and
their relationships. Such game knowledge should be specified at a high seman-
tic level in order to involve domain experts. That approach is very interesting
in our context. We could specify every game scenes (bedroom, kitchen. . . ) in a
descriptive way of all available slots, additional decors, selectable objects. . . (cf.
elements listed in Sect. 2.3), as well as their restrictive relations (i.e. solution
objects).

3.2 An Architecture and Approach for Generating Scenarios

Closer to our concerns, the work presented in [16] proposes a generic architec-
ture for personalizing a serious game scenario according to learners’ competencies
and interaction traces [6]. The architecture has been evaluated with the objective
to develop a serious game for evaluating and rehabilitating cognitive disorders.
It is organized in three layers: domain concepts (i.e. the domain-specific con-
cepts and their relations), pedagogical resources (i.e. “any entity used in the
process of teaching, forming or understanding, enabling learning or conveying
the pedagogical concepts” [16]) and game resources (i.e. “either static objects or
those endowed with an interactive or proactive behavior according to the game”).
Machine learning is used to update the learner profile based on interaction traces.

In addition, this proposal allows the generation of three successive scenarios
(conceptual, pedagogical and serious game scenarios) according to the three pre-
sented layers. As for the validation of the generated scenarios, the authors used
an evaluation protocol. For that, experts were involved at first to validate the
domain rules, a priori of the generator implementation, and then to produce sce-
narios for specific contexts. These scenarios are compared to the generated ones.
Hence, experts guide the requirements specification and validation activities, but
they are not directly involved in the generation process.

4 A Model-Driven Approach to Support Adaptive
Generation of Scenarios

4.1 Overview of the Approach

Our proposal is based on the idea to combine the general architecture of a sce-
nario generator from the CLES project [16] with the Model-Driven Engineering



102 P. Laforcade and Y. Laghouaouta

approach and process used in the EmoTED project [10] to support the spec-
ification of the elements (concepts, properties and rules) required to drive the
adaptive generation of scenarios. From the first architecture, we follow the gen-
erator principle where the final learning game scenario is built after 3 steps.
Similarly we propose to split the final scenario generation into three scenarios:

– the objective scenario refers to the selection of the targeted learning objec-
tives according to the user’s profile including his current progress. In the
Escape it! context, this is related to the elicitation of the visual performance
skills in accordance to the number of levels to generate.

– the structural scenario refers to the selection of learning game exercises or
large game components. In the Escape it! context, this concerns the various
scenes where game levels will take place. This scenario extends the previ-
ous one (i.e. the objective scenario elements are included in this one). It is
generated from user profile elements and knowledge domain rules stating the
relations between these pedagogical large-grained resources and the targeted
skills they can deal with.

– the features scenario refers to the additional selection of the inner-
resources/fine-grained elements. In the Escape it! project, this concerns all
objects appearing in a scene. The game scenario includes both previous sce-
narios components. It specifies the overall information required by a game
engine to drive the set-up of a learning game session.

It is worth noting that the final scenario is only composed of required descrip-
tive information to adapt the game sessions to a user’s profile. Information about
how these descriptions elements are functioning (static and dynamical dimen-
sions) might be addressed by the generator and the serious game engine: they
are out the scope of the scenarization process.

From the EmoTED project [10], we follow the metamodeling/modeling app-
roach using the EMF framework (Eclipe Modeling Framework) [18]. We pro-
pose to capture the global domain elements, required for the generation, into
three inter-related parts of a general metamodel: profile-related elements, game
description elements, scenario elements. Contrary to the EmoTED project, the
scenarios elements have to be generated, not specified (see Fig. 4). Nevertheless
we still have to specify the metamodel in order to detail the components of the
three scenarios in terms of elements/properties and relations to be generated.
From this metamodel, different models have to be considered:

– The Game Description Model: it describes all the game elements (skills,
resources or exercisers, in-game objects. . . ). It is an input model for the gen-
erator.

– The Profile Model: it describes the user’s profile for one child. It is also an
input model for the generator.

– The Scenario Model: it embeds the 3-dimensions global scenario (objective,
structural and features scenarios). It is an output model of the generator.
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Fig. 4. The proposed 3 × 3 metamodel-based architecture.

The structuring of the elements related to the game as well as generation rules
of learning scenario rely on the ASD experts recommendations/requirements.
The following section details this aspect.

4.2 Game Analysis

Several collaborative sessions with autism experts led us to progressively explicit:

– the global ‘escape-the-room’ game-play adaptation.
– the visual performance skills in conformance with this game-play.
– a more detailed description of the scene resolution in terms of objects, hiding

elements, solution objects. . .
– the domain rules to apply when generating a scenario.

Some of these generation rules as well as the elements from the profile and
game components models in relation to them, are sketched in Table 1. The gen-
erator we developed do not yet tackle the child’s profile elements for the resource
and game levels of the generator (gray cells from Table 1). This choice allowed
us to focus on the high-priorities elements and rules.

As mentioned in Table 1, some mapping rules have been made explicit in
order to guide the generator in deciding how a scene is composed according to a
specific difficulty level. For example, here are the mappings for the ‘intermediary’
level:

– some background elements can appear.
– some hiding objects can appear with 0 or several hidden objects inside accord-

ing to their available slots.
– all selectable objects are in relation to the problem resolution (no objects for

disturbing purposes).

Some mapping rules have also been established to guide scenes construction
according to a specific difficulty level (cf. Table 2). Additional information like
the different ranges according to the difficulty level have been specified.



104 P. Laforcade and Y. Laghouaouta

Table 1. The different domain rules and relevant elements according to our metamod-
eling architecture (from [9]).

Table 2. Difficulty levels and their impacts on the generation process.

Additional

decors

Hidding

objects

Number-of-objects-

to-place indicator on

solution objects

All movable objects

are parts of the

solution

Range of objects

to find

Beginner No No Yes Yes Low

Elementary Yes No Yes Yes Low

Intermediate Yes Yes Yes Yes Medium

Advanced Yes Yes No Yes Medium

Expert Yes Yes No No Large

4.3 Metamodeling Architecture

The domain elements and relations required for the adaptive generation of sce-
narios are structured according to three metamodels (i.e. the Profile, Game
Description, and Scenario metamodels). We have used the EMF platform1 to
express the relevant metamodels (see Fig. 5). We have to notice that Fig. 5 depicts
all related constructs as one metamodel for better comprehending the inter-
metamodels references.

We have to notice that each scenario’s perspective (i.e. objective, structural
and features) has been considered when defining the implied metamodels (see
Fig. 6). For example, the generation of an objective scenario considers a relevant
subsets of the profile elements (e.g. skills and their levels for a specific child) and
the game description elements (the ones representing the skills that are tackled
by the game).

A Scenario instance contains three inter-related elements: objective, struc-
tural and feature scenarios. By following the same decomposition approach, the
Game Description constructs are decomposed into three subsets that match
the scenario’s perspectives: the skills elements (visual skills), the exercises ele-
ments (scenes and themes) and the game components associated with a concrete
exercise (background, objects, locations. . . ). Some elements from Exercises and

1 http://www.eclipse.org/modeling/emf/.

http://www.eclipse.org/modeling/emf/
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Fig. 5. Complete view of the metamodels with variations of colors to discern the dif-
ferent dimensions/perspectives.
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Fig. 6. The detailed proposed 3 × 3 metamodel-based architecture.

Game Components parts will refer to specific skills elements (e.g. scenes must
specify which targeted skills they can deal with). As for the Profile constructs,
they are limited to elements required for generating the objective scenario. The
remaining perspectives are not yet handled by our proposal (they are highlighted
with grey color in Table 1).

Fig. 7. Conceptual view of the transformation.

4.4 Generation of Learning Scenarios

The generation of scenarios adapted to child profiles is implemented as a model
transformation written in Java/EMF. It uses the profile and game description
models as inputs to allow the successive generation of the three perspectives of
an adapted scenario (cf. Fig. 7). The generation rules are then hard-coded with
randomness when several choices are met. It is worth noting that the experts
requirements related to dynamic domain rules are not easy to implement. In fact,
the implemented model transformation uses sometimes an external constraints
solving library to tackle some very specific generation steps.

Employing the transformation presented above performs the generation of
adapted scenarios. However, interpreting the generated models using basic EMF
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editors is not appropriate to perform domain rules validation. As a solution,
we have implemented a support for integrating the generated scenarios in the
learning game prototype (developed using Unity2). This concerns the low level
scenario (i.e feature scenario) and makes it possible to visual and play the cor-
responding scenes in order to carry out effective tests of the game. It allow us to
propose more accurate validations with respect to the prototype independence to
changes on the generator. The scene depicted in Figs. 1, 2 and 3 were generated
using the proposed integration support.

The main technical key points of this integration are illustrated in Fig. 8:

1. The learning game serializes the profile of the current log in user as an XML-
based file.

2. The learning game makes a Web service call using an HTTP POST request
in order to upload the profile file.

3. The Web service executes at first an unflatten service for getting the profile
file as a model conformed to our profile metamodel. Indeed, the generator
requires the profile input model in a very specific format. Skills do not have
to be declared in the profile: the profile have to reference skills defined in the
Game Description input model. This mapping is concretely realized by the
mean of an MDE model transformation using the Epsilon Transformation
Language (ETL) [8].

4. The target profile is now in an XMI format in conformance to the profile
metamodel.

5. The Web service calls the generator that makes use of the new conformed
profile file (with all other model and metamodels as mentioned in Fig. 7 that
are already located on the Web service side).

6. The generation produces the output scenario model.
7. The Web service executes a flatten service. It has the opposite objective of the

unflatten service: current scenario makes a lot of references of game elements
(objects, decors. . . ) from the Game Description model. The scenario must
be self-sufficient for being handled by the game prototype. A dedicated ETL
model transformation performs this task.

8. The resulting XML scenario is returned by the Web service to the prototype.
This scenario will be parsed and used in the learning game.

5 Validation

This section is dedicated to the description of one use-case among those we
experimented with domain experts in order to verify the generator (whether
the system is well-engineered and error-free) and validate the generation rules
(whether the generator and generator rules meet the experts expectations and
requirements). All those use cases were fictive but realistic according to experts
suggestions.

2 https://unity3d.com/.

https://unity3d.com/
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Fig. 8. Integration of the generator service into the learning game.

5.1 Input Models

The generator requires two input models. The first one specifies the game compo-
nents involved with the various scenario levels whereas the second one simulates
a child’s profile.

In our experiments with autism experts, the first model has been specified
based on the experts’ requirements. We modeled the B3-B4-B8-B9-B13-B19-
B25 visual performance skills (respectively matching object to object, match-
ing object to image, sorting non-identical items into categories, placing objects
on their marks, sequencing pattern to match visual model, sorting by feature,
making a seriation - ordering by size, shapes. . . ) and added their dependency
relations (e.g. Fig. 9 shows that the B3 skill unlocks the B4 and B8 skills, i.e.
completing B3 at least at a sufficient difficulty allows to progress independently
with the learning of the B4 and B8 skills). We then specified the description of
the game scenes according to their relative theme (Fig. 10). Finally, we specified
the elements involved in the different scenes. As an example, Fig. 11 depicts the
detailed description of the gymnasium scene.

This game description has been modeled using the tree-based editor gener-
ated from our metamodel. Figures 9, 10 and 11 show different extracts of this
unique model. The model root is a Game Description instance. The composition
relations are naturally represented within this tree-based representation whereas
properties and other relations are detailed in the Properties view according to
the element currently selected.

In opposition to the game description model that is unique, several children
profile models have been specified in order to test the correct application of the
generation rules related to the difficulty progress. Figure 12 shows one of these
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Fig. 9. Partial view of the game description input model for level 1 (objective perspec-
tive).

Fig. 10. Partial view of the game description input model for level 2 (structural per-
spective).

profile models. It describes a child’s profile wherein the B3 skill is acquired at
its highest (expert) level. The B4 skill is at the elementary level, B8 is at the
intermediate level, and all other skills are at the beginner level.
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Fig. 11. Partial view of the game description input model for level 3 (feature perspec-
tive).
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Fig. 12. Partial view of a child’s profile input model.

5.2 Analysis of the Generated Scenario

We only depict the output scenario generated from the child’s profile described
in the previous section.

The generator displays in the console user-friendly prints of the resulting
scenario. First prints remind the input child’s profile and the number of levels
to generate. Then the objective scenario is displayed, followed by the additional
information generated with the resource scenario (see Fig. 13). For example,
experts can verify that, for this very generation execution, 4 levels are proposed
for the respective targeted and ordered skills: B25/B4/B8 and B25 again (with
their difficulty level corresponding to the one specified in the child’s profile). In
this execution, the generator succeeded in proposing different scenes from the
same theme (home).

As for the examination of the third level scenario (i.e. feature scenario),
we used the integration support based on Unity (c.f. Sect. 4.4) which provides
a playable prototype of the corresponding related game level. The integration
architecture presented in Fig. 8 is used: Fig. 14 shows the resulting XML scenario
of the 8-point. This scenario is then parsed and used by the Unity game in order
to set-up the successive 4 levels. Finally, Fig. 15 illustrates the matching in-game
scene for the second B4 level.

5.3 Validation of Generating Rules

We have conducted several collective validation sessions with two ASD experts.
The proposed MDE based approach allowed us to varying situations proposed
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Fig. 13. Console prints after the generation of an adapted scenario: readable view of
the objective and structural parts of the output model.

to domain experts without significant effort. Indeed, we have expressed several
profiles and apply the same transformation to automatically generate the con-
sequent scenarios.

As a first feedback, the experts decided to disregard the 80/20 generation
rule. This rule stipulates that 80% of the skills referenced by the generated
objective scenario must be at a difficulty level less than ‘Intermediate’ against
20% at higher level. Indeed, the experts realized that this rule cannot be satisfied
in all possible cases (basically for children not familiar with the game and those
at an advanced stage). On the other hand, the experts have proposed new rules
concerning the selection of candidate scenes about the structural scenarios. The
base principle is to diversify the scenes offered to the child while trying to use
the same theme.

Another collaborative session focused on validating the good matching
between the difficulty levels and the different game rules. Some of these rules are
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Fig. 14. XML-based version of the generated scenario.

depicted in Table 2. Other rules detail for each skill and each difficulty level, how
many solution objects and movable objects can be instantiated. For example the
B8 - sorting - skill at the beginning level requires one solution object and one
object to find, whereas the same skill at expert level requires 2 solution objects
with a different random number of corresponding movable objects for each solu-
tion object (from 0 to the number of available spots specified for the scene). A
fictive child’s profile was used to drive the focus on a targeted skill and there-
fore experimenting all difficulty levels mappings, one-by-one. These experiments
with experts highlighted some misconceptions about some min/max ranges for
randomized instantiations. Some generated scenes were too complex to solve
because the randomize algorithm chose the max number of possible objects for
a scenes declaring a large number of objects locations. Ranges have been then
reviewed to fixed values and that are not dependent of other elements.
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Fig. 15. The B4/bedroom scene set-up according to the data from the generated XML-
based scenario.

6 Conclusion

This chapter focuses on the development of a learning game for helping young
children with Autistic Syndrome Disorder to learn and generalize visual perfor-
mance skills. It tackles the issue of generating adapted learning game scenarios
by proposing a Model-Driven Engineering approach. The proposal is based on
a metamodel specifying at first the domain elements according to both a 3-
incremental-perspective on the resulting scenario, and a 3-dimensions specifica-
tion of domain elements. The approach proposes to model the game description
and the child’s profile as input models for the generator that will produce the
adapted scenario as an output model.

The generation rules and the mapping rules between the difficulty levels and
the game objects involved within a scene resolution, are not explicit: they are
hard-coded in the generator. These dynamical domain rules being doomed to
evolve by the expert after validation sessions, we are working to make them
explicit with a view to manipulating these rules as additional inputs of the
leaning scenarios generator.
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Abstract. Internet of Things and other state-of-the-art technologies like mobile
and ubiquitous computing present ample opportunities for developing novel
solutions almost in every domain of modern life. The research work presented
here aims to leverage on the potential of such technologies in the direction of
enhancing learning practices in secondary level education and promoting pos-
itive attitudes towards the corresponding scientific and engineering disciplines.
The originality of the proposed approach lies on the provision of an educational
platform, framed by contemporary pedagogical principles, and with an aim to
stimulate collaboration between the relevant stakeholders in the form of oper-
ational communities of practice. Such communities are brought together on the
basis of participating in on line activities, problem solving, exchanging reflec-
tions and experiences in the context of educational scenarios that incorporate
modern technologies. The platform development is discussed in terms of the
underlined conceptual models, the defined stakeholders’ requirements, the on-
line services developed, the software tools integrated and the data management
supported. An example educational scenario, the corresponding IoT application
developed and preliminary evaluation results of this approach are also reported.

Keywords: Internet of Things � Ubiquitous computing �
Communities of practice � UMI technologies � STEM education

1 Introduction

Currently, there is a growing body of research about emerging technologies, such as,
ubiquitous computing, mobile computing and the Internet of Things (IoT), collectively
mentioned in the literature as UMI technologies [1]. Despite the many challenges that
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must be overcome in terms of lack of standards, service adaptation, privacy and trust
concerns [2], it is considered that the proliferation of these niche technologies may offer
a wide range of learning opportunities, especially in the context of Science Education
[3]. Undoubtedly, such technologies can be used either as educational subjects or as
facilitators of the educational practice [4].

In parallel, there is a growing market need for jobs that fall within this professional
domain. An analysis of Eurostat data on STEM employment indicates that in the next
ten years, there will be 8 million new STEM jobs in the EU [5]. However, an argument
is where the designers and developers of these technologies and related products will be
educated and with what skills and training programs.

The UMI-Sci-Ed (Exploiting Ubiquitous Computing, Mobile Computing and the
Internet of Things to promote Science Education) is a Horizon 2020 project (http://umi-
sci-ed.eu/) related to the EU work program “Innovative ways to make science edu-
cation and scientific careers attractive to young people” aiming to provide efficient
practices into this technology training issue. UMI-Sci-Ed approach is to introduce
several model educational scenarios that incorporate UMI technologies, in order to
cultivate relevant competences to high school students. The core objectives of the
project are stated in terms of delivering:

• Novel educational services – the aim is to develop and evaluate a training mech-
anism for UMI to help students acquiring relevant competences.

• Career consultancy services - the aim is to develop and sustain Communities of
Practice for UMI and materials to motivate students pursuing a career in related
domains.

• Supporting software tools, through the development of an online platform.
• Supporting hardware tools, through the delivery of a dedicated hardware kit.

In the context of UMI-Sci-Ed, UMI technologies are introduced in the learning
process of secondary schools’ students (i.e. 9th and 10th grade). In particular, the
students attend to specially designed learning activities concerning UMI technologies
under the guidance of the Communities of Practice (CoPs) paradigm [6]. The proposed
methodology adheres to a number of robust educational principles. Firstly, in order to
bond theory with practice, students are encouraged to develop technology-based
applications acquiring thus an “attitude of creation”. Secondly, by exploiting the UMI-
Sci-Ed platform on-line services, students exchange material, results and good practices
with other members of the community disseminating and reflecting upon important
information. Thirdly, by following contemporary pedagogical approaches that promote
active learning practices in a structured way promoted by proper educational scenario
models.

The students are invited to explore IoT technologies through hands-on activities.
The principal tools that are used are advanced System on Chip boards like the UDOO
Neo board (https://www.udoo.org/udoo-neo/) and the Raspberry Pi board (https://
www.raspberrypi.org/) (Fig. 1). Both offer a versatile sensor kit and wireless com-
munication allowing high performance at a low price and enabling the creation of
various IoT applications.

Given the pivotal role of CoPs, emerging learning and consequently the knowledge
is constructed by interactions and communications between the relevant stakeholders.
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Under this scope, the UMI-Sci-Ed platform aims to bring together practitioners, stu-
dents, school teachers, instructional designers, academics and IT specialists, who
actually are going to act as members of the UMI-Sci-Ed CoPs. Such communities are
brought together on the basis of participating in on line activities, problem solving,
exchanging reflections and experiences in the context of educational scenarios that
incorporate UMI technologies, in order to cultivate relevant competences.

An example of educational scenario and application using IoT technologies is
discussed in this chapter whereas the members of the assembled CoP included students,
teachers, and technology/domain experts with a mentoring role. UMI experts who
involved originated from the postgraduate program on engineering of pervasive
computing systems of the Hellenic Open University [7].

The remainder of the chapter is organized as follows. In the next section a dis-
cussion on related work is provided and the distinction of our approach is argued. The
background conceptual models that underpin the development of the UMI-Sci-Ed
platform is discussed in Sect. 3. The role of CoPs theory and the devised UMI-Sci-Ed
Educational Scenario Template in shaping the UMI-Sci-Ed platform operational
characteristics are explained. The UMI-Sci-Ed platform development is discussed in
Sect. 4 in terms of user requirements, on-line services developed, software tools
integrated and data management. We discuss also the platform architecture and the
main modules that support the involvement of the stakeholders. Next, we present an
example educational scenario, the corresponding UMI application developed, and
report on preliminary evaluation results of this approach. Finally, we provide our
conclusion and future work.

2 Related Work

The multifaceted nature of UMI-Sci-Ed platform to promote science education creates
an intersection between different tool areas such as online CoPs management,
computer-supported collaborative learning (CSCL), learning management systems
(LMS) and IoT platforms. Although there is no complete match of each of the above
tool areas with the aims of the UMI-Sci-Ed platform there are certain aspects of the
respective field that have been encapsulated in the developed platform.

Fig. 1. IoT technologies for hands-on activities in UMI-Sci-Ed.
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Although it is quite frequent phenomenon that social networking tools (i.e. Face-
book, Twitter etc.) are used to build online CoPs, on the other hand, it is not common to
identify general purpose platforms that address the needs of any CoP [8]. In this context
the tendency is that CoPs platforms are built on demand for specific domains, or CoPs
members use one or more different tools according to the task at hand (e.g. DISCUSS,
Twitter, YouTube, Moodle, wikis, and forums).

In response to the popularity of Web 2.0 technologies, LMSs evolved to include
features such as blogs and wikis [9]; it has been recognized, that the majority of LMSs
introduced friction for instructors, trying to reuse and share course materials. To adhere
to these market needs, tools for establishing collaboration between software community
members so as to process code or software development material, have been recently
introduced and developed, such as GitHub [10]. Environments as such provide social
and collaborative features in conjunction with distributed version control. GitHub is a
popular Web based social code sharing service that utilizes the Git distributed version
and control system. The rationale of circulating educational material and collaborating
on this basis for further developing software applications is quite important in an effort
to develop a culture of collaboration, transparent and active, for teachers, practitioners,
and educational policy makers involved in this creative and dynamic process.

Lamer et al. suggest the use of robotics as an enabling ICT platform for promoting
STEM education [11]. The multidisciplinary nature of the robotics field offers the
opportunity for young children to enhance their creativity and problem-solving abili-
ties. An open framework is proposed to bring together the main stakeholders of edu-
cational robotics, i.e. teachers, educational researchers and providers of educational
robotics, in terms of a common ground based on an activity centered repository. The
framework offers different perspectives and approaches such as learning through
making to trigger the curiosity and interest of students about science and technology.

Lehman et al. discuss the use of HUBzero, an open software platform operated by
Purdue University in US to support scientific collaboration, for the development of
STEMEdhub which is a tool for collaboration, research and education in STEM
domain [12]. STEMEdhub users can find resources such as lessons plans, simulations
and publications in the content repository. Moreover, using search engines they can
find the most appropriate content in terms of topic, field domain, grade level or rating
scores. The hub supports the concept of groups as the main organizational unit to
elaborate on the capabilities of the platform. A group can define a custom template
design for unique view of the interface and associate key terms with STEM resources.
The use of collaboration tools such as wikis, blogs, forums, calendars, and project
management allow groups to build various communities among their members.

The STEM4youth project builds a repository of educational content and teaching
scenarios with a goal to make science education and scientific career more attractive to
youngsters [5]. Various methodologies and tools such as learning by experiment,
demonstrations, social media and games are employed to present the scientific chal-
lenges in several disciplines and their impact in everyday life. The STEM4youth
approach emphasizes the social dimension and the career prospects associated with the
science education by indicating the specific skills that are developed.

IoT platforms like Arduino and Raspberry PI provide tools through their web
portals for creating and maintaining their communities. Such tools include forums with
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topics spanning from hardware and software to education and tutorials, wikis, blogs,
newsletter, etc. Project repositories created and documented by the users are also
maintained. Furthermore, Arduino Creative Technologies in the Classroom, or CTC
[13], is a program focusing on STEM teaching for students of secondary education in
collaboration with their teachers. The program provides IoT resources, learning
materials and educational services to enable participants to create a more hands-on
learning experience in the topics of programming, mechanics and electronics.

The UMI-Sci-Ed platform shares common characteristics and goals with the above
approaches and other online portals that collect and present STEM educational material
and provide collaboration support to active groups (e.g., Scientix, eTwinning, Micro:bit
and Make World). However, it is diversified by integrating under a common techno-
logical environment CoPs management and the UMI/IoT technical tools to assist
students both acquiring relevant competences and being motivated in pursuing a career
in related domains. On the operational level, the integration of the UDOO Neo IoT
platform allows to perform remote management of the device, visualize the data, and
trigger actions as a result of rules on the received data.

Another differentiation of UMI-Sci-Ed platform is its orientation in instructional
design: the educational scenario as a flexible structure has been the basis for designing
the platform mechanism for leveraging UMI-Sci-Ed communities. CoPs’ members
create groups on the basis of designed educational scenarios and further negotiate and
experiment on their implementation and splitting in smaller projects in a variety of
educational contexts.

3 Background Conceptual Models

3.1 The Role of Communities of Practice in UMI-Sci-Ed Platform
Modeling

Students as future practitioners, need to be able to perform analytic reasoning, interpret
information and demonstrate personal and social responsibility. Designing and estab-
lishing thus Knowledge Management schemata such as Communities of Practice
(CoPs) in the context of corporate or academic organizations is strongly related to
enhancing professional development in the following axes: (a) personal commitment,
(b) building trusting relationships with collaboration, (c) opportunities and ongoing
support for continuous learning, (d) inquiry based, practice based learning within
school settings, (e) respect for differences in practitioners’ theoretical backgrounds,
prior knowledge, experiences, and expertise, (f) risk taking, and (g) evaluation and
feedback [14].

Reflective practice, on the other hand, has significant potential to create educational
improvement because it is situation specific and places the professional in the very
centre of the attempt to create improvement: this, supported by the use of social
networking systems for knowledge management, seems to result in evident advantages
such as documenting tacit knowledge and building a sense of community in the context
of corporate or academic organizations.
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Furthermore, the practice based approach to continuing education aims to create a
common ground for individuals and teams to work, jointly reflect, explore alternatives
and support each other. A strong assumption in a practice based approach is that CoPs
cultivate professional learning and instructional improvement. The framework provided
by Wenger et al. on CoPs, defines these as “groups of people that cohere to through
sustained mutual engagement on an indigenous enterprise, and creating a common
repertoire” [15]. The message conveyed by the CoPs theory is that even in apparently
routine or unskilled work, there is a large amount of interaction and sense making in
completing the task(s) involved.

A knowledge schema as CoPs, needs an identity defined by a shared domain of
interest and membership implies a commitment to the domain and therefore a shared
competence that distinguishes this group from other people. These community mem-
bers, as they pursue their interest in their domain, engage in joint activities and dis-
cussions, build relationships, help each other and share information. The community
members as active practitioners deploy practices and use the same tools, working
together. Through such interaction they come to hold similar beliefs and value systems:
its members are colleagues committed to jointly develop best practices.

In the case of implementing CoPs in the field of education, their perspective affects
educational practices along three dimensions: (a) internally, in the sense of organizing
educational experiences that ground school learning in practice through participation in
communities around subject matters, (b) externally, in the sense of connecting students’
experience with actual practice through peripheral forms of participation in broader
communities, (c) over the lifetime of students, in the sense of tracing students’ learning
needs and organizing communities on topics around these.

The model by Wenger et al. [15] in this context is based on social learning;
participation is voluntary, membership can be self-selected or assigned, based on the
expertise or a passion of the topics. Leadership comes from both formal and informal
leaders while organization values innovation and knowledge sharing; knowledge
sharing occurs mainly within the community as an emerging and tie bonding process.
Under this model the designed and developed learning environment has to incorporate
the basic array of CoPs framework tools to achieve, knowledge presentation, com-
munication and collaboration.

In UMI-Sci-Ed approach, the strategic decision has been to design a simple but
robust structure supporting CoPs avoiding to a priori structure the educational envi-
ronment before taking into consideration members’ interaction and launching of pilot
educational activities. For that reason, knowledge management and collaboration tools
are incorporated in the UMI-Sci-Ed platform as will be discussed in the following
sections of the chapter. In UMI-Sci-Ed CoPs, a major part is to explore existing
processes and then refine those processes through collaboration among UMI-Sci-Ed
stakeholders. The collaborative practices that practitioners, as CoPs members, learn to
use will enable them to share knowledge and disseminate best practices within their
organization and other agencies.

UMI-Sci-Ed CoPs are expected to create, develop and disseminate new tools,
systems, and resources based on applications developed via UMI technologies. For
creating and supporting the UMI-Sci-Ed CoPs we have selected the model by Snyder &
Brigg, as composed by the following phases [16]: (a) discovering the potential,
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(b) coalescing, (c) maturity/growth, (d) advocacy/stewadership, and (e) transformation.
Each stage has a number of associated goals and activities or tasks. Identifying issues
that the CoPs will address, identifying the target population, defining the roles and
processes of involving key stakeholders, recruiting participants and identifying key
content for CoPs are important actions on following the aforementioned stages.

3.2 Instructional Design Considerations and the Role of UMI-Sci-Ed
Educational Scenario Template (UMI EST)

The hypothesis examined and explored in this work is that students studying science
topics can be empowered by using UMI applications which are developed in the
context of model educational scenarios whereas students are provided with meaningful
opportunities to participate in the learning process such as in terms of building
applications that are relevant to the subject they like. On the described basis vivid
interactions take place within student groups accustomed to a practice oriented expe-
rience model targeted to provide them with a rich context to grasp scientific knowledge.

Therefore, the pillar of the UMI-Sci-Ed educational learning platform had to be a
pedagogical framework, adequately structured, however “open” so as to encourage
users’ actual engagement with authentic learning activities regarding STEM and
involving state of the art IoT technologies such as UDOO Neo. Problem oriented
project pedagogy (POPP) is a pedagogical framework that incorporates a series of
integrated didactical principles as the basis for the design of this learning environment:
problem formulation, enquiry of exemplary problems, participant control, joint pro-
jects, interdisciplinary approaches, and action learning [17].

Important issues on applying the POPP are the following: who is formulating the
problem to work with, as well as the balance between problem formulation and
problem solving. This framework integrates pedagogical principles such as problem-
orientation, interdisciplinarity, participant control, exemplary projects, team work and
action learning. An important pillar of the educational process is users’ enquiry on
scientific problems and is the focal center of users’ engagement. In order to understand
the problem and find a solution to the problem, users have to go through different
stages of systematic investigations: preliminary enquiry, problem formulation, theo-
retical and methodological considerations, investigations, experimentation and reflec-
tion. When users themselves define and formulate the enquiry, they have conscious
relation of ownership to it, and they experience the problem fact which encourages
involvement and motivation. This enquiry and negotiation between users and
experts/mentors sets the learning process in a CoP.

The preliminary phase of problem setting is quite important and has to be supported
by materials, lectures, preliminary investigations and review of former work so as users
to focus on exemplary and principal problems. Collaboration in projects is another
design principle embraced by the UMI-Sci-Ed platform’s architecture. In such col-
laborative learning projects participants have a joint project and a shared enterprise,
participants are interdependent, participants own and share the problem, participants
have mutual responsibility of learning and collaboration among participants is a long
term process.
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What consists a design pillar of the UMI-Sci-Ed platform architecture is its focus
on the structure and use of educational scenarios. Their formats and use are quite broad,
targeted at all levels of typical and vocational education and training. There are limited
examples of extending STEM curriculum by employing scenario based e-learning
opportunities using state of the art technologies. Educational theories support learning
approaches that make learning engaging and meaningful, however the experientalism
approach is linked to improving student performance [18].

In this context, to launch orchestrating the learning process the UMI-Sci-Ed Edu-
cational Scenario Template (UMI EST) has been designed [19]; the template as the
core instructional tool, has been aims to encapsulate all important components of the
learning process. In UMI education we need to design “user experiences”. Figure 2
shows part of the UMI EST components.

For successful integration of STEM education, there are several characteristics that
have to be implemented. The four major features of STEM education include STEM
being collaborative, hands–on, problem solving and project-based [20]. Educational
scenarios have been used in educational and training practices so as to discuss which
futures are preferred or disliked, or pin down the direction of observable trends, or
revealing patterns of viewpoints than of a general consensus regarding the future.
Different stakeholders develop different - perhaps conflicting-interpretations filtered
through their experiences and their own professional and personal values. Since the use
of CoPs implies also supporting innovation mechanism through revelation of tacit
knowledge, a critical decision has been to incorporate educational scenario structure in
shaping the use of the UMI-Sci-Ed platform. Thus, using tools to start constructing a
common understanding and springboard for interaction and engagement among dif-
ferent stakeholder groups has been a critical decision and factor of differentiation of
UMI-Sci-Ed platform regarding other CoPs’ platforms.

Fig. 2. UMI EST representative components.
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4 Platform Development

4.1 Requirements

Social media and Web 2.0 tools have been quite important in forming communities on
which users, communicate, collaborate or interact based on digital resources. Given
that, systematic attempts in designing and developing web based platforms for sup-
porting CoPs, have emerged in various domains. Typical characteristic of these plat-
forms is the fact that they aim to function as a full-service, digital learning
environment, supporting important processes for information sharing, communicating,
collaborating on the basis of topics and predefined tasks. These platforms cater for
content management services, project coordination services, providing to members
feedback mechanisms and the ability to research on already provided content, as well
as the ability for members to construct artefacts or digital products on line. These
services actually take place in both individual and group level; the working group is the
mediator between the individual knowledge as it transforms to community knowledge.

Web supported technological environments for CoPs, by default have to be oriented
to uncover the principles embedded in existing learning practices (i.e. a problem of
engineering), develop technologies to help students participate in these practices (i.e. a
problem of engineering and technology development), and create experimental learning
environments designed to develop life skills through participation in a community of
practice (i.e. a problem of program design and action research). For these purposes
tools for content research and management are important, synchronous and asyn-
chronous communication tools, on line collaboration tools as well as space for pre-
senting co-creation of artefacts or digital products.

Important aspects on the design of UMI-Sci-Ed platform have been the following:
(a) relating sensitively to learners and working through agreed processes to build trust and
confidence, (b) modeling expertise in practice or through conversation, (c) observing,
analyzing and reflecting, (d) providing information, (e) relating guidance to evidence,
(f) broker access to a range of opportunities (i.e. discussions with a specialist), (g) providing
feedback, (h) target setting and action planning, (i) tailor activities in partnership with the
professional learner. It is unlikely however that a self-selected, immediate needs-related
form of self-development will produce transformational learning. The provision of online
resources, need to be balanced with opportunities for interaction with others who can
provide some sort of impetus to inspire a paradigm shift: this could be achieved by
supervisors or link tutors working in tandem with mentors and coaches to draw their
attention to specific resources which are particularly pertinent to issues arising from practice.

The aforementioned features inform the UMI-Sci-Ed platform development as
outlined in the following sections.

4.2 Users

The UMI-Sci-Ed platform provides services to support the goals of many different user
roles according to the requirements and the background concepts discussed previously.
Consolidating all the requirements regarding the users and their roles in the platform,
we concluded in the hierarchy depicted in Fig. 3.
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Table 1 summarizes the goals of the primary users of UMI-Sci-Ed platform.

Fig. 3. UMI-Sci-Ed platform users’ hierarchy.

Table 1. User roles and their goals.

User role Goals

CoP leader - Identify important issues in the domain
- Manage the boundary between community and formal organization
- Provide leadership in resolving the problems with and in the practice
- Arrange for communication support
- Overlook the potential needs of CoPs changes

CoP coordinator - Coordinate information from CoP members to avoid side effects
- Inform CoP members about relevant activities elsewhere
- Inform others about CoP’s activities

CoP moderator - Clarify communications
- Ensure that dissenting points of view are heard and understood
- Keep discussions on topic and reconcile opposites of view

Project leader - Plan and supervise projects running in CoPs
- Monitor members’ progress on project completion

Content provider - Design and develop educational material for CoPs
- Upload/make public educational material through platform tools

CoP member - Share knowledge and experience
- Participate in discussions and other sessions
- Raise issues and concerns regarding common needs and requirements
- Devise solutions to shortcomings in formally documented methods and procedures

Technical manager - Provide technical support/guidance to CoP members
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The purpose of this analysis is to define the platforms’ services that match the
requirements of the various CoPs. It should be noted that in practice for CoPs targeting
very busy professionals which are overloaded with tasks and information, what is
needed is simplicity and flexibility regarding the accessing of the information that will
be helpful in their job. For example, finding quickly the current pending tasks for the
group someone belongs to or finding the artefacts someone needs to study to be
prepared for the next meeting. Such requirements affect the platform presentation
layout.

4.3 Services

The UMI-Sci-Ed platform offers services that are aligned with the POPP framework
and support the goals of the user roles specified in the previous section. The main
service categories are outlined in the following.

Content Management Services. Content and media sharing are central to the oper-
ation of CoPs. Therefore UMI-Sci-Ed platform supports various forms of content
management from typical file organization in folders to metadata annotated resource
filtering. Given the large amount of data the UMI-Sci-Ed platform needs to handle it is
required to provide the proper functionality to organize and navigate such kind of
content. In UMI-Sci-Ed the following content management services are supported:

• Management of educational content
• Management of student project specification and results
• Management of UMI app store
• Management of career opportunities/advertising.

For all the above categories of content management metadata editing is a provided
feature especially for large document repositories.

Besides content management other collaboration services are evolved around
content. Several such services are included in UMI-Sci-Ed platform:

• Collaborative document authoring
• Collaborative UMI app authoring
• Management of discussion forum content
• Management of blogs/microblogs content
• Management of wikis content
• Support social bookmarking
• Import on-line content libraries.

Project Coordination Services. Here we have services that implement the project
management module that support the creation of a project, allocation of tasks including
documents (e.g. the informed consent of the participants) and organizing activities with
relevant information. Managing a calendar of events is mandatory so that all CoPs
members can be informed of scheduled tasks and find information on previous tasks
and meetings. Each user can add a new event to the platform and can visit the calendar
section where all events are presented. Access rights can be also defined, i.e. for a new
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event a user could set the group audience and visibility properties so that the calendar’s
view can be only seen by members that have access rights.

Evaluation of tasks and project milestones assessment are also provided. Since the
participants in a project may create artefacts to solve problems of practice various
decision making tools can be used to assist this process (e.g. rank ideas, establish
consensus, and systematically analyze information through series of steps).

Member Feedback and Research Services. CoPs workings are facilitated by
allowing their members to provide feedback in the form of rating a type of content,
providing comments, and finding information according to the ratings and access
frequency of their colleagues. For a large content repository, like the UMI-Sci-Ed
repository, such feedback can be a powerful service to quickly discover the most
appropriate content (e.g. a UMI project with specific characteristics and rating) and
assist the comprehension on the details of development and usage of such a content.

Poll and survey services are provided to facilitate participation to the workings of a
community task from a broader group of users. Different types of questions are sup-
ported such as select options, likert-scale, and date and text fields. Analysis of the
results is also provided (number of submissions per component value, calculations, and
averages).

Social Media Sites Services. Although content management systems such as Drupal
Commons provide basic services to build social networking capabilities within the
UMI-Sci-Ed platform, mainstream social media such as Facebook and Linkedin could
also be exploited by CoPs for their collaboration and interaction. As a design decision,
a mix of both worlds can bring more benefits where the basic activities are supported
by the platform and in addition some discussions and activities are extended into
external social networking systems. Some of the mainstream platforms (e.g. Facebook)
support programming linkages to their systems through Application Programming
Interfaces (APIs) to allow custom integration.

Supporting Utility Services. A number of supporting utility services are provided in
the UMI-Sci-Ed platform:

Login: Allowing user authentication either in the traditional way or login via Web-
wide authentication services (e.g. authentication from social networking sites such as
Facebook, Twitter, and Linkedin). Existing open standards are used such as OpenID or
OAuth.

Access Rights Setting: Different roles may have different access rights on the stored
content.

Characterize Content Visibility: A key feature of this service is a versatile set of access
controls that facilitates imposing a variety of privacy policies. The dynamicity of the
environment allows for setting access permissions on a fine-grain level allowing a post
to be shared to a specific group of users and the next one to be shared with all the
participants of a network.
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Notification RECEive: Notifications are important for the operation of an active
CoP. Various forms of notifications are supported such as e-mails, SMSs and social
network notifications.

Web Metric Reports: Metrics reports provide information about the ways visitors
(members and non-members) access, use, and benefit from CoPs content. At the initial
stage of evaluating UMI-Sci-Ed platform, it is important to use metrics reports to
provide statistics on the number of new members, total number of page views, average
number of page views per visit, average number of messages posted per week, total
number of messages posted, etc.).

Submit UMI App to Execution: Instead of the user downloading a UMI project, this is
an advanced feature that is supported by the platform’s middleware where the user can
submit remotely the application to the h/w platform.

4.4 Data

The UMI-Sci-Ed approach generates, uses, circulates and disseminates a big amount of
diverse data. These include data that support the educational and training activities, the
artefacts and derivatives of the piloting and implementation phases, data that drive the
research process that justifies the UMI-Sci-Ed methodology, etc. Both qualitative and
quantitative in nature, may either be automatically or manually generated. The origin
differs substantially, e.g., data are generated by the participants to the educational
activities (e.g., students, tutors, researchers, project members or professionals),
researchers that process and analyze the activities and data created in the context of the
educational scenarios implementation, sensors or other artefacts producing data in the
context of the pilot and implementation phases as well as the UMI-Sci-Ed platform
itself. Furthermore, it is clear that the generated data follow different formats and
standards due to their diverse nature and post-processing requirements. Almost all
types of data are managed through the UMI-Sci-Ed platform in order to support the
activities that are realized in the context of various educational scenarios.

Aiming to provide easy access and processing capabilities, all generated data by
UMI-Sci-Ed platform have been classified into six dataset categories. This categori-
sation achieves the provision of a simple structure while keeping the major relevant
data collections compact, in terms of the origin of creation and the post-processing that
will be applied to the data collections. In specific, the six datasets are:

• DS1: Educational scenarios derivatives. This is the family of datasets that contains
all the raw or processed data that are generated during the execution of the pilots as
learning artefacts, mainly by the students and the tutors.

• DS2: Research data. This dataset includes all the quantitative and qualitative data
(pre- and post-processed questionnaires, reflections, evaluations, etc.) that support
educational research.

• DS3: Educational material. This dataset includes all the educational material that is
developed by tutors, professionals, domain experts etc.
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• DS4: Platform and market analysis data. This dataset includes information about the
usage of the platform in the form of log files and evaluation forms as well as overall
evaluation data that are used for market analysis and exploitation.

• DS5: Project working data. This dataset includes working documents in the context
of the project, such as presentations, draft deliverable documents, deliverable
review documents, etc.

• DS6: Other data. This dataset includes other types of information that are gathered
in the UMI-Sci-Ed platform that cannot be categorized in one of the above datasets.

Major importance for ethical aspects is data collected as part of DS2 and DS4
datasets. For example in DS2, all data are stored without any reference to the student
interacting with the platform and are password protected. In the case of the tutors
collecting or generating information (interviews, assessments, reflections, etc.), the
information is directly stored to the platform via proper forms with no reference to
student personal data. In such cases, only demographic student data are stored (e.g.,
gender, age) and are password protected. Along the same lines, DS4 data including
platform log files are encrypted, statistically processed and aggregated to ensure
anonymity.

The UMI-Sci-Ed platform that hosts the above mentioned data has been organized
in specific content types that support the educational/training/mentoring etc. activities,
the most important being the UMI Scenario, UMI Project, Group Article, Repository
Entry1, Blog, Survey, Wiki, Forum Topic, Poll, and Event. In addition, a Filedepot is
included in the platform that supports information exchange among UMI-Sci-Ed
stakeholders. Table 2 provides the platform content types that are used for collecting or
exchanging data of the defined datasets.

The UMI-Sci-Ed platform is the major place of data collection and presentation
either raw or processed data generated by the involved communities of practice.
Additionally, publications and related research data are uploaded to Zenodo open

Table 2. Datasets and UMI-Sci-Ed platform content types relation.

Content Type DS1 DS2 DS3 DS4 DS5 DS6

UMI scenario � � �
UMI project � � �
Group article � � �
Repository entry � � �
Forum topic � � � �
Blog � �
Survey � � �
Poll � � �
Wiki � �

1 Repository entry refers to entries in the Open Repository of the UMI-Sci-Ed platform.
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platform (https://zenodo.org/), after proper anonymization, in order to expand visibility.
All data of the content types described above that are uploaded in the project platform,
including attachments, have a unique and persistent identifier of URI type that is
automatically generated by the platform. Research data uploaded to Zenodo also have a
unique DOI provided by Zenodo platform.

A first set of metadata has been declared for each of the content types of the
platform focusing in educational research while general metadata are also going to be
generated. The specific set for each content type has been decided as a compromise
between a full descriptive set of metadata for educational research and low require-
ments of user input, so that to avoid end user dissatisfaction that will prevent users from
using the platform. Therefore, UMI Scenario and UMI Project content types that are
basically developed and supported by the project partners and the tutors require a
significant set of metadata (provided by user input) during the setup of a scenario or a
project. In all other cases user input related to metadata has been minimised.

Following the same principle, attachments in the platform are classified in two major
categories: attachments including educational material that supports educational sce-
narios and activities under the UMI Scenario content type and attachments for all other
content types. In the former case, educational material is classified in 5 categories, that
is, Source Code, URL, Digital Document, Media Object and Rich Text, each one
accompanied by a detailed set of metadata that is generated either by user input or
automatically by the platform. In the latter case, attachments are categorized as file
attachments, image/photos and YouTube videos and are accompanied by a minimum set
of metadata that will be generated by user input in order to ease file and media exchange.

The metadata schema for educational research in the framework of the project
follows the Learning Resource Metadata Initiative (LRMI) version 1.1 of Dublin Core
Metadata Initiative (DCMI)2, properly adapted and expanded to fulfil the needs of
UMI-Sci-Ed. Table 3 provides the properties of Schema.org/CreativeWork that were
adopted from LRMI specification, new properties introduced, the metadata collection
method in the platform and some clarifying comments.

Table 3. LRMI properties adopted in UMI-Sci-Ed.

Property LRMI New Generation method

educationalAlignment � User input
educationalUse � Automatically by the platform
timeRequired � User input
typicalAgeRange � Automatically by the platform
interactivityType � User input or automatically by the platform
learningResourceType � User input or automatically by the platform
artefactType � User input
licence � User input
educationalRole � User input

2 http://dublincore.org/dcx/lrmi-terms/1.1/.
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A new set of values has been defined in addition to the recommended by LRMI 1.1
values for the alignmentType property. These are used primarily with UMI Scenario
and secondarily with UMI Project content types and are expected to enhance discov-
erability and reusability of UMI-Sci-Ed data. Table 4 summarizes the use of Align-
mentObject type and its properties that are used as a basis for detailed metadata in the
context of educational research. All metadata are saved in the platform for further use
and presentation and they will follow the Schema.org structure.

UMI Scenario, UMI Project, Group Article, Repository Entry, Blog, Wiki and
Forum Topic content types include a mandatory field for Key Terms or Tags. All of
them are mapped to schema.org/CreativeWork:keywords property for metadata gen-
eration. Therefore, all datasets are accompanied by keywords. Keywords are available
as a list (autocomplete feature) while typing new key terms or tags in the above-
mentioned content types in order to enhance reusability. Keywords are searchable
through the main search function of the platform.

Versioning of UMI Scenario, UMI Project and Wiki content types is preserved
automatically by the platform. Additionally, versioning is available for UMI Scenario,
UMI Project and Wiki content types by user input.

4.5 Architecture

The goal of the UMI-Sci-Ed platform is to support CoPs through socialization, delivery
specific of educational material, entrepreneurship training, showcases, self-evaluation,
mentoring, and conceptualization of content and information management. Figure 4
shows the main components of the UMI-Sci-Ed system architecture.

The platform mainly combines a content management system with collaboration
tools under a common digital environment and provides a special-purpose middleware
for integrating applications with the hardware educational kit for retrieving and visu-
alizing data.

Table 4. Properties of Schema.org/Intangible/AlignmentObject used in UMI-Sci-Ed.

AlignmentType value LRMI New

“learningOutcomes” �
“educationalLevel” �
“educationalSubject” �
“umiDomain” �
“educationalScenarioOrienation” �
“pedagogicalTheory” �
“requires” �
“activityType” �
“learningObjectives” �
“difficulty” �
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The web portal3 is the front end of the platform and allows stakeholders to access
the tools and services of the platform. The portal provides a single-entry point to the
digital environment offering a unified user experience to the participants as soon as they
familiarize with the environment. Instead of using multiple systems and layouts and
keeping track of different streams of information the users are focusing on a single
environment. The web portal gives access to services such as content repository access,
forum/blog/wiki management, announcements and notifications, user profile area
management, commenting and project planning and development.

The educational tools for reinforcing peer learning and mentoring include:

• An open repository of educational material on UMI.
• Self-education, training and evaluation questionnaires and tests.
• A set of training activities that allow the educational community to implement UMI

scenarios in real world settings.
• A set of educational scenarios that convey both technological and pedagogical

approach to future users.
• A set of UMI projects implementing the educational scenarios.

The content repository includes various forms of content such as educational
material, UMI projects and results developed by the students, research results on
educational approaches and methodologies, and links to tools for information extrac-
tion, management and diffusion of the produced knowledge. A key goal is to provide
an “application store” of the UMI projects offering all the necessary information such
as: hardware resources for program execution, a library of training materials and other
information to support application use.

The collaboration tools enable CoP members to: (a) upload content and publish it to
a wide audience, (b) work together in private spaces where they can share documents

Fig. 4. UMI-Sci-Ed platform architecture

3 https://umi-sci-ed.cti.gr.
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and send messages to one another, and (c) ask questions and post responses about
project concepts. Other services enable students to work collaboratively on the source
code of their projects and share with other CoP members and allow registered users to
post ratings (e.g. 5-star) and comments/reviews on uploaded resources so as to produce
rankings.

Social login allows user authentication via Web-wide authentication services (e.g.
authentication from social networking sites such as Facebook, Twitter, and Linkedin).
Here, existing open standards are used such as OpenID or OAuth.

Mainstream social media such as Facebook and Linkedin could also be exploited
by CoPs for their collaboration and interaction. In particular, some of the mainstream
platforms (e.g. Facebook) support programming linkages to their systems through
Application Programming Interfaces (APIs) to allow custom integration within our
platform.

The middleware component of the platform supports two kinds of communications:
user-to-device and M2M communication. In the first case the middleware supports
through a user interface operations such as controlling an IoT device over the web,
collecting data from the devices (e.g. temperature), visualizing the collected data and
exporting the collected data to various formats. In the second case instead of down-
loading a UMI project from the repository and installing it on the hardware kit, the user
can submit remotely the application to the h/w platform. The communication between
the hardware kits and the middleware is based on the HTTP protocol using JSON
streams.

4.6 Implementation

The core of the platform is based on Drupal 7, an open source CMS with a variety of
contributed modules from the community. The current version of the platform has over
90 Drupal modules enabled and properly configured to provide the wanted function-
alities. The platform is installed on a web server running Ubuntu Server, Apache 2 as a
web server with PHP 7 and MySQL 5 as a database server.

On the user interface, the approach of a user’s dashboard is followed where user’s
information is clearly provided and is associated with relevant content (created by the
user, recent used content, etc.). The current version of the platform supports 11 content
types (Fig. 5). A user can create a new group, upload a UMI scenario, upload a UMI
project, post a new group article, add a new entry to platform’s repository, write a new
post to a blog, create a survey, write a new wiki page, create a forum topic, create a new
poll or create a new event. Users can also create relations between certain content
types. For example, a blog post may belong to a specific group, a UMI project may be
related to a specific forum topic, calendar event etc.

In particular, the “UMI project” content type allows users to upload to the platform
their UMI projects or download projects created by other groups. Each UMI project has
a number of specification fields to assist searching and comprehension of the corre-
sponding applications. Fields are emanated from the UMI-Sci-Ed Educational Scenario
Template discussed in Sect. 3.2. Figure 6 shows an example UMI scenario definition
where a subset of the available fields have been captured.
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Fig. 5. UMI-Sci-Ed portal UI for content management.

Fig. 6. UMI project definition example.
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5 Evaluation

5.1 Example Educational Scenario and UMI Project

The aim of this specific scenario is to explore the Physics laws and the related theory
behind the absorption of thermal radiation on surfaces of different colour and material.
The students by first configuring and then using the appropriate hardware and software
components are able to measure, observe and explain the details of the different
behavior of materials regarding thermal radiation absorption.

Its major learning objectives are: (a) to bring about problem solving skills that are
connected with UMI technologies and STEM practice, (b) to elaborate on synthesis,
analysis, critical thinking and decision making, (c) to provide an insight on how UMI
technologies could be used as a means for updating educational practice, and (d) to
support students in developing UMI projects through experts’ feedback.

One of the experiments designed included the use of a desktop incandescent lamp
as a heat source and paperboards placed underneath the lamp (Fig. 7). The distance,
position and angle of the material have to be specific according to the instructions and
experiment scenario. Under the material a thermistor sensor is placed to monitor its
temperature.

From the platform UI students can configure the experiment variables and
parameters and give the command to start the measurements. When the lamp is turned
on a timer is set typically to 1 min or more depending on the scenario. During the
experiment the students are able to observe the temperature graphs displayed
depending on the behavior of the material they test each time. So they have the
opportunity to make observations, to compare, to reflect or to ask questions and discuss
with their teacher.

Fig. 7. Experimental setup for the educational scenario “thermal radiation absorption” [3].
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The open source s/w platforms used to develop the application include:

• Node-red which is an IoT s/w platform that is used to integrate devices, APIs and
on-line services with applications. We used this platform to build the user inter-
action environment of the application, to control devices like the lamp, and to gather
values from the sensors in order to store them in the DB.

• The influxDB which implements our database to store the sensor measurements.
• The Grafana, which is the s/w tool used to create diagrams and graphs in order to

visualize the sensor measurements.

5.2 Preliminary Results

A two days pre-pilot evaluation of the proposed methodology took place in a Greek
high school. Fourteen (n = 14) students participated (64% female, 36% male). During
the first day students were involved in introductory activities including experimental
setup in terms of the required hardware and software components, presentation of
material on the course subject, acquaintance with the IoT platform features, testing of
the UMI-Sci-Ed platform on-line services and configuration of the UMI applications to
be used in the experiments. To collect research data an initial questionnaire has been
delivered to participating students, aiming to assess their knowledge on the course
topic, their familiarity to technology, as well as to assess attitudes and openness
regarding UMI technologies exploitation in education. The students replies showed
that: (a) all of them had adequate familiarity with technology; (b) they did not know
much about the microprocessor boards and had little knowledge about IoT; and (c) they
had a positive attitude and expectation regarding the UMI enhanced educational
activity.

During the second day the designed experiments were conducted and the UMI
application was used to measure, display and record temperature changes under dif-
ferent conditions and various materials in order to have a hands-on experience
regarding thermal radiation absorption mechanisms and make associations with the
relevant physics laws.

On the educational part active exploration techniques was possible to apply in line
with the principles of reflective and peer learning. For example, the students were asked
through worksheets to explore the factors that affect thermal absorption, i.e. distance of
material from the heat source, material colour/thickness, position angle, heating
duration and amplitude, heat type (radiation, current, conduction, combination),
ambient temperature, surface/material temperature etc. They repeated the experiment
by changing one factor each time, measured the temperature and compared the results
to identify causality or correlations. A playful and participatory approach to increase
engagement through gamification was also possible. Given certain task characteristics
each team picked the materials that they believed can satisfy the requested properties
and behaviour, and validated their hypothesis by using the UMI application. The teams
that reached closer to the specifications won.

A second questionnaire was handed to the students with an aim to evaluate both the
robustness of the application components and the learning benefits as a result of using
IoT technology and applications. The graph at the lower left in Fig. 8 depicts the
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questionnaire results using a cumulative scoring scale method (Likert scale 1–5).
Almost all students conveyed a clear benefit in understanding the theory and its con-
nection to practical use through UMI applications. They also expressed a preference for
using the IoT toolkit in combination with configurable software programs compared to
traditional analogue instruments and manual recordings. We also surveyed whether the
students realized that the approach presented was not representing a monolithic system
serving a single purpose but a platform that can be adapted, configured and used in
many other Physics experiments. The majority of the students embraced that view
which justifies the point that such systems can be accepted as learning tools in school
communities.

The overall impression obtained from this first assessment was positive based on
the comments expressed by the students. In addition they found the educational sce-
nario to be helpful, the tasks performed useful and rated positively the overall learning
experience. The message delivered is that the UMI approach is promising and can be
developed to a valuable educational tool empowering students learning experiences.
Even with this form of limited evaluation it was possible to test several aspects of the
UMI-Sci-Ed platform including the versatility of the IoT toolkit towards supporting the
circuit design and implementation of educational scenarios as well as the supporting
services of the software platform including delivering of educational material on UMI
technologies, sharing of UMI applications, gathering and storing experimental data,
supporting polls and surveys and disseminating results and experiences via social
media.

Fig. 8. UMI application evaluation results [3].
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6 Conclusions

Using scenarios in education enables the orchestration of the learning process as well as
the gradual employment of technological tools that further support the learning process
as a whole. In our work the structure of the UMI EST has been the pillar and semiotic
artefact based on which secondary school teachers, researchers, practitioners, design
their own educational scenarios and collaborate on the basis of designing also small
projects that actually interrelate with their educational scenarios. The added value of
such an inclusion, providing an instructional tool for CoPs’ members, so as users to
collaborate has been: (a) to create an integrated learning environment with multiple of
stimuli for engaging in the design process, (b) to organize design products, emerging
out of the design process, and (c) to provide a common basis to all CoPs’ stakeholders
so as to start building common understanding on communities’ purposes, goals and
final products. The strength of the scenario approach lies in separating between an
intellectual fiction and complex realities as a means to acquire a better understanding of
commonalities between “real” organizations (i.e. firms, schools etc.) and an intellectual
design.

Although the UMI platform shares common characteristics with other online por-
tals that collect and present STEM educational material and provide collaboration
support to active groups it is diversified from them because it integrates under a
common technological environment CoPs management and the UMI technical tools to
assist students both acquiring relevant competences and being motivated in pursuing a
career in related domains. On a technical level, the middleware layer of the platform
allows to perform remote management of the IoT device, visualize the data, and trigger
actions as a result of rules on the received data. Another differential aspect is the use of
the designed Educational Scenario Template as the core instructional tool, to encap-
sulate all important components of the learning process.

The evaluation presented represents a set of preparatory activities required for the
official UMI-Sci-Ed pilot studies setup. Field research will follow in educational
conditions involving five European countries (Finland, Greece, Ireland, Italy and
Norway) in order to test in a broad educational context the UMI-Sci-Ed methodology.
The research sample includes five schools from each country and about 25 students per
class.

The participation of the students, the teachers and the school community members
is expected to produce several outputs. Variables to be analyzed include usability,
motivation interest, knowledge and engagement. Media include surveys, interviews,
observations and cognitive tests. The collected quantitative and qualitative feedback
elements are going to be analyzed to construct knowledge about the whole process. The
results of using an evaluation framework that will assess the impact of such activities in
terms of learning gains are also expected.
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Abstract. Design Based learning (DBL) as an educational approach which is
emerging in primary education. Because of the limited availability of prescribed
teaching materials for DR, learning activities are often developed by instructors
themselves. However, it is often difficult for teachers to develop DBL activities.
The paper investigates how primary school teachers can be supported in
developing successful DR learning activities, in which pupils can develop both
core curriculum objectives and 21st century skills. The research questions are:
How can teachers be supported in the design of DBL activities aimed at concrete
learning objectives? Are teachers able to apply the DBL creation tool as
intended; to follow the design strategy offered, to reflect on the DBL activities
using the tool and to improve the design iteratively? Are teachers able to suc-
cessfully develop DBL learning activities using the tool?
The paper describes the development of a tool that supports primary school

teachers in creating DBL teaching materials. A web-based tool has been realized
iteratively by means of design research. The resulting supports the teachers in
developing 21st century education and encourages the teacher to reflect, even if
it does not yet produce complete teaching materials for the classroom. However,
in order to be effective in promoting DBL, there is a need to integrate the
underlying concepts of DBL (such as incorporating design generations into the
course material) even more extensively into the tool and to supplement it with an
explicit pedagogical strategy and concrete assessment procedures.

Keywords: Design Based Learning � Authoring tool � Primary education

1 Introduction

In order to be carefully prepared for the future, children today are increasingly
encouraged to learn 21st century skills such as working together and solving problems.
Teachers are faced with the challenge of integrating these skills into their lessons, in
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addition to achieving the regular core curriculum objectives such as arithmetic, writing
and subject knowledge. Interest in Design Based Learning (DBL) [1, 2] is growing
among primary school teachers. They see it as helpful in teaching children 21st century
skills. DBL (Design Based Learning) is an educational approach in which pupils learn
by developing (‘designing’) solutions for (open) social challenges in cooperation with
each other through design-methodology. During DBL the pupils work on authentic
challenges, which often lead to intrinsic motivation, and provide insight into how the
learned knowledge and skills can be applied in practice.

Despite the fact that DBL is seen as an appropriate approach to learning 21st

century skills [3], there are practical obstacles, which often prevent primary school
teachers from (successfully) implementing DBL in class. There are no fully developed
textbooks, the teacher has to take on a coaching role as opposed to the traditional role
of teacher [4] and the teaching materials often have to be developed by the teachers
themselves [5]. The development of suitable DBL teaching materials is also chal-
lenging and time-consuming; teachers are often unfamiliar with the concept of DBL,
unable to determine the appropriate level of openness in the assignment for the pupils,
and experience difficulties in linking DBL activities to the development of crucial basic
skills (such as numeracy and language skills).

The project was carried out in very close cooperation with three schools of Pla-
tOOlab [24]. PlatOOlab is an organisation of schools in the south of the Netherlands
that is interested in educational innovation and seeks to implement the teaching of 21st

century skills.
This chapter presents the development of an online tool that supports primary

school teachers in creating DBL learning activities. This DBL creation tool seeks to
help teachers to integrate 21st century learning goals into DBL activities. In this, it also
seeks to encouraging teachers to reflect on the DBL activities they have developed, thus
strengthening the teachers’ professional agency. The DBL creation tool has been
developed in three iterative cycles, in collaboration with teachers and the directors of
the three participating schools. The design of the tool is based on the design in the
master thesis of van der Sanden [30].

2 Related Work

2.1 Design Based Learning and 21st Century Skills

Europe is facing an “innovation crisis”: research needs to be better translated into new
and better products and services in order to improve quality of life in Europe and to
remain competitive in the global marketplace. To counter this crisis, Europe needs
people with an entrepreneurial and creative way of thinking. However, current edu-
cation largely concentrates on knowledge acquisition, automated skills, and little
emphasis is put on understanding, critical thinking, the ability to apply knowledge in
new situations, creativity and collaborative skills. As a result, teachers, entrepreneurs,
academics and public authorities are increasingly calling for the implementation of the
so-called 21st century skills [3], that particularly focus on the less traditional academic
skills needed for the future.
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Trilling and Fadel [6] have divided 21st century skills into three categories (see
Fig. 1):

• Learning and innovation skills, including critical thinking, Problem-solving think-
ing, Communication, Collaboration, Creativity, Innovation and entrepreneurial
skills;

• Digital literacy skills, including information literacy, media literacy and information
and communication technology (ICT) literacy;

• Career and life skills, including flexibility and adaptability, initiative and self-
management, social and multicultural interaction, productivity and responsibility.

As a teaching/learning strategy, Design Based Learning facilitates various of these
21st century skills. Since DBL focusses on solving complex and poorly defined design
problems, this would challenge pupils critical thinking, creativity and self-directed
learning ability [7].

The Design Based Learning process follow consists of a series of steps, such as:
exploring the problem, developing ideas, building and testing prototypes and evalu-
ating the outcome. In projects, some of these steps may be performed more than once,
since during the process new temporary designs become available to be tested, new
perspectives may be discovered instigating re-testing of re-design, and new aspects to
the problem may become visible pointing for solutions in new directions that are to be
explored. However, a DBL project will typically start with a divergent, chaotic phase
and then gradually move forward towards a solution; a process in which the emphasis
gradually shifts towards convergent thinking (Fig. 2).

Fig. 1. A model of learning 21st century skills [6].
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Teaching using DBL is attracting increasing interest [7]. However, it has been little
applied in schools, mainly due to practical problems such as a lack of Design Based
teaching materials and un acquaintance of the teachers with DBL. Moreover, exami-
nation syllabi may get in the way, putting pressure on classroom practice preventing
teacher to explore with new forms of education, even those aiming for the learning of
the desired 21st century skills.

Nevertheless, DBL has been identified as an innovation with the potential to bring
about a major change in learning and can contribute to a new pedagogy, which may
transform education [7].

Teachers are the key to the successful educational change and the implementation
of DBL. In order to bring a change, teachers must understand the principles of DBL,
integrate these into their professional conception of teaching, and need an overview of
means and techniques to practically implement DBL in their classrooms. To do this,
teachers need resources, examples and professional development opportunities [8].

Such implementation will very much involve the teacher in the role of ‘learning
activity/material designer’. For this, a variety of educational frameworks is available,
such as Van den Akker’s spider web (Fig. 3) [9]. Such frameworks can help to
structure educational processes and their design. In this study, the ‘spider web
framework’ was used to develop a practical tool for primary school teachers to design
their own DBL learning activities.

The various learning elements in the spider web al interact in establishing effective
education. The spider web gives an overview of the learning elements that are to be
orchestrated in order to arrive at a coherent lesson or lesson series. We used it as a basis
for the lay-out of our educational design support tool. In this, we downplayed the
learning elements ‘forms of collaboration’ and ‘sources and materials’ but put extra
emphasis on the element ‘role of the pupil’. The results form a solid foundation for our
design support tool that will assure that the teachers will pay adequate attention to all
elements.

Fig. 2. How the process of divergence and convergence proceeds to a clear final design [34].
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2.2 Tools for Teachers

No ‘plug and plan’ teacher design support tools are available. Existing educational
materials that focus on promoting Design Based learning in education, such as Stanford
‘d.school’ [10], focus on the Design Based learning materials, rather than on supporting
the instructor to design the learning materials himself. A toolkit that helps teachers to
integrate Design Based learning into their lessons, an approach that has much in common
with DBL, has been developed by the IDEO [11]. This toolkit uses Design Based learning
to support teachers in developing new teaching materials. But this not necessary is Design
Based Learning Material. Unlike these toolkits, our approach is specifically focused on
supporting teachers in creating DBL in which students learn 21st century skills.

To support designing teachers, it is crucial to reduce the ‘design space’. A first
component is structuring the design process. This takes away much of the interrelatedness
of the various design choices which is difficult to understand for the novice
teacher/designer. Structuring can be less strict for more proficient teachers/designers that
already can understand the ‘when and why’ of various choices [35]. A second component
is to make design options transparent, and to reduce their number through pre-selection.

To make websites that present complex processes or situations in an intuitive and
predictable way, these should be structured according to users’ mental model(s) of
these processes or situations. An example is the lay-out of the railway station man-
ager’s dashboard. Hence the online design tool should be organized according to the
teachers’ perception of the process of ‘planning education’. This model can be found
by examining how a representative group of teachers views this [36, 37].

Structuring the design process and pre-selecting design options alone would
‘robotize’ the teachers’ design process, frustrate teachers as autonomous professionals
and hinder their development as reflective practitioners [27]. Hence the online support
system should give room for teachers’ professional autonomy and professional deci-
sions. Moreover, it should stimulate reflection while designing education. Even more
so for designing DBL since reflection is in the heart of the design process itself [2].

Hence, structuring and pre-selection of design choices should be minimized, but
must also be rigorous enough to prevent cognitive overload. Scaffolding and guidance

Fig. 3. The curricular ‘spider web’ by Van den Akker [9].
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to support teacher in taking the remaining design-decisions is key. An adaptive strategy
was developed [38]: Guided Learner Adaptable Scaffolding (GLAS). They distinguish
3 types of scaffolds: supportive (e.g. advise, highlighting options), reflective (e.g.
clarifying alternatives and criteria, asking for deliberations), intrinsic (e.g. relating to
the design process as a whole).

2.3 Properties of DBL Activities

In developing a tool that supports teacher in the creation of DBL learning activities, we
need to start from a clear description of DBL and its characteristics. Here only a short
description can be given - a more detailed description based on various resources [12–
14] can be found in [2]. Design Based learning activities consist of the following six
components:

1. Design Elements and a Design Process

The design process should move through various steps and the focus should gradually
shift from divergence (e.g. generating directions and ideas) and to convergence (e.g.
deciding on the size of the challenge and selecting ideas). In DBL, the design problem
that students work on should be valuable for real life. The project should aim for
adding value for the user, subject and possibly for other stakeholders.

2. Collaborative Learning and Reflection Process

Reflection plays a crucial role in the design processes [39]. Through reflection, ques-
tions are articulated concerning the aim, design or current prototype. Seeking answers
can involve theoretical exploration, a shift in view-point, information search of testing.
At the same time, reflection plays an important role in the learning process since it
contributes to understanding and personal internalization of results. Hence, it directly
contributes to 21st century learning. In DBL, the pupils learn by iteratively switching
between doing and reflecting. Group work and collaborating promotes this process.

3. Assessment and Learning Objectives

Learning objectives of DBL activities should comprise both skills (e.g. design skills,
21st century skills) and the ‘classical’ learning goals such as knowledge (e.g. mother
tongue) or domain-specific skills (e.g. arithmetic).

4. Project Properties and Design Assignment

The design assignment, i.e. the (social) challenge for which the pupils are asked to come
up with a solution, should be open and should provide the pupils with the opportunity to
work on relevant learning objectives. The design project must be recognizable and
motivating for the pupils. In addition, it should match the level of the students. Based on
the similarities between learning from inquiry and learning from DBL, the level scheme
of Ireland, Watters, Lunn Brownlee and Lupton [22] and with the addition of the degree
of self-determination by the pupils, can be elaborated into a level scheme that indicates
at which levels in DBL can be worked. Levels are: experienced, getting acquainted,
challenging, guided design, targeted design, coached design.
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5. Teacher and Pupil Role

In DBL, it is important that the instructor properly fulfils his/her coaching role. Pupils
should increasingly take responsibility for the design process, products and learning
outcomes. They themselves are the driving force behind their design and learning
process. Teachers must give room for this but should offer just as much support that the
tasks for the individual students are manageable, challenging and motivating [6].

6. Teaching Materials and Learning Environment

Just like the design assignments, the learning environment is open to be decided on by
the teachers. This means that the local school environment and/or parents are princi-
pally involved in the project. This gives external confirmation and value to the entire
effort. It creates meaning, relevance and motivation in the pupils.

These six components serve as a beacon in developing the DBL support tool.

3 Methodology

3.1 Research Questions

The central research question is: Can an online tool be developed that supports primary
school teachers creating 21st century lessons that include ‘classical learning goals’
using DBL?

This question is structured on the basis of the following sub-research questions:

(1) Are primary school teachers able to apply the DBL creation tool as intended; in
particular, to follow the design strategy offered, to reflect on the DBL learning
activities using the tool and to improve the design from there iteratively?

(2) Are primary school teachers able to successfully develop DBL learning activities
by means of the DBL creation tool?;
(a) Are the DBL learning activities, which the instructors develop by means of

the tool, generally practical and educationally sound (can be implemented)?
(b) Do the DR learning activities, which teachers develop by means of the tool,

have the intended characteristics (authentic, open, limited problem space,
core objectives, etc.)?

(c) Do the DR learning activities, which teachers develop by means of the tool,
enable pupils to achieve the desired learning objectives of both types?

3.2 Research Setup

The development of the DBL creation tool was done using the methodology of Design
Research [15–17]. Design research has many similarities with e.g. a design approach
used for developing computer-based products [18]. In this educational methodology
research and design move forward simultaneously. After an initial design, ‘experi-
mental phases and evaluation’ and ‘redesign’ alternate. The entire process can consist
of several rounds.
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The first evaluation round usually deals with basic issues occurring in the designed
material such as missing communications, smaller structural inconsistencies, technical
flaws of textural errors that hamper classroom process. Hence open data-collectionmethods
are preferred, while additional information is usually collected, for example by expert
reviews. The first round usually only produces indicative answers to the research questions.
In the second and following round, the full focus is on answering the research questions.

Evaluation is often carried out using a multi method approach in which the results
of e.g. material-analysis, classroom observations and interview or questionnaires are
combined [19]. Data from these different sources are combined by triangulation pro-
viding internal confirmation [e.g. 19].

The various data sources principally address the education to be evaluated at dif-
ferent curriculum levels [20]. Interviews with teachers – for example - address the
‘perceived curriculum’, whereas classroom observations address the ‘observed cur-
riculum’. Hence, the data from the various sources supplement each other. Alignment
and discrepancies point out the level to which the ‘intended curriculum’ was actually
transformed in ‘classroom reality’.

Data collection and analysis was organized according to the evaluation scheme
shown in Table 1). Five ‘main variables’ are evaluated on 4 of the Goodlad - cur-
riculum levels: Theoretical, Perceived, Material and Experienced curriculum. For each
level particular data-sources are available (bottom row in Table 1). When used, the cell
of the scheme fill, and comparison of the findings in one row over various columns
reveals how the intentions underpinning the tool worked through in e.g. teacher per-
ceptions, teaching materials created and/or classroom reality.

The categories reflect the studies research questions. The first category is funda-
mental to evaluate the general effects off the tool on the created education and concern
general aspects of learning environments according to [26]. The second employs the

Table 1. General evaluation scheme [24].

Curriculum level
T P M E

General Aspects of education: goals, methods, evaluation, … [26]
Adoption and Implementation: understandability, usefulness, easy to
use, congruence [21]
DBL characteristics: structure, steps, reflection (Rotherham and
Willingham [40]), [1]
Teacher Guidance: structure/fit to teachers mental model, option
reduction/cognitive load, guidance, reflectiveness, [28]
Learning Goals within DBL created: classical learning goals, 21st

century goals

Goodlad [20] levels of curriculum:
T = Theoretical curriculum: analysis of the tool, expert panel, user interviews
P = Perceived curriculum: teacher interviews, classroom observations
M = Material curriculum: analysis of classroom materials
E = Experienced curriculum: classroom observations, student interviews
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work of [21] on adoption of educational innovations and implementability. Key factors
considered here are: understandability, usefulness, ‘easy to use’, and congruence with
the teachers’ convictions.

The third category ensures the evaluation of the way the tool addresses the various
DBL components (Table 1). The fourth category focusses on teacher support and the
stimulation of reflection. The fifth category concerns the educational goals.

3.3 Participants and Data Collection

The project was performed in a team of 6 researchers including an ICT specialist, and
one researcher who was not part of the designing team. An expert panel was formed
that comprised 7 experts in the field of education and/or the use of ICT in education.
The various versions of the tool were tested by 7 teachers. Three school directors were
involved, making up stakeholder-board and feedback group.

Instruments. Our multi-method [19] approach comprises: formative analysis of the
tool by stakeholders and experts, interviews with teachers, observation of teachers who
design lessons with the DBL tool, observations in the class that apply the course
material made, and an analysis of the course material designed with the tool.

Workshops. During the development of the tool, three co-creation sessions with
stakeholders were organized, at which school leaders and teachers of the PlatOO
schools were present. In addition, a number of educational researchers/teachers from
and around the Eindhoven School of Education were asked to assess the tool forma-
tively as an expert. In the first research round no format was not imposed beforehand
[8] and the results of this were immediately incorporated into the first design. Questions
that were raised in the co-creation sessions of the first round:

• How can a DBL activity be organized in practice?
• What are the characteristics of a DBL activity to be a good learning activity?
• How can a tool support the creation of DBL activities?

Expert Panel. In sessions of 30–60 min, five educational experts were interviewed
individually about the DBL properties that the tool weighs up and how reflection can
best be stimulated among teachers during the design process. Furthermore, the tool was
evaluated in terms of ‘practical ease of use for teachers’. The questions put central in
this expert panel were:

• Background; (Experience, expertise)
• What is your prior knowledge of Design Based Learning?
• To what extent is DBL being stimulated by this tool?
• Does the DBL become clear in this tool for teachers who have no previous expe-

rience in this field?
• To what extent is this tool supportive for teachers?
• To what extent does the tool encourage the teacher to reflect on the composition of

the lesson?
• And how could this best be facilitated?
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Background Interview. Prior to the experimental use of the tool by teachers, a
‘background interview’ was held with these teachers to get a clear picture of their
background, previous knowledge, perspective on teaching, etc. The topics discussed
were:

• Background; (experience, age, training, classes taught, …)
• How do you design your lessons?
• Proficiency concerning design and DBL: (knowledge, experience, tool seen pre-

viously, expectation, motivation, …)
• Perceived issues in current education that DBL could help to solve
• 21st century skills:

• Knowledge
• How do you already do this in your education?
• Reflection by pupils in your education; importance? how? How many?
• Planning by pupils in your education; importance? how? How many?
• Practical: What is going to happen? Planning; (when in lesson, number of

lessons, group, time, subject, …)

Observation of Designing Teachers. In a 60-min session, the teachers were observed
while using the tool to design a Design Based learning activity. During the design
process, the actions carried out by the teachers and the discussions were recorded: by
observation, audio-taping as well as ‘digitally’. A researcher was present to help the
teachers in case they got stuck. After the design session there will be a short interview.
Topics of the interview/observations are derived from the general analysis schedule, in
particular: the ease of use of the tool; the workflow (are the design steps in the tool
understandable and logically organized/sequenced in the experience of the teacher); the
considerations/reflection that the tool provokes; comments from the designing teacher.

Observation in the Classroom. Lessons were observed in which the teachers used their
self-designed DBL-material in classroom. Special attention was paid to the points
indicated in the last column of Table 1. In classroom the DBL-characteristics of the
education in practice can be evaluated. Also, it can be seen to what extent the use of the
tool has contributed to a lesson design that may or may not function properly. In the
first round this usually is a ‘rough picture’ due to the practical and functional issues
concerning the tool and its use (see above).

4 Developing the DBL Creation Tool – Round One

The development of the DBL creation tool presented in this paper happened in two
iterative development rounds. This section reports on round one.

4.1 Starting Point and Paper Version of the DBL Creation Tool

The development of the DBL creation tool is based on the experiences gathered in
earlier work by the authors [2] in which several design explorations investigates how
digital means can support children and teachers in the Design Based Learning process.
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The focus was mainly on supporting the children. As part of this earlier work, a
literature study was carried out to determine the important characteristics of Design
Based learning activities, as described in the related work section. These activities have
also led to a paper version of an ‘initial’ DBL creation tool (see Figs. 4 and 5) [30].

In the first phase of the development of this paper-based tool, we looked at how the
structure of a design process can be linked to topics and practice of today’s primary
school class. Co-creation sessions were held with three teachers from two primary
schools. During these sessions, DBL activities were created using the initial DBL-
framework as shown in Fig. 4. The main insights of these activities were that teachers
can develop learning activities on the basis of this framework and that a mind map
activity can be used by teachers to brainstorm about how to link the learning objectives
to a design assignment that is meaningful to their pupils [30]. The created learning
activities also showed that dividing the design process into design phases, learning
objectives and (suggested) design methods, was a useful structure for the teachers [30].

To give an example, one teacher made a DBL activity for 3 sessions in which the
pupils had to develop a menu for the school restaurant that would appeal to the user
group and that would be healthy. A mind map allowed the teacher to brainstorm on the
topics that come up in the design assignment, such as user requirements, cooking and
healthy eating considerations, the knowledge that should be provided to the students
during the different phases of the process and the learning goals that could be assessed.
Using this first paper prototype of the tool resulted in a paper-based lesson planning
made by the teachers (see Fig. 5) [30].

Fig. 4. The paper based first iteration of the DBL creation tool.

Fig. 5. The paper-based lesson planning made by the teachers.
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4.2 Developing the First Digital Version of the DBL Creation Tool

To make the tool more dynamic and accessible, we aimed to further develop it into a
digital DBL creation tool. To do so, two co-creation workshops were organized with
teachers, school principals and design-researchers. The first workshop aimed to gather
further requirements for a DBL creation tool and the second workshop aimed to elicit
and verify the ‘building blocks’ that are needed to create successful DBL learning-
activities.

The discussion during the first workshop confirmed that the workshop-participants
considered the concept of DBL to be very well suited for the learning of 21st century
skills. The participants experienced that teachers are often uncertain about which
regular core curriculum objectives can be addressed in DBL learning activities. A tool
to create DBL activities should therefore help teachers, during the process of designing
the activities, to get a clear picture of the possible core objectives that can be addressed.
Additionally, the participants noted that not all teachers have the same level of expe-
rience in creating DBL activities, therefore the tool might support different experience
levels of users (e.g. a more step-by-step approach for novices, and more freedom for
experienced teachers). Practical requirements that surfaced during the workshop
included the suggestion that the tool must deliver a very concrete product that can be
stored and shared; the suggestion to make the tool suitable for different grades of
primary school; and the suggestion that the tool should match with infrastructures
already available in schools.

Based on the insights from the first workshop, a ‘workflow’ or step-by-step process
was identified that teachers could go through when developing DBL learning activities.
This workflow was further discussed in a second workshop. Participants in this
workshop concluded that most teachers will use this workflow in a step-by-step
fashion, starting with the decision on the general design assignment context and theme,
and ending by deciding on the specific methods used. However, to accommodate more
experienced teachers, the tool should also support a flexible workflow, in which
teachers can choose the order in which they develop the DBL activities.

By discussing the workflow, the workshop participants also formulated a number of
new requirements for the DBL creation tool. Firstly, the tool should provide help in
selecting different learning goals (e.g. 21st century goals and subject-specific goals).
Secondly, it should support the practical planning of the design process. Thirdly, it
should support an iterative and reflective approach to designing teaching materials, by
stimulating teachers to regularly reflect on the materials they developed.

As a result of the two workshops, the workflow what translated into 7 concrete
building-blocks that are required to design a DBL activity. These building-blocks,
visualized in Fig. 6 form the basis of the DBL creation tool. The tool guides teachers
through these building blocks and thus helps them to set up a Design Based learning
activity.

As visualized in Fig. 6, teachers are recommended to start with the bottom three
building blocks, ‘Authentic learning environment’, ‘Theme’ and ‘Class’, which toge-
ther form the context in which the Design Based learning activity takes place. Fol-
lowing, in the ‘Assignment frame’ building block, the teacher records certain choices
that together form a direction (assignment frame) for the assignment. The teacher can
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use this frame when writing the draft project brief. This brief describes the assignment
frame for the students. The building block ‘Design process’ then helps to translate the
project brief into concrete Design Based learning activities for the pupils.

While working on a Design Based learning activity, pupils go through a Design
Based design process (learning process). This process consists of different phases that
are determined by the teacher and/or pupils. Each phase consists of a design activity
and one or more design methods. In each phase, the teacher can define what the pupils
should do (design activity) and in what way (design methods).

4.3 Evaluation of the First Digital DBL Creation Tool

Evaluation Approach
To gain insights into the potential of the DBL creation tool, and to pinpoint points for
improvement, it was evaluated with educational experts and teachers. Firstly, the tool
was demonstrated to, and discussed with a panel of experts.
Secondly, 4 teachers used the tool individually or in pairs to create a Design Based
learning activity of their choice during sessions of 60 min. During these sessions, a
researcher was present to observe and offer explanations when needed, and the teachers
were interviewed to gather their experiences. All participants were experiences
teachers, but none of them were experienced with developing or teaching Design Based
learning activities. See Fig. 7 for an impression.

Thirdly, one of the designed learning activities was tried out in class by the teacher
who designed it, a researcher observed the lesson. See Fig. 8 for an impression.

BUILDING BLOCKS

Authentic learning environment Theme Class

Assignment Frame Design Process

Design Activit ies Design Methods

Design Based Learning

Fig. 6. The building blocks of the DBL creation tool.
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Findings

Educational Design. The evaluation of the first round identified a number of practical
problems regarding the design of educational activities using the tool. It appeared that
there was a need for a specification of the Design Based learning properties in the tool.

Furthermore, the tool lacked elements that are relevant for designing lessons, such
as homework and testing. The experts argued that the tool was more structured along
the design-process, rather than along the educational process. Interestingly, all elements
of the educational design were considered by the teachers in the learning activities they
developed, also those that were not included in the tool itself. This was also observed in
the lessons. The tool led to more awareness on the complete package of educational
design elements among the teachers.

Adoption and Implementation. The workflow of the tool was not always clear for the
teachers. Additionally, observing a lesson in which a designed activity was conducted
with pupils revealed that the tool lacked concrete output materials that teachers can use
while teaching. Teachers also felt that it yielded a lot of extra work in addition to the
regular work when designing lessons, which meant that it was not experienced as time
effective. All participants recognized that 21st century skills are important but insuffi-
ciently supported in current materials, and that DBL offers an opportunity to solve this.
However, since it was not yet possible with the first version of our DBL creation tool to
link the activities to specific (21st century) learning goals it was difficult for the teachers
to experience it as a useful product for education.

Experts recognized that the tool forces teachers to make concrete decisions as part
of the process of designing a lesson, which can stimulate reflection. This was confirmed
by teachers who mentioned there were more reflective in their educational design when
using the tool.

Characteristics of DBL. The sessions in which teachers used the tool showed that the
concrete specifications of what makes a good DBL activity were not yet clear, both for
the teacher and the designers of the tool. The design process which pupils that conduct
DBL go through in their projects was linearly incorporated in the tool, as a result of
which it was not experienced by the teachers as intended by the designers. As a result,
the teaching materials that were designed did contain the necessary DR specifications,
but in the lesson the focus on these disappeared. It also appeared that the teachers

Fig. 7. Evaluation sessions with teachers. Fig. 8. Impression of evaluation in class.
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needed to redesign the lessons during the lesson, because at that moment the needs and
strengths of the pupils in relation to the teaching material became clear.

Educational Concerns. The evaluation revealed that the cognitive workload of the
teachers was not balanced, because the tool was not perceived as clear and compre-
hensible. Furthermore, the link between the didactic learning process of the pupils and
the activities in the tool was lacking, as a result of which the role of knowledge in the
designed lessons was missing for the teachers. It also turned out that the tool could steer
more towards reflective design of lessons.

4.4 Improvements to the DBL Creation Tool

Based on interpretation of the results of the evaluation we have concluded the fol-
lowing improvements, which steered the development of the second digital version of
the tool. The characteristics have been developed on the basis of the needs and feed-
back of the participating teachers and the observations of the researchers.

• The tool - and in particular the workflow – needs to be made more recognizable
from the point of view of teachers: it must be more closely aligned with the
workflow of educational design with which teachers are familiar. For example, by
relying on ‘Van den Akker’s spider’s web’ [17].

• The desired workflow should be presented more clearly in the tool.
• It must be made clear which practical educational product the tool delivers.
• All the elements of lesson design [17] need a clear place in the tool - including

homework and testing. For example, homework can be another ‘design phase’ or
‘design step’.

• The specific characteristics of DBL need to be made clearer and these must be
included explicitly in the tool.

5 Developing the DBL Creation Tool – Round Two

5.1 Redesign of the DBL Creation Tool

In order to improve the DBL creation tool, a new tool was developed based on the
results of the first evaluation round (see Fig. 9).

Fig. 9. Screenshot of the second iteration of the DBL creation tool.
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One aspect related to educational design has been added in the second DBL cre-
ation tool: an option for defining homework. This option supports teachers in linking
different lessons of the DBL project. Furthermore, a conscious decision was made not
to add the option for defining the assessment to this version of the tool yet, because it
requires its own specification. This would be a next step for the further development of
the tool.

The workflow of the tool has been clarified, to make the adoption and practical use
easier for to teachers. The theory of Van den Akker [17], which is closer to educational
design, was used to make the design process of the lessons more explicit for instructors.

The iterative process of designing lessons by instructors will also be better facili-
tated in the new tool, in which there is a clear distinction between making fundamental
choices for the basis of the DR project and the elaboration of each of the activities. The
space for redesigning the elaboration is built into the tool.

Furthermore, the lesson description that that can be saved, after all aspects have
been completed, is tailored more to be practically applicable by teachers and students.

5.2 Evaluation of the DBL Creation Tool

For the second iteration, the evaluation of the DBL creation tool, consisted of different
methods. First, observations were conducted of teachers using the tool, in which the
teachers designed a series of lessons. The tool was used by the teachers to create a
Design Based learning activity in 60 min (see Fig. 10). These observations were fol-
lowed by a short interview of the teacher about the experiences of using the tool.

The second method was an evaluation of the tool using expert interviews. Five
educational experts were interviewed, while conducting a walk-through of the tool. The
experts gave feedback on the interface of the tool and on the educational and Design
Based learning aspects of the tool. The results of the methods were incorporated into
the Evaluation matrix (Table 2).

Fig. 10. An impression of the observation session with the teachers.
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5.3 Results

Educational Design General. One aspect that was missing from the tool was more
details with regard to the lesson preparation. This includes lesson planning with “start”,
“core” and “finish”, which for the teachers was an essential part of the lesson planning.
The terminology used for the (design) activity lists needed further explanation. Also a
link was lacking in the tool between the learning objectives and the activities, which
can be explained by the lack of explanation for each activity. A positive aspect of the
activities was that the teachers gained a lot of inspiration from the many possibilities in
choosing activities and thus started to think more clearly about the design of their
lessons. There was also a lack support for the assessment of lessons. However, this was
deliberately chosen by the designers of the tool since the support of testing for teachers
did not fit in the scope of this project.

Adoption and Implementation. The teachers experienced the tool as clear and log-
ical. The tool led to depth and awareness of the lessons of teachers. The teachers also
felt that the tool could lead to modern education due to the clear link with 21st century
skills in the designed lessons. However, the terminology from the design domain that
was used in the tool still needs to be explained better and tailored to terminology of
teachers.

Characteristics of DBL. The sequential structure of the tool fits well with the
teachers, however, it does not yet support the complex structure of iterative thinking of
Design Based Learning. This can limit the iterative thinking of instructors to a certain
level. Teachers also indicated that you can develop other learning activities with the
tool, not specifically DBL learning activities. This indicated that the management of the

Table 2. Evaluation matrix of design round 2 [24].

T P

General
Aspects of
Education

All lesson components are in the
tool

Teachers consider all lesson
components

Adoptation and
Implementation

Workflow is clear, output of use to
teachers

Fits very well to teachers’
convictions of modern education;
output is usable

Characteristics
of DBL

The concept of DBL is clear Teachers value the tool for the
structured way of designing
modern education (rather that DBL
per se)

Teacher
Guidance

The tool follows the mental model
of ‘lesson planning’ and guides
teacher choices on learning
activities

Teachers report being more
reflective; and are inspired by the
suggested learning activities

Goodlad [20] levels of curriculum:
T = Theoretical curriculum: analysis of the tool, expert panel, user interviews
P = Perceived curriculum: teacher interviews, classroom observations
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DR characteristics was lacking in the tool to a certain extent or was unclear to the
teachers.

Educational Perspective. The cognitive load of the new tool on the teachers is well
balanced, the teachers understand what is expected. The missing aspect of the tool,
which was defined in the goals of this project, was the reflection of the designing
teachers during the development of lessons. The teachers also experienced this as
lacking, some teachers indicated that they would like to have an inbuilt reflection
moment per lesson and overall. There was also a lack of freedom of movement for
some teachers in the tool, although this is built into the tool, so we need to look at how
this can be made clearer in the tool.

5.4 Recommendations

Based on the results of the user tests, we have drawn up certain recommendations for
the development of the latest digital version of the tool. The most important adjust-
ments for the latest version of the online tool are listed below.

• Reflection triggers should be embedded in the tool for interim reflection by the
teacher. These reflections could best take place after the conclusion of a “phase”.
The reflection triggers can best be presented in the form of questions, which are not
too guiding and stimulate reflection; not focusing on the teachers accountability.

• The evaluation showed that the teachers do not see the tool as specific to DR
learning activities. In order to clarify this and to give teachers more guidance to
develop real DR learning activities, certain DR triggers need to be added to the tool.
One of these is a feedforward system comprising a tick-box where teachers can
choose whether the lessons should follow an open (diversifying) or more con-
verging strategy, that would filter the learning activities suggested by the tool during
the rest of the design process. An option must also be added for each lesson in
which the teacher can indicate which iteration the pupils should work on per lesson.
Furthermore, in the first “phase” of the tool, more questions need to be asked of the
teacher who focuses on Design Based learning, such as “how many iterations do
you want the students to go through in this lesson package? and “Do you want the
students to evaluate their ideas themselves and reflect on them?”.

• The list of teaching activities should be described more clearly and clustered. First
of all, the teaching activities need to be worked out in detail, with regard to the role
of the pupils and of the teacher, and which learning objectives these activities fulfil.
Second, the list of teaching activities should be clustered by design phase, in order
to provide more guidance to the teachers in developing a design process.

• An improvement must be made in the terminology of the tool, in order to attune this
more to the target group primary school teachers.

• The core objectives and 21st century skills should already be chosen by the teachers
in the first phase of the tool. When selecting specific activities, it must be possible to
select the sub-learning objectives.
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5.5 Final Version of the DBL Creation Tool

In the latest version of the DBL creation tool, several improvements have been made
compared to the previous tool. First of all, in order to improve the workflow, the phases
are visually more clearly indicated by means of color gradation, an adapter bar and
numbering. This leads to clearer navigation and a better overview. Furthermore, some
functionalities have been moved in order to improve the workflow: for example, it can
be indicated earlier in the process which core objectives are to be worked on.

In order to better support inexperienced teachers in the design of DBL learning
activities, the DBL characteristics have been added in the form of tips. E.g. an option to
indicate if this lesson is about converging or diverging and in which iteration the
students are. It is now possible to add or remove lessons and move them back and forth.

Screenshots are presented of the project overview screen (Fig. 11), the fields to
define the project, fields to fill in the lesson and the final reflection suggestions
(Fig. 12).

Fig. 11. Screenshot of the project overview screen.

Fig. 12. Screenshot of the field to define the project with the reflection suggestions.

160 T. Bekker et al.



6 Discussion and Conclusion

This report describes the development of a tool that supports primary school teachers in
creating teaching materials for teaching 21st century skills, mainly by DBL. After
defining initial conditions, the study progressed as “design research” consisting of
several iterative design rounds. From this study, a detailed DBL creation tool has been
developed as an end product and conclusions have been drawn for improvements that
require further research.

6.1 Progress of the Project

The first design round showed that an in-depth redesign was still needed for the DBL
creation tool, which led to 2 evaluation rounds. This was demonstrated by the fact that
the second evaluation was more focused on the practical aspects of the tool. Because of
this need for evaluation and time problems due to the duration of the second redesign,
an extensive test of the tool in the classroom was not done. This time shortfall is also
due to the planning in schools, time for building the second tool, and that turned out
during the construction of the second tool that a sharper definition of DBL properties
was needed. Because of this, evaluation could hardly involve the fourth level of
Goodlad.

Throughout the project, it became apparent that there was a need to shift and
sharpen the concept of Design Based Learning. This is a result of this research, but also
a factor that has influenced the course of the project. The didactics of Design Based
Learning have also been better defined through this project. This was done by elabo-
rating on the basis of the theory of Ireland [22] about how DBL is offered to the
teacher, which has consequences for the design space in the tool. This scheme supports
teachers in understanding and selecting classroom learning activities based on the
didactic level and direction of the activity.

The DBL creation tool wants to support teachers in applying didactics when cre-
ating DBL activities. Because it is a relatively unknown approach in education, it is
important to ensure that the didactics of the learning activities fit in well with the level
of the pupils. Students should not be over-questioned but challenged at the right level.
In order to support the instructor in these choices, the tool provides guidance and
regulation for the preparation of a project with various learning activities.

6.2 Conclusion

The central research question was:
How can PO instructors be supported in the design of DBL learning activities

aimed at concrete learning objectives?
This question was examined on the basis of the following sub-research questions:

(1) Are PO teachers able to apply the DBL creation tool as intended; in particular, to
follow the design strategy offered, to reflect on the DBL learning activities using
the tool and to improve the design from there iteratively?

Developing an Online Authoring Tool to Support Teachers 161



Both research rounds have shown that the teachers very clearly apply the DBL
creation tool as intended. The evaluation shows that the DBL creation tool fits in well
with their mental model of their vision on education. It has not been demonstrated in
the evaluation moments that the teachers improve the designs step by step over a longer
period of time. Instead they are continuously improving there lessons. The tool
therefore stimulates designing the lessons as an iterative process. Furthermore, during
the first round, it appeared that many iterations on the elaborations of the design were
devised by the teacher in (not during lesson preparations) the classroom, while the
pupils carried out the learning activities.

(2) Are PO teachers able to successfully develop DBL learning activities through the
DBL creation tool?

2(a) Are the DBL learning activities, which the instructors develop by means of the
tool, generally practical and educationally sound (can be implemented)?

The learning activities developed are practical and contribute to modern education.
The learning activities do not necessarily meet the characteristics of Design Based
learning. So, a clarification of the concept of Design Based Learning is required, in
order to build it into the tool more clearly, so that the message also gets across better to
the teachers. To this end, a first step has been taken, based on the results of the last
evaluation round. The learning activities that have been developed have been recog-
nized by the experts as being appropriate from an educational perspective. There are
several aspects built into the tool that create this educational accountability.

2(b) Do the DR learning activities developed by the instructors using the tool have
the intended characteristics (authentic, open, limited problem space, core
objectives, etc.)?

After the first evaluation in this project, there appeared to be a need for a new
definition of the characteristics of Design Based Learning. As a result, the properties
mentioned in this research question have also shifted, as the property of “limited
problem space” is no longer considered essential. The DBL learning activities do,
however, comply with the rest of the intended Design Based characteristics, as also
mentioned in the Related Work section. This can be seen in the built-in aspects of the
tool and in the teaching material that has been developed.

2(c) Do the DR learning activities, which the teachers develop by means of the tool,
enable pupils to achieve the desired learning objectives of both types?

Whether the DBL learning activities developed enable pupils to achieve the desired
learning objectives of both types cannot be substantiated on the basis of the results of
the evaluations carried out. However, we have positive expectations about this, because
the learning objectives are linked to the DBL activities in the tool and by the designing
teachers. This was also reflected in the course material developed, so the expectations
are that this goal will be met during the implementation. These expectations were also
confirmed by the educational experts interviewed.
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6.3 Adaptation and Implementation of the Tool

The final version of the DBL tool, called TEACH21, was delivered as a standalone web
tool, which can be used free of charge via the website (http://platoolab.id.tue.nl).
A paper version of the tool and a manual can also be downloaded from the website.

The contribution of this tool to modern education is clear. Although teachers are
able to develop their own teaching materials, they often do not know enough about the
characteristics of DBL to develop their own well-designed DBL-type learning mate-
rials. TEACH21 takes the instructor step-by-step through the course material devel-
opment process. TEACH21 then helps the teacher to describe a project, define the
context of the design problem, and then fill it in by working out the details of a flexible
number of lessons. TEACH21 provides suggestions for design activities, learning
objectives and reflection questions so that instructors think about the characteristics of
DBL and the quality of the teaching material.

References

1. Scheltenaar, K.J., van der Poel, J.E.C., Bekker, M.M.: Design-based learning in classrooms
using playful digital toolkits. In: Chorianopoulos, K., Divitini, M., Baalsrud Hauge, J.,
Jaccheri, L., Malaka, R. (eds.) Entertainment Computing. LNCS, vol. 9353, pp. 126–139.
Springer, Cham (2015). https://doi.org/10.1007/978-3-319-24589-8_10

2. Bekker, T., Bakker, S., Douma, I., Van Der Poel, J., Scheltenaar, K.: Teaching children
digital literacy through design-based learning with digital toolkits in schools. Int. J. Child-
Comput. Interact. 5, 29–38 (2015)

3. Thijs, A., Fisser, P., Van Der Hoeven, M.: Digitale Geletterdheid En 21e Eeuwse
Vaardigheden in Het Funderend Onderwijs: Een Conceptueel Kader. SLO (Digital Literacy
and 21st century skills in primary education: a conceptual framework), Enschede (2014).
http://www.slo.nl/nieuws/dig-gelett/

4. Den Ouden, E., Valkenburg, R., Den Brok, P.: Leren in Eindhoven 2030. (Learning in
Eindhoven 2030, Vision and Roadmap) (2014). http://www.ililighthouse.nl/Images/
VisieRoadmapLerenEindhoven2030LR.pdf

5. van Cuijk, L., van Keulen, H., Jochems, W.: Are primary school teachers ready for inquiry
and design based technology education? In: Proceedings of the PATT-22 Conference,
pp. 108–121 (2009)

6. Trilling, B., Fadel, C.: 21st Century Skills: Learning for Life in Our Times. Wiley, Hoboken
(2009)

7. Sharples, M., et al.: Innovating pedagogy 2016: open university innovation report 5 (2016)
8. Bocconi, S., Kampylis, P.G., Punie, Y.: Innovating learning: key elements for developing

creative classrooms in Europe. JRC-Scientific and Policy Reports, Luxembourg (2012)
9. Van den Akker, J.: Curriculum perspectives: an introduction. In: Van den Akker, J. (ed.)

Curriculum Landscapes and Trends, pp. 1–10. Springer, Dordrecht (2004). https://doi.org/
10.1007/978-94-017-1205-7_1

10. Kim, C., Tranquillo, J.: K-WIDE: Synthesizing the Entrepreneurial Mindset and Engineering
Design, p. 24 (2014)

11. IDEO: Design thinking for educators v2 (2013). https://designthinkingforeducators.com/
toolkit/

Developing an Online Authoring Tool to Support Teachers 163

http://platoolab.id.tue.nl
http://dx.doi.org/10.1007/978-3-319-24589-8_10
http://www.slo.nl/nieuws/dig-gelett/
http://www.ililighthouse.nl/Images/VisieRoadmapLerenEindhoven2030LR.pdf
http://www.ililighthouse.nl/Images/VisieRoadmapLerenEindhoven2030LR.pdf
http://dx.doi.org/10.1007/978-94-017-1205-7_1
http://dx.doi.org/10.1007/978-94-017-1205-7_1
https://designthinkingforeducators.com/toolkit/
https://designthinkingforeducators.com/toolkit/


12. Gómez Puente, S.M., Van Eijck, M., Jochems, W.: Towards characterising design-based
learning in engineering education: a review of the literature. Eur. J. Eng. Educ. 36(2), 137–
149 (2011)

13. Puente, S.M.G., van Eijck, M., Jochems, W.: A sampled literature review of design-based
learning approaches: a search for key characteristics. Int. J. Technol. Des. Educ. 23(3), 717–
732 (2013)

14. Puente, S.G., Van Eijck, M., Jochems, W.: Empirical validation of characteristics of design-
based learning in higher education. Int. J. Eng. Educ. 29(2), 491 (2013)

15. Plomp, T.: Education design research: an introduction. In: Plomp, T., Nieveen, N. (eds.) An
Introduction to Educational Design Research, pp. 9–35. SLO: Netherlands Institute for
Curriculum Development, Enschede (2009)

16. Plomp, T., Nieveen, N.: An introduction to educational design research. Paper presented at
the Proceedings of the Seminar Conducted at the East China Normal University. SLO:
Netherlands Institute for Curriculum Development, Shanghai (2007)

17. Van den Akker, J., Gravemeijer, K., McKenney, S., Nieveen, N. (eds.): Educational Design
Research. Routledge, Abingdon (2006)

18. Zimmerman, J., Forlizzi, J., Evenson, S.: Research through design as a method for
interaction design research in HCI. In: Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems, pp. 493–502. ACM, April 2007

19. Meijer, P.C., Verloop, N., Beijaard, D.: Multi-method triangulation in a qualitative study on
teachers’ practical knowledge: an attempt to increase internal validity. Qual. Quant. 36(2),
145–167 (2002)

20. Goodlad, J.I.: Curriculum inquiry: the study of curriculum practice (1979)
21. Doyle, W., Ponder, G.A.: The practicality ethic in teacher decision-making. Interchange 8

(3), 1–12 (1977)
22. Ireland, J., Watters, J.J., Lunn Brownlee, J., Lupton, M.: Approaches to inquiry teaching:

elementary teacher’s perspectives. Int. J. Sci. Educ. 36(10), 1733–1750 (2014)
23. Bekker, T., Bakker, S., Taconis, R., van der Sanden, A.: A tool for developing design-based

learning activities for primary school teachers. In: Lavoué, É., Drachsler, H., Verbert, K.,
Broisin, J., Pérez-Sanagustín, M. (eds.) EC-TEL 2017. LNCS, vol. 10474, pp. 532–536.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-66610-5_56

24. Taconis, R., Bekker, T., Bakker, S., van der Sanden, A.: Developing the TEACH21 online
authoring tool supporting primary school teachers in designing 21st century design based
education. In: 10th International Conference on Computer Supported Education, CSEDU
2018, 15–17 March 2018, Funchal, Madeira, Portugal (2018)

25. Verpoorten, D., Westera, W., Specht, M.: Using reflection triggers while learning in an
online course. Br. J. Educ. Technol. 43(6), 1030–1040 (2012)

26. van Gelder, L., et al.: Didactische Analyse Werk-en Studieboek, 2nd edn. Wolters-
Noordhoff, Groningen (1973)

27. Schon, D.A., DeSanctis, V.: The Reflective Practitioner: How Professionals Think in Action.
Routledge, London (1986)

28. Kirschner, P.A., Sweller, J., Clark, R.E.: Why minimal guidance during instruction does not
work: an analysis of the failure of constructivist, discovery, problem-based, experiential, and
inquiry-based teaching. Educ. Psychol. 41(2), 75–86 (2006)

29. Griffin, P., Care, E., McGaw, B.: The changing role of education and schools. In: Griffin, P.,
McGaw, B., Care, E. (eds.) Assessment and Teaching of 21st Century Skills, pp. 1–15.
Springer, Dordrecht (2012). https://doi.org/10.1007/978-94-007-2324-5_1

30. Van der Sanden, A.: Eduvation: a toolkit that empowers teachers to create DBL activities,
Eindhoven (2016)

164 T. Bekker et al.

http://dx.doi.org/10.1007/978-3-319-66610-5_56
http://dx.doi.org/10.1007/978-94-007-2324-5_1


31. Fang, X., Holsapple, C.W.: An empirical study of web site navigation structures’ impacts on
web site usability. Decis. Supp. Syst. 43(2), 476–491 (2007)

32. Razzouk, R., Shute, V.: What is design thinking and why is it important? Rev. Educ. Res. 82
(3), 330–348 (2012)

33. Zhang, F., Markopoulos, P., Bekker, T.: Children’s emotions in design-based learning
activity: a systematic review. Submitted to journal: Review of Educational Research

34. Damien Newman (2006). http://designsojourn.com/design-processed-explained/
35. Silver, M.S.: Decisional guidance for computer based decision support. MIS Q. 15(1), 105–

122 (1991)
36. Bernard, M.: Constructing user-centered websites: design implications for content organi-

zation. Usability News 2(2) (2000)
37. Roth, S.P., Schmutz, P., Pauwels, S.L., Bargas-Avila, J.A., Opwis, K.: Mental models for

web objects: where do users expect to find the most frequent objects in online shops, news
portals, and company web pages? Interact. Comput. 22(2), 140–152 (2009)

38. Jackson, S.L., Krajcik, J., Soloway, E.: The design of guided learner-adaptable scaffolding in
interactive learning environments. Paper presented at the Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems (1998)

39. Hummels, C., Frens, J.: The reflective transformative design process. In: CHI 2009 Extended
Abstracts on Human Factors in Computing Systems, pp. 2655–2658. ACM, April 2009

40. Rotherham, A.J., Willingham, D.T.: 21st-Century skills. Am. Educ. 17(1), 17–20 (2010)

Developing an Online Authoring Tool to Support Teachers 165

http://designsojourn.com/design-processed-explained/


Personalized Recommendation of Open
Educational Resources in MOOCs

Hiba Hajri(B), Yolaine Bourda, and Fabrice Popineau

LRI, CentraleSupelec, Bat 650 (PCRI), Rue Noetzlin, Gif-sur-Yvette 91405, France
{hiba.hajri,yolaine.bourda,fabrice.popineau}@centralesupelec.fr

Abstract. Today Online Learning Environments (OLE) like MOOCs
and LMS are very commonly used and a huge number of students with
very different profiles and backgrounds follow the same online courses.
Still, personalized experience for attendees is not widely spread on the
platforms hosting these courses. At the same time, there is a growing
number of open educational resources (OER) that can helpfully enrich
the content of online courses and even be chosen to match one-by-one
the student tastes. Recommender systems may support personalization
in OLE by providing each learner with learning objects carefully selected
to help reaching their learning objectives. This kind of recommendation
is more specific to compute than usual recommendations like consumer
products: the recommendation depends not only on the learner pro-
file, but also on the content of the course, because the recommendation
needs to fit precisely with the course format at any point. In this arti-
cle, we introduce MOORS, a MOOC-based OER recommender system
that can be plugged in an OLE to dynamically provide recommendations
of OER to learners on the basis of their profiles and the profile of the
MOOC. We also describe the process for calculating recommendations
from OER metadata, assuming these metadata follow the Linked Opend
Data (LOD) principles. Our implementation has been done in Open edX,
an open source MOOC platform widely used, however the same approach
could be implemented in any OLE as long as the learners profiles and the
course profile can be extracted. Finally, we discuss a life-size evaluation
of our recommender system.

1 Introduction

For many years now, personalization in technology enhanced learning (TEL) is
a major subject of intensive research. But, with the spreading of Massive Open
Online Courses (MOOCs) and their open and massive nature, the personalization
issue is becoming ever more important. Indeed, a learner who follows a MOOC,
freely shared on the web and without any commitment related to a registration
fees he paid or a diploma he must obtain, may decide not to finish it at any
time, when the MOOC no longer meets his needs. To support personalization in
MOOCs, recommender systems are increasingly introduced to enable learners to
finish MOOCs and take the better advantage from its content. Recommendations
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offered to each learner are adapted to his needs and his learning objectives. They
can take the form of pedagogical resources, other learners, discussions, etc.

At the same time, the amount of Open Educational Resources (OER) avail-
able on the web is permanently growing. These OERs have to be reused in
contexts different from the initial ones for which they were created. Indeed,
producing quality OER is costly and requires a lot of time. Reusing OERs can
provide an efficient way to enrich online courses content and particularly MOOCs
content. But the reuse of OERs depends on the ease with which we can identify
them on the web and on the quality and the availability of their descriptions
(metadata). In this context, linked Open Data principles are sometimes used for
describing OERs in order to facilitate their discovery automatically by machines
and then their reuse.

In this paper, we introduce a MOOC-based OER recommender system
(MORS). MORS assists learners, who are attending a MOOC, by offering to
them complementary OERs, in addition to the internal resources of the MOOC,
when these resources are not sufficient for them. MORS recommendations aim
to remedy some of learners deficiencies during the MOOC, in order to help them
to assimilate the MOOC’s knowledge. Recommendations provided by MORS
are computed dynamically based on learner profile and on the MOOC profile.
MORS is implemented in MOOCs but it can be integrated in other OLE as the
course and the learner profiles can be extracted. We choose MOOCs because (1)
their large number of learners with varied profiles make them good candidates
for personalization, and (2) because targetting an open platform like Open edX
will allow us to widely disseminate our system and to make it reusable.

This paper is an extended version of our previous work [8]. We extend our
previous work by presenting the experiments conducted to evaluate our solu-
tion and discussing the results. This paper begins with related work. In Sect. 3
we introduce the recommendation scenarios proposed by our solution. Section 4
draws the architecture of the proposed system. Section 5 presents how we imple-
mented our solution. The evaluation protocol and results are proposed in Sect. 6.
Section 7 concludes the paper and presents future directions.

2 Related Works

Even though Personalization in TEL is a research topic with a long history,
studies on MOOCs personalization have started since 2012 [17]. In order to
address issues related to the open and the massive nature of MOOCs, different
personalization approaches have been introduced. One of the most popular tech-
niques relies on recommender systems. We have studied some of the proposed
approaches to personalize MOOCs and adapt their content to the needs and
objectives of each learner, based on different criteria.

The studied approaches offer different types of recommendations as pedagog-
ical resources and other learners who can help the learner during the MOOC.
Regarding the recommendation of pedagogical resources, we noticed that most
approaches compute their recommendations based on internal resources of the
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MOOC. For example, [1] targets learners who post a question in a MOOC dis-
cussion which reflects a confusion and recommends educational videos related to
the confusion subject. [3] recommends additional learning activities to learners
who show a lack of knowledge in a particular subject. However, it is interesting
to offer to the learner external resources from the web, when the resources of
the MOOC fail to meet his needs or do not allow him to assimilate the lacking
knowledge.

For approaches that recommend external resources to the learner, we found
that they rely on a static set of resources selected from the web. For example, [2]
recommends to the learner a set of MOOCs which mostly match his learning
objectives. Another approach [14] offers a scenario of activities to each group of
learners according to the gap between their actual competencies and the target
ones. This scenario can perform a number of recommendations of either internal
or external educational resources, captured from the web. It is therefore inter-
esting to be able to select external resources dynamically to take into account
the changes on the web.

On the other hand, the approaches offering recommendations of external ped-
agogical resources to a learner who is following a MOOC are based on some of
his characteristics: his knowledge, his preferences, his learning objectives, etc.
They are therefore centered on the learner. But, these new resources will com-
plement a MOOC, which represents an initial and main learning path and will
enrich its content, for example to remedy the learner gaps or to present a set of
alternative resources to those proposed in the MOOC. It is therefore important
to propose resources that are both adapted to the characteristics of the learner
and to the specificities of the MOOC that they will complete. It is also neces-
sary to take into account the stage of the MOOC in which the recommendations
are proposed. The interest of the dynamic calculation of the recommendations
compared to the static calculation is that it allows taking into account, on the
one hand the evolution of the profile of the learner throughout the MOOC and,
on the other hand, the updates and the changes made on external pedagogical
resources and repositories storing these resources descriptions.

We have also noticed that most of the approaches have been implemented in
specific platforms, such as a specific university or laboratory, and are dedicated
to a specific area. For example, the approach proposed by [13] is specific to
health MOOCs in the area of Motivational Interviewing. It recommends to the
learner the MOOC resources related to concepts they only need to know, by
analyzing learners contexts. That is why it is important to introduce a generic
solution, independent of the MOOC domain and implemented in one of the
MOOC platforms which are accessible to everyone, such as Open edX.

In our work, we propose a generic solution providing recommendations of
OERs in a MOOC platform when a lack of knowledge is detected for a learner.
These recommendations are computed dynamically based on different learner
characteristics and also on MOOC specificities.
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3 Recommendation Scenarios

In this section, we describe how our system personalizes a MOOC for a learner.
More precisely, we introduce some realistic scenarios of recommendation offered
by MORS: where and when exactly the recommendation process is triggered for
a learner during the MOOC.

Let’s consider the MOOC as a set of sections. Each section offers peda-
gogical resources as video, text, quiz, etc. We consider also that studying the
MOOC requires some prerequisites with a certain performance level defined by
the MOOC creator who is the teacher. Each MOOC section provides some learn-
ing objectives with a certain performance level defined by the teacher. In our
solution, we decide to recommend OERs to the learner at two different kind of
stages of the MOOC: before starting the MOOC and after each MOOC’s section.

Before Starting the MOOC. Once a learner is enrolled in a MOOC and
decides to start its first section, MORS verifies if the learner has the prerequisites
of the MOOC with the appropriate performance degrees. If a lack of knowledge is
detected in at least one of the MOOC prerequisites, the recommendation process
is triggered and a set of OERs dealing with the appropriate prerequisites are
recommended to the learner.

At the End of Each MOOC Section. As stated earlier, each MOOC section
has at least one learning objective. This learning objective can also be a prereq-
uisite for the following section. So it is important to ensure that the learner has
assimilated the section content. That is why at the end of each section, a quiz
is presented to the learner where each question aims to assess his assimilation
level of at least one of the section learning objective. Now if the learner gets
bad results in the quiz, MORS triggers the recommendation process in order to
recommend to him a set of OERs dealing with the learning objectives where he
failed.

4 System Architecture

In this section we describe the architecture of our system for recommending
OERs in a MOOC (MORS). MORS is composed of four major process (Fig. 1):
process of generating the MOOC profile, process of generating the learner profile,
PreSelection process and refinement process.

Once MORS is integrated in the MOOC to be personalized, the process of
generating the MOOC profile generates the profile of the MOOC based on the
MOOC model defined in our solution. Then the process of generating the learner
profile generates the learner profile based on the learner model defined in our
solution. When the system identifies gaps in student mastery of a certain topic,
before starting the MOOC or at the end of one of its sections, the PreSelection
process requests the external OERs descriptions repositories to collect an ini-
tial set of OERs dealing with this topic. This initial set is transmitted to the
refinement process that performs selection and ranking operations based on the
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learner and the MOOC profiles content at the time of the calculation of the
recommendations.

4.1 Process of Generating the MOOC Profile

The role of this process is to generate the profile of a specific MOOC from the
MOOC model defined in our approach.

MOOC Model. In the MOOC Model, we represent some of its characteris-
tics: the knowledge elements of the MOOC and the corresponding performance
degrees, the domain of the MOOC and the effort needed in terms of time. We
consider two types of knowledge elements: learning objectives of each MOOC
section and prerequisites of the MOOC.

Fig. 1. The architecture of MORS.

Notations. In this paper, we denote the number of MOOC sections by nsection,
the set of MOOC knowledge elements as KE, the set of MOOC prerequisites as
P , the set of the learning objectives provided by the kth section as LOk, where
1 ≤ k ≤ nsection and the set of the learning objectives provided by the entire
MOOC as LO. Then LO = ∪nsection

k=1 LOk and KE = LO ∪ P .
The teacher defines the MOOC knowledge elements together with their per-

formance degrees. In this work, we use the performance degrees as introduced
in [9] (1: beginner, 2: intermediate and 3: expert) to which we add (0: no per-
formance).

Definition 1 (Performance Degree by Teacher): Given a knowledge ele-
ment ke from KE, the performance degree of ke, set by the teacher, is defined
by the function LPT .
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LPT :
{

KE −→ {0, 1, 2, 3}
ke �−→ lp ∈ {0, 1, 2, 3}

The prerequisites and the learning objectives of the MOOC associated to
their performance degrees are modeled respectively by the vectors VP,MOOC and
VLO,MOOC. We represent in (Fig. 2) the evolution of knowledge elements during
the MOOC. As input, we represent in VP,MOOC the required performance degrees
for each prerequisite. Then we represent the evolution of VLO,MOOC during the
MOOC. At first, VLO,MOOC is initialized to zero. Thus, at the end of each section,
VLO,MOOC is updated with new values. These values correspond to performance
degrees expected to be acquired in learning objectives provided by the section.

The MOOC domain and the MOOC effort are represented respectively by
the variables DMOOC and EffMOOC.

Generation of the MOOC Profile. The data required to generate the profile
of a specific MOOC based on our MOOC model are collected from the infor-
mation entered by the teacher when creating this MOOC. The teacher defines
the prerequisites of the MOOC, the learning objectives of each of its sections
and the corresponding performance degrees. He defines also the domain and the
effort of the MOOC.

Fig. 2. The evolution of the knowledge elements during the course (from [8]).

4.2 Process of Generating the Learner Profile

The role of this process is to generate and update the profile of a specific learner
from the learner model defined in our approach.

Learner Model. In the learner Model, we represent some of his characteris-
tics: his knowledge level, his learning style and the languages he knows. Con-
cerning the learner knowledge level, we consider only his level in the knowledge
elements of the MOOC. More precisely, the learner model contains the perfor-
mances degrees of the learner in the prerequisites and the learning objectives of
the MOOC.



172 H. Hajri et al.

Definition 2 (Performance Degree of Learner): Given a knowledge ele-
ment ke from KE, the learner performance degree in ke is defined by the function
LPL.

LPL :
{

KE −→ {0, 1, 2, 3}
ke �−→ lp ∈ {0, 1, 2, 3}

The prerequisites and the learning objectives of the MOOC associated to the
learner performance degrees are modeled respectively by the vectors VP,Learner

and VLO,Learner. A quite similar modeling process is proposed in [15]. In (Fig. 3)
we represent the evolution of the knowledge elements in the learner profile dur-
ing the MOOC. Before starting the MOOC, the learner performance degrees
in MOOC prerequisites are stored in VP,Learner. During the MOOC and after
each section, VLO,Learner is updated with the new learner performance degrees
acquired with the learning objectives provided in this section.

The learning style refers to the way a learner receives and processes informa-
tion [6]. In the literature, many profiles are defined to analyze learners learning
styles like Kolb [10] and Felder and Silverman [6]. In our work, we use the fre-
quently used, Index of Learning Style (ILS) questionnaire [16]. It was developed
by Felder and Soloman to identify learning styles based on Felder and Silverman
Learning style Model (FSLSM) [6]. The FSLSM classifies learning styles along
to four dimensions which are active/reflective, sensorial/intuitive, visual/verbal
and sequential/global. In our work we also use the patterns introduced by [5]
to identify the type of learning resources to be provided to the learner based on
his answers to the ILS questionnaire. For example, sensing learners prefer to get
more examples and exercises [5]. We model the learning style by using the term
Slearner.

Fig. 3. The evolution of the knowledge elements in the profile of the learner during the
course (from [8]).
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The languages known by the learner are modeled by using a list Llearner.

Generation of the Learner Profile. The data required to generate the profile
of a specific learner are collected with different methods. The learner performance
degrees on MOOC prerequisites are determined by browsing his knowledge base
storing the knowledge elements acquired by the learner previously on the same
MOOC platform. If no significant evidence is collected this way, because the
learner is a new user of the platform for example, then we ask the learner a few
questions about the prerequisites in order to evaluate his performance degrees.

Each MOOC section ends with a quiz. The learner results on those quiz are
used to compute the learner performance degrees on MOOC learning objectives.
For the learning style of the learner, we use his answers to the questionnaire
ILS [16] to deduce his learning style. We ask him also about the languages he
knows.

4.3 PreSelection PROCESS

As indicated in (Fig. 3), the recommendation process is triggered for a learner L
at two different kind of steps of the MOOC.

Before Starting the MOOC. Let LPL(p) the performance degree of a learner
L in p ∈ P , the recommendation process is triggered if:

LPL(p) = Vp,L(p) < LPT (p) = Vp,MOOC(p)

During the MOOC. At the end of the kth section of the MOOC, let a learner
L who acquires LPL(lo) in lo ∈ LOk, the recommendation process is triggered
when:

LPL(lo) = VLO,L(lo) < LPT (lo) = VLO,MOOC(lo)

Where VLO,MOOC and VLO,L considered are those updated after the kth section.
The aim of this module is to select a set of candidate OERs dealing with the

knowledge element for which the recommendation process has been triggered. In
order to find these resources, the system performs a keyword search in metadata
stored in external accessible repositories of OERs metadata [7]. The metadata
used in this search is “the description of the resource” introducing the subject
and the global idea of the resource.

For keywords, the first keyword is the knowledge element which is the sub-
ject of the recommendation. The objective of the search is, therefore, to select
resources with descriptions containing this knowledge element. However, we must
also solve the problems of synonymy and polysemy that may arise in our search.

Polysemy. The same knowledge element can be expressed differently. For exam-
ple “conditional statements” in computer science are also “if-then-else”.

Synonymy. The same expression can be used to represent different knowledge
elements that belong to different domains. For example the notion of “graph” is
used in a variety of disciplines as “computer science”, “mathematics”, etc.
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To solve synonymy problems, we used a second keyword, in addition to the
knowledge element, which is the domain of the MOOC. We introduced also a
module of synonyms detection1 to address synonymy problems. This module is
based on DBpedia2 structured data that has been extracted from Wikipedia.
Some possible synonyms of the knowledge element and the MOOC domain are
inferred using this module that will increase the number of selected resources.

Overall, we select descriptions including the knowledge element and the
MOOC domain or at least one of their synonyms.

In a formal way, let OER be the set of Open educational resources,
R ∈ OER, ke ∈ KE, MetaR is the set of the metadata of R where
MetaR = {DescriptR,LangR,PrereqR, . . .}, SynDmooc

the set of the synonyms
of the domain of the MOOC, Dmooc and Synke is the set of the synonyms of the
ke generated by our module of synonyms detection.

(R is dealing with ke) ≡ ((ke ∈ DescriptR) OR (∃i : Synke[i] ∈ DescriptR)) AND

((Dmooc ∈ DescriptR) OR (∃j : SynDmooc [j] ∈ DescriptR)).

To select the candidate resources, our PreSelection process requests external
repositories providing SPARQL endpoints with an initial query. In order to man-
age the diversity of metadata schemas employed by these repositories, we use
classes and properties as defined in the Learning Object Ontology of Mapping
(LOOM) introduced in [7].

4.4 Refinement Process

The PreSelection process returns as result an initial set E of OER and as we
explained in the previous part the PreSelection is based on keywords. This initial
set E is transmitted to this refinement process which applies selection and sorting
operations according to several criteria. These operations are performed in three
stages.

• Selection by constraints.
• Selection by semantic similarity.
• Sorting by options.

Selection by Constraints. In this first step, we select a subset E′ of E which
contains only the resources that respect certain constraints. The constraints are
firm criteria that must be respected by the resources recommended to the learner.
In other words, these are criteria without which it will be difficult for the learner
to understand the content of the resource or it will impact the MOOC follow up.
The three constraints we consider are the following. The first one is: “Resources
must not require prerequisites not assimilated by the learner” (C1). The second
constraint is: “Resources must be presented in a language known by the learner”
(C2). The third constraint is: “The resource has to bring a performance level
which is greater than or equal to the level defined in the MOOC” (C3).
1 https://davidallenfox.wordpress.com/2013/09/05/generating-synonyms/.
2 http://wiki.dbpedia.org/.

https://davidallenfox.wordpress.com/2013/09/05/generating-synonyms/
http://wiki.dbpedia.org/
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Constraint C1 Violation. Let R ∈ E, R doesn’t respect the constraint C1 if:

∃ke ∈ PrereqR : (LPL(ke) = 0) ∨ (∃i, LPL(Synke[i]) = 0)

In order to identify the performance degree LPL(ke) of the learner in the
prerequisite ke of the resource R, we start with browsing his knowledge base
looking for the information. Otherwise, we ask the learner some questions to
deduce his LPL(ke).

Constraint C2 Violation. Let R ∈ E, R doesn’t respect the constraint C2 if:

(LangR /∈ Llearner)

Where Llearner is the set of the languages known by the learner and LangR the
metadata presenting the language of the resource.

Constraint C3 Violation. As we did previously for the learner and the
MOOC, each resource R ∈ E is modeled by a vector VKE,R that represents
the performance degrees acquired in each ke of the MOOC after following this
resource.

Definition 3 (Resource Performance Degree): The performance degree
acquired by the learner with regard to a specific knowledge element ke, from KE,
after following the resource R is defined by the function LPR.

LPR :
{

KE −→ {0, 1, 2, 3}
ke �−→ lp ∈ {0, 1, 2, 3}

As shown in (Fig. 3), the recommendation process is triggered when
LPT (ke) > LPL(ke). Indeed, the goal of the recommendation of the resource
R to the learner is the improvement of his level of performance in the knowledge
element ke.

So, Let R ∈ E, R doesn’t respect the constraint C3:

LPR(ke) < LPT (ke).

As the OERs metadata do not specify the performance degrees of OREs, we
need to estimate them from learners who have already used the resources. For
a new OER we use two performance degrees 0: a resource doesn’t deal with the
knowledge element and 1: the resource deals with the knowledge element. Then
once the resources are studied by the learners, we plan to collect the results from
them according to their responses to the knowledge test once they have followed
a recommended resource.

Definition 4 (A Knowledge Element derived from a Resource):

(ke is provided by R) ≡ (VKE,R(ke) 
= 0) ≡
{ke ∈ Descript(R) ∨ ∃i : Synke[i] ∈ Descript(R)} .
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Selection by Semantic Similarity. Once resources respecting the defined
constraints have been identified, we select resources which are close to the initial
query (the query defined in the PreSearch module). For that purpose, we calcu-
late the similarity between selected resources and the initial query terms (IQT ).
The IQT are the terms used in the initial query: the knowledge element, the
domain of the MOOC and their synonyms generated by our module of synonyms
detection. We denote IQT as a set.

IQT = {T1, ...,Tnt}

Where Tnt is one of the initial query terms and nt is the total number of terms
used in the initial query.

We start with using Term Frequency Inverse Document Frequency (TF-
IDF) [4] to identify the importance of IQT inside the selected resources descrip-
tions. Each selected resource R is represented by a vector VR.

VR = (VRT1
, ...,VRTnt

)

Where VRT1
is the TF-IDF value of the term operatornameT1 in the description

of the resource R.
The IQT is also represented by a vector VIQT .

VIQT = (VIQTT1
, ...,VIQTTnt

)

Where VIQTT1
is the TF-IDF value of the term VRT1

in the descriptions of all
selected resources.

Then a cosine measure is employed to compute the similarity between
each resource vector VR and the initial query vector VIQT . As result each
selected resource R is characterized by one measure which is his cosine mea-
sure, CosSim(R). The resource R with higher value of CosSim(R), is the closest
to the initial query.

At the end of this step, the result is the set E′ of resources ordered by their
semantic similarity with the IQT . We select the subset E′′ of the first n ones to
be the input of the next step. We take a limited number of resources because the
objective of our recommendations is to help the learner to improve his knowledge
level in a certain knowledge element by following at least one resource rather than
recommending a large number of resources. The number n is defined arbitrarily
and in our case study, n has been fixed to 4 but the teacher can change its value.
We define the relation of preference (≥).

Definition 5 (Preference Relation ≥): Given two resources R1 ∈ OER and
R2 ∈ OER:

R1 ≥ R2 means R1 is at least as good as R2.

In this first step R1 ≥ R2 ⇔ CosSim(R2) ≥ CosSim(R1).
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Sorting by Options. The last step is to classify resources based on options. The
options are other criteria defined to reflect the adaptation to some characteristics
of the MOOC and the learner. However, these options are not mandatory criteria
as the constraints used in the first step. In other words, recommended resources
may not be consistent with all options, but they are presented to the learner
in an order depending on how much they satisfy the options. Let Op the set of
options and nop the total number of options.

Definition 6 (Score Function): For each opi ∈ OP, where 1 ≤ i ≤ nop, we
define the score function Ui:

Ui :

{
E′′ −→ [0, 1]
Rj �−→ aj

i

(1)

Ui assigns a score aj
i , between 0 and 1, to each candidate resource Rj depend-

ing on how much it satisfies the opi. The scores aj
i are calculated differently

depending on the options opi type.
For each option, the resource score represents its option satisfaction percent.

Then we consider each option as a fuzzy set and the score of each resource as its
membership degree to this set. We represent each resource Rj by a vector SRj

whose components are the values of its score for each option.

SRj
= (aj

1, a
j
2, ..., a

nop

2 )

The ideal resource id has a vector Sid whose components are equal to 1. This
means that the resource meets all the options at 100%.

A weight value pi ∈ 1, 2, 3 is assigned to each option in order to characterize
its importance (1: less important, 2: important and 3: very important).

Initially all options have the same importance (pi = 3) but we give the teacher
the possibility to change weights values of options defined to reflect coherence
with the MOOC. In MORS, we defined these options: “Recommended resources
should respect the learning style of the learner.” (Op1) and “Recommended
resources should have a ‘typical Learning Time’ similar or bellow the mean
effort needed to assimilate a MOOC resource, as defined by the teacher.” (Op2).

For Op1, we define the corresponding score function U1 as below:

U1(R) =
{

1 if TypR ∈ RTL

0 else.

where TypR is the type of the resource R ∈ E′′ and RTL is the set of resources
types corresponding to the learner L learning style.

Concerning op2, we define the corresponding score function U2 as below:

U2(R) =

⎧⎪⎪⎨
⎪⎪⎩

1 if LTR ≤ MEW/R

(ε + MEW/R − LTR)/ε elseif LTR

∈ [MEW/R,MEW/R + ε]
0 else LTR ≥ MEW/R + ε
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where R ∈ E′′, MEW/R (Mean Effort section) corresponds to the quotient of
the section effort defined by the teacher and the number of the section resources
and LTR corresponds to the value of the metadata ‘typical Learning Time’ for
R. The value ε is defined arbitrarily and has been fixed to MEW in our case
study.

To rank candidate resources, we use the Chebyshev distance to compute
the distance between the ideal resource and each resource to recommend. The
smaller the distance is the better the resource is. This distance is defined as
below:

DCHRj ,id = maxi∈nop
λi|VRj

[i] − Vid[i]|
where λi is defined as below:

λi = pi/(SupRj∈E′′(VRj
[i]) − InfRj∈E∗(VRj

[i]))

where E∗ is a subset from E′′ of candidate resources that not have a maximal
satisfaction degree for any option.

In conclusion,

R1 ≥ R2 ⇔ DCHR2,id ≥ DCHR1,id

5 Implementation

In order to implement our solution, we choose edX as the MOOC platform.
First, it is an open platform which is widely used. Then, this choice allows us
to offer our solution to the vast community of OpenEdX users and hope to
replicate experiments about personalization, then gather more data about its
efficiency. Furthermore, the documentation of Open edX is well detailed and the
community is very active. Finally, the platform is characterized by a modular
architecture thanks to XBlocks [11] that we will detail later.

The XBlock is a component architecture developed in 2013 by edX, which
allows developers to create independent course components (xBlocks). These
components can be combined together to make an online course [11]. The advan-
tage of XBlocks is that they are deployable. The code that you write can be
deployed in any instance of the edX Platform or other XBlock runtime appli-
cation3. We found also that there is a recent focus on using these XBlocks
to add personalization in MOOCs, for example the work [12] where a recom-
mender XBblock was created in order to recommend resources for remediation
in a MOOC. Once developed, each XBlock can be installed and added by the
MOOC creator, in the appropriate unit of the appropriate section of his MOOC4.
In fact, Open edX organized the courses in a hierarchy of sections, sub-sections
and units, where the unit is the smallest component in the MOOC.
3 https://open.edx.org/about-open-edx.
4 http://edx.readthedocs.org/projects/open-edx-building-and-running-a-course/en/

latest/.

https://open.edx.org/about-open-edx
http://edx.readthedocs.org/projects/open-edx-building-and-running-a-course/en/latest/
http://edx.readthedocs.org/projects/open-edx-building-and-running-a-course/en/latest/
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For these reasons, we use XBlocks to implement our solution in edX. Three
XBlocks have been implemented.

An XBlock to Generate the MOOC Profile and the Static Part of
the Learner Profile. This XBlock is developed to be added at the first unit
of the MOOC first section. It is responsible for collecting information about
the learner and the MOOC: learner languages, learner learning style, MOOC
knowledge elements and corresponding performance degrees (see Fig. 4).

An XBlock to Compute Recommendation at the Beginning of the
MOOC. This XBlock checks the performance degree of the learner in the pre-
requisites of the MOOC. In order to ensure this, it starts with determining
whether this prerequisite is stored in the knowledge base of the learner. In case
the prerequisite is not found in the knowledge base, the XBlock asses the knowl-
edge level of the learner in the MOOC prerequisites by asking him some questions
(an example for the prerequisite “structure data” (Fig. 5)). Then if he doesn’t
answer the questions correctly, a set of OERs links are recommended to him.
These links are ranked by descending order by satisfaction of the criteria defined
at the previous section (Fig. 6).

An XBlock to Compute Recommendation after Each MOOC Section.
A third XBlock is developed to be added at the end of each section. This XBlock
computes recommendations of OERs to the learner based on his answers to the
quiz presented at the end of the section. These OERs links are presented to the
learner sorted based on the criteria we defined in the previous section.

Fig. 4. Interface to collect information about the learning preferences of the learner
(from [8]).
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Fig. 5. Interface for testing the assim-
ilation of the prerequisites (example
“Data structure”) (from [8]).

Fig. 6. Interface for recommended
resources (from [8]).

6 Evaluation

Our recommender system MORS presents some specific characteristics that come
firstly from the open and the massive nature of MOOCs and secondly from OERs
referenced in external and dynamic repositories. For this reason, it is difficult to
reuse evaluation protocols mentioned in the literature for classic recommender
systems and it is important to introduce a new evaluation protocol.

This section presents a set of experiments conducted to evaluate our solution
and discuss the results. The purpose of the evaluation is to assess our algorithm
of recommendation and the relevance of the recommended resources. The rec-
ommended resources have to be adequate with the criteria defined previously,
to exhibit some characteristics consistent with both the learner and the MOOC.
The scalability and the versatility of OERs repositories means that OERs and
their descriptions change dynamically, so there is no “best OERs”, only best
OERs at some time point. Given OERs vary over time, during the evaluation
process, we are not interested in assessing whether our system recommends all
the “good” resources, but rather in assessing whether the retrieved resources are
“good” resources.

6.1 Evaluation Process

In order to evaluate our system, we chose the MOOC5 “Design a Database with
UML” in the domain of computer science, from the platform OpenClassrooms.
This MOOC is composed of three sections. Each section represents a set of ped-
agogical resources. An assessment quiz is presented at the end of the section to
5 https://openclassrooms.com/courses/faites-une-base-de-donnees-avec-uml.

https://openclassrooms.com/courses/faites-une-base-de-donnees-avec-uml
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evaluate the assimilation of its learning objectives by the learner. In our eval-
uation, we were interested in a learning objective of each section: “Relationnel
model” presented in the first section, “Database management system (DMS)”
presented in the second section and “SQL” presented in the third section.

Our evaluation process is based on two questionnaires. The first one is dedi-
cated to experts and the second one is intended to learners. The questionnaire for
experts has been sent by e-mail to four teachers which are experts in the domain
of database. We had several constraints to respect for learners. The MOOC can
be followed by a large number of learners with various profiles. To collect a large
number of various users profiles without having to wait until they subscribe and
follow the MOOC from the beginning to the end, we used the website Foule Fac-
tory. It is a micro-service platform which offers the possibility to ask the crowd
to do some tasks as answering questions or finding data. It also allows recovery
of rapid results. 117 Foule Factory respondants answered our questionnaire.

In the questionnaire dedicated to teachers, we present the REL selected by
the initial query which are expected to provide the three learning objectives of
the MOOC as well as some questions to assess these resources. Concerning the
questionnaire for learners, we start with assessing the knowledge level of each
learner in each learning objective. Therefore, we invite the learner to answer a set
of questions about the learning objective, selected from the assessment quiz of
the corresponding section. In this context, we chose three questions to evaluate
his knowledge in the notion of “relational model”, three questions to evaluate his
knowledge in the notion of SMD and two questions to evaluate his knowledge in
the notion of “SQL”. For each set of questions, if the learner answers correctly,
he is redirected to the questions about the learning objective of the next section.
Otherwise, we consider that the learner has not sufficiently assimilated the cor-
responding notion and we present to him the resources selected by the initial
query as well as some questions to evaluate these resources.

Adequacy of Recommendations with the MOOC and the Learner
Profiles

A set of questions asked to Foule Factory respondents and to the teachers had
the objective to assess the adequacy of selected OER with the criteria fixed,
with regard to our approach, to express the recommendations adaptation with
the learner and the MOOC profiles.

Application of Semantic Similarity Measure. The first criterion to evalu-
ate is the selection of the closest resources to the initial query by applying the
semantic similarity measure. In this context, for each learning objective: “rela-
tional model”, “DMS” and “SQL”, we present the initial set selected using the
initial query to the teacher. For each resource, a closed question is presented
to the teacher asking whether this resource is relevant or not. Relevance in this
context refers to the fact that studying the resource allows the learner to acquire
knowledge on the notion.
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The synthesis of teachers replies will help us to assess the interest applying
the semantic similarity measure on REL descriptions is interesting and whether
it allows eliminating non relevant resources selected by the initial query and
keeping the most relevant resources.

Adequacy of Recommended Resources with the MOOC Profile. In
order to assess the adequacy of the OER recommended by our solution with
some specificities of the MOOC, the teachers are invited to rate the relevance
of the recommended OER in accordance with the criteria fixed in our approach:
the granularity, the learning time and the provided performance degree.

For each resource that provides the learning objective, according to the
teacher, he is invited to answer three questions:

1. A closed question asking the teacher to rate the resource on a scale of 1 to
5 according to how much its granularity is more or less adequate with the
MOOC content.

2. A closed question asking the teacher to rate the resource on a scale of 1 to 5
according to how much its learning time is more or less adequate with MOOC
specificities.

3. A closed question asking the teacher to rate the resource on a scale of 1 to
5 according to how much the knowledge level provided by the resource in
the notion in question is more or less adequate with the level supposed to be
provided in the MOOC.

Adequacy of Recommended Resources with the Learner Profile. The
assessment of the adequacy of the resources recommended by our solution with
some characteristics of the learner is conducted according to this protocol. As a
first step, we ask Foule Factory respondents to rate the pertinence of the OER
in accordance with the criteria fixed in our approach: the learning style and
the knowledge of the learner. For each resource, they are invited to answer two
questions:

1. A closed question asking the respondent to rate the resource on a scale of 1
to 5 according to how much the resource is more or less pleasant to follow
and matches with his learning habits.

2. A closed question asking the respondent to rate the resource on a scale of 1
to 5 according to how much the resource is more or less easy to follow.

In a second step, we ask the respondents to choose one resource to follow
from the list of OER presented to them for each notion. Our aim is to examine
the learner’s choice to compare it with his characteristics and then to detect
what makes him choose one resource over than other. Learners are invited to
answer two questions.

1. A closed question asking them to tick the resource they choose to study.
2. An open question asking them to justify choosing this resource and abandon-

ing the others.
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Evolution of learners Knowledge after Recommendations

Another set of questions proposed to Foule Factory respondents aims to evaluate
the effect of the recommended resources on the evolution of learner knowledge
in general and on the evolution of his knowledge in the learning objective of the
MOOC.

For this purpose, learners are invited, firstly to answer a closed question
asking him whether the recommended resources allowed him to acquire new
knowledge. Secondly, the same questions selected from the evaluation quiz and
asked to evaluate his knowledge level in each notion, are addressed to the learner
for a second time after he studied at least one recommended resources for each
notion. The purpose is to study and compare his answers before and after rec-
ommendations.

Overall evaluation of the Approach

A last set of questions asked to learners and teachers concerns assessing globally
our solution. As experts, after consulting the recommended resource for each
notion, the teachers are invited to express their views on the interest of recom-
mendations, the method we use to propose recommendations and more precisely
the importance of the criteria used to adapt the resources to the specificities of
the MOOC and to propose other criteria they find interesting.

The teachers questionnaire contains 4 questions dedicated for that purpose.

1. An open question asking the teacher’s view on the idea of recommending
external resources for a learner who is attending a MOOC.

2. A closed question presenting the different criteria used in our solution to the
teacher and asking him to rate them according to their importance on a scale
from 1 to 3 (not very important, important, very important).

3. An open question inviting the teachers to propose other criteria to take into
account when choosing resources to recommend, in order to respect the speci-
ficities of the initial course and to facilitate the integration of the resources
in its content.

4. An open question asking teachers to propose other suggestions.

As playing learner role, Foule Factory respondents are also invited to express
their views on recommending external resources, after consulting the recom-
mended resources and studying some of them.

The learners questionnaire contains 3 questions dedicated for this purpose.

1. An open question asking the respondents to suppose they are attending an
online course and express their views about recommending to them other
resources when they don’t answer correctly to the evaluation test of a certain
course’s section. The respondents are invited to choose between: (1) It is a
good idea but I will study some of them; (2) It is a good idea but I don’t
have the time to study them; (3) It is not a good idea, because I don’t want
to disperse myself with studying external resources; (4) other point of view.
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2. A closed question asking respondents to suppose they are attending an online
course and to precise their behavior when they don’t understand some of its
notions. Do they repeat the course or look for other online courses ?

3. For the learners who prefer looking for other courses, another closed ques-
tion asks them to precise whether the recommended resources allow them to
save time compared to the time they spend to look for external resources by
themselves.

6.2 Evaluation Results

In this chapter we summarize the responses of teachers and learners to the
questions presented in the evaluation questionnaires.

Overall evaluation of the Approach

Experts Opinions. After consulting the resources selected by our system, all
experts agreed that recommending external resources, during a MOOC, is a
good idea. Regarding the criteria defined in our solution to take into account
the specificities of the MOOC in the recommended resources, we obtain these
results. All experts assigned the maximum score of 3 to the criterion relating
to the level of knowledge provided by the resource. All experts agreed on the
importance to recommend resources allowing the learner to acquire the knowl-
edge level supposed to be acquired by attending the MOOC. Three of the experts
assigned the maximum score of 3 to the criterion relating to the learning time.
According to them, it is very important to take into account the learning time
of the recommended resources. The fourth expert assigned the score of 2 to this
criterion. He considers that it is an important criterion but still less important
than the one relating to the knowledge level.

Two experts assigned the maximum score to criterion relating to the granu-
larity of the resource. The other two experts assigned the score 2 to this criterion.
For them, the fact that the granularity of the recommended resources is adequate
with the internal resources of the MOOC is important, but it is less important
than the adequacy of the knowledge level and the learning time.

Learners Opinions. After consulting the resources selected by our solution,
60% of Foule Factory respondents endorse the recommendation of external peda-
gogical resources, when they didn’t correctly answer the evaluation test presented
in a course they are attending. Another 25.7% of the respondents consider that
it is a good idea but they have a problem with the time they will spend to learn
additional resources. The lack of additional time available to study the recom-
mended resources, confirms the importance of the learning time criterion taken
into account in our solution. The last 14.3% of respondents don’t consider the
recommendation of external resources as a good idea and they do not want to
disperse themselves by studying external resources in addition to the course they
are attending.
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On the other hand, 55.2% of the respondents prefer to search for other online
courses when they are taking a course and they don’t understand some of its
notions. The remaining respondents prefer to repeat the same course. Among
those who prefer to search for other online courses, 72.4% find that the recom-
mended resources allow them to save time, compared to the time they would
have spent looking for resources on the web.

Evolution of Learners Knowledge after Recommendations

After consulting the recommended resources, 81.6% of Foule Factory respondents
find that those recommended for the notion “relational model” allowed them
to acquire new knowledge. 69.5% find that those recommended for the notion
“DBMS” allowed them to acquire new knowledge about this notion and 60.5%
find that those recommended for the notion “SQL” helped them to learn new
knowledge.

Based on the respondents answers to the same quiz presented before and
after recommendations, the Table 1 resumes the percentages of correct answers.
By examining the results, we note an improvement in all the answers after the
recommendations except for one question dealing with the notion of “Relational
Model” Q2 for which the percentage of correct answers decreased. To understand
the causes of this decrease, we started with studying the resources we recommend
to the respondents to help them to acquire the notion of “Relational Model”.
Among the four recommended resources, there is R1 that does not contain the
information which is the subject of the question Q2. There are also two resources
R2 and R3 that include the information and the resource R4 that includes the
information but that is very voluminous with 37 modules and that require at
least 3 hours to learn its content.

Table 1. Answers to the evaluation quiz before and after recommendations.

Recommandations Relationnal model DBMS SQL

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

Before 48% 42% 41% 31% 51% 24% 42% 16%

After 76% 34% 52% 41% 68% 28% 43% 20%

Then we selected the 15 respondents who answered correctly the question
Q2 before the recommendations and incorrectly after the recommendations. By
looking the resources attended by these respondents, we found that 10 of them
have opted to attend the resource R1 not dealing with the information processed
by the question Q2 and 3 of them choose the voluminous resource R4. So, a
possible explanation for these results is that the respondents didn’t find the
answer in the chosen resource or they didn’t follow it until the end and they
replied randomly to the question.
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It is also important to note that two of the three respondents who opted to
attend R4 left some comments about its length: “many pdf documents to open”
and “too long”. Hence the importance of the criteria relating to the granularity
and the learning time of the recommend resources, defined in our solution and
the importance of describing these information in the metadata of the OER to
improve the recommendation’s results.

Adequacy of recommendations with both the MOOC
and the Learner Profiles

Application of Semantic Similarity Measure. For each MOOC’s notion,
the fourth experts ticked the resources allowing to acquire knowledge about
this notion, from the set of all the resources selected by the initial query of our
MORS system (the query defined in the PreSearch module). To assess the benefit
of using the semantic similarity measure, we define two measures of precision.
The first one is carried out on the resources selected by the initial query to assess
whether the keyword search adopted in this query allows selection of relevant
resources dealing with of knowledge element (subject of the recommendation).
The second measure of precision aims to assess whether the refinement of the
initial set of resources by using the semantic similarity measure increases the
precision rate. Our objective is to have a precision rate closer to 100% after
applying the semantic similarity on the descriptions of the resources selected by
the initial query.

As explained previously, our goal is not to select all the relevant resources
that exist in the external repositories but to be assured that the limited resources
recommended to learners are relevant. In this context, the relevance is that the
resource allow the acquisition of the notion which was not well mastered by the
leaner and whose lack of knowledge triggered the recommendation process. For
this reason, we define to measures of precision adapted to our goals:

• A first precision rate Precisionad1. Precisionad1 represents the percentage of
relevant resources among all the resources selected by the initial query.

Precisionad1 =
|RRT |
|RIQ|

Where RRT represents the resources ticked by experts as relevant resources
and RIQ represents the set of the resources selected by the initial query of
our system MORS.

• A second precision rate Precisionad1. Precisionad2 represents the percentage
of relevant resources among all the resources selected after the refinement
using semantic similarity.

Precisionad1 =
|RRT |
|RSS |

Where RRT represents the resources ticked by experts as relevant resources
and RIQ represents the set of the resources selected after applying semantic
similarity.
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By reviewing the results, we notice a significant increase in precision rates for
resources related to the notion “Relational Model” and “DMS”. For the notion
“SQL”, an increase is detected depending on the answers of two experts (expert
1 and expert 3) whereas a decrease is detected depending on the answers of the
two others (expert 2 and expert 4). To understand this decrease, we studied the
answers of the fourth experts on the relevance of the resources selected after
applying the semantic similarity. Among the four selected resources, there is a
resource which is considered as relevant by the expert 1 and 3 and no relevant by
the expert 2 and 4. This is a course on database with a section introducing the
notion “SQL”, without giving details. A possible explanation of the difference
between experts’ opinions is that presenting not detailed information about the
notion is considered, by some experts, sufficient to acquire some basic knowledge
about the notion and not sufficient by the others.

In our case, the objective of recommendations is to help the learner to acquire
a knowledge level allowing him to attend the MOOC until the end. From that
comes the importance of the constraint defined in our solution to just retain
resources which provide a knowledge level in a specific knowledge element (pre-
requisite or learning objective) upper or equal to the knowledge level defined
in the MOOC. Unfortunately this information doesn’t exist in the metadata of
OER but recovering it later from learners who consult the recommendations may
improve the results.

Adequacy of Recommendations with the MOOC Profile. In this step, we
calculated the averages of scores given by the experts to each resource according
to its satisfaction to the criteria related to the granularity and the learning time
and the knowledge level.

It is important to note that in this step we are interested in the resources of
the final set which is recommended to the learner (after applying the selection
by constraints and the selection by semantic similarity).

Concerning the criterion related to the learning time of the resource, we
obtain these results. For the notion “Relational Model”, the resource with the
worst note, represents a voluminous course with 37 modules and 3 hours at least
to learn its content. The resource which receives the best note is a pdf of 84
pages in the form of slides where each page some lines. Therefore, we can deduce
that the resource’s volume (the number of its pages in this case) cannot give the
exact information about the duration needed to assimilate its content.

Having the exact information about the learning time of the resource could
support its recommendation by our approach. Unfortunately, information about
learning times, in the majority of cases, is not included in the OER descriptions.

Concerning the notion “DBMS”, the two best notes were assigned to
resources presented as HTML pages. Although these courses are long, the notes
can be explained by the fact that each of them offers a well presented summary
that allows learners to go directly to a section dealing with a specific notion. The
worst rating was assigned to a resource in the form of a quiz. A quiz presents
questions and answers to learners and in most cases, it is used for the assessment



188 H. Hajri et al.

of knowledge. Therefore, to answer a quiz, the learner is, in many cases, obliged
to consult other courses which will increase the duration necessary to master the
knowledge.

For the notion “SQL”, the best note was assigned to a resource presented as
a set of short videos of 2 to 4 min. A quiz resource is considered as the resource
that requires the longer learning time.

Based on the experts responses on the relevance of OERs according to the
criterion of the learning time, we can notice that two learning durations are to
be taken into consideration.

The first duration concerns that necessary to assimilate the total content
of the resource, and the second duration concerns that necessary to acquire
knowledge about a specific notion, by consulting the resource. We can also notice
that the way in which the resource is presented influences the duration to be
spent by the learner to master its content.

In some cases, we noticed that experts have difficulty to rate resources
criterion-by-criterion and their scores are influenced by several criteria at once.
Such is the case of the criterion of granularity and knowledge level. For exam-
ple, for the notion “DBMS”, the same resource received the worst notes about
its satisfaction to the criterion of granularity and knowledge level. The same
resource received also the best note for its satisfaction to the criterion about
granularity and knowledge level.

Adequacy of Recommendations with the Learner Profile. A large pro-
portion of respondents, between 40% and 90%, considered the recommended
resources as difficult resources in relation to their knowledge. Some of them left
comments to express this difficulty: “quite complex”, “very technical” and “I do
not have the necessary bases”.

This highlights the constraint defined in our approach that the prerequisites
of recommended resources must be mastered by the learner.

As regards the criterion about learner’s learning style, we calculated the aver-
age values of the scores assigned by respondents. After reviewing the results, we
noticed that the resources presented in the form of videos and HTML pages with
a properly presented menu to access resources’ sections, are the most appreci-
ated. Long resources are less appreciated. The worst notes were assigned to
quizzes. This can be explained by the fact that a quiz does not explain the
notion especially for beginner learners.

By studying respondents’ learning styles based on their answers to the (ILS)
questionnaire [16], we found that 29% of respondents are visual rather than
verbal and 16% are 100% visual. This can explain the fact that the resources
properly presented and including videos and images received better notes. We
also found that 36% of respondents are sensorial rather than intuitive and 18%
are 100% sensorial. This can explain the fact that resources containing exercises
and applications were more appreciated than those based solely on theory.
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7 Conclusions

In this article, we have presented our recommender system MORS. It dynam-
ically recommends external OERs during a MOOC when a lack of knowledge
of the learner is detected. To this end, we use performance degrees to qualify
the difficulty of the MOOC knowledge elements and also to measure the acqui-
sition of these elements by the learner. MORS adapts the results according to
the progress of the MOOC and the knowledge acquired by the learner.

The resources to be recommended by MORS, at the beginning of the MOOC
or at the end of each section, are calculated so that they are adapted to some
characteristics of the learner and of the MOOC he is attending, at the moment of
the recommendation. Therefore, our system consists of two processes responsible
for generating and updating the learner profile and the MOOC profile through-
out the MOOC, by extracting the necessary information. Based on these two
profiles, if a lack of knowledge is detected for a certain knowledge element, the
calculation of the recommendation is triggered. It starts with the PreSelection
process that requests the repositories of OERs descriptions to select an initial
set of OERs dealing with the knowledge element. Then, the refinement process
generates the final set of OERs to be recommended to the learner. To his end, the
refinement process performs selection and ranking operations based on manda-
tory and optional criteria. These criteria are defined to take into account both
some characteristics of the learner and some specificities of the MOOC.

The first assessment of our system showed the importance of the criteria used
in our recommendation algorithm to satisfy some learner and MOOC character-
istics. This also allowed us to have an idea about the criteria priority according
to the experts and to retrieve other proposals of criteria like the difficulty and
the creation’s date of the resource to enhance our solution. The evaluation also
showed that in most cases, the resources recommended to the learners allowed
them to acquire better knowledge in the notions of the MOOC. It is also nec-
essary to perform another qualitative assessment to understand some of the
experts answers that were not clear and easy to interpret. It is important to
note that our solution uses the OERs metadata stored in accessible repositories,
hence depends on the availability and the quality of these metadata. Therefore,
in some cases, we have not been able to verify the fulfillment of certain criteria
by the recommended OER because of the lack of metadata information, which
affects the quality of recommendations.

Our short-term objective in the intermediate future is to improve our solution
in the light of the results obtained from the evaluation, for example by adding
other criteria in the recommended resources and assigning weights values to
the optional criteria based on the experts answers. We also seek to integrate
our recommender system in an existing MOOC in order to assess how it will
be working under real conditions. This integration will allow us to get better
feedback on the quality of recommended OERs and how much they support
learners during the MOOC. We will be able also to deduce the performance
degrees provided by the OERs based on learners responses to the MOOC quiz,
after attending the recommended OERs.
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Abstract. This paper extends a previous publication describing a system that
utilizes a wide variety of available assessment information to automatically
analyze students’ understanding at a conceptual level and offer relevant auto-
mated support to teachers and students. This organization and support can be at
the course level or at the level of curriculum for an entire program of study.
Intelligent support includes interactive visualization of the conceptual knowl-
edge assessment, individualized suggestions for resources, and suggestions for
student groups based on conceptual knowledge assessment. This system differs
from prior related work in that it can operate on entire program curricula, and
that the basis for analysis and feedback is entirely customized to the individual
instructors’ course content. We discuss how the system is configured for courses
and the curriculum levels, and describe our experience that indicates the benefits
of the approach. We then provide detailed descriptions of how the system
performs analysis and offers support in both course and curriculum scenarios.

Keywords: Concept maps � Automated assessment �
Intelligent Tutoring Systems (ITS) � Expert Knowledge Bases (EKB) �
Curriculum mapping � Curriculum assessment � Program assessment

1 Introduction

Instructors currently face an ever-wider variety of resources to support their courses.
These options range from traditional textbooks to fully interactive online learning
environments. Instructors can take a traditional approach, relying on a single source for
their material. However, instructors have a different option as well: to use several
different types of resources at once, pulling from traditional text, online articles, online
practice environments, video tutorials, etc. While these materials may rapidly change
for a variety of reasons, most instructors also have an understanding of the core
concepts and organization of a course that remains consistent across iterations of the
course and changes in materials. Our system supports instructors that want to apply
their own organization to a variety of content in this way.

Similarly, instructors overseeing the organization of entire programs of study (for
example a degree program at a university) are responsible for organizing all courses in a
cohesive fashion in order to ensure that certain high-level learning goals are met. This
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requires not only defining these learning goals, but also aggregating assessment infor-
mation from a variety of sources to evaluate the effectiveness of the current approach.

These challenges can be seen as the same problem at different levels of abstraction,
namely the challenge of organizing a set of concepts and their related resources in such
a way as to clarify the intent of instruction. Our system, TECMap, allows instructors to
encode their conceptual organization for a course or the curriculum of an entire pro-
gram. They can then attach the varied types of educational materials and assessments.
Once this structure is defined, the artifacts created through this process can be used to
provide a variety of intelligent feedback, including an open-learner-model visualization
of conceptual understanding, direct feedback for teachers and students, and intelligent
grouping suggestions. We discuss the general manner in which the framework can be
used for such feedback, and the specific implementation we currently employ.

This paper is an extension of prior work presented in CSEDU 2018 [7], and is
organized as follows. First, we present relevant related work (Sect. 2), our goals in
context of that prior work (Sect. 3), and the underlying structure on which our system
is based (Sect. 4). We then present the manner in which the system is configured by
instructors for course work, our experience configuring the system (Sect. 5), and the
manner in which the same system can be applied at the curriculum level (Sect. 6).
Finally, we present the various types of feedback the system provides in either of these
scenarios (Sect. 7) and discuss plans for future work (Sect. 8).

2 Related Work

Current education technology systems may provide either instruction, practice envi-
ronments, or both. These systems may also provide automated feedback to students,
tools to support teachers in the grading process (including automation) or both. Finally,
there are several full-fledged Intelligent Tutoring Systems (ITS) that perform automated
analysis and use it to offer individualized feedback and educational information.

We consider our system to offer something different from these other tools in
several aspects. We offer full customization of content and concept structure. We also
offer estimated knowledge at the conceptual level, rather than having assessment tied to
assignments. Finally, we offer a higher level of abstraction where assessment and
feedback can apply to an entire program, which is not offered by other current systems
to our knowledge. We see our work as complimentary, in that any of these other
systems can actually be used to collect information at the assignment level and con-
sidered input to our system to provide more precise knowledge estimates, as discussed
in Sect. 4.3.

Online textbooks and practice systems are available for many subjects and offer
advantages over standard textbooks. They are more easily edited, customized, updated
and can also offer interactive practice interleaved with content. Examples in the domain
of computer science (our chosen domain) include Runestone Interactive1, Zybooks2,

1 http://interactivepython.org/runestone/default/user/login.
2 http://www.zybooks.com.
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and Codio3. The information that these systems provide to instructors and students is
rooted in specific individual assignments or questions, rather than any type of summary
of what concepts the students understand. Our system uses that type of assignment-
specific information as a basis for assessment at a higher level of abstraction, namely
the conceptual level.

In the ITS field, there are many systems that organize analysis at a higher level of
abstraction in order to base feedback on a conceptual level, rather than remaining
assignment–specific. For example, Butz et al. present a system employing Bayesian
networks to estimate higher-level assessment [3]. Sosnovsky and Brusilovsky present a
system that organizes both content and assessment by topic, and present compelling
evidence of the system’s success with extensive usage [20]. These systems demonstrate
the potential for a system to offer high-level assessment and feedback, but they are tied
to a certain knowledge base and a certain set of resources. Even when automating the
process of creation [14], the product is a single set of content organized by the ITS
developers. Many instructors desire this type of “out-of-the-box” functionality. How-
ever, our system is aimed at instructors that want automated support but also want to
exert a high level of control of the content and organization of their course.

Our system provides the ability to assess students at the conceptual level using each
specific instructor’s understanding of their course, their materials, and their assessment
metrics. Those metrics could include any of the assignment-specific assessment offered by
the aforementioned computer science education technology, as we discuss further in
Sect. 4.3.Weoffer a solution that includes the benefits of ITS techniques combinedwith the
variety of content and assessment available through the plethora of online tools and offline
resources and catered to the individual instructors’ needs and understanding of the course.

Our approach to offering this customization is based on concept mapping. Concept
mapping has been shown to be a useful tool for science education, helping students
organize their knowledge and to demonstrate their understanding of interconnections
between concepts [19]. Likewise, instructors who are planning courses or curricula can
use the same technique to explicate the concepts and the interconnections to be taught.
This application of concept mapping during curriculum development has demonstrated
benefits in biology and medicine, including improved cohesion and clarification of
concepts and their interconnections [9, 21].

A potential concern we consider about this prior work is that these concept maps
were not connected to the actual assignments given in class, were not used in the practice
of the class, and therefore were most likely left behind at some point. Khan academy
offered a similar vision of a concept map to organize course content and offer assess-
ment, but it was only used in their math domain [17], and is no longer in active
development4. The closest effort to our own technique was presented by Kumar, who
demonstrated the use of concept maps as a basis for intelligent tutoring [12]. We apply
this technique in a way that uses the instructor’s concept map in the classroom process
and ties it directly to the specific course content, rather than using it only as authoring for
an ITS.

3 https://codio.com/.
4 http://khanacademy.wikia.com/wiki/Knowledge_Map.
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3 Goals

Our approach leverages the ideas and technology from the fields of education, ITS, and
concept mapping to accomplish one major overarching goal: to support students and
instructors in situations where instructors want fine-tuned control over the content and
organization of their courses and curricula. We provide a holistic system that helps
instructors improve their organization and content while simultaneously creating a data
structure enabling intelligent, automated assessment and feedback. This goal can be
broken down into 3 component parts:

1. Creating a generic underlying structure that can be customized for individual
courses or programs and then used by an ITS (Sect. 4).

2. Creating a customization process that helps instructors improve their course orga-
nization and content (Sect. 5) or their curriculum organization and assessment
(Sect. 6).

3. Using that customized structure to provide automated assessment and feedback
(Sect. 7).

Considering these goals, our approach will only be successful if:

• The effort expended customizing the system for a given class or program actually
helps the instructors.

• If this customization process can be accomplished in a reasonable amount of time,
such that it is feasible for instructors.

• If the system using the structure can provide useful assessment and feedback.

4 The System Foundation

All analysis performed by our system is based upon a data structure we term the
concept graph. For an instructor to use our system with their course, they must define a
concept graph and connect the resources they intend to use. This process explicates
what concepts need to be taught and the manner in which the resources used for the
course are related to those concepts. We have seen indication that the instructor’s role
in creating these graphs has direct benefits for the instructor’s course (see Sect. 5).

4.1 The Concept Graph

The concept graph is a Directed Acyclic Graph (DAG) explicating the specific concepts
to be taught in the course and their inter-relations, see Fig. 1. We draw these graphs
with high-level concept nodes appearing at the top of the graph, and low-level nodes
appearing underneath. Low-level nodes have edges that point to higher-level nodes.
Each edge represents roughly the relationship “is-a-part-of”. Node B pointing to node
A would indicate that the knowledge of topic B is part of the necessary knowledge for
topic A. In ITS terms, this model serves as the domain model, an Expert Knowledge
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Base (EKB) [22]. It also serves as the basis for a student model. Namely, our student
model is an overlay model because we hold an estimate of the student’s knowledge for
each node (concept) in the EKB.

This concept graph structure serves as the core representation that the system uses
to provide automated analysis and support to students. The structure is encoded in
JSON text format as a list of nodes and links, making it easily customizable and
configurable.

4.2 Connecting Resources

Beyond the basic concept graph that encodes the important concepts and their inter-
connection, the system also requires a record of the resources and how these resources
relate to the concepts in the graph. We use the term resource to refer to any artifact that
imparts information to a student or offers information about a student related to the
content (subject matter). We consider two main categories of resources: assessments
and materials.

Assessments are any resources about which a student receives a grade, or number-
based evaluation. Instructors generally have this information stored in some master list
where student grades are organized and calculated (e.g., spreadsheet or student infor-
mation system). However, the system can include information that is not used in course
grade calculation. For example, teachers could include evaluation from more formative
feedback, such as practice exercises, group evaluation, or rubrics. These evaluations
might be indicative of mastery of concepts, even if the teacher prefers not to use them
for grading. For each assessment, the system currently tracks: the ID, the display name,
the maximum possible score for that assessment, and each student’s score on that
assessment.

Fig. 1. An example concept graph explicating the concepts related to functions that are taught in
an introductory computer science course. Image from [7].
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We use the term materials to refer to any resource that provides information or
opportunity for practice to the student, such as handouts, textbook chapters, and
websites. The system currently only maintains an ID, a display name, and optionally a
URL for materials, it does not attempt to track their content. The distinction between
assessments and materials is important because the system uses assessments to cal-
culate the knowledge estimate for each concept (see Sect. 6.1) and then uses materials
when making suggestions (see Sect. 6.2). It is important to note that a certain resource
could be both assessment and material. For example, many online learning environ-
ments provide both instruction and assessment information.

The resources and their connections for an entire course can be large and complex,
with each resource potentially linked to several concepts. This creates certain chal-
lenges and requirements on the authoring process (see Sect. 5).

4.3 Providing Assessment Data

The system now needs data for individual students. These data can be imported from any
source containing the assessment ID and the scores for each student on that assessment.
Our initial efforts indicate that the most common format available for grade information
is a spreadsheet in the form of a CSV file. Therefore, the system’s current default
behavior to directly import any number of CSV files related to a course. Many common
computer systems offer this format including basic spreadsheets (e.g., Microsoft Excel,
Google Sheets) learning management software (e.g., sakai5), and many online learning
tools (e.g., Runestone, Zybooks and Codioas mentioned in Sect. 2).

5 Improving Course Content Through Authoring

The prior section describes the process by which the system is customized for a given
course, namely creating a concept graph, connecting resources, and finally providing
grade files. This work can be considered an authoring task for an ITS. Authoring
related to ITS is traditionally considered challenging due to the effort required [18].
Therefore, we need to consider carefully the time, effort, and payoff involved to
understand the likelihood of instructors successfully adopting the system. We now offer
some detail of the authoring process we employ for creating graphs for course work,
and describe our experience using the system with real instructors. We argue that the
effort necessary for our authoring process is not overwhelming, can be completed
incrementally, and most importantly has direct benefit for the author. Section 6
describes the similar authoring process as applied to an entire curriculum at the pro-
gram level.

5 https://sakaiproject.org/.
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5.1 The Authoring Process

The first step in creating a concept graph for a given course is to define a set of concepts
that students should learn in that course. There are many sources from which to derive
this set, including the syllabus, student learning objectives associated with the course,
the schedule, and the table of contents of any associated texts. Creating a single set
from all these varied sources may seem daunting due to the sheer size and varied levels
of abstraction. To relieve some of this stress, we must understand that this is merely a
brain-storming step with no single right or wrong outcome. We have also found that,
when given examples, instructors are intuitively aware of such a set of concepts for
classes they have already taught (see Sect. 5.2). Once a general set of concepts is
established, the next step is to draw a graph structure representing the connections
between these concepts. This will likely cause revision of the concept list: addition,
subtraction, merging for simplification, dividing for clarification, etc.

This mapping moves the author beyond isolated concepts such as those addressed
by concept inventories [1], and also beyond organizations like course schedules
(ordered list) and tables of contents (tree). Each of these data structures have their own
inherent limitations beyond that of a graph. In a list, concepts can only be associated as
before or after another concept. In a tree, each concept can only have one parent
concept (i.e., the concept can only appear under one heading in the table of contents).
You can note the redundant and sometimes awkward representation in the table of
contents of texts where multiple chapters contain the same concept revisited. By
allowing a many-to-many mapping when considering topics, we loosen the constraints
to allow important distinctions, such as clarifying that a single concept learned early on
in the course will be used and reinforced when learning higher-level concepts covered
later in the course. While we consider this freedom crucial to accurately representing
certain scenarios, it should be noted that a tree or list organization is perfectly
acceptable as a DAG, and therefore can be used when an instructor considers it the
ideal representation. In the extreme, a course can be represented by a set of distinct,
unrelated concepts, although the utility of the automated analysis is limited in that case.

The process of mapping the interrelations of concepts can aid instructors in
improving the overall organization of their course content (see Sect. 5.3). Instructors
find relations that were not made clear to students, identify redundant presentation of
concepts, and recognize better ordering in which to present concepts.

Once a first draft version of the concept graph has been drawn, the next task is to
associate the resources used in the course with this concept graph. The concept graph
itself can become large and complex, and in practice we have found it generally too
complicated to visualize resources as separate items in the same diagram as the concept
graph (as mentioned previously). Instead, we engage in the resource relation process by
considering each individual resource and identifying the connection to concepts, rather
than attempting to draw a diagram of the relations. We use a tabular format to allow
instructors to list resources and to select the specific concepts to which the resource is
related (see Fig. 2).
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The process of identifying relations between resources and concepts is productive
because it informs the instructor as to how the actual assessment and materials provided
are related to their intention of teaching specific concepts. Through this process,
instructors can recognize areas for improvement in their course content. Examples of
problems recognized include: few or no assessments on key concepts; too little material
directly related to a concept or assessments that should be divided in order to help their
students and themselves pinpoint areas of misconception (see Sect. 5.3).

5.2 Authoring in Action

To test the practicality and potential benefit of this authoring process, we engaged
seven different instructors (including one author of this paper) to create seven concept
graphs for six different courses in our departmental curriculum. In most of the cases,
individual instructors created the graph for their course. Alternatively, for certain
courses with multiple sections, pairs of instructors who co-teach created the graphs
together. Each graph creation started with a 30–45 min introduction and discussion
with our team to communicate the task and the purpose as described in Sect. 5.1.
Instructors then created graphs on their own time by drawing on white boards (tracking
their time investment). They delivered their initial attempts to our team, who analyzed
the results and conducted another 30–45 min of clarification and discussion with the
participants for each graph.

A graph was created for each course, although some graphs represented only a sub-
section of a course and others did not have resources associated with them. We do not
consider these partial creations an incomplete attempt, but rather a step in an iterative
process from which we can learn (for further discussion see Sect. 5.3). Table 1 sum-
marizes the courses and the respective effort to create a concept graph for each.

Fig. 2. Teachers use this tabular interface to denote the relations between resources and
concepts. In the example shown above, Q1 is related to while loops and Boolean Expressions,
while Q2 and HW1 are related to For Loops.
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Overall, the average creation time for a complete graph (rows 1, 4, and 6) is 3.7 h
and average authoring time spent over all graphs including partial solutions is 2.4 h.
We recognize the weakness of small sample size, and the specific bias that an author
created several of the most complete graphs. Even with this considered, we see indi-
cation that productive graphs can be created on the order of hours, which we consider
to be a time expense that most instructors could afford as long as there is recognizable
benefit to their class.

We see that increased time also indicates increased complexity in the graph structure,
and that connecting resources seems to also be correlated with more complex graphs.
Figures 3 and 4 show two different concepts graphs, one simpler example created in a
short period of time without connecting resources, and another created by the author
demonstratingmore complexity.We consider both of these efforts to have been successful
in their own right, as both instructors found significant value in the process.

Table 1. Individual courses and their respective authoring efforts. Different instructors created
two different graphs for different implementations of Comp. Sci. I. The * indicates instructor is an
author of this paper. Table from [7].

Course title # of
instructors

Hours
authoring

# of
concepts

Complete
course?

Resources
connected?

Comp. Sci. I 1* 4 42 Yes Yes
Comp. Sci. I 2 1 21 Yes No
Comp. Sci. II 2* 1 17 Yes No
Data Structures 1* 4 36 Yes Yes
Discrete
Structures

1 1 10 No Yes

Website Dev. 1 3 39 Yes Yes
Comp. Info.
Tech.

1 3 19 Yes No

Fig. 3. The concept graph created for Comp Sci. II demonstrates the results of a shorter effort
without connecting resources. The course is focused on Object Oriented Programming. Image
from [7].
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5.3 Benefits and Challenges of Authoring

There was general consensus that the authoring process urged instructors to improve
both organization and content within their courses. The process required instructors to
carefully consider the order in which concepts are introduced and clarified. For
example, two instructors noticed overarching concepts that were not being addressed as
such. The issue was mitigated by reordering the topics to group around the actual
concept in one case, and, in another case where this wasn’t possible, by introducing the
general concept more clearly in the beginning and noting the various applications as
they occur.

In terms of content, the most common realization was that assessments were broad;
covering many different concepts e.g., “Lab 8 covers these six concepts.” When a
student scores poorly on such an assessment, neither the instructor nor the student
receive clear information about which specific concepts are the root of the issue.
Several professors are currently re-working their assessments to include smaller, more
targeted assessment. Other realizations included excessive assessment of one topic,
missing direct assessment of others, and assessments on topics where very few
materials are available for individual study (an indication more materials might be
helpful).

Fig. 4. The concept graph created for data structures demonstrates a more complex graph
resulting from a longer effort that included the process of connecting related resource. The course
covers memory management and data structures in C++. Image from [7].
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The overall process was reportedly helpful for both revisiting familiar material and
developing a new course. Most instructors were applying this technique to a course that
they had already taught. These instructors reported that the process helped them for-
malize and clarify a structure for information with which they were already somewhat
familiar. One pair of instructors was applying the process to a new course and reported
that the process helped them realize that the course might be covering too much
information and therefore provide too little practice when considering assessments and
materials for each of the given concepts.

The main concern expressed by instructors about the process was managing the
complexity of the task at hand. While the process is not overly time consuming (as
shown in Table 1), the scope and ambiguity can be challenging. To complete a detailed
concept graph for an entire course in addition to connecting relevant resources offers a
daunting challenge. We discuss approaches to mitigate this issue in Sect. 5.4.

Another specific concern worthy of note was raised in regard to the level of
abstraction (e.g., “How detailed should the graph be?”). We established a rule of thumb
that if you have, or should have, distinct assessment that relates to a proposed concept,
that concept should be its own node in the graph. If the proposed concept is simple
enough or too entwined with other concepts to be assessed individually, then it is not
abstract enough to include as a node in the graph. This is pragmatic but is also directly
tied to the ITS which uses these graphs to offer support (Sect. 7).

A final recurring concern during the graph creation process was ambiguity. Par-
ticipants found it challenging to create a “correct” graph. This was often due to the
general debate about the manner in which a course should be taught. Our suggestion is
to enjoy the discussion and remember that the graph is a living artifact. The main utility
of this process is to generate formalized thought on the best content and organization of
the course. This type of discussion will clearly lead to debate and discussion. We
observed this debate particularly with pairs of instructors working together to make a
graph, which we consider positive. There should be discussion when teaching a course
together, and participants noted that the discussion was more clear and structured due
to the graph. In the end of the discussion, a decision must be made, and this is the time
to remember that changes can and will happen in the classroom and those changes can
easily be reflected in later iterations of the graph.

5.4 Incremental Development to Address Complexity

Both the complexity concern and the ambiguity concern can be mitigated by working
incrementally on the authoring process. One manner of incremental development is
already built into our process; the idea of splitting this task into two distinct portions,
creating the concept graph and then linking the resources. These steps can operate
fairly independently. As we described in Sect. 4, performing the linking process for
each resource in isolation simplifies and clarifies the task, rather than mapping each
resource as a node in the graph, which can become overwhelming.

In practice, some instructors used the graph/resource split to limit their upfront
effort. As seen in the table, some instructors did not link their resources during this
exercise. Rather, they intend to link resources as they use them in class during the
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semester. This is a particularly practical approach for those that are either starting a new
course or drastically altering the resources provided.

A different approach to iteration is to build the graph and link the resources for only
a subsection of the course. In this way, the instructor has a full description of con-
ceptual basis and the link to the resources for that part of the course.

Both of these approaches yield an incomplete concept graph artifact. We still
consider the effort to be meaningful in two distinct ways. First, given the amount of
time invested, we consider it to be reasonable that full graphs can be completed by
instructors during any given semester. Second, even in situations where the graph
creation was limited to a portion of the course, the product is still useful. The instructor
still noted the benefits of improved course organization and content, and as long as
relevant resources were connected the to graph, the incomplete work can still be used
by the ITS.

6 Curriculum-Level Application

This project was conceived as a system to organize, assess and provide feedback
related to course content [7]. However, we find that the system has an equally inter-
esting and potentially important function in organizing, assessing, and providing
feedback for entire program curricula. We now describe the application of the system at
the curricular level, and then describe the types of support offered for both course and
curricular level (Sect. 7).

6.1 Approach

The system applied to the curricular, or program level requires no functional changes.
The main difference is the level of abstraction in the graph. When considering the entire
curriculum, the concepts should be, by definition, higher-level. These high-level
learning goals are often related to Student Learning Objectives (SLOs) in programs of
study. Student Learning Objectives are goals for student achievement and growth,
which are generally created by first deciding a set of target skills and concepts for
students to learn, and then designing a set of assessment metrics by which to judge this
acquisition [13]. These concepts and target skills can translate directly into concepts to
be used in the concept graph. The assessment metrics can then be considered assess-
ment resources in the system.

However, the graph structure and the system’s ability to process a wealth of
complex data allows us to consider both the conceptual and the assessment-related
parts of program evaluation in a different and perhaps more meaningful manner than
standard SLO evaluation. We applied our mapping process to our Computer Science
curriculum to consider the utility of this process. Figure 5 shows the concept graph that
was created from the five original SLOs. We consider several important weaknesses of
SLOs that are potentially mitigated by the mapping process, indicating that using our
system at the curriculum level might be a fruitful addition to curriculum mapping and
assessment practices.
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6.2 Benefits

The first consideration is the assumption of independence built into the SLO process.
SLOs are typically written as independent, measurable variables. However, in reality,
SLOs may rely directly on one another. For example, we recognize that one important
aspect of contributing successfully on a technical team in our department (SLO 1) is
that you can contribute to large software projects (SLO 2). Beside direct relations, there
may also be lower-level factors that have an impact on multiple SLOs (hidden factors).
For example, we recognized that our SLOs did not include any reference to basic
programming skills, which are necessary to meet any of our SLOs. The graph structure
allows us to make these types of relationships explicit. By adding the node to represent
fluency with imperative programming languages, we can now assess that aspect by
collecting data independently and begin to understand if students not meeting SLOs are
lacking high-level skills such as understanding efficiency of algorithms, or if they are
missing basic skills that would allow them to succeed in more lofty goals. This is also
now under consideration to become an SLO, but again, if it does become an SLO, it
will be important to recognize the dependence of all other SLOs on it.

The second consideration is the data processing aspect as related to assessment of
SLOs. Generally, the list of SLOs for a program will be fairly short. We believe this is
at least partly due to the burden of data collection and analysis to evaluate the SLOs.
Rather than make many fine-grained SLOs, in practice SLOs tend to evaluate broad

Fig. 5. The concept graph of a computer science curriculum as derived from iterative process
considering the original SLOs of the program. The nodes representing the original SLOs are
numbered and highlighted with bold outline.
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ideas with a limited amount of assessment information. Our assessment structure
allows for the creation of lower-level breakdown of an SLO. For example, each of the
SLOs 2, 3, and 4 are broken down into respective abilities of students to design,
analyze, and implement. The wording to represent this breakdown by ability was
present in the original SLOs (although inconsistent), but these aspects were not eval-
uated independently, meaning single data points represented students’ abilities in all
three aspects combined. Considering aspects as separate entities in our system allows
us to collect data from multiple sources to assess the different parts of an SLO, and the
overall SLO evaluation can be related to the higher-nodes in the graph. In our example,
we can collect data from points in the curriculum where students implement algorithms
and data structures but do not analyze or design them yet (for example an introductory
course). This information allows for evaluation of progress on SLOs as students move
through the curriculum, see Sect. 7.1.

The final aspect that we consider beneficial to curriculum assessment is the ability
to slice and unify assessment data in different ways. The system allows for lower-level
information to be used by multiple high-level concepts. For example, several of our
original SLOs are broken down by topic (e.g., large software projects, algorithms, etc.).
Alternatively, these same SLOs could have addressed important abilities (e.g., design,
analyze, implement). The breakdown in our graph allows the same low-level nodes and
all their respective assessment to provide us understanding across all data from both the
topic and the abilities perspectives.

6.3 Combining Course-Level and Curriculum-Level Graphs

When mapping both curriculum and courses, an obvious consideration is the manner in
which these can be combined. From a naïve perspective, one could just make a graph
that includes the entire curriculum from program SLOs down to each assignment given
in all classes. This is theoretically possible but not practical in the current system. The
graph would be complex to the point of being confusing rather than illuminating, and
the amount of effort needed to create the graph would be enough to negate the claims in
Sect. 5 that this can be achieved in a matter of hours. Currently, we suggest creating the
graphs for curriculum and courses separately, while potentially using the information
from course graphs to inform curriculum graphs. For example, knowledge estimates for
students on specific nodes from course graphs could be output and used as input to the
curriculum graph. We discuss further integration ideas in Sect. 8.

7 Support Offered

Now that there is an understanding of the underlying data structure (the concept graph),
and we see that the creation process can be productive, we can discuss the manner in
which this structure is used to provide automated support for students and teachers. The
system provides a direct view of the conceptual-level assessment for students and
teachers to better understand their situation, suggests resources on which students
should focus; and identifies groups of students that are potentially helpful to each other.
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7.1 Knowledge Estimation

The system provides estimates of students’ knowledge for each concept in the concept
graph. These concept knowledge estimates can be calculated for any student, or for any
group of students. To perform this analysis, the system must have a concept graph
definition and connected assessments (as described in Sect. 4). These definitions pro-
vide student data connected to the resources in the graph, those resources connected to
concepts, and those concepts inter-connected in a DAG. Our algorithm for making
knowledge estimates is a recursive bottom-up traversal of the graph. In an effort to
maintain simplicity until there is solid rationale for complexity, each node’s estimate is
currently a weighted average of all the resources connected directly to that node, along
with recursive estimates of all other concepts below that node. We plan for a system in
which the formula for aggregation can be altered at runtime, to allow experimentation
with more sophisticated calculation techniques.

Weights of specific assessments are set by the author. Weights of any given node
are currently calculated as a sum of the weights of all assessments and nodes connected
to that node. This weighting system is naïve in several ways (e.g., direct assessment of
a concept is weighted equally to indirect assessment), but again we choose to maintain
simplicity until we have clear justification for added complexity.

To visualize the concept graph and the knowledge estimates for each concept, we
present an html page using google charts6, see Fig. 6. Each node displays the
knowledge estimate as a number between zero and one, and is color coded to indicate
areas of concern. The color coding is adjustable by the instructor’s choice.

Clicking on a concept will display the resources related to that concept, and if the
resource is an assessment, the score received on the assessment. Concept nodes in this

Fig. 6. An example portion of the visualization of a students’ knowledge estimates as displayed
by our system for the introductory computer science course. Image from [7].

6 https://developers.google.com/chart/.
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display can be collapsed to hide the lower-level nodes. It should be noted that the
google charts tool can only display tree structures and so our graph is converted to a
tree by making duplicate nodes with the same titles and information. This is not ideal,
and a direct visualization of the graph is an area of active research.

Use at the Course Level
Considering concept graphs that represent a course, this visualization provides a quick
artifact that students or teachers can review in order to see strengths and weaknesses at
a conceptual level rather than an assignment level. The ability to open and close nodes
and see associated resources also allows students to explore the reason behind the
knowledge estimates. This type of display can be considered an Open Learner Model
(OLM), as it displays the automated analysis to the student in order to allow them to
consider and reflect on their current state of knowledge. OLMs have been demonstrated
to have positive effects on learning, even without offering further feedback [2] and have
shown promise in closing the achievement gap [16]. The use of color-coded visual-
ization has been demonstrated to allow users to gain useful assessment information in a
brief interaction [15]. Visualizing the average of all students in a single graph is useful
to instructors to understand full class dynamics (e.g., that concept was not covered
well), and potentially also useful to students for comparing themselves to an average of
their peers.

Use at the Curriculum Level
Considering concept graphs for an entire program curriculum, this visualization pro-
vides aggregate assessment information about SLOs. Each node in the graph that
represents an SLO informs the assessment team about how students have performed
across all assessments in the department that are related to that SLO. Instructors can
then navigate to the lower connected nodes and resources for a more in-depth view of
precisely where problems might be occurring.

This visualization has potential to be particularly important when considering
monitoring progress on SLOs. Instructors can monitor progress of specific cohorts
(e.g., freshman, juniors, first-generation college students, etc.) as they move through the
degree program, giving early notice about curricular issues for certain cohorts.

On an individual scale, this visualization can also be used in advising. Students can
use what they should be gaining from a program, i.e., what the department intends for
them to learn. This color-coded, individualized graph can be used to help a student
understand how they are progressing through the program and could be compared with
the average in the department, at the advisor’s discretion, to discuss the student’s
relative success or struggle at this higher conceptual level.

7.2 Resource Suggestion

In addition to visualizing knowledge estimates, the system uses these estimates to
suggest resources that should be useful to a student. We encode certain pedagogical
principles in order to automatically suggest on which concepts students should focus,
and which resources are best to study the selected concepts. In this way, the following
suggestion algorithm represents a pedagogical model [22] because it controls the
manner in which the ITS uses the assessment to offer pedagogically-meaningful
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recommendations. Figure 7 represents the algorithm used to make suggestions based
on the concept graph. We now explain each step in the process, and the pedagogical
rationale for each. Italics indicate steps that are directly represented in the diagram.

Starting from the concept graph, the first step is to choose concepts on which the
student should focus. A common pedagogical theory based in Vitgostky’s theory of
Zone of Proximal Development [4] is that we must choose topics that are not already
known, but also not too far beyond student’s current knowledge. To identify these
concepts, we choose the concepts in range from yellow to orange, leaving out known
concepts (green), and potentially unreachable concepts (red). The next step does an
ancestry check in the graph to ensure that if many related concepts might be suggested,
only the lowest level concepts are included. This decision is based on the theory that we
should work on simpler concepts before the concepts that build on them. These steps
result in a specific set of suggested concepts for which we now need to find appropriate
related resources to suggest. The system also has a mode that allows users to directly
specify the concepts to study rather than employing the algorithm for this step.

For each concept that has been identified as in need, the system now identifies
related resources. The system creates resource suggestions for each concept to link the
suggested resource with the given concept. This ensures the student receives

Fig. 7. The algorithm for producing suggested resources based on the concept graph structure
and knowledge estimates. Image from [7].
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information not only about which resource they should study, but also why they should
study it (the important associated concept that is a weakness for them specifically). For
each concept, all related resources are then sorted by multiple criteria. The most
important criterion is the strength of the relationship between the resource and the
concept at hand. Resources directly connected within the concept graph (strongest
connections), or they could be found by recursively exploring the concept graph for
indirect connections. We judge indirect connections by counting the number of paths
from an indirect resource to the relevant concept. Each path found represents one set of
sub-concepts that connect the resource to the concept. Many of these paths indicate that
a resource contains many relevant sub-concepts of the desired concept. Using this
count of paths, resources are then ordered by best concept connection, being direct and
then strongest indirect connections. In practice with sample data from our work with
real concept graphs (see Sect. 5.2), we observed that many resources are equal by this
standard, and so to further sort the list, we find resources with least other connections.
This indicates that a resource directly addresses the concept at hand and is not muddied
by other concepts. This entire process creates a sorted list of resource suggestions
related to each concept.

Considering this list of resource suggestions for each concept, the system now
chooses the ordering of resources to be presented to the user. First, the system chooses
an ordering of concepts by challenge. The system identifies knowledge estimates that
are closest to the center of the range of concepts to study. This approach attempts to
balance the need for concepts that are the most likely to be necessary to study with the
need for concepts most likely for a student to be ready to study. Finally, the system
interleaves suggestions for different concepts in the order of concept priority, offering
the best suggestion about the top concept, followed by the best suggestion for the
second concept, etc. This decision is driven by the theory that variety in educational
materials is beneficial, and also by pragmatism, in that the best suggestions will appear
first, rather than some sub-par suggestions for the most important concept appearing
before the best suggestion for another important topic.

Overall, this algorithm considers the individualized knowledge estimates and uti-
lizes the concept graph structure to automatically create intelligent suggestions for
reflection and study. These suggestions not only provide the user with the resources,
but also with the related concept that should be the focus of their use of each suggested
resource. These suggestions are intuitively useful to students, but instructors can use
them as well. This same algorithm can be applied to a graph containing estimates for an
entire class, and suggestions would be relevant to the average student in the class,
representing good potential classroom exercises. We envision this current system as
more useful for course-level feedback, but the same tools can be applied to curriculum-
level graphs.

We note that the pedagogy encoded is debatable and changeable. Further research
in educational theory could warrant changes and classroom use will define our
understanding of the success/failure of this specific pedagogy. However, the system
source code is developed in a modular fashion with clean software interfaces that allow
for alteration or multiple interchangeable pedagogical models for experimentation.
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7.3 Dynamic Group Suggestion

Similar to resource suggestions, we have defined an algorithm for dynamic group
selection based on the concept graph and certain pedagogical principles [8]. Automated
group selection is a challenging problem [5] that is addressed by a large body of
research, including the fields of Computer Supported Collaborative Learning (CSCL)
and Computer Supported Cooperative Work (CSCW). We are not seeking to replicate
the large body of work based on grouping students by traits or roles. Rather, we seek to
understand the effect of basing groups on concept knowledge, similar to techniques
pioneered some time ago [10, 11], but less explored in recent literature.

The system employs a generic grouping mechanism by which different grouping
methods can be applied in any order. Figure 8 offers a visualization of the technique.
Any type of grouping method can be applied in any order to allow for experimentation.

Considering specific grouping methods, the system has can use the individual
concept graphs for each student to make choices. Figure 9 shows the specific grouping
methods currently implemented by our system, and their ordering.

The algorithm takes the set of knowledge graphs and computes an overall knowledge
estimate for each one by finding the sum of all knowledge estimates in the given graph.
The system then uses this score to divide the set of students into buckets. The number of
buckets is relative to the size of the class. For our current class sizes of 20–30 students, we
are using three buckets, representing advanced, average, and struggling students
respectively. The theory behind this step is to group students with similar abilities. Our
experience tells us that small groups with large gaps in ability tend to devolve into
advanced students completing the work while struggling students disengage.

Within these large subsets of students with similar abilities, the system identifies
common concepts that are in need of improvement. The system builds a list of the
students most in need of work on each concept. If a student is in need of multiple
concepts, they are grouped with the concept closest to the center of the range of need,
for the same reasons described in Sect. 7.2.

Fig. 8. The result of applying 3 different grouping methods in our generic grouping system. Each
consecutive method will produce more groups with less students in each group. Image from [7].

TECMap: Technology-Enhanced Concept Mapping 209



Finally, within these sub-sets of students with similar abilities that need work on the
same concepts, we make the actual group suggestions (of 2–4 students). The system
makes this final determination of the best groups by examining the concept graphs of
the involved students. The system searches for sets of students that have differences in
knowledge estimates of sub-concepts directly related to the chosen concept. This
identifies sets of students that have a similar level of understanding of the concept to
study but have differing levels of understanding of the sub-concepts. Theoretically, this
will bring together sets of students that have complimentary parts of the overall nec-
essary knowledge for the concept at hand.

Once the group and concept has been identified, the system uses the suggestion
algorithm from Sect. 7.2 to also identify a list of potential resources with which the
group could be tasked.

By the third level of selection, the system is looking for something very specific,
which will likely not be found for every group. However, the system then defaults to
simply grouping only by concept, or finally grouping by ability. The worst-case sce-
nario is that groups need to be made across buckets.

Use at the Course Level
The methodology above was developed to address a specific classroom grouping need.
Instructors in our department often create dynamic groups for single class periods or
even part of a class period. Students are grouped differently each class period. Cur-
rently, students are grouped randomly or self-selected. These approaches both have
strengths and weaknesses, but neither approach addresses the need to have students
work in groups that are beneficial based on their knowledge of the material in class.

Similar to the suggestion algorithm, the algorithm described above is an initial
attempt at a pedagogically–driven group selection process for this small, short-term
group scenario. Considering that one current benchmark for comparison is random, we
hypothesize that even with potential flaws, the system might offer added benefit. We
will test this theory with experimentation. We have currently also developed a random

Fig. 9. The algorithm for producing suggested groups based on the concept graph structure
knowledge estimates of each student. Image from [7].
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group selection mechanism to provide a control group for experimentation with this
grouping policy.

Use at the Curriculum Level
While originally developed for short-term in-class interaction, the generic framework and
even the specific grouping mechanisms can also be used for a curriculum-level concept
graph. One example use is identifying peer tutoring and mentoring opportunities. As
described in Sects. 7.1 and 7.2, the system can allow instructors to identify and even
suggest specific students who are struggling. The grouping mechanisms described above
can help to identify subsets of students with similar problems. This cohort of students (if
they are interested in support) can then be paired with a peer tutor/mentor. The same
mechanism that can identify the group of students and the concepts (or SLOs) with which
they are struggling can be used to identify students who excel in this aspect. In this way,
the system can suggest groups of students that need support, and students that could
provide that support. It should be noted that, due to the many potential pitfalls inherent to
creating such groups, this entire process requires monitoring and administration by
instructors that use the system only for guidance at first. After experimentation and
refinement, we can evaluate the potential for direct use by the students.

8 Conclusions and Future Work

We see potential in this systemto support students and instructors at both the course
level and program level. As a tool at the course level, instructors can map the con-
ceptual basis for their courses, organize, and relate their materials and assessments. At
the curriculum level, instructors planning entire programs can map their SLOs in a
more in-depth manner, and clearly relate any number of assessment metrics. In either
case, the system then provides students and instructors a more detailed vision of the
goals of the course or program, individual progress, and intelligent suggestions of
resources and student groups.

We also recognize the ability for the system to provide a more stable and yet
dynamic basis for the organization of both courses and curricula. In general, curriculum
mapping and reflection on course organization occurs less often than it is ideal. These
types of documents often become stale. Meanwhile, when such documents aren’t
regularly referenced and content or assessment shifts within a class, the conceptual
basis of the course or program can shift inadvertently or arbitrarily. A correctly-used
concept graph could prevent some of these problems by providing a stable base that
changes less often than the transient resources but is updated more often than cur-
riculum maps that may only be referenced during program reviews.

Aside from general experimentation to demonstrate the efficacy of the system in
real classroom use, we have several avenues for future work. The first is prediction. As
described in Sect. 7.1, the system currently uses a bottom up traversal in order to
calculate knowledge estimates from related assessment. This means we have no esti-
mates for any node without assessment complete at that node or below it, leaving us in
the dark about how a student will theoretically perform on future tasks related to those
nodes. We are currently testing different machine learning techniques to offer
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prediction of both incomplete assessments and nodes that do not have sufficient data for
estimation. The most interesting aspect of this work is testing whether additional
information from the concept graph can improve accuracy of prediction.

We are also focused on improving methods of providing feedback to the authors to
help them improve their concept graphs, using both theoretical and statistical
approaches [6]. This work is particularly important when considering curriculum-level
concept graph because this type of feedback could offer suggestions for improvement to
both assessment techniques for academic programs and curriculum design.

Finally, in the long-term, we envision the system as a cloud-based web service,
where concept graphs and resource links can be saved, shared, and edited by the
community. In this way, any instructor could review many other concept graphs related
to a given course, adapt any of them to their own purposes by changing concepts and
resources, and share their own version back to the community.
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Abstract. Nowadays school curriculum is changing and more and more teachers
are incorporating STEM content and themes into their classrooms. Students need
to be proficient in STEM fields in order to be ready for the new technology driven
society. Game-based learning and the latest visual technologies such as Aug-
mented Reality, Virtual Reality and Virtual Labs can motive students to study
STEM topics through an immersive and engaging environment. This research
introduces NEWTONproject that integrates into a learning platform (NEWTELP)
different innovative technologies and deploys them in various European learning
environments. In particular, Final Frontier, a novel interactive educational video
game about solar system designed for primary school children is presented.
A research study that involved the use of the game in a primary Irish school from
Dublin, has investigated the learner experience. An analysis of the results show
that over 90% of students confirmed that the game helped them to learn about the
characteristics of the planets from the Solar system and they enjoyed the game and
the game features in particular the fun aspect, the exploration tasks, stars and
meteorites collection, avatar, use of jetpack, and the interactive puzzles.

Keywords: Technology enhanced learning � STEM � Educational video game �
Primary education � Solar system

1 Introduction

STEM stands for science, technology, engineering, and math and it has become more
than a popular buzzword. Nowadays school curriculum is changing and more and more
teachers are incorporating STEM content and themes into their classrooms. Students
need to be proficient in STEM fields in order to be ready for the new technology driven
society. The new 21st century STEM oriented teaching and learning paradigm replaces
the old approach in which the teacher is the only source of all the knowledge, everyone
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learns the same way, and the class is the only place in which knowledge is transmitted.
The 21st century teaching and learning paradigm is dynamic, technology-enabled,
student-centric and develops 21st century competencies and skills such as digital lit-
eracy, communication, collaboration, critical thinking, problem solving, decision
making and creativity.

The latest technological innovations such as virtual reality (VR), augmented reality
(AR), educational 3D games integrated into the teaching and learning process increase
student motivation and engagement. in STEM subjects, demystify the pre-conceived
idea among students that science and technologies subjects are difficult and not at last
improve learning outcome and increases student motivation and engagement.

Many VR applications are currently designed for entertainment, but VR’s potential
for education is huge. VR devices are expected to increase 85% by 2020, with gaming
and educational applications driving most of that growth [49]. A few companies (e.g.
ZSpace), have already created specialized VR systems for education purpose that help
children complete STEM tasks in a hands-on environment.

AR technology integrates digital information with real environments in which
people live. AR offers a new form of interactivity between the physical and virtual
world and has become one of the key emerging technologies in education. A systematic
review on the use of AR technology to support STEM learning found that most
augmented reality applications for STEM learning offered exploration or simulation
activities However, few studies provided students with assistance in carrying out
learning activities [17].

Game-based learning involves the use of gaming technology for educative purposes
where students explore concepts in a learning context designed by teachers. Game-
based learning helps the students learn in an immersive and engaging environment.

Educational games are now applied at all levels of education, from primary school
to the third level education. In 2015, 47% of K-12 teachers reported that they use game-
based learning in their classrooms, and almost 66% of K-5 teachers mentioned the use
of digital games in their curriculum [8]. Currently increasing number of students are
exposed to game-based learning in their formal, non-formal and in-formal education
and this trend is expected to continue. For instance, the TechNavio’s report published
in August 2017 [40] forecasts that K-12 game-based learning market is expected to
grow at a compound annual growth rate of nearly 28% during the period 2017–2021.

The growing importance of Science, Technology, Engineering, Mathematics
(STEM) education is also driving the growth of game-based learning market. This is
due to the fact that educational games encourage students to get involved in live
projects or real-time activities so that they can learn by experimenting [34]. The game-
based learning pedagogy also boosts students’ confidence in STEM-related subjects,
increase their interest in complex topics and helps teachers to deal with disengagement
of young people from STEM.

The research work reported in this paper focuses on the use of the latest techno-
logical innovations to help students learn about STEM. A review on the use of games,
Virtual Reality, Augmented Reality, Virtual Labs, Multimedia and mulsemedia in
education is presented. In this context, the European Union-funded Horizon 2020
NEWTON project [30] is introduced. NEWTON Project proposes and integrates diverse
novel technologies in STEM education including adaptive multimedia and multi-
sensorial content delivery mechanisms [1, 25, 48] personalisation and gamification
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solutions [21, 32], introduces virtual labs and fabrication labs [22, 43] and employs
problem-based, game-oriented, and flipped-classroom-based learning [28]. As part of
the NEWTON project, a number of small and large scale pilots were run. In particular,
the large scale Earth Science pilot includes a set of educational applications for primary
school education, that cover a set of topics in the areas of Atmosphere, Geosphere,
Biosphere and Astronomy. The Astronomy topic is taught through an immersive edu-
cational game called Final Frontier. The paper also presents a research study on learner
experience when the game was used in the class.

The paper is organized as follows. Section 2 introduces some research projects that
investigated the use of various technologies in the teaching and learning process.
Sections 3 and 4 details our scientific positioning, gives an overview of the NEWTON
project focusing on the Final Frontier game description and game design methodology.
Section 5 presents research methodology of the case study and its results. Section 6
summarizes the paper, draws conclusions regarding the research study performed and
presents future perspectives.

2 Related Work

2.1 Gamification and Game-Based Learning

Gamification and game-based learning (GBL), have drawn the attention of many
researchers and educators over the past years. While there are various definitions and
interpretations of gamification, one common definition is that gamification represents
the integration of game elements into gameness objects in order to have gameful
characteristics [45]. Such game elements or mechanics include: points, badges, levels,
progress bars, leader boards, virtual currency, and avatars [7]. Some criticism of
gamification is that often the implementations lack thorough theoretical foundation and
are too focused on extrinsic motivation by being too reliant on points, badges and
leader boards [35]. A number of research studies have showed that gamification can
have positive effects on the learning performance as well as on motivational aspects
such as engagement, participation and enjoyment [15, 35]. However, the results were
not always consistent, with some arguing that the results may be the result of the
novelty aspect and not have long-term impact [15].

GBL represents an educational approach that integrates video games with defined
learning outcomes. The appeal of using video games in education can be partially
explained by the need to reach today’s digital learners that have continuous access to
entertainment content through the Internet. At the same time, games provide highly
engaging activities that are stimulating, generate strong emotions, require complex
information processing, provide challenges and can support learning and skill acqui-
sition [3]. The learning experiences and outcomes of educational games can be clas-
sified into several classes which include: knowledge acquisition, practising and
processing (content understanding), knowledge application (skill acquisition), reflec-
tion (behaviour change) and knowledge anticipation (motivation outcomes) [18].

Previous research works have shown that game-based learning can have positive
effects on important educational factors such as student motivation and engagement [13],
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learning effectiveness [10], as well as learning attitude, achievement and self-efficacy
[39]. Moreover, game-based learning has the potential to facilitate the acquisition of 21st

century skills such as critical thinking, collaboration, creativity and communication [33].
While there is much research evidence of GBL benefits, some studies failed to reproduce
them or obtained contradictory findings. Tobias et al., argue that this may be due to lack of
design processes that effectively integrate the motivational aspects of games with good
instructional design to ensure learners acquire the expected knowledge and skills [42].
The authors also made recommendations for educational game design, such as to provide
guidance, usefirst person in dialogues, use animated agents in the interactionwith players,
use human rather than synthetic voices, maximise user involvement and motivation,
reduce cognitive load, integrate games with instructional objectives and other instruction,
use teams to develop instructional games [42].

One common criticism of game-based learning studies is that they lack foundation
in established learning theories. A meta-analysis of 658 game-based learning research
studies published over 4 decades, showed that the wide majority of studies failed to use
a learning theory foundation [44]. Among the studies that had a pedagogical founda-
tion, constructivism appears to be the most commonly used as indicated by multiple
review papers [20, 33, 44]. Other learning theories that were also implemented by
different research studies include: cognitivism, humanism and behaviourism. Common
learning principles employed by game-based learning studies include among others:
experiential learning, situated learning, problem-based learning, direct instruction,
activity theory, and discovery learning [44].

Few studies have proposed and/or evaluated educational games related to planets or
the solar system [28]. HelloPlanet is a game where the player can observe and interact
with a planet that has a dynamic ecosystem, where the player can simulate organisms,
non-organisms, terrains, and more [37]. The game evaluation results from 41 primary
and secondary school children, showed a statistically significant learning gain for both
girls and boys, and an effect on interest in STEM for girls, but not for boys. The Space
Rift game enables students to explore the Solar system in a virtual reality environment
[31]. However, the game evaluation involved only 5 students and was mostly focused
on usability rather than educational aspects. The Ice Flows game aims to educate the
users about the environmental factors such as temperature and snowfall on the beha-
viour of the Antarctic ice sheet [19]. However, the game was either not evaluated or the
results were not published yet.

A recent systematic review of game-based learning in primary education has
indicated that games were used to teach a variety of subjects, among which the most
popular being Mathematics, Science, Languages and Social Studies [14]. However, the
review authors also concluded that more research studies are needed to evaluate the
pedagogical benefits of GBL at primary level.

2.2 Multimedia, Mulsemedia and Virtual Reality in Learning

In the last years, the technological landscape allowed for the usage of multimedia in
education to become quite common. There is a lot of research that demonstrated the
benefits of multimedia in education, benefits that can be augmented with the adaptation
and personalization of the content to the learner context and needs [26, 46]. Learner
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context can encompass for instance characteristics of the device used during learning
(e.g. CPU, screen resolution, battery life, etc.) or network conditions (e.g. throughput,
loss, latency, etc.). Finding the right balance between content adaptation and learner
quality of experience is difficult, but highly important. However, there is a natural
desire to increase learner quality of experience, especially in learning context [27].

Multimedia is popular in education as it was demonstrated that when both text and
supporting pictures are used in the learning process, a higher level of understanding and
recall is achieved by learners than when text only is used in the learning process [11].
Moreover, neuroscience states that human brain is multisensorial and the more senses
are involved in the learning process the deeper the learning is [36]. Mulsemedia rep-
resents a step further to the classic multimedia; it is a type of media that involves more
than the two senses (i.e. sight and hearing) stimulated by multimedia. There are very
recent studies that are focused on analysing the impact of mulsemedia on the learning
process and the degree of acceptability of mulsemedia by the students as a technology
used in learning [6]. In [47], a study carried out with 42 master students employed a
mulsemedia-enhanced teaching approach in order to assess the impact of mulsemedia
content on learner experience. The results of the study demonstrated that mulsemedia
had a very positive impact on students’ experience. All the students that participated in
the study stated that they enjoyed the multisensorial experience during the class.
Additionally, a vast majority of students agreed that the multi-sensorial effects asso-
ciated with mulsemedia have not distracted them from learning and that they would like
to have more such classes. More recent studies have assessed the influence of
mulsemedia content on learning process, showing how it helps increase not only
learner satisfaction, but also learning outcome [1, 41].

Virtual Reality is able to provide immersive experiences using a computer-
generated environment. In general, it is focused on the two senses that multimedia is
focused on, but the trend is to combine multi-sensorial effects (e.g. haptic effects, tactile
effects, etc.) for a truly immersive experience, just like mulsemedia. Virtual reality in
education provides students with authentic learning experiences and facilitates students
in visualizing different complex and difficult models [16]. There are a considerable
amount of studies and surveys that are analysing the impact of virtual reality in edu-
cation [12, 16, 24]. The general conclusion is that virtual reality has a very positive
impact on learning, it increases learner engagement, allows for constructivist learning
and stimulates learner creativity.

It is envisioned that mulsemedia and virtual reality will become very popular in
education, similar to how popular multimedia is today, as the devices that allow for
such experience are becoming increasingly popular and more affordable and as more
and more technical solutions to support such technologies are proposed [5, 6, 16].

2.3 Virtual Labs

Virtual labs refer to a set of electronic resources which provide a virtual working
environment that allows to perform experiments without the need of any actual
physical presence. They offer rich environments for learners to interact and use virtual
objects and apparatus, through a software interface. Virtual labs offer a solution to the

218 N. El Mawas et al.



limitations of traditional practical classes which are resource intensive both in terms of
personnel and maintenance.

Diverse virtual labs are in use world-wide, including some which target science,
technology, engineering and mathematics (STEM) education.ChemCollective1 is a
Carnegie Mellon University virtual lab used to teach chemistry to college and high
school students. Apart from the virtual labs, there are also available scenario-based
learning activities, tutorials, and concept tests. SpongeLab2 is a virtual lab based on a
platform that provides students and educators with online free or premium resources for
teaching and learning basic sciences and biology. The platform offers digital content for
course development, online tools to create and share lessons and educational material
and assessment tools.

Many US digital libraries and educational projects have joined the National Science
Digital Library (NSDL)3, which supports development of a digital online library of
teaching and learning resources oriented to STEM disciplines. TeachEngineering4,
Howtosmile5 and Open Learning Initiative (OLI)6 areamong important NSDL projects.
For instance, TeachEngineering is a National Science Foundation (NSF)-funded project
which provides “a searchable, web-based digital library collection populated with
standards-based engineering curricula for use by K-12 teachers and engineering faculty
to make applied science and math come alive through engineering design in K-12
settings. The TeachEngineering collection provides educators with free access to a
growing curricular resource of activities, lessons, units and living labs”. OLI is a NSF-
funded Carnegie Mellon project which offers an open platform to provide online content
such as simulation environments, virtual labs, etc. and personalized learning to its users.
The system analyzes the user experience and provides a personalized feedback to
improve student-teacher interaction and maximize the success rate in the learning path.

In EU context, employing technology-enhanced teaching practices and method-
ologies is fundamental and several educational projects are funded, including inGe-
nious7, iTec8, Go-Lab9 and NEWTON10. The first three EU projects indicated are
mainly focused on the development of digital repositories, and virtual labs or on
experimenting new technology-enhanced teaching practices. NEWTON addresses all
these aspects under a common umbrella and builds a platform NEWTELP11 which
deploys them. More details about the NEWTON project are presented next.

1 ChemCollective, Website http://www.chemcollective.org, Accessed: July 8th 2018.
2 Spongelab, Website http://www.spongelab.com, Accessed: July 8th 2018.
3 National Science Digital Library, Website https://nsdl.oercommons.org, Accessed: July 8th 2018.
4 TeachEngineering, Website http://www.teachengineering.org/, Accessed: July 8th 2018.
5 Howtosmile, Website http://howtosmile.org/, Accessed: July 8th 2018.
6 Open Learning Initiative (OLI), website http://oli.cmu.edu/, Accessed: July 8th 2018.
7 InGenious, Website http://www.ingenious-science.eu/web/guest, Accessed: July 8th 2018.
8 iTec Website, http://itec.eun.org/, Accessed: July 8th 2018.
9 Go-lab Website, http://go-lab-project.eu/, Accessed: July 8th 2018.

10 NEWTON Website, http://newtonproject.eu/, Accessed: July 8th 2018.
11 NEWTELP Website, http://newtelp.eu/, Accessed: July 8th 2018.
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3 The NEWTON Project

NEWTON is a large European innovation action project that looks at how to use latest
technological innovations to help students learn about science, technology, engineering
and mathematics (STEM). It is funded by the EU Horizon 2020 programme and
involves 14 academic and industry project partners from around Europe. The NEWTON
project partners have designed different innovative technologies and are deploying and
testing them out in various learning environments.

NEWTON technologies include solutions for adaptation and personalisation of content
creation, distribution and presentation in order to increase learner quality of experience,
improve learning process, and potentially increase learning outcome. Games and gamifi-
cation are used to stimulate and motivate students, augmented reality allows learners to
access computer generated models of scientific content, while interactive avatars guide
students with special learning needs in a manner which suits them the best. Virtual and
fabrication learning labs allow students to experiment in simulated environments and
eventually transformtheir solutions into real life products. Finally andnot the least important,
multi-sensorial media (or “mulsemedia”) helps engage three or more human senses in the
learning process, including smell and touch. Innovative pedagogies such as 3D interactive
educational games [9], flipped classroom [4], virtual labs-based teaching and learning,
enhanced learning experiences through augmented and virtual reality, gamification, and
personalised learning path through educational content are used by NEWTON learners.

Fundamentally, in the NEWTON project, these new technologies are deployed
under the same umbrella: there is a newly built common platform called NEWTELP
(http://newtelp.eu). NEWTELP allows educational content to be stored and delivered to
learners using these NEWTON technologies as part of real life pilots to see whether
and how they help students to engage more with STEM subjects. NEWTON pilots
target primary and secondary schools, university and vocational institutions. There are
over thirty NEWTON pilots on various technologies, among which three are large scale
deployments on Programming, Gamification and Earth science. The latter is labelled
“Earth Course” and focuses on primary school education across Europe.

Earth Course consists of eight separate sessions in each school and includes a set of
educational applications, developed as part of the NEWTON project in an effort to attract
students to STEM subjects, which cover a set of topics in the areas of Atmosphere,
Geosphere, Biosphere and Astronomy. The main applications employed in this pilot are:

• Water Cycle in Nature, focusing on precipitation formation and related topics, such
as vaporisation, evaporation and condensation [2];

• Wildlife, focusing on a set of terrestrial animals, such as deer, brown bear, lynx,
wolf, wild boar, fox, hare and moose;

• Sea-Life, focusing on the aquatic world and presenting educational material on sea
creatures such as sharks, stingrays, dolphins, puffer fish, jellyfish, octopus, orc,
turtle, clownfish, seahorse;

• Final Frontier, which presents the Solar system in two parts: a game focusing on a
set of astronomical bodies situated closest to the Sun: Mercury, Venus, Moon and
Mars, and a virtual lab concentrating on the large gaseous planets: Jupiter, Saturn,
Uranus and Neptune; and
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• Geography application, which is focused on educational content about Ire-land and
United Kingdom, including its monuments and archaeological sites.

This chapter focuses on the Final Frontier Game and describes the results obtained
following its deployment as part of a real life pilot in an Irish primary school.Next the game,
testing methodology, practical deployment and results are presented in separate sections.

4 The Final Frontier Game

4.1 Game Description

Final Frontier [9] is an interactive 3D educational video game about space for children up
to 12 years old. The game supports knowledge acquisition on Solar system planets (i.e.
Mercury andVenuswere targeted in this study) through direct experience, challenges and
fun. The topics coved by the game are part of the Geography curriculum, section “Planet
Earth and Space”, defined for the primary school in Ireland. The game has different levels,
each level containing different models and landscapes. In each level, the game requires
meeting a game objective (i.e. mission), collection of stars and meteorites and has con-
strains e.g. coolant time. Information regarding the number of stars and meteorites col-
lected, coolant time and game level mission is displayed on the screen.

Once a level is completed, the player must answer correctly a multi-choice question
in order to be able to progress to the next level. The player is allowed to try to answer
the question multiple times if a wrong answer is provided.

The game starts by bringing the player on a spaceship where he game mission is
explained. There are two activities that the player has to complete during the first activity,
the player is instructed to visit the first planet, Mercury. The game goal related to this
planet is to explore the environment and to collectfivemeteorites hidden in the craters that
exist on Mercury (see Fig. 1). The player may use the jetpack to get in and out of the
craters. An avatar provides extra information (facts) about the planet during the play time.

Figure 2 illustrates how the levelmission aswell as the number ofmeteorites and stars
a player has collected are displayed on the screen for the entire duration of playing a level.

Once the mission on Mercury was completed, the player returns to the spaceship, in
the puzzle room where he/she must answer a question (e.g. What is the closest planet to
the Sun?).

Fig. 2. The player using jetpack on Mercury
[40].

Fig. 1. The goal of the mission to Mercury
[40].
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A screenshot of this game activity is presented in Fig. 3. The aim of this mini-quiz
is to check player’s knowledge about Mercury. The player interacts with the game
environment when answering the question by picking up the correct object (e.g. planet
Mercury) and placing it beside the Sun.

Once this question is answered correctly, the player is awarded a key that is used to
open a door on the spaceship and progress to the next level.

The second level is associated with another activity which requires the player to
explore the planet Venus and complete a given task. The mission is to traverse the
Venus environment without letting their cooldown bar get to zero. Buildings called
igloos may be used to recharge their coolant supply (see Fig. 4).

Next, the player is teleported to the Venus planet surface. There are four buildings
(igloos) that the player may enter while crossing the terrain. The cooldown bar depletes
when traversing the planet surface, which is very hot (Fig. 5), but regenerates when the
player enters any of the buildings. While traversing the terrain, the player may collect
stars that are added up to the overall stars’ score. Facts about Venus are displayed
during the play time.

Once the player reaches the fourth igloo, he/she is returned to the spaceship, into
the puzzle room and asked to complete the second puzzle. A multi-choice question
about Venus (see Fig. 6) must be answered correctly in order to complete this level.

Fig. 3. Puzzle room and the question about
Mercury [40].

Fig. 4. The objective of the mission to Venus
[40].

Fig. 5. The player on Venus planet [40]. Fig. 6. Puzzle room and the question about
Venus [40].
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The puzzle asks the player to identify which planet is the hottest in the Solar
system. Three planets are displayed. The player must walk towards the planet that
represents the correct answer. Once this is done the game is complete. The overall
number of collected starts is also displayed.

4.2 Game Design Methodology

The methodology for designing the Final Frontier game [9] is based on that described in
[23]. However, two steps related to the learning puzzle such as the general description of
the learning puzzle and detailed description of the learning puzzle were added.

The authors believe that recall is a very important step in the learning process.
Moreover, the recommendations on efficient game design proposed by [42] were taken
into account.

The game design methodology proposed in this research is composed of the fol-
lowing steps:

• specification of the pedagogical objectives,
• choice of the game model,
• general description of the scenario and virtual environment,
• general description of the learning puzzle,
• choice of a software development engine,
• detailed description of the scenario,
• detailed description of the learning puzzle,
• pedagogical quality control, and
• game distribution.

Specification of the Pedagogical Objectives: The proposed 3D interactive educa-
tional game shall be used to teach concepts on the solar system in primary schools. The
first step of the conception phase consists of defining the concepts that must be learned
by the students. For this reason, the authors worked with teachers from European
primary schools that teach the Geography subject to make sure that the designed game
covers the required topics specified in the curriculum. The pedagogical objectives of
the game were defined and presented in Table 1.

Choice of the Game Model: Once the pedagogical objectives were defined, Adventure
was selected as the game model for the Final Frontier. The Adventure game model

Table 1. LOs of the final frontier game [9].

Planet LOs

Mercury - Closest planet to the sun (LO1)
- Planet with the most craters (LO2)
- Smallest planet (LO3)

Venus - Hottest planet due to the greenhouse effect (LO1)
- Spins opposite direction to Earth (LO2)
- High Gravity cannot jump very high (LO3)
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involves the player assuming the role of the protagonist in the game, exploring the
environment and completion of puzzles in order to progress. Collectable objects such as
stars and meteorites are also included. The jetpack allows the player to go higher than
the jump. The puzzle embedded in the game requires the player to complete various
tasks in order to progress through the game. The collectable stars are used to guide the
player and encourage him/her to explore the environment. The meteorites are used on
the Mercury planet as a collectable to gauge the players’ progress. The cooldown feature
is used on Venus and gives the player a challenge, as they go through the level.

The game design has considered three areas: the spaceship where the game starts
and finishes and where the player goes back to after visiting a planet; planet Mercury
which the player visits during the first activity; and planet Venus that hosts the second
activity to be completed.

The Adventure game model is one of the most popular among children. The
children get more immersed and motivated when they play adventure games over other
types. Moreover, the Adventure game model involves a linear story that can be easily
defined in the game. Various gameplay features such as jetpack, puzzle solving, col-
lectable stars and meteorites, cooldown bar were also defined in this game mode.

General Description of the Scenario and Virtual Environment: The aim of this part
is to structure the pedagogical scenario and match it up with a fun based scenario. The
main focus was to make the game familiar to the learners. The characters are simple
human characters so the player can easily interact with. The story of the game is that
the player is on a field trip, and he/she visits some planets. The player is assigned a task
to do on each planet and learns implicitly facts about the planet while playing.

General Description of the Learning Puzzle: When the player completes a given
task, he/she is brought back to the spaceship to solve a puzzle and when successful, to
progress to the next level. The puzzle learning was added because it was believed that
active recall is a principle of efficient learning. Many studies demonstrate the role of
active recall in consolidating long-term memory e.g. [38].

Choice of a Software Development Engine: Concerning the game development engine,
Unreal Engine 4 orUnity, two of themost popular game development engines, can be used.
Unreal Engine 4 was used in this game development due to its graphic potential, especially
as it was aimed to give to the player the most realistic environment of the planets.

Detailed Description of the Scenario: This step involves the illustration of each scene
with all the details and interactions to be integrated into the game.

Detailed Description of the Learning Puzzle: The game has two puzzles that cor-
respond to the two planets. Once the puzzle is answered correctly the player is allowed
to go to the next planet. The player is allowed to try to answer the puzzle multiple times
if a wrong answer was given.

Pedagogical Quality Control: The developed game was shown to the teacher to
validate it and to approve the pedagogical quality of the game. Feedback was con-
sidered and the game was improved.

Game Distribution: Once the teacher was satisfied and the game was approved, the
game was ready to be distributed to the students in the class.
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5 Case Study

The goal of the research study [9] was to investigate learner experience when the Final
Frontier game was used in the class to teach scientific knowledge of the planets from
the Solar system to primary school children.

This section presents the evaluation methodology applied, case study set-up and
results analysis for of the collected data.

5.1 Research Methodology

The evaluation included a group of children who were taught by using the Final Frontier
game. The learning activity took place in class, during the normal hours of study. A total
of 53 children of age 9–10 years from Saint Patrick Boys National School located in
Dublin, Ireland took part in the case study. Team members from the National College of
Ireland and Dublin City University (DCU) have prepared and helped perform the tests.

The evaluation meets all Ethics requirements (Table 2). Prior to running the case
study, the Ethics approval was obtained from the DCUEthics Committee and all required
forms were provided to the children and their parents, including informed consent form,
informed assent form, plain language statement and data management plan. These doc-
uments include a detailed description of the testing scenario, as well as information on
study purpose, data processing and analysis, participant identity protection, etc.

The flow of the evaluation is illustrated in Fig. 7 that presents in details the steps
followed by the researchers. It can be seen that prior to beginning the evaluation, the
consent forms signed by parents were collected. Then the children were introduced to
the research case study and asked to review and sign the assent form. The children had
roughly 20 min to play the game or till they finished the game before doing a survey.

Collection of the consent 
forms (signed by the parents)

Description of the research 
study

Collection of assent forms

Learning experience

Survey

Fig. 7. Evaluation process [40].
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The case study investigated the learner experience with the game and the game
usability. A learner satisfaction questionnaire assessing student level of experience and
game usability was collected. Standard emojis were associated with each answer to the
questionnaire’s questions.

5.2 Results Analysis

5.2.1 Micro-IHM Analysis
Learner experience in using the Final Frontier game was investigated and evaluated by
questions Q1 to Q6 in the survey. The experience was analysed in terms of number of
Strongly Agree/Agree answers for Q1, Q2, Q3, Q4, and Q6 and Strongly Disagree/
Disagree for Q5.

The overall learner experience of children was excellent (see Table 3). 92.5% of
children confirmed that the video game helped them to better understand the charac-
teristics of the two planets. 88.8% of children thought that the video game helped them
to learn easier about planets. 98.1% of students enjoyed the lesson that included the
video game. 84.9% of children agreed on the fact that quizzes embedded in the game
helped them better remember what they have learned. 70.1% of children disagreed that
the video game distracted them from learning. 96.2% of children expressed that they
would like to have more lessons that include video games.

Table 2. Survey questions [9].

Question Answer/Scale

Q1. The video game helped me to better understand
the characteristics of different planets

- Strongly Disagree, - Disagree, -
Neutral, - Agree, - Strongly Agree

Q2. The video game helped me to learn easier
about planets

- Strongly Disagree, - Disagree, -
Neutral, - Agree, - Strongly Agree

Q3. I enjoyed this lesson that included the video
game on planets

- Strongly Disagree, - Disagree, -
Neutral, - Agree, - Strongly Agree

Q4. The quizzes that I did in the game helped me
better remember what I learned

- Strongly Disagree, - Disagree, -
Neutral, - Agree, - Strongly Agree

Q5. The video game distracted me from learning - Strongly Disagree, - Disagree, -
Neutral, - Agree, - Strongly Agree

Q6. I would like to have more lessons that include
video games

- Strongly Disagree, - Disagree, -
Neutral, - Agree, - Strongly Agree

Q7. What did you like most about the game? Students to provide their feelings
toward the experience

Q8. Comments/Suggestions (optional) Students to provide their comment if
they wished

Q9. What way of learning you would like (tick one
answer)?

- Teacher based learning
- Computer game based learning
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Note that for clarity reasons, in Table 3, SD refers to Strongly Disagree, D refers to
Disagree, N refers to Neutral, A refers to Agree, and SA refers to Strongly Agree.

5.2.2 Game Usability
The game usability of the Final Frontier was also analysed through Q7, Q8 and Q9
from the survey.

An analysis of the answers provided for Q7 and Q8 shows that 92.6% of children
mentioned that they have enjoyed the game, in particular the fun aspect, learning
aspects, stars and meteorites collection, avatar, use of jetpack, and interactive puzzle
room.

Regarding Q9, 94% of children mentioned that they prefer computer game-based
learning during the normal teaching class, which is an outstanding result for the
deployment of this game.

6 Conclusion

The growing importance of Science, Technology, Engineering, Mathematics (STEM)
education requires innovative teaching and learning approaches in order to increase the
number of students that follow STEM career. This paper addresses the problem of
motivating, engaging, and improving learning experience of students in the STEM
field. NEWTON is an ambitious EU Horizon 2020 funded innovation action project
that seeks to integrate innovative technologies in STEM education. A novel interactive
and immersive video game (Final Frontier) was designed as part of this project. A case
study that involved 53 children of age 9–10 years from Saint Patrick Boys National
School located in Dublin, Ireland was run in order to assess how the game supports
knowledge acquisition about the Solar system through direct experience, active recall,
challenges and fun.

A survey that gathered information about learner experience with the game, and
game usability was distributed to the children after they played the game. An analysis
of the survey answers shows that over 90% of the children were satisfied with the game
usability and they enjoyed the game. The children have also appreciated various game
features including the fun aspect, learning aspects, stars and meteorites collection,
avatar, use of jetpacks, and the interactive puzzles. The game will be extended to
include adaptive features such as personalised learning paths and extra learning support

Table 3. Children answers on the user experience survey [9].

SD D N A SA

Q1 0 0 7.5% 60.5% 32%
Q2 0 0 11.2% 45.4% 43.4%
Q3 0 0 1.9% 19.1% 79%
Q4 0 1.9% 13.2% 52.9% 32%
Q5 45.4% 24.7% 15% 3.7% 11.2%
Q6 1.9% 0 1.9% 7.5% 88.7%
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when a wrong answer is given to a puzzle. Future tests will include the deployment of
the Final Frontier game through the NEWTELP platform developed as part of the
NEWTON project [29] in different European primary schools. Usability, learner sat-
isfaction and knowledge achievements analyses will be performed across the countries.

Acknowledgements. This research is supported by the NEWTON project (http://www.
newtonproject.eu/) funded under the European Union’s Horizon 2020 Research and Innova-
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Abstract. eExams can potentially improve didactics, efficiency, objectivity,
flexibility, accessibility, and even sustainability compared to written exams.
However, they also present great challenges such as security, reliability, integrity,
as well as the availability of computer rooms of sufficient size. To conduct large-
scale online exams, we implemented the “Secure Exam Environment” (SEE) in
2011. The SEE enables online testing in any lecture hall using students’ own
devices – and loan devices if needed –while blocking access to unauthorized files
or internet pages. After booting the SEE, assessment is conducted via Moodle
and additional software (e.g. GeoGebra, Excel or Eclipse) can be used as well. To
maintain quality of service, we developed a monitoring solution to control the
technical infrastructure of the SEE. As of July 2018, we have conducted 1,605
such online exams with 57,607 students. Moreover, the SEE offers the possibility
for slotted exams where students can choose freely the time of their exam within a
week. Since technical solutions cannot solve all problems, the organization of
eExams is vital to guarantee smooth operations as well as integrity. This paper
offers a technical solution for the implementation of a secure and highly available
exam environment with the various benefits of eExams, and provides organi-
zational recommendations for the successful roll out of online exams as well as
for overcoming technical challenges.

Keywords: Secure online testing � Secure Exam Environment �
Benefits of eExams � Organization of eExams � Security � High availability �
Monitoring

1 Introduction

Assessment methods have a profound influence on how students learn [1, 2]. Assess-
ment generates students’ activities and engagement, heavily influences student beha-
viour, shapes students’ experiences, and generates feedback and thus opportunities for
improving students’ knowledge as well as reflection and removing misunderstanding
[3–5]. Unfortunately, current assessment approaches have proved to be unsuitable for
measuring complex learning [6]. In spite of the considerable importance of assessment
and the increasing availability of alternative methods for assessing students’ knowledge
and competencies like dynamic question types, training software, videos, or games,
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paper-and-pencil exams and written summative assessments continue to be the domi-
nant method of assessment. This leads, among other things, to learning processes being
directed towards the acquisition of factual knowledge and towards rote learning at
schools, at universities as well as in organizational training. Even though the didactical
opportunities of paper-and-pencil exams are quite limited, their management costs
various resources, visible mainly as increased workload for academic staff. While
technology has proven its potential for enhancing learning processes [7–10], it offers
opportunities for improving assessment methods as well. However, we found a lack of
technical solutions for conducting secure online exams for larger audiences. The
problems we encountered were twofold: first, classical computer rooms were simply too
small for large-scale exams. Second, like in all other electronic “business scenarios”,
confidentiality, integrity, authenticity, accountability, privacy, and reliability (and thus
availability) are also mandatory in the context of electronic exams. Especially, if they
come with the property “secure”. The first five aspects are commonly addressed by the
use of cryptography (e.g. encryption of transmitted and stored data, network-based
security mechanisms like firewalls, and authentication of messages and users) as well as
organizational measures to compensate for the limits of technical solutions. The last one
may be overcome with physical and logical redundancy and continuous monitoring of
the IT system [11]. This includes the continuous monitoring of the infrastructure
(hardware, software and network) as a preventive measure to help detect issues before
they cause any major problems.

To overcome these shortcomings, we implemented the Secure Exam Environment
(SEE). This paper demonstrates how the technical implementation of the SEE can make
eExams “secure”, and provides recommendations for extending Moodle as a learning
platform for conducting “exams”, as well as expertise for the organization and design
of an “environment” for successful eExams.

2 Benefits Offered by eExams

Online testing has great potential as a tool for conducting exams. Next to didactical
benefits, they improve the efficiency and objectivity of exams, offer increased flexibility
for lecturers as well as students, are sustainable if the personal devices of the students
are used and offer students with disabilities increased accessibility.

2.1 Didactical Benefits

From a didactic point of view, eExams improve the execution of traditional question
types like free text answers or multiple choice questions, and expand the range and
variety of assessment methods by offering a number of new question types. Thus,
online exams provide didactical benefits and have the potential to assess higher order
thinking skills and different kinds of knowledge, e.g. procedural knowledge.

Free text questions remain invaluable even in the digital era when it is crucial to let
learners explain something in their own words and thus to check if they understand
more complex concepts adequately. With online exams, students can structure their
answers in a clear and concise manner while making as many revisions and corrections
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as necessary. This provides students and teachers with increased clarity about the basis
of the evaluation.

Multiple-choice or -response questions are appropriate if the recognition of the
correct information within a set of selection options, the analysis of situations or
scenarios, or the evaluation of adequate options is of interest. For didactical reasons,
multiple-response questions should be preferred as this reduces the likelihood of stu-
dents simply guessing the right answers. Cloze is suitable if the context of the learning
content is essential, and particularly for short answers and terms that should be used
correctly. The electronic delivery of cloze allows various forms of gaps to be filled via
selection options, as short answers or drag-and-drop operations.

In addition to optimizing traditional question types, online exams also expand the
repertoire of questions. While paper-and-pencil question types remain static, online
testing offers variety, e.g. calculations with ranges of validity, and even dynamic types of
questions, like drag-and-drop questions, the integration of variables into the question text
or into items of multiple-choice questions, or the integration of videos or games (if sound
is necessary for these questions, headphones should be available to not disturb colleagues
during exams). Drag-and-drop questions within online testing include dragging of texts
and/or images, for example, dragging several texts into an image and thusmarking special
areas of this image. Consequently, this question type is well suited when learners need to
assign related elements, prioritize or organize elements. Videos and games may include
procedural and complex information in questions, offering a new dimension in the
assessment of situations, procedures, and dynamic content. Thus, analysis and evalua-
tions of social dynamics, e.g. the communication between doctors and patients, technical
procedures or meteorological processes, to name a few, are quite easily assessable. To
sum up, question types should be selected based on the content being assessed.

Another and outstanding advantage of online testing is the opportunity to push the
boundaries of static question types by including additional software in exams, making
software, which is available for teaching and learning, also available for testing. More
complicated problems can be solved in this way. According to Biggs and Tang [1] and
their concept of “constructive alignment”, coherence between all phases and elements
of the learning process is essential for high quality education. Intended learning out-
comes, teaching/learning activities, assessment tasks as well as grading should support
one another [1, 12]. Thus, the software tools used for teaching and learning - e.g.
mathematical or statistical calculations and analysis, programming, literature essays -
should be used during the examination process as well. Being able to use specific
software and multimedia in electronic exam environments paves the way to promising
(hands-on) performance assessments too.

Beyond this, eExams can extend general feedback to each question and thus to all
students without additional work for lecturers, leading to more valuable feedback for
students about their level of knowledge [13]. Moreover, individual feedback may be
made available to every student. We have observed that while students do not nec-
essarily come to personal feedback talks they always want to see online feedback for an
eExam.

In addition, opportunities for statistical analysis of questions may be utilized to
improve the quality of questions over time.
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2.2 Efficiency

Online exams result in a noticeable reduction of academic workload and thus result in
significant savings [14] due to the improved readability, structure and clarity of typed
open-text answers, along with automatic delivery, storage and (semi-)automated cor-
rection of (semi-)standardized question types. Handwritings in paper-and-pencil exams
are often difficult to decipher and answers are quite often supplemented and extended
using any blank regions on the paper sheet. Thus, the correction of free text answers
takes a lot of time without any benefit for teachers or students. With online exams, the
answers to free text questions are effortlessly readable. Additionally, eExams bring
further advantages such as improved correction possibilities. The sorting of all stu-
dents’ answers to one question is done by the machine, which means an ease of
correction. For exams conducted by several lecturers, e.g. for qualifying subject
examinations, the correction can be done by several colleagues simultaneously. In
addition, correction work can be done more easily while traveling since all exams are
available online, eExams do not get lost, and – compared to paper-and-pencil exams -
they may be copied effortlessly. The question pool may be improved over time through
the adaptation, modification or extension of questions, thus simplifying the creation of
new exams. Finally, as technical support staff may take over the supervision of the
exams, lecturer may concentrate on other activities.

The greater efficiency of eExams provides students with instant grading and - if
supported by lecturers - feedback [15]. Moreover, since today’s students are more used
to typing than to extensive handwriting [16], online exams prevent hand pains and bad
handwriting related to paper-and-pencil exams.

2.3 Objectivity

eExams restrict the halo-effect which occurs when different handwriting styles influ-
ence the lecturer when grading [4, 17–19]. Online exams enable each question to be
evaluated on its merits without being influenced by other answers provided by the
student and thus subjective construction processes. Furthermore, online exams facilitate
blind grading in many learning management systems, e.g. in Moodle, increasing
objectivity.

Importantly, cheating may be minimised through the shuffling of questions and test-
items and thus the avoidance of simultaneously displayed questions and test-items, the
automatic selection of random questions out of a sufficiently large question pool as well
as the opportunity to create questions including variables which are assigned different
values for each student. Additionally, technical security concepts go far beyond the
security possibilities of paper-and-pencil exams.

2.4 Flexibility

Furthermore, online exams provide greater flexibility compared to traditional testing
methods [14]. Next to the extended correction possibilities mentioned above (simul-
taneous correction, correction on mobile devices whilst traveling) candidates are able to
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use their own familiar devices for an exam which helps to reduce stress as well as costs.
In addition, implementing our secure exam environment (SEE) enabled us to offer
so-called “slot-exam-weeks” where students can freely choose their examination date
within one week (see Sect. 3.8).

2.5 Sustainability

Students usually have their own computers. Using these existing devices of the students
(bring your own device – BYOD) minimizes institutional asset requirements to a few
loan devices for students without portable computer or in case of a computer failure
during the exam. Thus, the acquisition of new computers, which are mainly used for
auditing purposes, is minimized. Additionally, eExams save paper and consequently
contribute to the environmental protection.

2.6 Accessibility

Display magnifiers (screen loupes), screen readers, Braille input and output devices,
mouth sticks or other devices allow students with disabilities to take an exam in a way
quite similar to their colleagues. Thus, easy access to exams for people with disabilities
is much more convenient with online exams. eExams are therefore also in compliance
with the Austrian law which grants students with disabilities unrestricted accessibility
to exams. In particular this means that students have the right “to be examined
according to an alternative method if they suffer from a permanent disability which
makes it impossible for them to take an examination in the prescribed manner and the
other method does not limit the content and standards of the examination” [20].

3 The Secure Exam Environment (SEE)

Our efforts to take advantage of the above mentioned benefits together with an
unsuccessful search for a satisfactory technical solution for eExams led to the devel-
opment of the Secure Exam Environment (SEE) for online testing at the Alpen-Adria-
Universität Klagenfurt (AAU) in 2011 [21]. The aim to make use of modern teaching
and testing strategies next to the need to support large class sizes while working within
budgetary and organizational constraints required a flexible and thin development. By
making use of the students’ existing personal computers (laptops), the SEE increases
efficiency since ordinary lecture halls can be used for large scale online testing as well
as effectiveness since the students are presumably familiar with their own devices.
The SEE disables access to students’ own files, data, and external hardware as well as
to unwanted internet sites. Loan devices are offered for those who do not own a laptop
or whose laptop is not compatible with the SEE. As a result, institutional asset
requirements as well as the associated maintenance costs are minimized. We are cur-
rently able to test up to 220 students simultaneously with a stock of 80 loan devices
[22].
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3.1 Integration with Moodle

The actual exams are presented as quizzes, a key component of the Moodle learning
management system (LMS) utilized by the AAU. Moodle offers various types of
questions:

1. Questions which require manual grading like free text answers (called “essays” in
Moodle).

2. Questions which are graded semi-automatically such as short answers. For these,
examiners define a set of answers which allow the question to be evaluated auto-
matically. Since students’ responses might be correct but not included in this set,
markers should manually check answers where students did not receive the maxi-
mum points available.

3. Question types which are evaluated automatically, including true/false questions,
multiple choice and - response questions, numerical as well as calculated questions
and calculated multichoice, matching, embedded answers (cloze), select missing
words as well as drag-and-drop into text, onto image or drag-and-drop markers.

In the context of testing, archiving exams is another important aspect. According to
Austrian legislation [23], documents related to written exams have to be archived for at
least six months. Moodle, however, offers a practical solution as it automatically
archives exams, which dramatically reduces the physical storage requirements and, as a
positive environmental side-effect, the amount of paper needed (especially in the case
of no-shows).

Furthermore, Moodle settings allow additional security measures to be defined such
as the IP-range within which eExams can be taken.

3.2 Additional Software and Resources

The SEE facilitates the integration of different software tools and programmes, which
are increasingly used for teaching and learning into the exam environment, fostering
pedagogical coherence [1]. At the moment we support GeoGebra, Eclipse, Office-
products like Excel or Word, calculators, PSPP, as well as any combination of these
tools.

Furthermore, PDF-documents or websites which are allowed and could be used
during an exam can be provided.

3.3 Security and Bring Your Own Device – BYOD

In contrast to other electronic exam environments (e.g. [24]), we avoid the use of
special equipment and encourage students to use their own device. However, accessing
the Moodle server directly via a common web browser running on the student’s
operating system (OS) is an insecure approach. In this case, blocking connections to
Wikipedia or other online resources may be simple, but cheating by using materials
stored on the local hard drive is rather easy. Since we do not want to force students to
install additional software (such as lockdown modules) on their personal laptops, we
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have to use our own OS in order to restrict the access to the local resources and
programmes that are prohibited during the exam. We decided to boot this OS via the
Preboot eXecution Environment (PXE) protocol over a local area network (LAN),
since the handling of USB sticks or DVDs is very error-prone, time-consuming and
inflexible, especially when additional software is needed [22]. Using wireless LANs
(WLANs) would be an alternative solution, but with technical limitations to guarantee
security since WLANs are very interference-prone. Each student with an easily
obtainable jammer could interfere the WLAN. Nonetheless, we developed organiza-
tional security concepts for the SEE via WLAN, but are still focusing on LAN as it is
sufficient for our current requirements and technically more secure.

Clearly, booting our own OS requires that the client is able to boot via the network.
In order to support a very broad range of (private) laptops, our solution is designed as a
minimal Linux system. At the moment, this OS is realized using Fedora and Knoppix,
which enables us to boot Legacy and UEFI devices. To support Apple hardware we
boot a minimal macOS image. In order to restrict the access to external resources, we
implemented corresponding firewall rules. Since Moodle as an LMS not only provides
exam features but also chatting capabilities and course related material, a solution was
needed to prevent access to such resources and activities during exams. Running an
ordinary web browser – even when restricted with firewall rules – would not have
completely solved the cheating problem. Fortunately, the Safe Exam Browser (SEB –

[25]) is fully supported by Moodle-core. The SEB is far more than an ordinary browser.
Beside it’s common browser functionality it offers a complete lockdown of all OS
interface functions as opening, switching and closing applications other than the SEB
itself. Furthermore, together with a SEB moodle plugin it also guarantees (when set up
appropriately) that a moodle quiz can only be accessed by the SEB and all moodle
graphical user interface (GUI) functions which would allow interaction outside the quiz
are suppressed. However, the SEB is only available for Windows and macOS.
Therefore, we boot a minimized Windows 7 as a virtual machine on the minimized
Linux system via VirtualBox [26] (see Fig. 1). Despite the availability of online tools
and platforms, proprietary software which only runs on Windows remains widespread
in the educational sector. On the one hand, the reliance on a virtual machine and
Windows 7 is a drawback in terms of performance, on the other hand, it adds flexibility
regarding the management of the virtual machine image. Furthermore, hardware driver
management is done completely in Linux, which is known for its broad, out of the box
hardware support especially for older devices. The selection of the allowed pro-
grammes during the exam (in addition to the SEB) is set via a configuration file, which
is retrieved from an intranet service. In the GUI of this service, administrators are able
to configure different combinations of GeoGebra, Excel, Word, Calculator, Eclipse, and
PDFs for the exam.

Starting an online exam using the SEE begins by booting a minimized Linux from
the LAN, then the minimized Linux automatically starts the Windows 7 virtual
machine (VM), Window 7 automatically starts the SEB, the SEB automatically con-
nects to the homepage of the AAU’s learning management system Moodle, and finally
users have to log in to Moodle with their own account and enter the Moodle course in
order to select the exam they want to take [22].
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3.4 Maximizing the Availability of the SEE

The availability of an exam environment is an issue of critical importance. Even a short
downtime of the SEE could prevent hundreds of students from taking exams which
might be urgently needed to get marks or certificates, take new courses, finish modules,
classes or studies, get financial aid for higher education studies, or even get a new job.
Furthermore, students tend to be quite nervous before an exam and a technical glitch
would undoubtedly increase stress and erode trust in the exam environment. Thus,
perception of the SEE’s reliability (from both for examiner’s and examinees’ view-
point) depends on the availability of the (information) technology during the exam [5].

During the SEE boot process, the SEE-servers (and the personal computers with
which the exams are written) have to operate properly as well as the network including
the switches in the lecture halls. At the time of writing an eExam, the SEE depends on
the online connection between the SEB and the Moodle-server. Consequently, the
availability of the SEE can be affected by hardware failure, network drop-outs or service
outages. Analyzing and identifying failures when a breakdown occurs usually costs a lot
of time, which is at a premium while conducting an eExam. Thus, a continuous mon-
itoring solution of the various IT components involved - e.g. servers and computer
networking technologies – to prevent failures and optimize the availability of the SEE is
mandatory, particularly considering the SEE is based on various hardware components
which are administered by different departments of the university.

Drop-outs of components or services or deviations from thresholds within defined
time intervals result in alerts, allowing support staff to react to and resolve issues
immediately, leading to crucial time-savings within the failure identification process.
Monitored components and services include the availability of the SEE-servers (im-
plemented with centOS) including CPU and storage, as well as DHCP, NFS, TFTP,
and HTTP services; the availability of the administration backend of the SEE including
the corresponding HTTP service; the availability of Moodle including HTTP-access as
well as end-to-end-tests in the lecture halls with minimal computers (Raspberry Pi); the

Fig. 1. The operating principle of the Secure Exam Environment (SEE).
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availability of the network (connection between SEE-server, clients and Moodle), and
end-to-end performance tests within the network with low-cost probes (Raspberry Pi).

Monitoring the High-Availability SEE-Host and Including Services. The avail-
ability of the server, providing the SEE for network boot, as well as services like DHCP,
NFS, HTTP and TFTP is one of the key requirements of online testing with the SEE.

We operate the SEE-server as a high-availability and stable system by running
multiple redundant SEE-servers. Using DRBD/Heartbeat or Pacemaker/Corosync in a
failover setup (to define one server as the master server and the other one as slave)
enables us to switch from one server to the other automatically in case of a failure or
manually in case of scheduled maintenance. Thus, a new update can be safely
implemented within the system by installing it on one server and, after careful testing,
on the other and thus the production system.

While monitoring the services mentioned above, we log CPU utilization, RAM and
hard disc usage, and the status as well as the utilization of the network interface.
Additionally, we periodically check for pending updates, especially security updates, to
eliminate failures or prevent hack-attacks on the system and improve performance.
Controlling upcoming updates enables us to schedule maintenance periods efficiently
around exams.

Measuring Network Performance. Measuring the run-time of the network including
the connection between the SEE-server, clients and Moodle during an eExam in real
time generates significant data about the latency and utilization of the network. The
open source software SmokePing is a suitable tool for measuring and visualising the
round-trip-time (RTT) of Linux-based systems by defining the specific hosts as well as
relevant external hosts which are reachable via ICMP. By default, every five minutes
twenty ICMP-packages are transmitted to each specified host and used to calculate
RTTs. Package loss is a signal for capacity overload of the main host or related hosts,
or for a failure or an erroneous configuration of a network device. Black ‘smoke’ at an
interval of measurement shows the range of fluctuation of the RTT. Increased smoke
indicates a high variation of the RTT per ping and thus capacity overload of the
network. The combination of SmokePing and probes (Raspberry Pi’s) placed in the
SEE-network enables us to monitor all servers and network devices and thus to
recognise network bottlenecks and failures at an early stage.

Maximizing Availability of the Network Connection. In order to maximise network
availability, we only use wired LAN connections at this point of time. Despite recent
developments, WLAN remains too error-prone and, additionally, a malicious user
could easily perform a denial-of-service (DoS) attack on the WLAN access points and
hence prevent all users from taking the exam. To achieve such an attack, a battery-
powered pocket-sized WiFi jammer could be placed close to or in the room where the
eExams take place.

To ensure the maximum stability of the network system, the network department of
our university provides high redundancy within the network-core, distribution-switches,
firewalls, and the border-router, as well as load sharing via the Border Gateway Protocol
(BGP) in a multihomed environment and redundant cables. In addition, the equipment
used in the core and distribution layer are high-end components.
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Infrastructure. The availability of our Secure Exam Environment (SEE) is affected by
the infrastructure in which the SEE components are embedded. One critical issue is an
Uninterruptible Power Supply (UPS) for the SEE-server as well as for the network to
protect the system from power failures. The UPS also guards against over - and under
voltage and is backed by means of batteries (short-term power failures) and a diesel
generator (long-term power failures).

Another important topic is the geographical distribution of the (redundant) hard-
ware components. The two SEE-servers are located in different areas of the university
and thus, in the case of an extended power failure, fire or flooding, it is unlikely that
both servers will be affected.

Backups. One indirect approach to guarantee the availability of the SEE-servers, and
thus the SEE, is frequent, well organized backups. In case of an outage like hardware
failure, the SEE-server must be restored to the most recent valid state. An up-to-date,
functioning backup reduces the mean time to repair (MTTR). A well-organized
backup-strategy includes the evaluation of functionality of the frequently executed
backups as well as the documentation and frequent testing of the backups and training
of the responsible staff. Furthermore, it should be guaranteed that spare hardware (like
hot-standby harddisks, power supplies and spare network components) is immediately
available in case of serious hardware failure.

Monitoring the Availability of the Administration Backend of the SEE Including
the Corresponding HTTP Service. The administration backend is another key com-
ponent of the SEE, offered via web interface and used by the supporting staff to activate
any additional software (e.g. a calculator or Eclipse) for an exam. The administration
backend is accessible only via a URL https://backend.spu.aau.at. A periodical check of
the HTTP server’s reachability is performed monitoring the HTTP status code. If the
wrong status code is returned from the backend, an alarm is sent to the service team.
Additionally, it is possible to check the server’s response times. Longer response times
could be an indicator of network outages or a server problem.

Centralized Monitoring of all SEE-Components and Services. Deviations from
threshold values of all components and services of the SEE are reported at regular
intervals. Every outage triggers an alarm (via e-mail or SMS) which, together with
centralized monitoring, helps the service team to rapidly identify the cause of a failure,
saving additional time.

Optimizing the SEE Based on Monitoring Data. The constant monitoring of all
components and services of the SEE offers the opportunity for (trend) analysis (also see
Sect. 5.1 “Further developments”) as a basis for the continuous optimization of the
systems’ performance.

3.5 Reliability

Reliability for examiner and examinee is a critical issue and depends on the availability
of (information) technology - e.g. computers and computer networking technologies -
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during the exam [5, 11]. At the time of writing, the SEE depends on the online
connection between the SEB and the Moodle-server. As a result, users cannot save
current results or proceed to the next question during a network failure. Thus, the
temporary storage of the answers (during network failures) remains a problem. For-
tunately, Moodle saves the last answer received and the progress of each examinee.
Therefore, the examinee is allowed to continue the exam from the point where the error
occurred after potential network problems are solved. In the worst case scenario, the
last answer of the examinee is lost. Similarly, laptop failure is not a severe problem
because all answers provided up to the failure would have been stored on the server and
the student can simply continue his or her exam on one of our loan devices.

3.6 Loan Devices

Loan devices serve two purposes within the SEE: Firstly, it cannot be assumed that all
students have a portable device, and secondly, they may substitute a student’s personal
device in the case of technical problems or breakdowns during the exam. The AAU
currently has approximately 80 laptops serving as loan devices for students.

3.7 Secure Exams for Students with Disabilities

Impaired students have very different needs. Thus, one single standard solution for
students with disabilities would not meet the requirements. Therefore, we provide for
each student with specific needs a unique solution for eExams using different tools (see
Sect. 2.6). Since the integration of these tools would pose severe security problems for
the SEE, we conduct eExams for students with disabilities on their own, familiar device
but with local restrictions or, if required, on loan devices.

3.8 Offering Flexibility with Slot-Exams

One service for students, which followed from the development of the SEE, are so-
called slotted eExams. For the execution of eExams with the SEE, we developed an
online-process to register for an eExam some time before the test takes place as well as
an online-registration process right before the exam in the lecture hall. Thus, exams,
registration data as well as access rights are available online. These processes enabled
us to offer several time-slots for an eExam within a week, from which students can
freely choose when they want or are able to take an exam. Especially for students who
are employed next to their studies, who need to foster children or relatives or whose
mobility is restricted, this service is very helpful.

The decision as to whether an eExam is conducted in a traditional way on a fixed
examination date or as a slotted eExam is made by the lecturer: slotted eExams can
only work if a suitably large question pool is available, such that on different days
randomly generated questions and/or exams are sufficiently dissimilar from each
other [11].
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4 Organizational Issues of eExams

Careful planning and organization are crucial for the smooth, secure and reliable
operation of eExams. Organization is vital not only for the preparation of eExams but
also to close security gaps. As a result, many aspects have to be considered before,
during and after exams.

4.1 Organizational Measures Beforehand

In addition to informing teachers and students about the basics of eExams before an
exam, support staff must be trained and available, rooms must be booked and tests must
be created correctly.

Provide Information. Some lecturers, particularly if they have only recently taken up
their position at the university or are external teachers, are not aware of the possibilities
of online testing and especially not of the SEE as a specific solution at the AAU.
Hence, we offer videos introducing the SEE, clearly arranged checklists for the
preparation of casual eExams or slotted eExams with the SEE, a Moodle-course with
information and a ‘playground’ to try online-tests and get familiar with eExams as well
as advanced training courses and personal trainings.

The eLearning-hotline is available 24/7 to support lecturers as well as students in
case of open questions, e.g. if a personal device fails immediately before an exam and a
loan device is needed.

Support Students with the Preparation of Their Devices. Since students have to
change the boot-order of their devices to start the SEE, we offer special information
days once or twice a week to support them with this task. Over a six hour period,
students are offered the opportunity to change the boot order of their device and test if it
is compatible with the SEE. In addition, first time students learn something about the
eExam process. The type of device, the key combination to enter the boot-menu or the
need for a loan device are stored in a database to improve preparations for future
eExams.

Training of a Flexible Support-Team and Team-Building. Successful written
exams require the cooperation of multiple staff members. As the Alpen-Adria
Universität Klagenfurt conducts online exams from 8 a.m. to 10 p.m., five days a week,
we supplement our core team of four employees which are responsible for the entire
eLearning services of the university, with students trained as e-tutors. At the moment
our team includes 12 e-tutors working between two and 12 h a week to successfully
deliver a growing number of tests.

The team has received significant coaching and teambuilding to manage the
technical, organizational as well as personal challenges related to online exams. For
example, the support staff must remain calm in the event of failures, errors or problems,
particularly as students are already under stress due to the examination situation and
should not be subjected to further strain. Students who start as e-tutors initially perform
simple tasks like the transport of loan and registration devices into the lecture hall,
setting up loan devices for replacement in the lecture hall or supervision of the exam.
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Once they have gained experience with the handling of eExams, they receive further
training as ‘lead-e-tutors’, taking over contact with lecturers before the exam, the final
check of the test-setting and questions in Moodle, and the activation of the correct
exam-version (e.g. unlocking additional software).

To schedule availability of the support staff for each eExam, we use a shared
spreadsheet (ev. Screenshot) where each team-member fills out his or her (non-)
availability for each exam-slot. The core-team then decides who will be the lead of an
eExam and who will be in the support team.

Organizing Lecture Halls for eExams. The room for an eExam is booked mainly by
the lecturers in coordination with our eLearning-team and the room administration of
the university. Obviously, it is important to ensure that not too many eExams take place
simultaneously, overstraining support staff and loan device capacities. Furthermore,
enough time must be allocated for test-settings (e.g. additional software or websites
allowed) before and after an exam and for setting up registration and loan devices in the
lecture hall as well as the registration process itself.

Organizing Tests and Questions. Many lecturers need support with didactical and
technical issues surrounding the creation of test questions and tests when starting out
with eExams. Moreover, the general conditions must be set for each exam: Will
subject-specific supervision be available? Are written materials allowed during the
exam? Should websites and/or additional software be available and, if yes, which ones?

As Moodle’s test settings are crucial for successfully conducting secure eExams
with the SEE, the settings for each eExam are checked along with the questions
themselves by the support team.

Registration of Students Before an Exam. Students have to register for any exam.
During the registration process for an eExams students must confirm that they attended
an information day for eExams and that they have had their device checked for
compatibility with the SEE and they will bring it to the eExam, or that they will use a
loan device. In addition, students can indicate if they require a barrier-free exam
environment, in which case communication with the support staff follows to clarify the
conditions for the accessibility of the exam.

If the number of registered students exceeds the capacity of the lecture hall, a
second exam slot is typically organized. Students who cannot prebook a loan device
due to unforeseen demand are placed on a waiting list.

4.2 Organizational Measures at the Time of the eExam

eTutors ensure that the exam venue is open and that the required registration and loan
devices are available. The support team receives instructions from the lead-e-tutor
about the specific exam requirements then (e.g. permitted software, websites, - docu-
ments, notes or materials).

Additional loan-devices are set up as backups for any computers that fail during the
exam. The number of the replacement devices depends on the number of registered
students. Experience shows that one backup device for every 10 to 20 students is
sufficient.
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The identities of students are verified upon arrival in the lecture hall by scanning
their student card using a card reader. Following processing via our university’s
examination administration system, eLearning staff are informed if the student regis-
tered for the specific eExam, if s/he needs a barrier-free examination environment and
if s/he will use his or her personal device or a loan device.

After checking in, students receive a LAN-cable and a loan device if needed and are
seated appropriately in the lecture hall. In the meantime, the specific exam is made
visible in the Moodle-course, the proper version of the SEE is activated (with a correct
selection of additional software, websites as well as documents) and the network
switches are activated.

Powerpoint slides are presented in the lecture hall with detailed step-by-step
instructions for the installation of the LAN-cable, the booting-process and as well as for
navigating through and eventually submitting the test. Afterwards, the students boot the
SEE. During the booting process, and a video is played to inform students about the
examination modalities in a comprehensible and traceable way, e.g. about how to start
the eExam, how to navigate between test questions, how to submit the eExam, which
actions are considered cheating and the corresponding consequences.

Finally, once the support staff has informed the students about any special features
of the exam, the exam starts.

Fig. 2. Instructions for students in the lecture hall before an eExam.
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During the exam, the support staff verifies if each student has logged into Moodle
with his or her proper account by matching their physical student identity card with the
login data. Furthermore, the e-tutors supervise the exam and support in case of tech-
nical failures or problems.

After submitting the exam, the students return the LAN-cable, the loan devices
(where applicable) and check out by replacing their student identity card on the card
reader.

4.3 Organizational Measures After the eExam

After all, students have submitted the exam or the examination period has expired, the
exam-slot is closed, the test is made invisible for students in the Moodle-course and a
backup of the exam is created.

5 Experiences with eExams at the AAU and Further
Developments

In June 2011 we began offering online exams with the SEE. Table 1 shows the growth
of eExams conducted with the SEE at the AAU over the last six years.

5.1 Experiences with Supporting Students’ Own Devices

The aim of supporting all student laptops is quite challenging because the dedicated
installation of drivers would be too time consuming and risky. Nonetheless, we try to
support as many devices as possible. [27] Fig. 2 shows the proportion of supported
devices over time.

As shown in the Fig. 3, in 2012 the SEE system supported 65% of the hardware
provided by the students. As hardware evolved and, in particular with the introduction
of UEFI in newer laptops, the percentage of supported devices decreased until 2016. In
response to this, in 2016 we began to work on a second OS image (based on Fedora)
and as a result, the number of supported laptops has begun to increase.

Most of the remaining compatibility problems stem from exotic hardware (Linux
integrates the most common and widespread hardware components), which mainly
appear in low budget and top end laptops as well as sub notebooks. For example,
gaming laptops with GeForce graphic cards are often unsupported since NVIDIA only
provides proprietary drivers and the open source drivers lack support for mobile
gaming graphic cards.

Table 1. The Progression of eExams with the Secure Exam Environment (SEE), * in progress.

2011 2012 2013 2014 2015 2016 2017 2018* Total

eExams 10 59 159 208 234 286 373 276 1,605
Examinees 288 2,717 7,475 7,082 8,954 10,352 12,252 8,487 57,607
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Unfortunately, device support data from 2012 until the beginning 2016 is some-
what incomplete, as during the early stages of the implementation of the SEE we
focused on the technical solution. Data was collected to find out which devices were
bootable with the SEE and which devices not, thus, where effort should be invested, i.e.
which devices were popular enough to require a technical solution. As testing proce-
dures were not standardized the data does not distinguish between when the tester
could not get a device to work and when it was not supported, and how this information
was recorded was not standardized. Over time, we have standardized the procedure for
testing students’ devices as well as the documentation of device support.

Since every supported laptop currently needs to be fully functionable without the
installation of additional drivers or custom configurations for specific hardware com-
binations, we consider a support rate of over 70% as a success. In combination with our
80 loan devices we have been able to offer eExams as required and conduct online
assessment of up to 300 students.

5.2 Further Developments

Didactical Improvements. Although online testing has the potential to extend the
variety of question types as well as software and multimedia available for an exam, the
question types offered by LMS are nevertheless rather limited and the software
available restricted to licensing agreements. Hence, examination has improved with
eExams, but has not reached a new level yet. Consequently, we are continuing our
work to improve the ways in which knowledge is tested and adapt it to current
knowledge requirements.

Fig. 3. Supported Student Laptops from 2012 to (ongoing) 2018.
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Stable and Flexible Network Connection. One of the current challenges of online
exams is the necessity of a stable and preferably flexible network connection.
As WLAN is still prone to failure, LAN is the best option for stability, especially for
larger groups of students. This results in another challenging aspect, namely that lecture
halls require LAN and power sockets near at least every second seat. Unfortunately, not
all lecture halls fulfill these requirements and retrofitting is extremely expensive,
resulting in a lack of flexibility. The obstacle with the LAN sockets could be overcome
with access points. Thus, we are evaluating solutions to provide eExams for devices
without ethernet port via WLAN or a hybrid boot (usb/ethernet) solution. To com-
pensate technical weaknesses, we defined organizational measurements to increase the
availability of WLANs. However, running laptops purely on battery power is risky.

New Generations of Hardware. New generations of laptops, requiring continuous
adaptation of the SEE, remain a persistent challenge. For example, we had to invest
significant effort to support UEFI as a new interface between the hardware and the OS.
As laptops become slimmer, more devices come without dedicated ethernet ports,
forcing us to support adapters within the SEE. Unfortunately, some manufacturers do
not support even PXE boot with USB ethernet adapters, leading to the need to find
workarounds.

Improved Monitoring. Further developments in monitoring will include the inte-
gration of the students’ devices and the loan devices into the monitoring concept and
predictive maintenance (for details refer to [28–30]). In more detail, we will pursue the
following ideas:

• By gathering and analyzing the devices’ log-files, whenever they are connected to
the SEE, students’ devices and the loan devices may be directly integrated into the
monitoring system. This will help to keep the loan devices up-to-date, because a
problem detected on a single device (currently in use) can (automatically) be fixed
on all other instances of the same model. A similar process can be applied for the
students’ devices: a problem detected with one device can either trigger an update
of the SEE (e.g. with respect to drivers) or a warning for other students using the
same model. In the long-term, the log-data may be included in a predictive model.

• The goal of Predictive Maintenance is to determine the condition of equipment
(servers, laptops, and network-infrastructure such as switches and cabling) in order
to predict when maintenance should be performed in order to avoid failures. This is
contrary to the classical approach, where maintenance is either triggered by a
concrete failure (aka the break-fix model [31]) or an interval-based approach, which
often causes unnecessary costs. In short, predictive maintenance promises time and
cost savings and a higher level of availability.

Different Versions of Simultaneous eExams. Currently, we are only able to execute
one eExam with specific settings, e.g. additional software, at the same time. Therefore,
we are developing a boot environment that supports multiple eExams with different
additional software simultaneously by recognizing the identity of the lecture hall and
subsequently by recognizing the identity of the student and transmitting the proper
exam environment.
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Identity Verification. Checking the identity of an examinee by verifying the picture on
his/her (student) identity card is a quite common process at the beginning of exams.
However, when it comes to large scale exams (say 200 or more examinees), this process in
total gets quite time consuming. In order to enhance the efficiencyof the identity verification
process we plan to integrate authentication by use of biometric features. These features
might include a picture of the face (available on the identity card and in the students’ record)
or even a fingerprint. If the (students) hardware provides the according sensor, the identity
checking could takeplace at his/her seat. In case of a cameraneeded toverify an imageof the
face, this is quite likely with modern laptops. Since fingerprint readers are most commonly
only available to the operating system (or special) applications, afingerprint reader could be
placed next to the RFID-reader that reads the students identity card.

General Data Protection Regulation (GDPR). Of course, the processing of personal
data calls for compliance to the GDPR [32], especially when biometric data (Art.
9 GDPR: special categories of personal data) is processed. When conducting electronic
exams, besides of identity verification, there are several processes that have to be
concerned. Some of them are already compliant with the GDPR (e.g. notification of the
outcome/grade, or right of access to the exam), but some are not or have to be imple-
mented yet (e.g. right for a copy of the exam, or automatic compliance to deadlines for
storage or deletion). So another open topic is to adapt the SEE concept and Moodle for
GDPR-compliance.

6 Conclusion

eExams extend the possibilities for assessment in many ways, especially in terms of
quality (e.g. didactics and objectivity) and efficiency. However, the transition from
paper-based to electronic exams raises “new” security-related problems. Traditional
paper-based exams handled requirements like confidentiality, privacy, integrity,
authenticity, accountability and availability in a straight-forward manner: simply pre-
venting access before and after the exam guarantees their confidentiality, the paper and
well established organizational and personnel processes do the rest (privacy, integrity,
authenticity, accountability, and availability). The security gaps in paper exams have
not always been sufficiently taken into account, especially due to the lack of an
alternative. For eExams, all the aforementioned aspects have to be addressed by
complex, often technical mechanisms.

One solution to overcome these challenges is the Secure Exam Environment
(SEE) used at the Alpen-Adria-Universität Klagenfurt (AAU) as presented in this paper.
The SEE provides didactical benefits of online testing by extending the questions types
offered by the LMS Moodle with additional software, multimedia and online resources,
all within a secure environment. The system’s BYOD-approach, utilizes students’
familiarity with their devices to provide efficiency and sustainability while restricting
access to local resources and to the Internet. Furthermore, this paper contains a description
of our low-cost monitoring system that helps us achieve a high quality of service level
with respect to the availability of the SEE. Finally, this paper considers the underlying
organizational measurements supporting pathways to successful online testing.
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Abstract. Adaptive tutoring is essentially a decision process, in each
step of which an optimal tutoring action is chosen and taken. In recent
years, researchers have been increasingly interested in applying the par-
tially observable Markov decision process (POMDP) model to build intel-
ligent tutoring systems (ITSs). The POMDP model may enable an ITS
to optimize tutoring when uncertainties exist. Computing in a POMDP
is characterized by exponential costs, in both time and space, which
obstruct the POMDP model for practical applications. In our research,
we develop techniques to improve computing efficiency in a POMDP
based ITS. In this paper, we report a space-efficient technique of policy
trees. The technique may help achieve high space efficiency by grouping
policy trees and dynamically creating the policy trees to be evaluated in
making a decision.

Keywords: Intelligent tutoring system ·
Computer supported education ·
Partially observable Markov decision process ·
Computational complexity

1 Introduction

An intelligent tutoring system (ITS) is an interactive computer program for
adaptive teaching. Computational complexity is a key issue in building an ITS,
which must reside on a computing platform, and respond to student questions
or requests in a timely fashion. Many mathematical models underlying ITSs are
computationally intractable. Huge space consumption and lengthy computing
time have been major obstacles to applying the models to intelligent tutoring.
The partially observable Markov decision process (POMDP) model is one of
them.

A major goal for building an ITS is adaptive teaching. To be adaptive, in each
tutoring step a system should be able to choose the action that is most beneficial
to the student it teaches. Mathematically, adaptive tutoring can be modeled by
a Markov decision process (MDP), in which the agent makes optimal decisions
considering the current states. In an MDP, states can be observed completely,
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and the agent knows exactly what the current states are. However, in a tutoring
process, the teacher may be uncertain about student states and unsure about
the most beneficial teaching actions [12].

The POMDP model is an extension of MDP for handling uncertainties. In
a POMDP, the task of choosing an optimal action is referred to as solving the
POMDP. This task is computationally expensive. A simplified, less expensive
technique for POMDP-solving is to use policy trees, in which decision making
involves evaluating a set of trees and choosing an optimal one. However, the tech-
nique of policy trees is still too expensive to be used in practical applications. In
making a decision, the number of trees to evaluate is exponential, and the num-
ber of operations in evaluating a tree is also exponential. To apply the POMDP
model to intelligent tutoring, we must address the problems of computational
complexity.

In our research, we develop new techniques to improve computing efficiency
in a POMDP based ITS. In this paper, we report a space-efficient technique
of policy trees. The work is an extension of the research described in [8,9].
The technique helps achieve high space efficiency by grouping policy trees and
dynamically creating the policy trees to be evaluated in making a decision.

In the following, we first introduce the technical background of the POMDP
model that is needed for discussing our technique, followed by reviewing the
existing work related to our research. Then we present our techniques for tree
grouping and dynamic tree creation, and finally discuss some experimental
results.

2 Partially Observable Markov Decision Process

2.1 POMDP as an Extension of MDP

A Markov decision process (MDP) can model a process in which different actions
can be chosen in different states to maximize rewards. The core of an MDP
includes S, A, T , and ρ, which are a set of states, a set of actions, a set of state
transition probabilities, and a reward function. In a decision step, the agent is
in s ∈ S, takes a ∈ A that is available in s, enters s′ ∈ S, and receives reward
ρ(s, a, s′). The MDP model is stochastic. P (s′|s, a) ∈ T is the probability that
the agent enters s′ after taking a in s. In addition, an MDP includes a core
component of policy, denoted by π(s):

a = π(s). (1)

It guides the agent to choose the optimal action available in s to maximize
rewards. The MDP model is suitable for decision processes in which states can
be observed completely and exactly.

A POMDP, as an extension of an MDP, has two additional core components:
O and Z, which are a set of observations and a set of observation probabilities. A
POMDP can model a decision process in which the agent is not able to observe
states completely, and does not know which state it is in exactly. In a POMDP,
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the agent infers information about states and represents the information by a
belief, denoted by b. In a decision step, the agent is in s ∈ S that it is not able
to see, chooses a ∈ A based on its current belief b, enters s′ ∈ S that it is not
able to see either, observes o ∈ O, and infers information about s′ by using
P (o|a, s′) ∈ Z and P (s′|s, a) ∈ T .

Belief b is defined as

b = [b(s1), b(s2), ..., b(sQ)] (2)

where si ∈ S (1 ≤ i ≤ Q) is the ith state in S, Q is the number of states in S,
b(si) is the probability that the agent is in si, and

∑Q
i=1 b(si) = 1 [9].

In a POMDP, the policy is π(b). In a decision step, it guides the agent to
choose an action considering the current belief b to maximize the long term
reward.

2.2 State Transition and Belief Update

After the agent takes a in s, the action causes a state transition, and the agent
enters s′. The new state s′ may or may not be s. Since s′ is not completely
observable either, the agent updates its belief each time after it takes an action.
Figure 1 illustrates state transition and belief update in a decision step. It is
assumed that at t, the agent is in s1 and has belief b, while at t + 1, it is in s2
and has belief b′.

Fig. 1. State transition and belief update in a decision step.

A belief is a set of probabilities (see Eq. (2)). To update a belief, we update
each of the probabilities. The following is the formula to calculate element b′(s′)
in updated belief b′:

b′(s′) =
∑

s∈S

b(s)P (s′|s, a)P (o|a, s′)/P (o|a) (3)
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Fig. 2. The general structure of a policy tree (from [9]).

where P (s′|s, a) ∈ T and P (o|a, s′) ∈ Z are transition probability and observa-
tion probability, P (o|a) is the total probability for the agent to observe o after
a is taken, calculated as

P (o|a) =
∑

s∈S

b(s)
∑

s′∈S

P (s′|s, a)P (o|a, s′). (4)

P (o|a) is used in Eq. (3) as a normalization.

2.3 POMDP-Solving by Policy Trees

For a given b, an optimal π returns an optimal action. In a POMDP, finding the
optimal π is referred to as solving the POMDP. For most practical application
problems, POMDP-solving is a task of great computational complexity [1,5]. A
simplified, less expensive technique for POMDP-solving is to use policy trees.

When a technique of policy trees is used, finding the optimal policy is to
evaluate a set of policy trees, and identify the optimal tree. In each decision
step, the agent finds the optimal tree considering its current belief, and takes
the root action of the tree.

In a policy tree, nodes are actions, and edges are observations. The action at
the root is called root action. An action node has observation edges to actions
at the next level. After an action is taken, the next action to take is one of
the actions at the next level, depending on what the agent observes. Figure 2
illustrates the general structure of a policy tree, in which ar is the root action, a
is an action in A, and K is the number of all possible observations in O. That is,
K = |O|, where | | is the operator for measuring a magnitude. In the following,
we discuss a method for finding the optimal tree.

Each policy tree is associated with a value function, which evaluates the long
term reward of taking the tree (policy). Let τ be a policy tree. The value function
of state s given τ is

V τ (s) = R(s, a) + γ
∑

s′∈S

P (s′|s, a)
∑

o∈O

P (o|a, s′)V τ(o)(s′) (5)
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where a is the root action of τ , s′ is the next state, i.e. the state that the
agent enters into after taking a, γ is a discounting factor (0 ≤ γ ≤ 1), o is the
observation after a is taken, τ(o) is the subtree in τ which is connected to the
root by the edge of o, and R(s, a) is the expected immediate reward after a is
taken in s [9]. R(s, a) is calculated as

R(s, a) =
∑

s′∈S

P (s′|s, a)R(s, a, s′) (6)

where R(s, a, s′) is the expected immediate reward after the agent takes a in
s and enters s′ [9]. The second term on the right hand side of Eq. (5) is the
discounted expected value.

From Eqs. (2) and (5), we have the value function of belief b given τ :

V τ (b) =
∑

s∈S

b(s)V τ (s). (7)

Thus we have π(b) returning the optimal policy tree τ̂ for b:

π(b) = τ̂ = arg maxτ∈T V τ (b), (8)

where T is the set of trees to evaluate in making the decision [9].
The costs of the method of policy trees depend on the number of trees in T ,

and the number of nodes in individual trees. The size of a policy tree depends
on the number of possible observations and the horizon. When the horizon is H,
the number of nodes in a tree is

H−1∑

t=0

|O|t =
|O|H − 1
|O| − 1

. (9)

At each node, the number of possible actions is |A|. Therefore, the total number
of all possible policy trees is

|A|
|O|H−1
|O|−1 (10)

when the horizon is H [9]. Both numbers are exponential.

3 Related Work

Researchers in the fields of ITSs have seen the great potential of the POMDP
model in building ITSs. Extensive research has been conducted in applying
POMDPs to intelligent tutoring [2–6,10,11]. In the work related to applying
the model to ITSs, POMDPs were used to model student states, and to cus-
tomize and optimize teaching. In a commonly used structure, student states
had a boolean attribute for each of the subject contents, actions available to a
tutoring agent were various types of teaching techniques, and observations were
results of tests given periodically. The goals were to teach as many of the con-
tents in a finite amount of time, or to minimize the time required to learn the
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entire subject. In the following, we review some work in which policy trees were
used for POMDP-solving in ITSs.

Rafferty and co-workers created a POMDP-based system for teaching con-
cepts [5]. A core component of the system was a technique of fast teaching
by POMDP planning. The technique was for computing approximate POMDP
policies, which selected actions to minimize the expected time for the learner to
understand concepts. The researchers framed the problem of optimally selecting
teaching actions by using a decision-theoretic approach, and formulated teaching
as a POMDP planning problem. In the POMDP, states represented the learners’
knowledge, and transitions modeled how teaching actions stochastically changed
the learners’ knowledge.

For solving the POMDP, the researchers developed a method of forward trees,
which are variations of policy trees. A forward tree is constructed by interleaving
branching on actions and observations. For the current belief, a forward trees was
constructed to estimate the value of each pedagogical action, and the best action
was chosen. The learner’s response, plus the action chosen, was used to update
the belief, and then a new forward search tree was constructed for selecting a new
action for the updated belief. The cost of searching the full tree is exponential
in the task horizon, and requires an O(|S|2) set of operations at each node. To
reduce the number of nodes to search through, the researchers restricted the tree
by sampling only a few actions, and limited the horizon to control the depth of
the tree.

In the work reported in [8], an experimental ITS was developed for teaching
concepts in computer science. A POMDP was used in the system to model
processes of intelligent tutoring. In the POMDP, states, actions, and observations
modeled student knowledge states, system tutoring actions, and student actions,
respectively. A method of policy trees was proposed for POMDP-solving. In the
method, policy trees were created and stored in a tree database. To choose
an optimal action to respond to a given student query, the agent searched the
database and evaluated a set of trees. For reducing the costs in making a decision,
techniques were developed to minimize the tree sizes and decrease the number
of trees to evaluate. A major disadvantage of the proposed policy tree method
was its space complexity.

The techniques of policy trees for improving POMDP-solving have made good
progress towards building practical POMDP-based ITSs. However, they were still
too costly to use. For example, as the authors of [5] concluded, computational
challenges existed in their technique of forward trees, despite sampling only
a fraction of possible actions and using short horizons. Also, how to sample
actions and how to shorten a horizon were challenging problems. Computational
complexity has been a bottleneck in applying the POMDP model to intelligent
tutoring.

4 The New Technique and Testing Bed

We develop new techniques to address the problems of computational complexity
in applying the method of policy trees in a POMDP-based ITS. In the following
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sections, we will discuss a space efficient technique. The discussion is in the
context of an experimental ITS, which we developed for testing our techniques.
The instructional subject is software basics. The ITS teaches concepts in the
subject. It tutors a student at a time, interactively, on a turn-by-turn base.
Typically, in a tutoring step, the student asks a question about a concept, and
the system takes a teaching action that it believes to be the optimal according
to the student’s current knowledge state.

A POMDP helps the ITS choose optimal teaching actions. We cast the ITS
on to the POMDP, by using POMDP states to represent student knowledge
states, and actions to represent system tutoring actions. We treat student actions
(asking questions, accepting answers, etc) as observations. For POMDP-solving,
that is, for choosing optimal actions, we use a technique of policy trees.

In the technique, policy trees are grouped and dynamically created. With this
technique, sizes of policy trees are minimized, and the agent evaluates a small set
of trees when making a decision. Also, trees in the set are dynamically created.
Evaluating a small set of trees helps improve time efficiency, and dynamically
creating the tree set helps improve space efficiency. Minimizing tree sizes may
improve both time and space efficiencies.

5 State Space Partitioning

To have small tree sets, we partition the state space into subspace, and then
group trees in each subspace into tree sets. Before discussing the tree grouping
algorithm, we introduce our method for state space partitioning.

We define states in terms of concepts in the instructional subject. In software
basics, concepts include program, instruction, algorithm, and many others. We
associate each state with a state formula, which is of the form:

(C1 ∧ C2 ∧ C3 ∧ ... ∧ CN ), (11)

where Ci is the variable for the ith concept Ci, taking a value
√

Ci or ¬Ci

(1 ≤ i ≤ N), and N is the number of concepts in the subject [9]. We use
√

Ci

to represent that the student understands Ci, and ¬Ci to represent that the
student does not. A state formula is a representation of a student knowledge
state. For example, formula (

√
C1 ∧ √

C2 ∧ ¬C3 ∧ ...) is a representation of the
state in which the student understands C1 and C2, but not C3, ... States thus
defined have Markov property.

When there are N concepts in an instructional subject, the number of state
formulas is 2N . This implies that the number of possible states is 2N . As can be
seen in Eq. (5), the cost for evaluating a value function is proportional to the size
of state space. To reduce the cost, we partition the state space into smaller sub-
spaces. The partitioning technique is based on prerequisite relationships between
concepts.

Prerequisite relationships are pedagogical orders of concepts. A concept may
have zero or more prerequisites, and a concept may serve as a prerequisite of
zero or more concepts. For example, in mathematics, derivative has prerequisites
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Fig. 3. A directed acyclic graph (DAG) of 14 concepts and their prerequisite relation-
ships. An edge represents “is a direct prerequisite of”.

function, limit and so on, and function is a prerequisite of derivative, integral, and
so on. To understand a concept well, a student should understand all its prereq-
uisites first. In this paper, when a concept is a prerequisite of another, we call the
latter a successor of the former. For a set of concepts, the prerequisite relation-
ships can be represented by a directed acyclic graph (DAG). Figure 3 illustrates
a DAG of 14 concepts in software basics and their prerequisite relationships. In
the DAG, an edge represents “is a direct prerequisite of”. For example, the edge
from bit to byte represents that bit is a prerequisite of byte.

Figure 4 shows our algorithm for space partitioning. In the first step of the
algorithm, we subdivide concepts such that those having prerequisite relation-
ships are in the same group. Some very “basic” concepts may be in two or more
groups. In the second step, for each group, we create a state subspace by using
concepts in the group to define states, in the way just discussed. In this step, we
first eliminate invalid formulas. By a invalid formula, we mean a formula rep-
resenting that the student understands a concept but does not understand one
or more prerequisites of the concept. For details of the partitioning technique,
please see [7]. After space partitioning, we create policy trees for each subspace.
In a tree, the nodes and edges concern concepts in the subspace only, instead of
all the concepts.

This partitioning method is based on our observation that in a window in a
tutoring process, student questions likely concern concepts that have prerequisite
relationships with each other. The observation suggests that we could localize
the computing for choosing an optimal teaching action within a smaller state
subspace defined by concepts having prerequisite relationships.

The total number of states in the subspaces are much smaller than the num-
ber of states in the space defined by using all the concepts. In addition, the
number and sizes of policy trees in subspaces are much smaller because the sets
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Fig. 4. Algorithm for partitioning state space.

of actions and observations are smaller, which determine the numbers of nodes
and edges in policy trees.

6 Policy Tree Grouping

As discussed, the cost for making a decision depends on the number of trees to
evaluate, that is, the size of T in Eq. (8). For lower costs, we group the trees in
each subspace into small tree sets. When choosing an optimal teaching action,
the agent evaluates trees in a single set. For discussing the grouping algorithm,
we first define optimal action and tutoring session.

In science and mathematics subjects, many concepts have prerequisites.
When the student wants to learn a concept, the system should decide whether
it would start with teaching a prerequisite for the student to make up some
required knowledge, and, if so, which one to teach. The optimal action is to
teach the concept that the student needs to make up in order to understand the
originally asked concept, and that the student can learn it without making up
other concepts.

A tutoring session is a sequence of interleaved student and system actions,
that is, questions and answers, starting with a question about a concept, possibly
followed by answers and questions concerning the concept and its prerequisites,
and ending with a student action accepting the answer to the original question. If,
before the acceptance action, the student asks a concept that has no prerequisite
relationship with the concept originally asked, we consider that a new tutoring
session starts.

We classify questions in a session into the original question and current ques-
tions. The original question starts the session, concerning the concept the student
originally wants to learn. We denote the original question by (?Co), where Co

is the concept concerned in the original question and the superscript o stands
for “original”. A current question is the question to be answered by the agent
at a point in the session, usually for the student to make up some knowledge. A
current question may be asked by the student, or made by the agent. We denote
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a current question by (?Cc), where Cc is the concept concerned in the current
question, and the superscript c stands for “current”. Concept Cc is in (℘Co ∪Co),
where ℘Co is the set of all the direct and indirect prerequisites of Co.

In the following, we discuss an example, which involves concepts database and
file. We assume that file is a prerequisite of database. At a point in a tutoring
process, the student asks question “What is a database?” If database has no pre-
requisite relationship with the concepts asked/taught right before the question,
we consider the question starts a new tutoring session, and it is the original
question of the session. If the agent believes that the student already under-
stands all the prerequisites of database, and answers the question directly, the
question is also the current question when the agent answers it. If the agent
teaches database as “A database is a collection of interrelated files”, and then
the student asks question “But what is a file?”, this system action of teaching
database is not an optimal because the student needs to make up a prerequisite.
At this point the question about file is the current question. If the agent answers
the question about file and the student has no difficulty to understand file, the
action of teaching file is optimal.

Now we consider the grouping of trees. When the agent has current question
(?Cc) to answer, it needs to choose an optimal action. The optimal action may
be to teach Cc or teach one of the prerequisites of Cc, depending on the agent’s
belief about the student’s knowledge state. Recall that in a tutoring step, the
agent evaluates a set of trees and chooses the root action of the tree that has the
highest value. The set of trees to evaluate to answer (?Cc) should include trees
in which root actions are to teach Cc or prerequisites of Cc. Since the ultimate
goal to answer (?Cc) is to answer the original question (?Co), actions to answer
(?Co) should be included in the trees in the set.

Based on the above consideration, we have our grouping strategy: for each
possible pair of (?Co) and (?Cc), we create tree set T Co

Cc . In a tutoring session
with original question (?Co), to choose an optimal action to answer current
question (?Cc), the agent evaluates trees in T Co

Cc . Since T Co

Cc is normally much
smaller than the set of all the possible trees, the cost for choosing an optimal
tree can be significantly reduced. The tree structure will be discussed in the next
section.

7 Dynamic Creation of Policy Trees

7.1 Structure of the Policy Trees

In the following, we denote the system action for teaching concept C by (!C),
and denote a student acceptance action by (Θ). An acceptance action can be
something like “I understand”, and “I see”.

As just discussed, in a state subspace, for each possible pair of original and
current questions, denoted by (?Co) and (?Cc), we create tree set T Co

Cc . The
optimal action to answer current question (?Cc) may be to teach Cc, or to teach
one of the prerequisites of Cc. Therefore, the trees in T Co

Cc have root actions (!C)
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where C ∈ (℘Cc ∪Cc). For each C ∈ (℘Cc ∪Cc), we have a tree in T Co

Cc , of which
the root is (!C). We denote a tree in T Co

Cc with root action (!C) by T Co

Cc .τC .
Now we discuss leaf nodes and paths in a tree. In a tutoring session started

by (?Co), the ultimate goal of the agent is to teach Co. In a policy tree in
T Co

Cc , any leaf node must be a system action to terminate the session, after
a student acceptance action that accepts (!Co). A path in the tree includes
possible questions and answers concerning prerequisites of Co. A policy tree
with root (!C) includes all the possible paths starting with (!C) and ending with
a terminating action. Since possible student questions in the session concern
concepts in (℘Co ∪ Co), we limit the observation set O to questions concerning
concepts in (℘Co ∪ Co) only. (Student actions are treated as observations.)

...
......

...
oMoio1

... ...
... ...... ... ...

...
o′
1 o′

i

(Θ)

(Θ)

(!C)

a a a a

a′a′a′a′
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M ′

Fig. 5. The general structure of policy tree T Co

Cc .τC (from [9]).

Figure 5 illustrates the general structure of policy tree T Co

Cc .τC . The root of
T Co

Cc .τC is (!C), i.e. an action for teaching C ∈ (℘Cc∪Cc). When C has M prereq-
uisites C1, ... CM , the root has M +1 children. The observations o1, ..., oi, ..., oM

are student actions (?C1), ..., (?Ci), ..., (?CM ). The first M children are sub-trees
connected by the observation edges. Actions at the sub-tree roots are in the set
of (!C1), ..., (!CM ). Note that edge oi (1 ≤ i ≤ M) connects to one of them. The
last edge is labeled with (Θ), and the last child is a sub-tree rooted by (!Cu),
where Cu is one of the direct successors of C. When C has more than one direct
successor, Cu is the one on the path from Co to C. The semantics of such root-
children structure is that after (!C), if the student accepts (!C), teach the direct
successor Cu, if the student asks about a prerequisite of C, teach a prerequisite.
The prerequisite to teach is dynamically selected. The selection will be discussed
in the next subsection.

In a policy tree, each sub-tree is structured in the same way, for example the
sub-tree connected by the edge of oi in Fig. 5. The root has edges for prerequisites
of the concept in the root action and an acceptance edge, illustrated by o′

1, ..., o′
i,

..., o′
M ′ and (Θ), where M ′ is the number of prerequisites of the concept in the

root action. However, if a prerequisite has been taught in the path from the tree
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root, no edge is created for it. If a root action is (!Co) for answering the original
question, its acceptance edge connects to an action for terminating the session.

7.2 Creation of the Policy Trees

When the student asks question (?Co) starting a new tutoring session, the agent
goes to the subspace that contains Co and all the prerequisites of Co. To answer
current question (?Cc) in the session, it evaluates all the trees in tree set T Co

Cc . We
have developed a new technique to dynamically create the tree set right before
it is evaluated. This technique has better space efficiency than the method of
storing a tree database.

As discussed in the previous subsection, root actions in trees in T Co

Cc teach
concepts in (℘Cc ∪ Cc). In the general structure of a policy tree (illustrated in
Fig. 2), each edge (observation) connects to all the possible actions (in different
trees). With this structure, for each C ∈ (℘Cc ∪Cc) the number of trees with root
action (!C) is exponential in the number of possible observations (see Eq. (10)).
That is, the number of trees having the same root action is exponential.

To reduce the cost for evaluating policy trees, in T Co

Cc we create only one tree
for each C ∈ (℘Cc ∪ Cc), and use it to approximate an exponential number of
trees. To have only one tree for each C ∈ (℘Cc ∪ Cc), we connect each edge to
one action, instead of all the possible actions. For example, when creating the
tree in Fig. 5, we select one action for edge o1, one action for o2, ... one action
for o′

1, one action for o′
2, and so on.

In experiments, we discovered that in a state only a very small number of
actions have large enough chances to be taken. Also, in computing Eq. (5) for
evaluating trees, most actions contribute little to tree values. This suggests that
we would not lose much information when ignoring the actions that have little
chance to be taken and contribute little. In the following, using the tree in Fig. 6
we discuss the selection of one action for each edge.

oMoio1

o′
1 o′

i

(Θ)

(Θ)

(!C)

a

a′

o′
M ′

bt

bt+1

bt+2

... ... ... ... ... ...

... ... ... ... ... ...

Fig. 6. Action selection in the general structure of policy tree T Co

Cc .τC (from [9]).

Assume at time step t, the agent has belief bt, and will evaluate tree set T Co

Cc ,
and assume the tree in Fig. 6 is T Co

Cc .τC . In creating the tree, we select (!C) as
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the root, which is a possible action to take at t, and then select an action for
each edge based on an updated belief at the next level, and so on. For example,
we need to select action a for edge oi based the updated belief bt+1, select a′ for
o′

i based on the updated bt+2, and so on [9].
Let bt+1 be

bt+1 = [bt+1(s1), bt+1(s2), ..., bt+1(sQ)]. (12)

In bt+1 we can find the j such that bt+1(sj) ≥ bt+1(sk) for all the k �= j (1 ≤
j, k ≤ Q). Assume the state formula of sj is

(
√

C1
√

C2...
√

Cl−1¬Cl...¬CN ′). (13)

The belief and state formula indicate that most likely the student does not
understand Cl, but understands all of its prerequisites. Considering a single
step, we select (!Cl) as an optimal action at bt+1. Thus we select (!Cl) as a, and
connect the edge of oi to it. Figure 7 summarizes the algorithm for creating a
policy tree.

Fig. 7. Algorithm for tree creation.

7.3 Choosing Optimal Action and New Current Question

As has been discussed, when the original question is (?Co) and the agent needs
to answer the current question (?Cc), it evaluates all the policy trees in T Co

Cc

based on its current belief, and finds the tree that has the highest value (optimal
tree). When choosing the optimal policy tree by using Eq. (8), we substitute T
with T Co

Cc .
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A policy tree is not a tutoring plan that the agent will follow in the future.
It is the strategy for the current step: After choosing the optimal tree, the agent
takes the root action. Then it will terminate the session, or have a new current
question, depending on the student action (observation):

1. If the student action is (Θ), and the (Θ) edge connects to a terminating action
in the tree, the agent terminates the tutoring session;

2. If the student action is (Θ), and the (Θ) connects to (!C) where C is a direct
successor of the concept in the root action, the agent considers (?C) as the
new current question;

3. If the student action is (?C), where C ∈ (℘Cc ∪Cc), the agent considers (?C)
as the new current question.

In the second case above, the agent will teach C without further computing.
In the third case, the agent chooses an optimal action in the same way, i.e. by
evaluating a set of policy trees and finding the tree having the highest value.

8 Experimental Results and Discussion

8.1 Evaluating Adaptive Teaching

In this section, we present two sets of experimental results. The first set includes
the results of evaluating adaptive teaching of the system, and the second set
includes the results of testing the technique for dynamic creation of trees. The
data set used in the experiments included 90 concepts in software basics. Each
concept had zero to five prerequisites.

We used a two-sample t-test method to evaluate the system performance
in adaptive teaching. The test method was the independent-samples t-test. 30
students participated in the experiment. They were adults who knew how to use
word processors, Web browsers, etc., but had no formal training in computing.
The students were randomly divided into two equal size groups. Group 1 studied
with the ITS with the POMDP turned off, and Group 2 studied with the POMDP
turned on. Each student studied with the ITS for about 45 min. The student
asked questions about concepts in the subject, and ITS taught the concepts. The
performance parameter was rejection rate, which was the ratio of the number of
system actions rejected by a student to the total number of system actions for
teaching the student.

For each student, we calculated a rejection rate. For the two groups, we
calculated mean rejection rates X̄1 and X̄2. The two sample means were used to
represent population means μ1 and μ2. The alternative and null hypotheses are:

Ha : μ1 − μ2 �= 0, H0 : μ1 − μ2 = 0

The means and variances calculated for the two groups are listed in Table 1.
In the experiment, n1=15 and n2=15, thus the degree of freedom is (15 − 1) +
(15 − 1) = 28. With alpha at 0.05, the two-tailed tcrit is 2.0484 and we calcu-
lated tobt = +8.6690. Since the tobt is far beyond the non-reject region defined
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by tcrit = 2.0484, we could reject H0 and accept Ha. The analysis suggested
that the POMDP could significantly reduce the rejection rate. This implies that
the POMDP helped the system significantly improve adaptive teaching.

Table 1. Number of students, mean and estimated variance of each group (from [9]).

Group 1 Group 2

Number of students n1 = 15 n2 = 15

Sample mean X̄1 = 0.5966 X̄2 = 0.2284

Estimated variance s21 = 0.0158 s22 = 0.0113

8.2 Evaluating Space Efficiency

We tested the dynamic tree creation technique with the same data set of software
basics, on a desktop computer with an Intel Core i5 3.2 GHz 64 bit processor
and 16 GB RAM. For comparison, we also tested a static tree creation technique.
Both the static and dynamic tree creation techniques shared the same algorithms
for partitioning state space and grouping trees. The difference is that in the static
technique all the tree sets were created and stored in a database before the ITS
started teaching students, while in the dynamic technique a tree set was created
right before it was evaluated. In both techniques, the state space was subdivided
into six subspaces. The largest subspace included 27 concepts, 4,970 valid states,
170 tree sets, and 688 trees.

Table 2. Comparison between static and dynamic tree creation methods (from [9]).

Static creation Dynamic creation

Permanent pace usage 1.078 GB 0

Max space usage 1.078 GB 215.68MB

Database creation time 36,888 ms

Max tree creation time 158ms

Belief update time 525ms 518ms

Max decision time 147ms 152ms

Max response time 669ms 828ms

In Table 2 we list results of the two techniques. The space usage includes that
for the tree database or tree sets only. The maximum tree creation time was for
creating the largest tree set, of which the size was 215.68MB. The maximum
decision time was for evaluating trees in the largest tree set and choosing the
optimal tree. Response time included the time for calculating a new belief, and
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evaluating a tree set to choose an optimal tree. The maximum response time
was recorded when the largest tree set was evaluated.

The experimental results indicated that the dynamic tree creation technique
was effective for building space-efficient ITSs. Its space usage was a small fraction
of that of a static tree creation technique. In terms of time efficiency, the dynamic
technique was comparable to a static technique. Since the time for dynamically
creating a tree set is short, the total response time was only slightly longer. As
can be seen in Table 2, the maximum response time with dynamic tree creation
was less than a second. For a tutoring system, such response time could be
considered acceptable. Time efficiency can be improved with a cache of tree sets.

9 Conclusion

POMDP-solving is a key operation for choosing optimal teaching actions in an
ITS based on the POMDP model. Solving a POMDP in tutoring a practical
subject is intractable in both computing time and space usage, even when the
technique of policy trees is employed, which is considered the most efficient cur-
rently. The research reported in this paper is aimed at addressing the space
complexity problem. It has obtained encouraging initial results: The space usage
has been significantly reduced while response time remains acceptable. The tech-
niques of dynamic tree creation and tree grouping contribute to the achievement.
With dynamic tree creation, no space is required to store a tree database. The
technique of tree grouping helps improve time efficiency. The techniques enable
ITSs to teach “practical” subjects. They are especially useful for building ITSs
on handheld devices, which usually have limited storage spaces and computing
power.
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Abstract. Learning analytics dashboards constitute an effective tool for mon-
itoring learning activities that take place in online learning environments.
Thanks to dashboards, teachers can promptly detect low levels of student
engagement in given tasks, incorrect usage of a system, and other types of
pedagogically relevant information, which helps them to better support students
in achieving their learning objectives. This study describes the integration of a
dashboard in an online learning system. The system includes a tool that guides
students in the creation of highly informative bilingual glossaries, a service that
traces student searches on the web for reference material, and a service that
tracks student interactions with the glossary. The data thus collected are selec-
tively displayed in the newly developed dashboard. The dashboard was
specifically designed to allow teachers to monitor the students’ approaches to
glossary building and to provide individual remedial feedback, if necessary. It
was also intended to spur students to keep on a par with the rest of the class, by
seeing their status compared to the rest of the class. The system was tested with
two groups of university students specializing in interpreting, and two different
teachers. The results of the experiments suggest that this integrated system
manages to achieve its goals and provides students and teachers of interpreting
with an innovative online tool that concretely fosters and supports vocabulary
building.

Keywords: Learning analytics dashboard � Interpreting � Tracking systems

1 Introduction

In interpreter training, the creation of personal glossaries constitutes a relevant learning
activity to develop students’ abilities related not only to terminology acquisition [1],
but also to content acquisition in a specific knowledge domain [2]. Both abilities are
fundamental requirements for interpreters (e.g. [3, 4]).
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Moreover, the creation of personal glossaries is a learning activity that involves a
wide range of cognitive, linguistic and practical skills (e.g. [5, 6]) and it is a primary
and largely used method for acquiring technical vocabulary.

As a complex process, consisting of several steps, the creation of a glossary can
benefit from the use of software programs. The most widely used applications for
creating glossaries include programs specifically developed by or for interpreters and
translators, such as Interplex1, Lookup2, and SDL Multiterm3, as well as components of
the MS Office suite, such MS Word or MS Excel (e.g. [7, 8]). However, these tools are
not integrated within online learning environments and do not include learning ana-
lytics dashboards for teachers and/or students. In other words, they lack features that
monitor the overall learning process and that could make the learning activity more
effective.

In this paper, we present a learning analytics dashboard that allows teachers to
analyse the way students populate a bilingual glossary and to monitor their progress in
such a task. The dashboard has been integrated in the LearnWeb environment, an
online learning platform that supports competence development through specifically
designed (autonomous as well as collaborative) learning tasks. The LearnWeb envi-
ronment keeps track of the students’ activities in the glossary and of their searches on
the Web for reference material. This integrated system aims to support students in the
creation of glossaries, and teachers in monitoring the students’ approaches to this
particular task and in providing individual remedial feedback, if necessary.

The paper is organized as follows: Sect. 2 introduces the dashboard, which was
specifically designed to analyse learning activities involved in the creation of personal
glossaries, and illustrates the theoretical considerations that guided its creation; Sect. 3
describes the new functionalities that were developed in the LearnWeb environment to
support the creation of the glossaries, including a description of the dashboard’s
interface; Sect. 4 reports on the testing of the glossary tool and dashboard with two
groups of university students specializing in interpreting and focuses on advantages and
limitations of the current version of the system; finally, Sect. 5 draws conclusions
based on the current experimentations, and outlines perspectives for future research.

2 Designing a Learning Analytics Dashboard to Support
Interpreter’s Training

2.1 Dashboard Design

Dashboards are used in several fields to support decision-making processes and, with
the development of Learning Analytics approaches, they have been adopted even in
educational contexts. Dashboards are effectively used not only by teachers – who
appreciate the possibility to monitor key indicators of students engagement in visual

1 http://www.fourwillows.com/interplex.html.
2 http://www.traductorado.edu.ar/lookup/.
3 http://www.sdl.com/it/solution/language/terminology-management/multiterm/.
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ways – but also by students – who gain greater awareness of their own learning
achievements [9].

In a recent paper, Bodily and Verbert [10] perform a comprehensive literature
review of student-facing learning analytics reporting systems, including dashboards.
The papers reviewed include not only articles describing the functionalities of this type
of systems and their experimentations, but also papers describing their design and
development processes. An important remark emerges from this analysis: besides
describing practical uses of given dashboards, papers should also describe their design
and development phases, as these play a crucial role in Learning Analytics. In par-
ticular, when designing and developing a dashboard, it is important to:

– identify the key indicators which will be monitored through the dashboard;
– identify the visual elements that should be included into the dashboard for a better

visualization of results;
– identify the types of indicators and alert mechanisms that should be implemented

into the charts for the different users (learners, teachers).

In the current project, we started designing the dashboard by identifying the
glossary activities to monitor (key indicators). The identification of key indicators is
strictly related to the learning activities the students are involved in. For example,
general data related to platform access and time spent on specific online activities are
useful indicators to detect students’ participation, but they are not sufficient to provide
information about the effectiveness of the learning experience. To this aim, it is
extremely important that developers engage with domain experts to jointly identify
which activities, in the online system, to trace and which types of measure to report to
teachers and, selectively, to students. From our experience, quantitative measures are
not always the most suitable option, especially when it comes to the identification of
learning achievements. For instance, in our scenario, when populating a glossary, the
student has to provide a description of the term s/he is including. In this case, quan-
titative measures such as the number of terms described or the length of the descrip-
tions do not reveal anything about the quality of the description. Moreover, evaluating
the description using automatic procedures is a very complicated task. In cases like this,
a dashboard should give teachers the possibility to monitor the students’ activities and
directly access those elements that allow them to assess the students’ learning results.

While designing our dashboard, we made an effort to identify key indicators and
visual elements that would really help teachers to monitor salient aspects of the
learning processes involved in glossary creation.

Specifically, we decided to divide the dashboard into three main parts:

1. General activities, a section where the teacher would find general information about
the students’ interactions with the system.

2. Activities on the glossary, a section monitoring specific activities related to the
creation of a personal glossary.

3. Secondary activities on the glossary, a section presenting student interactions with
the web while populating a glossary with information.
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The first part is meant to monitor students’ general involvement with the system by
detecting activity and inactivity periods. This section aims to help teachers to identify
those students who face issues in using the system.

The second part is designed to monitor the student’s ability to create and populate a
glossary. Here, the dashboard provides information about whether, to what extent, and
how the student completed the compulsory and the optional fields, by offering sum-
mary and percentage data of the number and types of fields filled in, but also a list of
the textual data the student entered in the description field. In this case, the evaluation
of the quality of the description with respect to the objectives established by the
teachers requires manual intervention.

The third part is used to monitor the student’s ability to search the Web for
information. This section is extremely useful to identify the preferred sources of ref-
erence used by students. The view reported in this part of the dashboard can be used to
check correspondence between the sources declared by a student in the Source field and
the web sites s/he actually visited.

The next section illustrates the tracking system and the data collected.

2.2 Tracking Data for the Dashboard: The Logs and the Proxy

To capture learners’ activities, both direct and indirect observation methodologies can
be adopted. The latter, which include questionnaires, are mostly based on self-
evaluation, and, though suitable to measure the perception of the students about the
topic under investigation, may not reflect the actual work done by the learners. For this
reason, direct observations, such as behavioural observations, are increasingly captured
on a large scale.

When students interact with online systems, direct observations can be collected on
remote servers by logging their interactions with the given applications, systems, and
services [11]. Many studies have already used log data to analyse learning activities
[12–14]. Dumais et al. provide a comprehensive overview of behavioural log data and
analysis in the Human and Computer Interaction filed [15].

In particular, they point out that “an important characteristic of log data is that it
captures actual user behaviour and not recalled behaviours or subjective impressions of
interactions”.

In our project, for each section of the dashboard a specific set of indicators was
defined. Each indicator is related to student interactions with specific functionalities of
the system.

Table 1 lists the indicators that provide a general overview of the activities
undertaken by students interacting with the system.

Three types of interactions were selected, in order to detect: (i) interactions with the
system (such as login/logout activities), (ii) interactions with the glossary tool and
interface (e.g. creating a new term, deleting an existing term, adding new descriptions,
and so on), (iii) interactions with the web for search purposes (all the web searches
performed by students).

The indicators chosen to monitor the students’ activities on the glossary are
reported in Table 2. Our Glossary tool requires students to constantly add new entries
to the glossary. Each entry contains two term pairs: the Italian term and its translation
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into English. Moreover, each term is accompanied by a set of compulsory and optional
attributes. In particular, students have to specify the topic and subtopic to which the
term pair belongs. These inform a classification for the entries added. The students also
have to provide a short textual definition of the defined concept. Optionally, they can
also fill in the following fields: Pronunciation; Acronym; Phraseology; Uses; and
Sources. The Pronunciation field accepts any type of text including IPA (International
Phonetic Alphabet) symbols. In the phraseology field students can enter collocations or
any other additional information, such as part-of-speech or links to images. The Uses
field specifies the linguistic register of the term (e.g. colloquial, technical, etc.). Finally,
the Source field is used to specify the main source of information used to fill in the
glossary.

The third section of the glossary aims to intercept the Web searches done by the
students to find information for their glossary. The indicators used in this section are
listed in Table 3. Most online learning environments (e.g. Moodle or WebCT) utilize
only inbuilt logging facilities. But many language-learning tasks require students to
search the Web for information, thus working outside the tool used during the course.
These external actions cannot be logged by course management systems such as
Moodle. In [16] the Weblog Analysis Tool (WAT) is used to analyse at activity level
the log file data of learners’ interactions collected within a Web-based learning

Table 1. Indicators used to detect general interactions with the system.

Indicator Description

System_interactions Total number of interactions with the system
Glossary_interactions Number of interactions with the system, considering only the

activities connected to the Glossary
Search_interactions Number of interactions with the system, considering only the

activities connected to Web Searches

Table 2. Indicators used to detect interactions with the glossary tool and interface.

Indicator Description

Total_terms Number of terms inserted
Total_concepts Number of concepts (i.e. descriptions) inserted
Pronunciation_field Number and percentage of items for which the Pronunciation field was

filled in
Acronym_field Number and percentage of items for which the Acronym field was filled

in
Phraseology_field Number and percentage of items for which the Phraseology field was

filled in
Uses_field Number and percentage of items for which the Uses field was filled in
Source_field Number and percentage of items for which the Source field was filled in
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environment (a courseware website), in order to gain information about the tasks that
the learners had engaged in and to determine the achievement of educational
objectives.

The study by Perez-Paredes et al. [17] goes beyond this and uses the log files of a
proxy server to analyse which websites students visited to fulfil their task. But this
requires a controlled environment, like a classroom, where the course manager can
fully control Internet access or has the privilege to install logging software on the
students’ computers. Other studies have used screen-capturing software like Camtasia
or Adobe Connect to record students’ learning activities [18]. But these recordings
have to be analysed manually; thus the number of subjects is limited by the number of
evaluators. Such a method can also be considered more obtrusive than server-side
logging.

In the current system, we have developed a novel tracking framework that allows
researchers to track all the pages a student views during a learning session without
requiring changes on the student’s computer. The system tracks also external websites,
such as Wikipedia.org or Google.com. Furthermore, it is not limited to classroom use,
so students can access it from home and use online resources as they normally would.
This makes our system very unobtrusive compared to previous approaches. The
information traced through this framework is then used to provide charts showing the
percentage of different types of sources used by students, and the actual web pages
visited while working on the glossary in LearnWeb.

Furthermore, we trace mouse movements and keyboard input by users, in order to
detect their active interactions with web pages. Previous studies did at most consider
the time spent by a user on a website. To that end, they often used rough guesses, such
as the timespan between two subsequent web requests. This is a very simple measure
that does not recognize periods of inactivity (for example when the user temporarily
leaves the computer to get a cup of coffee). We named our system Web Analytics
Proxy Service (WAPS). This tracking system is available to other researchers under the
domain www.waps.io.

2.2.1 Technical Description of the Web Analytics Proxy Service
The main challenge in tracking users’ Internet activities is that web server log files are
usually only accessible to the server’s owner. For example, the operator of a Moodle
instance can easily log every request a user makes to the system, but when the user
leaves the platform and opens an external webpage, for example to check a term at
www.linguee.it, all the actions happening on this external page are outside the scope of

Table 3. Indicators used to detect interactions with the Web.

Indicator Description

Used_sources Percentage of sources used by students
Proxy_list Proxy source list
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the Moodle operator. Hence, the user’s activity there cannot be tracked, at least without
installing special tracking software on the user’s computer.

To overcome this problem, we have implemented a proxy service that keeps users
on our server, which allows us to log their activities. When a user follows a link to an
external website, such as www.linguee.it, they are directed to a subdomain on our
server, e.g. www.linguee.it.waps.io. Our service issues a request to the actual web
resource at www.linguee.it and forwards the response to the user. To make sure that the
user receives exactly the same response s/he would get without the proxy service, it is
crucial to send the same HTTP header information that we received from the user to the
actual resource as well. This includes information such as the user’s preferred lan-
guage, browser type and cookies.

The returned page will most likely contain links to other pages on the same or other
domains. To make sure that the user does not leave our proxy, which would interrupt
the tracking, we modify all the hyperlinks on the page to point to our proxy service.
This is done by parsing the HTML code and modifying attributes like src or href which
typically contain URLs. Modern websites make excessive use of JavaScript and some
create HTML content dynamically or retrieve it through AJAX calls. This content may
contain links which cannot be altered by our proxy server. Therefore we inject a
JavaScript code snippet in each proxy response. This snippet modifies all the
dynamically created hyperlinks to point to our proxy service.

With regard to tracking, the proxy server can create logs which contain simple
information such as the browser model, URL and date when a specific website was
visited by a user. To gather more in-depth information, we use JavaScript to record the
user input actions, such as mouse movement, scrolling, clicking and typing. We also
record when the browser window loses the focus, i.e. when the user switches to another
browser tab or puts the whole browser window into background.

For each input action our system records the time and the position on the page. To
limit the log size and the transferred data, we record up to 3 mouse positions per second
while the mouse is moved. The log data is accumulated into batches and sent asyn-
chronously to our tracking server; this way the browsing experience is not influenced
by the tracker. This data is used to calculate how active a user was on a page. For these
purposes, we treat all the subsequent actions taking place within a sliding window of
five seconds as a single continuous action and we assume that the user was active
during the whole timespan between the first and last action. A dedicated interface
shows all pages viewed by the user in chronological order.

3 The LearnWeb Platform and Its Glossary Tool

3.1 The LearnWeb Environment

We implemented the Learning Analytics Dashboard outlined in the previous section by
integrating it in the LearnWeb environment. LearnWeb is a learning and competence
development platform that provides advanced features for searching, organising and
sharing distributed resources in an environment that allows users to work both indi-
vidually and collaboratively [19]. This platform provides users with a search interface
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for retrieving and sharing resources across various Web 2.0 services, such as YouTube,
Flickr, Ipernity, Vimeo, and Bing, as well as LearnWeb itself.

The platform is characterized by an iterative evaluation-driven design-based
research approach [20]. The system has been developed at the L3S research center in
Hannover through continuous collaboration between researchers and practitioners.
Such collaboration is fundamental in order to cyclically assess and improve the
functionalities of a system [21], tailoring them to practitioners’ needs.

The current release of the system provides several innovative features designed to
support teachers and students in individual and collaborative learning tasks. These
features include:

1. searching, sharing and aggregation of different learning resources distributed across
various Web 2.0 repositories;

2. annotation facilities, such as tagging and commenting;
3. collaborative writing with the integrated Open Office tool;
4. specific functionalities to support language learning activities, such as TED talk

transcripts annotation [22];
5. automatic logging of students’ actions.

The system has recently been enhanced with a tool for creating glossaries,
specifically developed to support the learning activities of students of interpreting. The
glossary tool is described in the following section.

3.2 The Glossary Tool

The Glossary tool was inspired by scientific literature on interpreting [1, 2, 7, 23], and
it was designed to meet the needs of students training in interpreting. From the user
perspective, in LearnWeb a glossary is a type of resource, on a par with images, videos
and text files. From a technical perspective, a glossary is a database that may host a
potentially infinite number of entries.

Each entry is composed of at least two terms (a term pair), i.e. the source term and
its translation into another language. Synonyms in the source or target languages can be
added to a given entry (as pointed out by Rogers in [24] synonyms are very frequent in
technical and scientific language); thus, depending on the presence of synonyms, each
glossary entry may include two or more terms. Each term in a glossary entry is
accompanied by attributes corresponding to given fields in the glossary interface; these
extra fields are aimed at enriching the description of the term.

In the experimentations described in this paper the glossary was set for the English-
Italian language pair, but the interface can be easily adjusted for other language pairs.
Figure 1 shows the interface the student sees when inputting a new entry. Figure 2
shows what the glossary looks like when a few term pairs have already been inputted.

Each time a user wants to add a new entry to the glossary, s/he is presented with the
fields listed below:

– Topic 1 (compulsory field): the student is required to select the general topic under
which s/he wants to classify the given term pair. A list of topics is provided in a
dropdown menu.
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– Topic 2 and Topic 3: these fields are meant to help the student to classify the entries
according to a logical and functional ontology. In the current experiment, the stu-
dents were guided in the selection of Topic 2 by means of a dropdown menu
containing options provided by the teacher. Topic 3, on the other hand, is open text
box.

– Description (compulsory field): the students are invited to enter a short definition of
the concept that is linguistically realized by the given term pair. This field is meant
to draw the student’s attention to the meaning of the terms, rather than the terms
themselves. Furthermore, being a searchable text box, the description field also
allows users to retrieve specific terms even when one does not remember them.
Finally, from a technical perspective, the Description field is the element that keeps

Fig. 1. The interface the student sees when inputting a new entry. (Color figure online)

Fig. 2. The glossary when term pairs have been inputted. (Color figure online)
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the source and target terms, their synonyms and all the other attributes together to
form a single entry.

– Term EN (compulsory field): this is the field where to enter the English term.
– Term IT (compulsory field): this is the field where to enter the Italian term.
– Pronunciation: a text box which accepts any type of characters, including IPA

(International Phonetic Alphabet) ones.
– Acronym: a text box to enter acronyms, if any.
– Phraseology: a text box with no restrictions in terms of number of characters. Its

size in the database automatically adjusts to its contents. This box can be freely used
by students to enter as many collocations and colligations as they want, but also any
type of information which have no specific place in the glossary interface, such as
part-of-speech information, and links to online images.

– Uses: draws the student’s attention to linguistic register by means of three options
(Technical, Popular, and Informal). There is also the possibility to select all the
three options at once.

– Sources: here the student should specify the primary source of information used to
fill in the glossary fields. The dropdown menu includes a list of possible sources,
such as: Wikipedia; encyclopaedia; monolingual dictionary; bilingual dictionary;
scientific/academic publication; institutional website; Linguee or Reverso.

As reported above, only four of the given fields are compulsory; these are the ones
that represent the minimum amount of information necessary to make up a glossary.
All the other fields are optional. Moreover, all fields and menus can be customized to
the teachers’ needs, upon request.

Finally, the student can delete an existing entry or term at any time, by clicking on
the red round icon in Figs. 1 and 2. Existing entries can be modified by clicking on the
pencil icon in Fig. 2.

Various types of searches can be performed in glossaries. In particular, the ‘Search
all fields’ box allows students to retrieve all the glossary entries that include a given
word in any of the glossary fields. Finally an Excel icon allows students to download
the entire glossary or filtered results in Excel format for printing.

3.3 Dashboard Interface

The LearnWeb environment integrates the glossary dashboard for both teachers and
students.

The teacher dashboard provides an overview of the activities carried out by the
students. As explained in Sect. 2, the activities are organized into three main groups.
Particular attention is given to the activities the students carry out on the glossary
(Fig. 3) and to the sources of information they use (Fig. 4). The charts in the dashboard
are based on the indicators listed in Tables 1 and 2.

If the teacher selects a specific time span, the graphs and tables update accordingly.
Furthermore, specific students can be filtered out from the general group.

In fact, in this integrated dashboard, teachers can visualize the activities of an
individual student by clicking on the correspondent student ID. Like group views, the
detailed view for each student consists in a set of charts related to: (i) the student’s
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general activities, (ii) his way of organizing and populating the glossary, and (iii) his
searches on the Web for information (Fig. 5).

The student dashboard has been designed to enable student’s self reflection on the
learning activities related to the creation of the personal glossary. In particular, an
alerting system has been included to allow individual students to view their standing
and progress with respect to the group’s average. Small symbols in red, green and
yellow respectively indicate whether the student’s progress is under, over or equal to
the average of the group. The students should be explained that these symbols are not
forms of assessment of their learning progress, but mere indicators of a student’s
relative status as regards the task, compared to the rest of the class.

Fig. 3. Teacher dashboard - View of the students’ general activities.

Fig. 4. Teacher dashboard - View of the students’ main sources of information.
(Color figure online)
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Owing to the WAPS, the dashboard also shows statistics of the web searches
performed by the students while working on a glossary, including the time spent on a
specific site and how long the student was active (moving the mouse, scrolling, clicking
or typing). The interface also shows a list of the web sites viewed by the student, in
chronological order (Fig. 6). In this particular case, the user first searched for “small
intestine” on the LearnWeb platform. Next he opened www.linguee.com and searched
for the Spanish and Italian translations of this term. Afterwards he returned to
LearnWeb and added his findings to his glossary. Finally, he opened a Wikipedia
article.

Through the “playback” feature, the teacher can see the student’s actions step by
step (Fig. 7). To this aim, the system displays the page at exactly the same window size
the user viewed it and visualizes the mouse movements recorded. The timeline at the
top of this window shows periods and types of activity/inactivity during the specific
page session. Yellow indicates mouse movements, and red scrolling or clicking. Grey
indicates inactivity.

Fig. 5. Teacher dashboard - View of a student’s searches on the Web for information. (Color
figure online)

Fig. 6. Dashboard view of a student’s web searches [25].
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4 Testing the Glossary Tool and the Learning Analytics
Dashboard

4.1 Methodology

The Glossary tool and the Learning Analytics dashboard were first tested on a group of
34 AM students attending an Italian university, in a module on consecutive inter-
preting. At the beginning of the module, the teacher presented LearnWeb and the
Glossary tool, and explained the rationale of each field. As regards the Phraseology
field, the teacher suggested it could be used in a rather open way, i.e. not only to enter
collocations, but also any other pieces of information they deemed useful. The students
were then invited to individually create a personal LearnWeb glossary on medical
topics. The teacher also clarified that she expected them to build up their glossaries on a
daily basis, as home activity in preparation for the interpreting exam. Finally, the
students were instructed on how to use the platform for searching the web for reference
material and were informed that all their actions would be tracked, including the web
sites they visited. No one denied permission to track the actions. The students kept on
building their glossaries throughout the academic term, until the day of the exam. The
testing phase, thus, stretched over a period of about 3 months.

Twenty days after the beginning of the module, the students were asked to fill in a
short questionnaire4 aimed at collecting their opinions on the user-friendliness of the
platform and of the Glossary tool. Using 9-point Likert scales, the questionnaire asked
the students to assess the following dimensions:

Fig. 7. The “playback” window [25]. (Color figure online)

4 The questionnaire was created using the open source tool Limesurvey.
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1. General appreciation of the system (terrible – wonderful).
2. Easiness of use of the system (difficult – easy).
3. Personal reaction to using the system (frustrating – satisfying).
4. System’s power (inadequate power – adequate power).
5. Enjoyment in using the system (dull – stimulating).
6. System’s flexibility (rigid – flexible).
7. System’s interface (confusing – very clear).
8. User-friendliness in creating a glossary (very difficult – very easy).
9. Glossary’s easiness of use (very difficult – very easy).

10. User-friendliness in searching the Web from within LearnWeb (very difficult –
very easy).

The questionnaire also asked the students to list three negative and three positive
aspects of the Glossary and to freely add further comments. The results of the students’
answers are summarized in Sect. 4.2.1.

Finally, in keeping with the iterative evaluation-driven design-based research
approach that characterizes this platform, the students’ answers and suggestions led to
a second version of the glossary tool. This updated version and the dashboard were
tested with a group of 60 undergraduates attending a module of liaison interpreting
revolving around tourism discourse. The students used the Glossary tool throughout
an academic term. As in the previous case, they were introduced to the tool and its
features in class, but were asked to create and populate a personal glossary at home,
in preparation for the exam. The teacher used the dashboard in a fashion similar to
the one described in previous paragraphs. Two differences distinguish this experiment
from the previous one: this second experiment did not test the WAPS tracking
system, because the teacher asked the students to use the material provided in class
as reference material for their glossaries, and no extra web searches were needed; the
students were asked to bring a printed copy of the glossary at the exam and hand it
out to the teacher. At the end of the course, the students were invited to fill in the
online questionnaire. The updated version of the system was rated and commented by
19 students. The results of the students’ answers to the online questionnaire are
summarized in Sect. 4.2.2.

Both teachers used the dashboard to monitor the students’ use of the glossary,
checking the amount and kind of information they entered in the various fields, and
giving students in need personalized feedback. The teachers’ comments on the glossary
and dashboard were collected through personal interviews. Their comments are sum-
marized in Sect. 4.2.3.

4.2 Results

4.2.1 Testing the First Version of the Glossary Tool –
Questionnaire Results

The platform and the Glossary tool seem to have been generally appreciated by the
students taking part in the first experimentation of this integrated system. Table 4
reports how the ten dimensions considered scored in the student’s questionnaires.
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Measured on a 9-point scale, the platform in general (Dimensions 1–7) scored on
average around 7. The Glossary tool (Dimensions 8–9) scored slightly higher, with an
average score of 8 as regards the easiness to create a new glossary, and 7.5 as regards
the easiness to fill in the glossary. Searching the Web from within LearnWeb
(Dimension 10) scored slightly lower, but still positive (6.7).

The students’ replies to our request to list three positive features confirmed that all
the existing features were appreciated, with different students showing appreciation for
different features. Fairly common answers were that that the system had stimulated the
students to create and expand their glossaries.

In their replies to our request to list three negative features, the students suggested
the following:

1. To add a field for images.
2. To expand the range of items in the Topic 1 drop-down menu, thus making it

possible to create glossaries on topics other than medicine.
3. To support the creation of multilingual glossaries (more than two languages).
4. To include the possibility to order glossary terms alphabetically.
5. To add an explicit indication of the number of entries in the glossary.

Comments 2, 4, and 5 were immediately accepted and implemented, thus bringing
about the updated version of the tool which was tested by undergraduate students.

4.2.2 Testing the Updated Version of the Integrated System –

Questionnaire Results
As regards the general questions about the system and the glossary, the undergraduate
students’ average rates – reported in Table 5 – are not substantially different from the
MA average rates. As mentioned before, Dimension 10 (Searching the Web from
within LearnWeb) was not tested with this group of students.

The students’ replies to our request to list three positive and three negative features,
and to add further comments showed general appreciation for the existing glossary
fields, and in particular of:

– the Phraseology box;
– the Pronunciation field;
– the Synonym feature;

Table 4. Questionnaire results – Average scores.

Dimension 1 2 3 4 5 6 7 8 9 10

Average score 6.9 7.0 6.7 7.1 7.3 6.7 7.3 8.0 7.5 6.7

Table 5. Questionnaire results – Average scores.

Dimension 1 2 3 4 5 6 7 8 9

Average score 6.5 7.6 6.6 7.1 7.1 6.4 6.8 7.8 7.9
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– the auto-saving of glossary entries;
– the indication of the number of entries in the glossary.

However, about 25% of the students mentioned difficulties is exporting the glossary
and printing it out. Some students also signalled that deleting a glossary entry was far
too easy, in that it only requires a single click and no confirmation box appears; this had
led, in some cases, to the accidental deletion of an entire entry, which then had to be
recreated from scratch.

4.2.3 Teachers’ Comments on the Dashboard
The MA teacher fully appreciated the dashboard and used it to provide remedial
feedback during the academic term. For example, about a month after the beginning of
her module, the dashboard’s graphs/tables showed that a few students were system-
atically underusing the Phraseology or the Pronunciation fields; the teacher spoke to
these students individually and helped them to understand the importance of these
elements. Others students appeared to be disregarding the teacher’s recommendations
and resorted primarily or exclusively to dictionaries as reference resources for the
glossary entries; these students were individually helped to understand the importance
of using content-based resources, rather than language-based ones. In the following
weeks, the students who had received personalized feedback changed their approach to
the task, and their new behaviours were visible in dashboard. Detailed descriptions of
how this dashboard helped to identify students in need, and of the patterns of student
behaviour in the glossary task observed during this first experiment are provided in
[25].

The undergraduate teacher appreciated the dashboard and the information it pro-
vides, in so far as it offers constant monitoring of each student’s engagement with the
task and progress in the creation of the glossary. She observed some students’ difficulty
in distinguishing between technical and non-technical terms, and noticed that many
students had problems in deciding what should go in the Term field and what in the
Phraseology field. Like her students, the teacher observed that the printed glossaries
produced by most students were neither clear nor functional. Finally, she asked for the
possibility to have direct access to the students’ personal glossaries in order to check
the correctness of each glossary’s term pairs. This last request was immediately
implemented, and at the time of writing, it is already available to the teachers. Based
upon the teachers’ and students’ comments, we are currently discussing alternative
ways to download and print out the glossary, and we are thinking of creating a student
manual providing suggestions on and examples of how to gain the greatest advantage
from the use of this glossary tool.

5 Conclusions

The current paper has described the design and development of an integrated system
aimed at supporting students of interpreting in vocabulary building. The Glossary tool
guides students in the creation of highly informative bilingual glossaries; the Web
Analytics Proxy Service traces student searches on the web for reference material; the
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LearnWeb platform – where the Glossary tool, the WAPS and the dashboard are
embedded – tracks the students interactions with the glossary; and the dashboard offers
graphic representations of selected data for the benefit of both teachers and students.
The dashboard was specifically designed to allow teachers to monitor the students’
approaches to this particular task and to provide individual remedial feedback, if
necessary. The dashboard is also intended to spur students to keep on a par with the rest
of the class, by seeing their status compared to the rest of the class.

The paper also reports the results of the experimentation of the described integrated
system with two groups of students specializing in interpreting (an MA group and an
undergraduate group), and two different teachers. The undergraduate group used the
system after a few secondary features suggested by MA students had been imple-
mented. This is in keeping with LearnWeb’s iterative evaluation-driven design-based
research approach.

The usability and efficacy of the integrated system was assessed by means of
questionnaires and interviews. The results of the experiments suggest that this inte-
grated system manages to achieve its goals and provides students and teachers of
interpreting with an innovative online tool that fosters and supports vocabulary
building. In fact, in both experiments, the system was judged user-friendly and highly
useful by both students and teachers. The students generally declared that the Glossary
interface had stimulated them to create and expand their personal glossaries. Further-
more, some parts of the glossary, such as the Phraseology box, the Pronunciation field,
and the Synonym feature, were specifically appreciated, while no field in the glossary
was deemed useless. Both students and teachers appreciated the possibility to down-
load and print out the glossary, but asked for a different implementation of this feature.
The teachers considered the dashboard very useful to monitor the students’ commit-
ment to the study of vocabulary, their understanding of the importance of content and
context information, and their Web search strategies. They also declared that it is very
useful to identify students in need of personalized remedial feedback.

From a research perspective, the system collected a large amount of data which
could provide insight into student approaches to vocabulary learning and glossary
building. These data include: the time spent by students filling in the glossary; the time
spent searching the Web for information; the websites visited while looking for suitable
content and language resources; the primary sources used for filling in the glossary; the
type of data the students entered in the Phraseology field. Cluster analysis of these data
could outline different profiles of student behaviour.
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Abstract. The continuous advancement of Information Technology and the
range of industries and services dependent on technology have required pro-
found changes in the education of software professionals. In fact, the education
of these professionals must include diverse skills (technical and non-technical),
in order to enable them to solve real problems that impact the lives of companies
and people. In this scenario, active learning approaches can make a lot of
difference, when applied effectively, with well-defined educational goals and
continuous follow-up and feedbacks. One of these approaches that are working
well in Computer Education is the Problem-Based Learning (PBL) approach.
PBL uses real problems as an instrument to develop skills such as holistic
knowledge, business understanding, task management and group work, essential
in the software professional. In this context, this paper describes a case of an
undergraduate course in Information Systems, conducted in the PBL approach.
In order to guarantee the application of PBL in an effective way, a Framework
for PBL application in the teaching of Computing, described by Santos and
Rodrigues (2016) was used. This framework systematizes the application of
PBL in the four stages Plan, Do, Check and Act (based on the management
cycle of Deming), which are repeated in learning cycles aligned to educational
objectives. As the main results of this experience, the following stand out: a
proposal for applying PBL in a managed way, based on a Framework for
Computer Education; benefits of using the Framework; possibilities for
improvements in this approach.

Keywords: Active learning � Computing education � PBL � Case report

1 Introduction

An Information and Communication Technology (ICT) is everywhere and everywhere.
Institutions generally rely on ICTs to not only become efficient but to continue to carry
out their activities.

In this scenario, the education of the professionals in Computing area has under-
gone several transformations to adapt to the demands of the labor market, in the face of
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continuous technological changes and increasingly complex and integrated applica-
tions. One of the main changes concerns to need of holistic view of different subjects,
prioritizing educational objectives based on the development of skills and abilities,
rather than knowledge about isolated content disconnected from practices. This change
is reflected in the most recent versions of the main curricula in the Computing area
ACM/IEEE Computing Science [1] and ACM/IEEE Software Engineering [2], which
stand out as principles the real problem-solving ability, project management experience
and the ability to critically analyse solutions. All of these principles are multidisci-
plinary and developed from the work in group and real labour experiences.

In addition, it requires a change of posture of the student, who needs to have a self-
initiative in the search for knowledge and in the application of this to actually solve
problems, as well as in the posture of the teacher, who leaves the role of the holder of
the solution, to a collaborator who guides and evaluates results, giving continuous
feedback to students throughout the resolution process. From this motivation, this paper
describes a case study of an Enterprise Management Systems (EMS) course, part of an
undergraduate course in Information Systems (IS). In order to align the purpose of this
course to labour market demands, we chose to adopt the Problem-Based Learning
approach (PBL), considering its increasing popularity in this area [3–11].

PBL is defined in [12] as an instructional method of teaching and learning, which is
able to develop the ability to apply diverse knowledge to solve problems, through
teamwork and individual attitudes as self-initiative, critical vision and reflection of the
learning process. The authors of this paper also understand that for an effective PBL
approach it is necessary to preserve its principles and manage its processes throughout
learning cycles, within an essentially practical environment. Despite the benefits of
PBL, evidences identified in [7] indicate that there are difficulties regarding the
application of PBL and verification of its results. The lack of knowledge about the
methodological fundamentals of PBL, aligned with disjointed ideas about the opera-
tionalization of the method, common in innovations, are aspects that contribute to low
interest and incoherence in its application.

In order to ensure a manageable implementation of the PBL approach, this case
uses a PBL framework for computer teaching published in [13]. This framework
proposes the management of PBL in learning cycles based on the Management Cycle
of Deming (Plan-Do-Check-Act), supported by processes and artifacts that facilitate the
planning, execution, monitoring and realization of continuous improvements along the
teaching and learning process. From this study it was possible to understand the
importance of a management process that allows: to plan PBL based on essential
elements; to execute the learning process supported by continuous evaluations and
feedbacks; and to improve the learning process along the course.

This paper is organized in 6 sections. Section 2 describes the PBL approach,
highlighting its principles and characteristics, as well as commenting on the planning of
the teaching and learning process in this approach and proposed solutions in this
context. Section 3 describes the research method used in the design of the Framework
used as a solution proposal. Section 4 presents in more detail the elements of the
Framework, whose application in an information systems management course is
detailed in Sect. 5. Finally, Sect. 6 presents the conclusions and final considerations of
this work.
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2 Problem-Based Learning

In this section, the theoretical and methodological references that support this article are
presented. Section 2.1 describes the PBL method and its principles. Next, Sect. 2.2
presents some important considerations regarding the planning of the teaching and
learning process to adopt the PBL method and finally in Sect. 2.3 structured approa-
ches will be presented to facilitate the adoption of the PBL method.

2.1 Definition, Characteristics and Principles

Problem-Based Learning (PBL) is a teaching-learning method that aims to acquire
knowledge and develop attitudes and skills through problem-solving. The method
began in 1968 at the McMaster Medical School Medical School and was introduced by
physician Howard Barrows [14].

Although the method originated in medical courses, it has been applied in courses
in the area of Computing and obtaining good results. Since 2006, the research group
iNnovative Educational eXperience in Technology (N.E.X.T) of the UFPE Informatics
Center has been dedicated to the studies and applications of the PBL method in courses
in Computer Science, Information Systems and Software Engineering.

The dynamics of PBL are very different from traditional learning, where students
usually work on projects far from the reality of the market, under conditions and
restrictions imposed by the teacher (teacher-centered approach), which aims to explain
a large amount of content and consequent low practical application. In PBL, students
are the center of the learning process, and if the problem being solved and the learning
environment are authentic, more prepared for the professional reality the students will
be. In addition, the skills and abilities developed in PBL are consequences of intense
collaborative and investigative work. In traditional teaching, students tend to work
individually, often with little interaction and knowledge sharing. This process does not
favor the development of interpersonal skills such as communication, leadership,
planning, but focusing almost always in technical knowledge. Computer students
acquire knowledge in technologies, processes and development methods, while the
interpersonal skills, important to solve problems, are little explored.

The PBL method is based on principles [15]. In [9], based on four key studies, ten
essential PBL principles were defined that guide an effective PBL approach. The 10
PBL principles are: 1. All learning activities must be anchored on a task or problem; 2.
The learner should feel that he/she owns the problem, and is responsible for his/her
own learning; 3. The problem should be real; 4. The task and the learning environment
should reflect the reality of the professional market; 5. The learner needs to own the
process used to work out the solution to the problem; 6. The learning environment
should stimulate and at the same time challenge the learner’s reasoning; 7. The learner
should be encouraged to test his/her ideas against alternative views and contexts; 8. The
learner should have the opportunity and support to reflect on the content try, and the
learning process; 9. The learning is collaborative and multidirectional; 10. PBL is
supported by the planning process and continuous monitoring.
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In [10] the authors propose the distribution of the 10 principles in 5 key elements to
be exploited in the adoption of the PBL methodology: problem, environment, content,
human capital and process.

2.2 Planning of the Teaching-Learning Process and PBL Learning

The implementation of the independent PBL method is a complex activity because it
requires a change in both student and teacher attitudes. It also involves changes in the
classroom infrastructure so that, in the course of the PBL course, it can achieve the
benefits that the approach provides. Another aspect is that the adoption of PBL is not
prescriptive, that is, there is no single formula to be followed for the method to be
adopted [16].

Faced with the complexity of implementing PBL, it is necessary to carry out a
planning so that it is possible to avoid the improper use of the method and thus to avoid
that the critical aspects of the process contained in the PBL approach are neglected and
to guarantee the realization of course in the PBL approach with due alignment between
theory and practice throughout the teaching-learning process.

In [17] corroborates with the above thinking and says that constructivist instruction,
including PBL, does indeed require more intensive analysis and planning to create a
rich learning situation that guides and engages students in learning activities designed
to help them to build the knowledge and skills required. Most importantly, compre-
hensive analysis and planning allow teachers/tutors to guide student learning in a more
flexible and holistic way. Without a complete cognitive map and understanding of the
capacity of the PBL problem, the teacher/tutor will likely guide students with their own
preference for solving the problem, rather than guiding students to deal with the
problem in different ways.

2.3 Approaches to PBL Implementation

In order to provide support to PBL implementation, the few available proposals have
been focus on different aspects of the “problem element”. For [18] problem-building
needs to gain more attention because aligning the quality of problems with learning
objectives is a challenge that has an effect on learning. The author presents the 3C3R
model as a conceptual framework for the conception of problem ideas. The model
name highlights central components related to C’s (content, context, connection); and
R’s (researching, reasoning, reflecting) as processing components. The central com-
ponents have the function of establishing a basis for the definition of the problems, and
the processing components aim to facilitate the students’ involvement in the resolution
process. Even if this artifact can contribute to the planning stage, there are no con-
siderations regarding the management of the application of the problem and follow-up
of the learning. Having effective problems by component descriptions does not make
the teaching and learning process effective, even if it is one of the factors that con-
tributes to the results. In [17], the author proposes a process for designing problems in
nine steps. This process is indicated to assist in the application of the 3C3R model.

Another solution to be highlighted is the VU-PBL framework used by Victoria
University in Australia for computing science and engineering courses. The VU-PBL
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framework consists of four main components: key elements, PBL principles, PBL cycle
and PBL levels. The key elements are four (problem design, facilitation, engagement
and evaluation). They make up the central part of the strategically defined cycle for the
effective implementation of PBL. In order for each element to be effectively considered
in the implementation, ten principles are distributed among them. The cycle is intended
for the student, who can lead learning process through seven steps. The cycle and its
steps are similar to the PBL process defined by Barrows [19]. In fact, these solutions
highlight isolated parts of the implementation process of the PBL, with few operational
and managerial supporting to this approach, considering the entire management cycle.

In [20] describe a tool called PBL Planner Toolkit that consisting of a Canvas PBL
and a set of 40 cards intended to guide the planning of teaching in the PBL approach.
The tool is intended to be used by all educators who wish to carry out teaching
planning in PBL Computing courses. Especially novice professor who have low
experience in conducting educational planning, professor with low level of knowledge
in the PBL approach or both. Each component of this tool is presented in the following
sections. A digital version of PBL Toolkit is available at http://www.pblplanner.com.
Course planning with the PBL approach using the toolkit is divided into 3 phases:
Planning, Revising, and Sharing.

Phase 1 - Planning: To carry out this phase it is important that there is participation
of the people who will act as teachers, tutors and coordinator. First, separate the cards
according to their respective fields on the canvas. Planning participants should answer
questions from card 1 through 40 and set responses in the corresponding fields.

Phase 2 - Revising: The purpose of the review phase is to check issues that have
raised questions during planning as well as some aspect that has not been fully
answered. It is also important to make sure that the dependencies between the fields are
properly aligned. For example the objective fields with those of evaluations in which
the first defines the objective and in the second how to measure if it has been reached.

Phase 3 - Sharing: The final phase aims to build an action plan that should list all
tasks and artifacts planned during the planning phase. The action plan should contain,
in addition to the task list and artifacts, the deadline for creation, the status of the task or
artifact, and who is the owner. With the creation of the action plan, a version of the
teaching plan is generated (baseline), which can undergo adaptations and improve-
ments throughout its implementation.

3 The Framework By-Cycles

In [13], the authors defined a framework to apply PBL in teaching of Computing. This
framework aims to facilitate the management of teaching processes in the PBL
approach through techniques and management models. Intended for the pedagogical
team, this instrument indicates a set of actions that need to be considered at each step of
the Plan-Do-Check-Act cycle of Deming (as shown in Fig. 1), relating roles and
responsibilities to the actors for an effective application of the PBL approach.

The components of this framework are: (1) xPBL [10], as a methodology specific to
the framework that considers techniques and management tools; (2) PBL-Process, as a
PBL process consists of steps that help conduct the methodology, as well as steps to

How to Apply Problem-Based Learning in a Managed Way? 291

http://www.pblplanner.com


encourage the student to the learning process; (3) PBL-SEE [21] as an authentic
assessment model to verify the student’s performance, PBL and teaching process;
(4) PBL-Test, process maturity model in PBL. The following sections highlight com-
ponent details and their relationship to the framework steps.

3.1 Plan: XPBL Methodology

Based on the principles of the PBL approach, xPBL considers management techniques
to facilitate the implementation of the teaching process [10]. Purposely, the five ele-
ments that make up the xPBL defined to ensure adherence to the principles process,
envision characteristics necessary for the PBL process. The elements refer to:
(1) Problem, an essential aspect in learning in this approach, reflects realism and
complexity similar to real contexts; (2) Environment, related to the definition of an
authentic learning environment that reflects the actual context of the professional
market; (3) Human Capital, with evidence to the roles and responsibilities of the
pedagogical team in the planning, execution and follow-up of the process; (4) Content,
as an essential part to support the theoretical basis of the problem solving process,
consistent with the context of the problem; And (5) Processes, for the adequacy of
evaluation processes inherent to the learning format in PBL. The Table 1 summarizes
the PBL principles presented in [9] to the elements of xPBL.

Thus exposed, consider the planning process xPBL requires consider and define
aspects of the five elements. According to the authors, a plan of action guided by the
5W2H technique sees to it that the five elements are defined in a clear and organized
way because they obtain answers to questions such as: “What?”, “Who?”, “Where?”,
“When?”, “Why?”, “How?” and “How much?”. As an effective management tech-
nique, 5W2H sees to it that activities associated with each xPBL element are broken
down, analysed and summarized during the planning stage. The authors objectively
considered information about what should be done and when, or who will conduct a
certain activity and when, while they were defining each element.

Fig. 1. Steps of PBL framework [32].
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3.2 Do: Process PBL

The PBL-process was set to meet the dynamics of learning in PBL. With immersive
learning characteristics in problem solving practices, have a process to run consistently
the learning cycle becomes essential.

Originally, the term “PBL Process” was adopted by Barrows to represent a set of
activities that could lead to PBL learning for medical students. The Barrows process
[22] is defined as a tutorial process and has ten activities: (1) Presentation of the
problem; (2) Hypothesis questions; (3) Solution Attempt; (4) Survey of Learning
Issues; (5) Group work planning; (6) Independent Study; (7) Share information and
discussions; (8) Application of knowledge to the problem; (9) Presentation of solutions
of the group; and (10) Evaluation. The activities of the Barrows process, with the
exception of the first one, are designed solely by students. In the perspective of exe-
cuting a process of teaching and learning in PBL, in addition to the student conducting
the resolution process, the pedagogical team also performs actions to conduct the
process in accordance to the teaching approach.

An ideal process for PBL should be cyclical with steps directed to the pedagogical
team and the student. The PBL-process is a seven step process for an iterative exe-
cution of learning cycles: (1) Preparation, the pedagogical team defines specifications
of the methodological context and learning environment; (2) Problem, step for pre-
sentation of real problems by real clients; (3) Discussion, when student groups can
identify solution possibilities supported by the Delisle resolution process [14] And raise
learning needs; (4) Practice, possibility for application of methods, models, theories to
the problem context; (5) Study, moment to meet the learning needs identified by the
group; (6) Assessment, opportunity for verification of learning and skills development;
And (7) Reflection, in-depth analysis of different aspects of the learning process. In the
PBL process, the “Preparation - Problem - Assessment” steps guide the pedagogical

Table 1. Association xPBL and principles PBL [9].

xPBL elements Principles of PBL

Problem 1. All learning activities are anchored on a task or a problem; 2. The learner
should feel he/she owns the problem, and is responsible for his/her own
learning; 3. The problem should be real; and 6. The learning environment
should stimulate and at the same time challenge the learner’s reasoning

Environment 4. The task and the learning environment should reflect the reality of the
professional market

Human capital 9. The learning is collaborative and multidirectional
Content 5. The learner needs to own the process used so as to work out the solution

to the problem; 7. The learner should be encouraged to test his/her ideas
against alternative views and contexts

Process 8. The learner should have the opportunity and support to reflect on the
content learned and the learning process; 10. PBL is supported by planning
processes and continuous monitoring
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team to conduct the process. The steps “Discussion - Study - Practice - Reflection”
involve the student in the resolution process for collaborative, self-directed, practical
and reflexive learning, necessary for the PBL approach. During a learning cycle, it is
important to note that steps 3, 4 and 5 do not necessarily take this order. A team can, for
example, identify the need for the study before the practice or, if they already have
conditions, practice immediately.

3.3 Check: The PBL-SEE Model

As a model aligned with PBL, its use is indicated for software engineering since it is
based on valuation models processes used by software industry professionals [9]. In
this case, the Check step of the framework is supported by this component in order to
verify if the learning objectives were completely achieved, but also the process
faithfully adheres to the PBL principles. In summary, the model is composed of three
levels: student evaluation (level 1), evaluation of the PBL process (level 2) and eval-
uation of education (level 3).

To define level 1, the elements of xPBL, the Revised Bloom’s Taxonomy
(RBT) [23], and the authentic evaluation model [24] were used as main references.

The xPBL (described in Sect. 3.1) was used to guarantee the alignment between the
steps Plan and Check.

The Revised Bloom’s Taxonomy (RBT), keeping the six levels in verbs: to
remember or reproduce ideas (verbs: recognizing, playing); to understand, explaining
an idea/concept in one’s own words (verbs: interpreting, summarizing); to apply of
knowledge to a new and concrete situation (verbs: implementing, carrying out); to
analyze, dividing information into parts, being able to understand the interrelationship
between them (verbs: organizing, differentiating); to evaluate based on criteria, stan-
dards and norms (verbs: checking, criticizing); to create a new vision or solution based
on the knowledge and skills previously acquired (verbs: producing, planning). From
these structure, it was possible define five educational objectives:

1 To know and understand concepts and fundamentals applicable to problem solving;
2 To apply acquired knowledge to solve problems;
3 To evaluate proposed solutions against the actual client’s criteria;
4 To assess one’s own interpersonal skills and those of one’s team;
5 To analyze and create (or adapt) resolution processes that best apply to the problem

situation.

After defined objectives, evaluation strategies were used, with the purpose of
verifying their accomplishment. To define these strategies, it was used the authentic
assessment model described in [25] and [26–28]. In [25], Tai & Yuen define authentic
assessment strategies in the PBL context from three perspectives: Content, related to
the knowledge acquired by students; Process, related to the ability to apply that
knowledge to solve problems; and Output, related to the products and artifacts gen-
erated as a result. Santos and Soares [26–28] enhanced this proposal and added two
dimensions to the assessment process: Performance, which refers to a subjective
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analysis of the student’s interpersonal characteristics, developed in the PBL approach;
and Client Satisfaction, based on assessment criteria in the client’s perspective of the
solution.

So, for level 1, five perspectives are considered: (1) Content, for the possibility of
verifying the appropriation of knowledge acquired by the students throughout the
resolution process; (2) Process, as indicative to verify the ability to apply knowledge in
the resolution process defined by the team; (3) Output from the delivery of solutions
(products) created to address the context of the problem; (4) Performance, through the
subjective analysis of interpersonal characteristics by the students (self assessment) and
their team (peer review); and (5) Customer satisfaction, when considering an evaluation
from the perspective of the client, with criteria for the defined solution and aspects
directed to the performance of the team. Table 2 shows the association between the
elements of xPBL, educational objectives and the evaluation strategies.

Level 2 of the model uses the PBL-Test as described in the following subsection.
Finally, level 3 focuses on getting information about the planning and teaching pro-
gram, from the perspective of the students. At this level, the teacher is also evaluated
under criteria that refer to skills inherent in teaching practice, as well as ethical aspects.

3.4 Act: PBL-Test Model

In the Framework, the act step maintains focus on the continuous improvement of the
PBL process from the application of a test called “PBL-Test” [9], in order to identify
possible methodological deviations that may render the fidelity of the approach
unfeasible. This model is based on the need to evaluate the maturity of the PBL process
regarding the execution of its principles, aligned to level 2 of the PBL-SEE model.

The PBL-Test is consisting of 10 objective and standardized questions are related to
one PBL principle: (1) Problem (s) at the core of the educational proposal; (2) Learner
as the owner of the problem; (3) Authenticity of the problem or task; (4) Authenticity of

Table 2. Association xPBL, educational objectives and evaluation.

xPBL elements Educational objectives Evaluation
strategies

Problem To apply acquired knowledge to solve problems Output
evaluation

Environment To evaluate proposed solutions against the actual
client’s criteria

Client
satisfaction
assessment

Human capital To assess one’s own interpersonal skills and those of
one’s team

Performance
evaluation

Content To know and understand concepts and fundamentals
applicable to problem solving

Content
evaluation

Process To analyze and create (or adapt) resolution processes
that best apply to the problem situation

Process
assessment
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the learning environment; (5) Driving the solving the problem process; (6) Complexity
of the problem or task; (7) Evaluation and analysis of how the problem was resolved;
(8) Reflexion on the content learned and the learning process; (9) Collaborative and
multidirectional learning and (10) Continuous Assessment.

In this case, a test with ten questions of multiple choices, referring to the principles,
must be filled under the optics, perception and experience of human capital. For each
evaluation, a score of 0 to 10 points can be obtained. All the answers are computed
from an arithmetic average of the scores to generate the test result and thus identify the
level of maturity of the process: (1) level 0 or insufficient (average < 7); (2) level 1 or
initial (7 � general average < 8); (3) level 2 or regular (8 � general average < 9);
(4) level 3 or good (9 � general average < 10); and (5) level 4 or excellent (general
average = 10). Once the level is identified, it is up to the PBL tutor, along with the
pedagogical team, to identify strategies that can be implemented considering the
principles that have had the most impact in the execution of the PBL process.

This assessment becomes effective when at least more than two verifications are
performed in the running learning cycle so that improvements can be implemented in a
timely manner. By the recommendation of the model, all the human capital defined by
the pedagogical team, students and coordinators, needs to be involved in this
evaluation.

4 Method

The guidelines for the scientific method which shapes the different stages of this
research study, can be found in Design Science Research (DSR), a research method
which involves analyzing the use and performance of artifacts that are designed to
understand, explain and improve the behavior of specific factors in the domain of
Information Systems [29]. The basic principle of DSR is that the knowledge, under-
standing and problem solving are acquired in the construction and application of an
artifact within the context of a specific problem. In this context, the DSR method was
adopted in five steps:

(1) Understanding the Problem to obtain a clearer understanding of PBL, its prin-
ciples and characteristics that, in the view of several authors, govern the PBL
method. It was possible to identify the challenges and any particular obstacles that
might face the PBL method. As a result, a list of problems regarding the man-
agement of PBL was highlighting, such as the following: how to apply a PBL
approach, the difficulty of setting out a procedure to assist the students with
problem-solving, the complexity of assessment, among other factors.

(2) Suggestions step was to make conjectures about how processes and management
models can be used to facilitate the application of PBL approach. After this, it was
possible to design a model for PBL planning [10] and an assessment model
aligned to this planning [21]. As a result, a conceptual model of the Framework
was originated (see Fig. 1).

(3) Development step was to define the PBL Framework, considering all steps of the
PDCA cycle. This led to the design of a maturity model of PBL based on its
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principles [9] and propose a PBL process to support the solving-process by
students.

(4) Assessment step was to understand the preparation, application and analysis of the
artifacts, together with the end users, with the aim of determining, in the first
moment, the applicability of the Framework. This resulted in the setting out of
improvement in Framework components along several experiences of use [10, 11,
13, 30].

(5) Conclusion stage was to understand what we learn. It should be mentioned that
the assessment procedure foresees future cases.

5 Experience Report

The Framework PBL was applied in an Enterprise Management Systems
(EMS) course, part of an undergraduate course in Information Systems (IS). This
course has a total of 60 h distributed in 4 months. The objective of the course was to
enable students to design and implement management information systems, consid-
ering their requirements for business success. The course had 29 students with a mean
age of 20, 3 were female and 26 were male. The following subsections describe the
application of the Framework in each PDCA steps, emphasizing the main interventions
related to PBL managing in this course.

5.1 Planning

Regarding the PBL planning, the five elements of xPBL were considered.
With respect to the learning environment, 29 students were divided into 7 teams: 3

teams with 5 students; 2 teams with 4 students and 2 teams with 3 students. Of the 29
students with a mean age of 20, 3 were female and 26 were male. The criteria for team
formation were: professional experience, professional interest (manage, model solu-
tions or program) and the identification of the profile of the student (artisan, guardian,
idealist and rational), being identified by the application of the simplified version of the
MBTI - Myers-Briggs Type Indicator [31]. To support the communication process and
facilitate the distribution of course educational materials, the following tools have been
adopted: Google Drive and WhatsApp group. Each team was able to freely choose the
process of planning and managing their project. The only request of the pedagogical
team to the students was to make possible the monitoring and follow-up via WEB of
the planning and development of the projects. For planning, six teams adopted the
Trello tool and one team adopted the Pivotal tracker tool. For development teams used
Google Drive as a repository of documents. As for the classroom, it consisted of a
blackboard, besides to individual chairs, which could be grouped together to facilitate
group work. Although the ideal environment needs to have the same configuration of
work environments in the industry, it was not an obstacle to running the course. The
students still had five laboratories inside the Computer Center with computers to carry
out their activities.
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About the problem definition, the pedagogical team tried to identify real projects
with business partners of the respective university, seeking possible clients to bring
their real problems to the teams. As a way to meet the educational goals and compe-
tencies associated with the course, the teaching team oriented potential clients that the
problems to be presented should be concern to the Enterprise Management Systems
context. During the second week of class, three invited clients came to the classroom
and presented a set of real problems which the teams could freely choose the one that
interested them the most. All clients were managers in the implementation of business
management systems, one of them SAP partner.

Considering the human capital involved, the teaching staff of the course called the
pedagogical team consisted of one teacher and two tutors (one PBL tutor, and one
technical tutor). In general, tutors aimed to continuously support the teaching-learning
process of students. Specifically, the role of the PBL tutors was to support the exe-
cution of the xPBL methodology [10] used in the course. And the technical tutors had
the function of supporting the students in the specific subjects of the course. During
class, there was always the presence of at least one PBL tutor and a technical tutor
attending the project follow-up meetings. Complementing the human capital of the
course, there was the role of the project manager who was a student belonging to his
respective team and elected by the team itself. The other members of the team worked
in the role of developers of management systems. Finally, the real client was an IT
professional with real and specific demands on business management systems.

The content that was worked on in the discipline served as support for students
throughout the problem solving process. The main reference of the content was the
book Management Information Systems [32]. Moreover, in order to present the con-
cepts of the PBL approach, a lecture on PBL and its principles was given to the
students. Then a lecture and a dynamic on the problem solving process according to the
Delisle model [14], another lecture on critical success factors in the implementation of
management systems and finally a lecture on stakeholder management.

Finally, the evaluation process was applied in all dimensions of the PBL-SEE [21].
Here, only two dimensions are presented: the first one related to students assessment
(Content, Process, Results, Performance and Customer Satisfaction); and the second
dimension with focus on degree of maturity of the PBL approach, from the perspective
of students, and the use of PBL-Test model. The results of these evaluations will be
further detailed in Sect. 3.3.

5.2 Doing

In order to help students to better understand the problem chosen and propose a more
adequate solution to it, was developed a dynamic that made use of Delisle problem-
solving model [14]. The model is composed of four aspects that must be observed:
(1) Ideas: possible solutions to the problem; (2) Facts: information about the problem;
(3) Hypotheses, identification of learning problems to solve the problem and; (4) Plan
of Action: strategies, information resources and other information that lead to the
resolution of the problem.

Once the understanding of the chosen problem was clearer, each team had to
formalize the problem describing it in some ways such as the context of the problem, its
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causes and complexity, the target audience, customer needs, and so on. To help in
describing the problem, were given to the teams a questionnaire model that reflected
these aspects. Teams were also asked to describe their initial proposals for solutions
through questions that guided students about the criteria for evaluating possible solu-
tions, problem solving strategies, needed resources, and benefits for the client.

The Enterprise Management Systems (EMS) course was conducted over four
learning cycles, with the respective goals:

• 1st. Cycle (Understanding the problem): the objective of this cycle was to evaluate
if the teams identified a viable problem, considering the time and effort constraints
imposed by the course schedule and team formation; If the students understood the
causes and impacts of the problem in question; If the teams defined the roles and
responsibilities of each member in the problem solving process; If they planned and
scheduled the necessary actions to initiate a EMS project. This cycle marked the
beginning of the project, so its main focus was “planning”.

• 2nd. Cycle (Proposal of solutions): this cycle had as main focus to evaluate the
maturity of the students in the understanding of the problem from interactions with
the real clients and teamwork, describing specifically one solution within a defined
project scope. This cycle was responsible for the delimitation of one solution,
therefore, focused on the “scope” of the product to be delivered.

• 3rd. Cycle (Prototyping a solution): The purpose of this cycle was to evaluate the
ability of teams to prototype a solution, in accordance with the requirements of the
real client and users. This cycle focused on the design of an IS solution, therefore,
focused on the “system design”.

• 4th. Cycle (Delivery a solution): finally, this last cycle had the objective of eval-
uating students’ understanding of the problem solving process as a whole, as well as
the proposed solution and the necessary requirements for its implementation and
effective adoption. The aim of this cycle was to understand the “solution” as a
whole.

It is important to emphasize that the definition of these cycles had as reference the
problem solving process of managerial information systems defined in [32]. From the
objective of each cycle, it was possible to define the necessary evaluations, having as
main reference the PBL-SEE assessment model [21], an integral part of the PBL
framework. For this case, only the results of levels 1 and 2 of the PBL-SEE will be
presented in this paper.

5.3 Checking

To develop the essentials skills the student assessment, recommended by PBL-SEE
model was applied in accordance with the five perspectives (Content, Process, Output,
Performance and Client Satisfaction). Table 3 shows the types of assessment conducted
within each module, and highlights the instrument used for the assessment: subjective
test, one with focus on process resolution concepts and other with focus on knowledge
about the project decisions; the Meeting to start the Project (Kick-off); the Project
monitoring meeting or remote monitoring (status report); the final presentation, to
delivery the solution.
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The 1st. Cycle and the 4th. Cycle were related to the initial and the end of the
project steps, respectively. Thus, only the evaluations from the group perspective
(Process, Output and client satisfaction) were applied. The individual evaluations of
Performance and Content aspects are not adequate in these situations, when much
information is missing or the project is already finalizing. As for the 2nd. and 3rd.
cycles, all five perspectives (process, output, client satisfaction, performance and
content) were applied. The results are presented and discussed in the following sub-
sections. For the calculation of the students’ overall performance in the course, it was
used the following formula:
20% * AA(Content) + 20% * AA(Process) + 20% * AA (Output) + 20% * AA(Per-
formance) + 20% * AA(Client satisfaction),
where “AA” corresponds to the arithmetic mean of the scores related to each per-
spective, when there is more than one score.

Regarding the Content perspective of the student assessment model, two subjective
tests were applied in the 2nd. and 3rd. learning cycles.

The first test had the objective of the students’ understanding of the problem
solving process, regarding the implementation of a EMS for the respective real client.
As a result, the general average of the class was 3.19, considering an interval of 1 to 5,
with 57% of students with a performance equal to or greater than the desired average
(equal to or greater than 3.5).

It is worth to emphasize that, on the 2nd. learning cycle, the teams had already
structured the problem and delimited with greater clarity the scope of the solution.
However, the results of this test showed that there was a difficulty in the teams to plan
their projects, to define tasks and schedules compatible with their resources. This was
happened because the students didn’t define a consistent resolution process, which is a
responsibility assumed by teacher in the traditional approach. For this, the content
related to project management was reinforced.

The second test, held at the end of the 3rd. Cycle, had the objective of verifying the
participation and contribution of each member in his/her team. The questions were also
asked according to the resolution process, but the answers should be instantiated within

Table 3. Types of assessment per learning cycle [32].

#Cycle Individual assessment
(summative)

Group assessment (formative)

Content Performance Process Output Client

1 – – Kick-off Kick-off Kick-off
2 1st subjective test Questions

form
1st status
report

1st status
report

1st status
report

3 2st subjective test Questions
form

2st status
report

2st status
report

2st status
report

4 – – Final
presentation

Final
presentation

Final
presentation
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the reality of each project. This test had a very interesting result, as it proved the
students’ maturity in conducting their projects and the different but consistent point of
view that each one had on what his team was solving. From this context, it was also
identified that the majority of students was active participant in their projects, all of
them were engaged in their projects. The general average of the class reached 4.22,
with 90% of the students with marks above the desired average. Table 4 shows the
overall average of the teams from the perspective of Content in each test, with better
performance for the teams T1, T3 and T6.

In the perspective of Performance, two exams were applied on the middle of second
and third learning cycles. Eight competences were assessed: self-initiative, commit-
ment, collaboration, innovation, communication, learning, planning and analysis, as
shown in Table 4. Due to the subjectivity of this analysis, this perspective used a scale
of five values, with the following meanings: (1) “did not meet expectations”;
(2) “partially met them”; (3) “met them”; (4) “met them very well”; (5) “exceeded
expectations”. This review was conducted by the PBL/Technical tutor and applied in
the self-assessment format and evaluation in pairs (known as the 180° evaluation),
where each member of a team was rated by his/her colleagues, anonymously.

Since this was undertaken by means of an online research tool, sophisticated
individual reports could be obtained for each student, which showed the results of the
assessment of colleagues in his/her team and his/her own assessment in a consolidated
and graphic way, for each assessment criterion, including subjective comments. From
their individual report, the students can have a sense of their performance in teamwork
in the view of their team members, highlighting their strengths and points of
improvement.

On analysing Table 5, it can be seen that teams T3 and T6 stand out with respect to
the performance of their members, in the eight perspectives mapped. On comparing
with the perspectives of Content, we see that there is a direct relationship between the
best results of Performance especially in criteria Learning, Planning and Analysis,
considered on the content exams.

The evaluations focused on group performance (Process, Output and Client Sat-
isfaction) were applied in all learning cycles, conducted in the Status Report meetings,
with the presence of the teacher (as a specialist in MIS), Technical tutors (as specialist
in project management), PBL tutors and real clients.

In the perspective of “Process”, the teams were evaluated by a technical tutor, who
monitored the projects during four meetings: one Kick-off, two Status Report
(SR) meetings and the final presentation. At the SR meetings, each team always

Table 4. Evaluations in the perspective of content [32].

Criteria T1 T2 T3 T4 T5 T6 T7

1° Exam 4 3.375 3.1 3.17 1.92 3.56 2.94
2° Exam 4 4 4.75 3.8 3.25 4.62 4.6
General averages 4 3.68 3.9 3.5 2.58 4 3.77
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answered five questions: “What is the objective of your project?”; “What’s the plan?”;
“What has been done?”; “What are the strengths?”; and “What are the points of
improvement?”. As criteria for evaluation in this perspective, the following were
defined: (1) Clarity in presentation; (2) mastery of the presentation; (3) Completeness
when considering the five questions; (4) understanding of Planning. Each indicator
could take on one value from a simple scale of five values: “1 - Insufficient; 2 - Regular;
3 - Good; 4 - Very Good; 5 - Excellent”.

As to the perspective of Output, this was focused on analysis of the content of the
presentations of the projects in the monitoring meetings. These analyses were conducted
under the following criteria: (1) Context of the project; (2) Problem description;
(3) Planned solution; (4) Value proposal; (5) Validation of the proposal. Once again, the
same simple scale offive values was used. These evaluations were conducted by teacher.

The evaluation of client satisfaction was based on the following criteria: projection
of confidence in interviews; understanding of the problems; clarity of presentation;
quality of the solutions proposed; level of planning. This assessment used the same
value scale as the perspectives of Process and Output, and was conducted by the client
of the respective solution present in the Status Report meetings. Figure 2 summarizes
the results of the teams in these three perspectives.

Below is a brief description of each project developed by the teams:
Team 1 Project: Tool for corporate training.
Team 2 Project: Organization’s maturity diagnostic tool for deploying management

systems.
Team 3 Project: Tool for mapping departments and teams to create an interactive

organization chart.
Time 4 Project: Knowledge management process and workshops on how to do

knowledge management.
Team 5 Project: A game for corporate training.
Team 6 Project: Information system design to combat waste and loss of food

products due to management and logistics issues related to products.
Team 7 Project: Software Development for Demand Management (Acquisition of

Software/IT Services).

Table 5. Evaluation in the perspective of performance [32].

Criteria T1 T2 T3 T4 T5 T6 T7

Self-initiative 3.58 3.59 3.59 2.84 3.72 3.75 3.76
Commitment 3.62 3.89 3.89 2.94 3.84 3.88 3.50
Collaboration 3.58 3.81 4.11 3.18 3.84 4.06 3.54
Innovation 3.32 3.27 3.78 2.84 4.06 4.06 3.38
Communication 3.40 3.76 3.83 3.07 3.39 3.72 3.44
Learning 3.68 3.72 3.83 3.00 3.89 4.06 3.48
Planning 3.42 3.56 3.39 2.63 3.83 3.81 3.32
Analysis 3.52 3.60 3.89 2.99 3.78 4.13 3.52
General averages 3.52 3.65 3.83 2.94 3.79 3.93 3.49
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On analysing the graph in Fig. 2, we see that the performance of most of the teams
improved throughout the stages of the life cycle of the project. Turning to the per-
formance of teams T2, T3 and T5, we moreover see a significant improvement between
the 1st monitoring (Kick-off) meeting and the final delivery. We can also see the
difficulty of the teams concern to Process aspect, as verified in content exams. Another
interesting behaviour observed in this chart was the natural “relaxation” of the teams
that obtain excellent performances, when we compare the results of SR 1 and SR 2 for
both Process and Output aspect. It is common for teams to concentrate on other
priorities when they see that the challenges were met in full at that moment, and thus
this has an impact on future activities and hence their performances in the following
reviews.

Finally, the results of the teams in Client perspective show us a strong alignment
between teams and their respective client. It is worth mentioning, that the involvement
of the real customer in the evaluation process is crucial to the PBL approach, given that
the stakeholder who will benefit from the solution cannot be left aside. This was one of
the points that the teacher most worked on after the kick-off of the project: namely, the
need to bring the customer to the center of the project, keeping him/her continuously
close to the processes and validating each stage of the project with him. This rein-
forcement led to greater performances throughout the project in this perspective as
shown in Fig. 2.

From the five perspectives of student evaluation (individual and group), radar-type
graphics were generated, which summarized, in a visual way, the performance of each

Fig. 2. Evaluations in the perspective of process, output and client satisfaction [32].
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team. Figure 3 shows the four-team radars for illustration purposes. These graphics
were generated twice, for 2nd and 3trd cycles.

These graphs represent well the profile of each team, highlighting their strengths
and weaknesses. Each respective graph can be used by the team to identify points that
need to be better managed within the learning process, such as the process of problem
solving and validation of solutions; And by the student groups themselves, which,
based on these results, can seek improvements related to teamwork, better distribution
of internal tasks and individual needs for further study, among other initiatives.

5.4 Acting

The PBL-Test applications were carried out in two strategically defined milestones
during the planning: (1) during the second cycle, after the kick-off of the projects;
(2) the third cycle, after the first status report on the solutions. It was defined that, in
these milestones, the students would already be able to present their perceptions before
what they had already experienced with the process. Tests were applied by two PBL
tutors (“guardian of the method”), verifying if the execution of the PBL process was in
accordance with the PBL principles. Table 6 summarizes these results.

For both assessments, an average percentage of 84.8% of class responses was
maintained. As the purpose of the model, the PBL-Test considers that methodological
deviations can be identified.

In summary, the results show that the level of maturity of the process was 2
(regular) for both applications, with a mean of 8.22 and 8.40. This score indicates that
the teaching process evaluated is significantly adherent to the PBL principles. Given
the results by principle, the PBL tutors, together with the pedagogical team, defined
strategies that could improve the adherence of these principles to the process. For this,

Fig. 3. Student assessment by radar graphics [32].
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the results were presented and discussed with the tutors-mediated group in order to
identify information that could substantiate the result.

Principles 4 and 5 were those that presented a lower score in the first application,
compared to the others.

The main strategies established considered the promotion of reflection among the
students so that they could perceive that the defined learning environment reflects real
situations. The learning environment could not be characterized as a simulation, a
situation assumed by the professor in face of their professional experiences, because the
students deal directly with the clients that approved the demands, besides experiencing
aspects inherent to the practice of project management (deadlines for delivering arti-
facts, costs, solution quality, and process risks, among others). It is believed that the
lack of adequate infrastructure to promote a collaborative learning environment is the
factor that contributed to the result of the second application of the test, being less than
the first one. This was due to the structure of the classroom for expository class (chairs
lined up, professor’s slate and digital projector), almost always requiring improvisation
for group work.

For Principle 5, as a strategy to encourage self-directed learning, that is necessary to
conduct the resolution process, it was decided that all teams would need to adopt a
collaborative tool to manage activities and thus facilitate the conduct of the resolution
process by the teams and monitoring by the technical tutor. One can see that the
implemented strategies contributed to the adherence of the principles since the result
was increased in the second application.

After the application of the second evaluation of the PBL-Test, students’ impres-
sions regarding the execution of the discipline were collected through a form. They
were able to comment anonymously on what were the strengths and weaknesses. Listed
below are some of these comments:

Table 6. PBL-Test results [32].

Principles of PBL 1st

Evaluation
2nd

Evaluation

1. Problem(s) at the core of the educational proposal 0.82 0.88
2. Learner as the owner of the problem 0.82 0.85
3. Authenticity of the problem or task 0.94 1.00
4. Authenticity of the learning environment 0.58 0.56
5. Learner drives the problem-solving process 0.78 0.85
6. Complexity of the problem or task 0.90 0.83
7. Assessment of how the problem was solved 0.80 0.75
8. Reflection on the content learned and the learning
process

0.88 0.88

9. Collaborative and multidirectional learning 0.90 0.90
10. Continuous assessment 0.90 0.90
Overall average 8.22 8.40
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Strengths:

• Exit the comfort zone and stimulate the search for information.
• Feedback from clients and the teacher.
• Well-defined follow-up.
• Interaction with real clients.
• Consistency with the practical world.

Weaknesses:

• Encourage more student participation with bonuses.
• Greater focus on theoretical knowledge, making it clearer how each theory interacts

with projects.
• Increased number of clients to choose from students.
• Greater clarity in the definition of evaluation criteria.
• It improves the way the PBL methodology is presented.

6 Conclusions

Although it was born in the 60’s in medical education, the Problem-Based Learning
(PBL) approach has been used with quite positive results in computer teaching in the
last two decades. Its characteristics based on collaborative work, student self-initiative
and practical application of knowledge have a very strong alignment with the way ICT
professionals work in the market. Therefore, its use has been growing in educational
institutions that seek a way to differentiate themselves by innovating their pedagogical
approaches. However, many challenges remain on the way to PBL. To apply PBL so
that its benefits are achieved requires a very high effort from all the actors involved,
either by the pedagogical team, who need to plan and manage their processes carefully
or by the students who need to be active actors in the process of learning.

With this motivation, this article proposes the application of PBL in a managed
way, from a Framework described in [13]. Based on Deming’s PDCA (Plan-Do-Check-
Act) cycle, this Framework enables the planning, execution, control, and enhancements
to the PBL process across an educational unit. To demonstrate its application, the
article describes a case of an undergraduate course in Information Systems, within a
period of 1 semester.

In the Plan step, the Framework makes use of a methodology based on guidelines
for the application of PBL in the teaching of computing, denominated by xPBL. xPBL
is based on five manageable elements (problem, learning environment, human capital,
content and assessment process) and recommendations that guide how to plan these
elements so that the principles of the approach are preserved. Educational objectives
are also defined in this step, allowing the structuring of learning cycles (Do step),
accompanied by the application of the authentic evaluation model PBL-SEE [21]
(Check step). The PBL approach itself is also evaluated from a maturity model called
PBL-Test [9] (Act Step).

In the case discussed in this paper, during the planning stage it was defined the
participation of a real client who presented their real problems related to IS deployment
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(relevant and complex), bringing authenticity to the learning environment. The peda-
gogical team was formed by the teacher, technical tutor, PBL tutor and the real client,
who supported student teams throughout the problem-solving process and partial
solution evaluations.

The content proposed by the teacher and tutors was not the only source of infor-
mation for searching for solutions since it included feedback from the experts (teacher
and tutors), the field surveys and interviews with users and clients of information
systems.

The evaluations were applied in a formative way, through project monitoring,
content evaluations and interpersonal skills assessments (360-degree performance
evaluation). These evaluations allowed continuous monitoring of problem-solving,
allowing the pedagogical team to intervene in order to redirect teams in search of better
solutions.

Finally, the PBL approach was also monitored for compliance with its principles,
from the PBL-Test measuring instrument, part of the Act Stage Framework. This
monitoring showed a high degree of compliance, above 80%.

About improvements identified, from the perspective of the students, it is important
to emphasize the need to instill students’ participation more broadly within the team; to
stimulate the students in the search of theoretical knowledge, discussing among all the
viability or better way of applying them; the participation of a greater number of real
customers and; clarity in the definition of evaluation criteria.

From the point of view of the pedagogical team, it is possible to highlight the
support of information systems in the management of the learning process, considering
the evaluation model proposed by the PBL Framework and the defined educational
objectives.

It is also planned as a future improvement, building a website to support dissem-
ination of the PBL Framework, allowing access to its artifacts, systems and application
cases.
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Abstract. For students, capstone project represents the culmination of their
studies and is typically one of the last milestones before graduation. Partici-
pating in a capstone project can be an inspiring learning opportunity or a
struggle due various reasons yet a very educative learning experience. During
the IT capstone project students practice and develop their professional skills in
designing and implementing a solution to a complex, ill-defined real-life
problem as a team. This paper reflects on organizing IT capstone projects in
computer science and software engineering Master programmes in a Sino-
Finnish setup, where the projects are executed in a framework provided by a
capstone project course. We describe the course framework and discuss the
challenges in finding and providing ill-defined challenges with meaningful real-
life connection for project topics. Based on our observations complemented with
students’ feedback we also propose areas for future development.

Keywords: Capstone � IT student projects � Project-based learning

1 Introduction

During the past years, capstone project has been an important part of the curricula for
studies in Information Technology (IT). Based on Merriam-Webster dictionary cap-
stone means: “the high point: crowning achievement”. Therefore, the project is the
capstone of IT studies where the students use all their acquired skills and knowledge in
culminating their academic experience. The main idea behind the capstone course is to
provide an opportunity for IT students to demonstrate together, in a team, their true
capacity to integrate and apply their knowledge and skills to a real-life (software)
engineering problem.

Based on Rasul et al. [28], capstone project is a unique type of learning experience
for the students as in capstone project they mainly work in a self-directed approach and
are expected to carry out various and numerous tasks related a large problem without
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International Conference on Computer Supported Education (CSEDU 2018) - Volume 2, pages 68-
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structured approach provided by teachers. Naturally, the students are not fully out-of-
support, but the idea is to transfer the learning process to be student-led instead of
teacher-led. While the learning approach is different, also the assessment is based on
different aspects. The consistency of the assessment practices of the capstone course
needs to be ensured and clearly communicated to the students. As Mills [25], Bramhal
et al. [3] and Gardner and Willey [13] identified, the capstone assessment can include
various tools from self- and peer-evaluation, process and product assessments, for-
mative and summative assessments (such as the working process and the final outcome
of the development), and students self-reflection of their learning in course-
diaries/blogs.

The aim of this paper is to reflect on various aspects of organizing capstone projects
as courses part of university degree programs. Structured student feedback collected at
the end of the course records student experiences and provides data to discuss the
relevance of various parts of the course. The students’ feedback and teachers’ obser-
vations are used to provide recommendations for iterative course development at the
University of Turku, Finland. The University of Turku and Fudan University, China,
have a strategic partnership of collaboration and provide a dual master’s degree in
Information Technology. Therefore, the two main student groups during the capstone
courses were Finnish and Chinese students. In this research we analyse the master level
capstone course feedback materials from years 2014 to 2018 and combine the findings
with teachers’ observations on the courses.

The rest of the paper has been divided into four parts. Section 2 deals with existing
research and the theoretical dimensions of Problem-based Project-oriented Learning
(POPBL). Section 3 describes the research design. Section 4 presents the findings.
Section 5 includes the conclusions and introduces a few tasks for further research.

2 Literature Review

Over the years, one of the most used approaches has been the teacher-centric approach,
where the teacher has the full control and authority while lecturing at the front of the
class-room. Senge [32] wrote that most people expect to get answers from people
above them, because they have grown up in an authoritarian environment and culture.
Nowadays, this type of approach does not support the target to prepare students for
their future workplace and face constantly changing working environment and
requirements. Therefore, the responsibility of learning and own actions need to be
pushed onto the students’ side. Problem-based learning (PBL) is an example of a
student-centered educational model [2, 14, 30] although based on literature PBL’s
effects are controversial [6, 18, 31]. In PBL approach, students’ own learning process is
placed at the centre of the educational process by supporting the students to construct
their own knowledge, and to develop problem-solving and group work skills [9].

PBL and POPBL based capstone project is one implementation of a student-centric
approach to provide opportunities for students to apply their content specific knowl-
edge and workplace skills gained during their several years of studies [8, 10, 22]. The
focus is not only on technical skills but also on having the ability to identify non-
technical aspects, interaction of those and propose possible solutions [22]. Since the
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1980s, the capstone type of learning approach has been part of universities’ curriculum
[34]. The capstone approach is commonly used, for example, in software development
project courses where students design and develop software solutions in teams for
external customers [34].

Havelka and Merhout [15] reported IT professional competences that IT profes-
sionals should have. In addition to technical aspects, many of the needed skills were
non-technical and behaviour related. Havelka and Merhout [15] categorized those skills
under four categories: (1) Personal traits (passion, experience, conscientiousness,
attitude, character, and flexibility). (2) Professional skills (organization skills, leader-
ship ability, analytic skills, team-oriented, interpersonal skills, and problem-solving).
(3) Business knowledge (business concepts, business process knowledge, and orga-
nization knowledge). (4) Technical knowledge (enterprise systems, development
methods, application software, project management, production data management,
architecture, infrastructure, programming, security & control, business intelligence, and
communication networks). Practicing these competences is typically at the core of IT
domain capstone projects’ learning targets.

Reifenberg and Long [29] wrote that students value the capstone experience. Based
on Dondlinger and McLeod [8] and Dondlinger and Wilson [7] the capstone experience
include challenges, but still the main approach has been favourable. The students
reported to gain vital skills and competences, such as, learning new skills when
applying prior knowledge; cultural understanding and new appreciation for people
within their own culture; interaction and negotiation skills; and self-awareness [7]. At
the same time, Reifenberg and Long [29] wrote of the capstone challenges, such as
mismatch of expectations, information gaps, misunderstandings and challenges in
cooperation among the capstone project team members.

In literature, it has been identified that one of the main challenges in capstone type
of course assessment has been the tendency to focus primarily on written or product
outcome [16, 21, 32]. This same challenge remains although it has been recognized that
the main assessment criteria should be focused on skills developed during the project,
such as teamwork, communication, life-long learning, and technical skills. Therefore,
the final software program as outcome should not determine the passing grade for the
course. Even if the written software does not work, the team can still pass the course if
they have achieved the planned learning targets. The capstone course teachers can use a
variety of tools and practices to get insight into capstone teams activities, such as self
and peer-evaluation, process and product assessments, formative and summative
assessments, and students’ course-diaries/blogs [3, 13, 21, 25].

Capstone projects can also provide students a valuable opportunity to be exposed to
cultural diversity already during their studies when the students operate in a multi-
national and multi-cultural situation. During the capstone project implementation the
team members have to take into account member’s national culture impact upon the
whole team [11]. Morkos et al. [26] conducted a comparative study between domestic
and international students. They found that quite often the domestic students took the
leading position, and the teams had to overcome the frustrating situations caused by
cultural and language barriers by improving their communication and interaction skills.
Morkos et al. [26] pointed that the students may not immediately recognize the lessons
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they learned from the multicultural situation. The recognition of diversity related les-
sons happens afterwards.

While the quality and success of final product does not serve well as the main basis
for assessment, when the intended learning outcomes emphasize improving problem
solving and teamwork skills, the scope of a capstone project may reach to taking the
results of the project into operation, providing not only evidence for direct assessment,
but also a further viewpoint for students’ self-assessment. In engineering education,
CDIO has been adopted as a framework for curricular planning and outcome-based
assessment [4]. CDIO (Conceiving – Designing – Implementing – Operating) frame-
work, which is developed within engineering, stress engineering fundamentals set in
the real-world systems and products, and cover the from understanding the problem to
operating the built solution. In the late 1990s it was recognized that fewer faculty
members had professional hands-on engineering experience and CDIO started as a
reaction to associate engineering students back to the practice of engineering [5–12].

Based on Edström and Kolmos [12], PBL and CDIO target on broader learning
outcomes emphasizing the process of becoming a professional, including both skills
and personal development. A clear difference between PBL and CDIO can be identi-
fied: “CDIO aims to align the intended learning outcomes with professional practice –
and the focus on more appropriate processes for teaching and learning comes as a
consequence of that. For PBL, it was the learning process that was aligned with
professional practice” [12]. In other words, PBL focuses on rethinking the process
whereas CDIO focuses on rethinking the outcomes. The spirit of the times when the
approaches were developed has a direct impact: PBL was developed in the 1960s and
1970s (highly student-centered interpretation) whereas the CDIO was established much
later and thereby includes more recent trends (such as, external stakeholder interest).

PBL and CDIO have mutual interest in, for example, problem-, project-, and
design-based learning experiences and the lessons learned around organizational
change strategies. Therefore, institutions can combine both approaches where the
CDIO approach supports a structured process for learning outcomes, and the combi-
nation of CDIO and PBL pedagogy supports the development of learning experiences.
Using CDIO approach in a capstone course has already been tested in higher education
institutes. Two examples of the utilization of CDIO approach:

(1) The principles and standards of CDIO were implemented in the MEng pro-
gramme in Mechanical and Manufacturing Engineering at Queen’s University Belfast
[1]. Armstrong et al. [1] found that other courses need to be integrated with the
capstone to provide support and add meaning to the topics covered (i.e. constituted
learning experience). The syllabus contains technical knowledge, personal and pro-
fessional skills, interpersonal skills that are developed further during the capstone
project (i.e. experimentation and knowledge discovery). Armstrong et al. [1] identified
that during the capstone project students mature and become more confident, and they
develop their interpersonal skills.

(2) In 2012, a new Capstone Innovation Project course based on the CDIO
framework was piloted at Turku University of Applied Sciences [20]. Kulmala et al.
[20] identified agile approach and Scrum to ensure successful project management and
commitment. They highlighted the criticality of good project management skills: (1) to
help students to move from the idea generation phase to implementation phase. (2) to
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commit the product owners and users to the development process, (3) to meet and
interact with potential clients. Kulmala et al. [20] found the assessment criteria defined
in CDIO standards as a challenge to apply in some projects. Also finding the project
customers relied on teachers’ active role and it was considered should also students
participate in the preliminary work to find and meet potential customers before starting
the capstone course.

3 Capstone Course Implementation

3.1 The Framework

The software engineering capstone course is a mandatory course in the master level IT
studies at the University of Turku. To provide it as a compulsory unit, timely linked to
the degree program, and including all the degree program students, it has been
organised formally as a traditional course in the teaching program. The course needs to
have a clear structure, but at the same time it is important that the teachers only
facilitate the students’ learning, and the implemented activities are managed by the
students themselves to achieve the expected learning outcomes.

One course takes three academic periods, about nine months, and the course is
structured with regular predefined classroom activities (e.g., status reports, pitching,
demonstrations). The focus of the capstone course is on designing and implementing a
proof-of-concept level solution to a fairly complex real-world problem via practical test
and try approach. The idea is to provide a situation that simulates various aspects from
engineering working life phenomena in a safe environment that also allows failures.
Sometimes learning from failures can be a better learning experience than learning from
success. Based on our observation, teams that face failures during their project often
analyse, identify root causes for their situation and actions, and even are able to take the
needed corrective actions. Analysing the causes behind failures during a common class
activity provides a viewpoint for students in other teams of these critical project factors.

Capstone project utilizes both PBL and POPBL methods and some elements from
Problem-Solving Learning (PSL). As Sotto [33] highlights, it is better that the students
are quickly able to practice their knowledge and skills instead of spending significant
amount of time to understand the problem. By our experience the nature of problem,
often also the field of its origin, determines how soon the team can start experimenting
potential solutions. In this course, understanding the problem is given significant time,
while however the project teams know from the beginning that they are expected to
provide a working solution. They are encouraged to decrease the amount of uncertainty
by quickly prototyping potential technologies and partial solutions as part of the design
phase, thus the phases of CDIO are applied not separate, strictly one following the
other, but overlapping and even sometimes repeating shorter cycles of the adjacent
phases. To allow this to materialize, the project is given enough calendar time. The
intended learning outcomes (ILOs) defined for this course focus on team working,
communication and problem-solving skills. The students practice those skills with
preselected project topics stretching out of their comfort zone, while also improving
and widening their discipline-specific, in most cases technical, skills.
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3.1.1 Project Topics
The teachers spend a significant amount of time to discuss with potential topic owners
and prepare the project topics beforehand. After running the course for 4 years, the
concept is getting widely known and topics are increasingly suggested to the course
(Step 1). Since the main idea of the capstone course is to provide open-ended problems
to students, topic owners need to understand and commit to the course goals (Step 2)
and accept that they cannot define the expected solution in details or give exact
requirements to be implemented, rather describe the problem, user needs and aspects
that have impact on the value of a viable solution. In the process of identifying and
preparing topics for the project course the initial topic ideas are discussed (Step 3) and,
with the influence of teachers, often converted or reformulated from the initial idea the
potential topic owner did present (Step 4), or even a new idea, more aligned with the
course goals, comes up and is taken further in the process. Our experience is that only
few suggested topic candidates are found totally unfit for the project course and once
the course concept in working on ill-defined problems is explained, the topic owners
mostly accept and even appreciate the more open-ended approach. To do a positive
decision on taking a topic further (Step 5) the topic owner needs to commit to the
project and allocate time to work with the team. The approved topics are presented to
the project course (Step 6) to invite students to project team. A template of topic
description is used to give new topic owners guidance on what aspects should be
covered in the rather short description that is supposed both to raise interest among the
students and appear possible with the knowledge the students have and can be expected
to gain during the project. Forming the teams is explained later in 3.1.4.

The process of finding, validating and formulating project topics is summarized in
Fig. 1.

Within Fall 2014 – Spring 2018, 46 project teams have been formed to work on
their topic. Of these, 12 teams worked on a topic provided by a company, 14 worked on
a problem provided by university units representing other disciplines than IT, 4 teams
created a product idea responding to a public hackathon or similar challenge, 1 team
came up with their own product idea and 15 topics were provided and generated by the
department of IT. Since the department offers also another master level course, titled
Lean Software Startup method [17], which focuses on the business potential and user
value perspectives in developing innovations using the lean startup, the project topic

Fig. 1. Process of developing project topic.
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ideas that are based on a students’ own business ideas are channeled to that course.
This division does not prohibit the capstone teams from considering commercialization
of their project results, but business dimension is not systematically discussed as part of
the course. The capstone project topics provided by the department of IT, in 2017
renamed as the department of Future Technologies, both serve as a buffer to accom-
modate the varying course sizes from one course instance to other and allow providing
a range of topics that benefit from the full spectrum of modern technologies taught at
the department. While in a way home-grown, these topics are chosen and defined so
that there can be seen a real-life problem and application area for the solution to be
built. Accepted topics typically do not directly relate to the research done the depart-
ment, but utilize technologies known by a member of the faculty and relate to an
application area of his or her personal interest, such as sports. The aim is, that while the
topic owner in such case – being one of the teachers - speaks the domain language of
the students, defining a viable solution requires understanding a phenomenon or need
outside the domain of IT.

3.1.2 Attendance
The practice is that students enrol to the course beforehand. That way the teachers are
able to evaluate the students’ current level of studies. If the student does not fulfil the
requirements (i.e. being master level students), the teachers can inform them to attend
the needed courses prior taking the capstone project on coming semesters. Advance
enrolment also provides indication on how many teams will likely be formed and thus
the number of project topics needed for the next instance of the course.

The full attendance is mandatory, but the demand for 100% presence is adjusted,
because students can have situations when they cannot attend (e.g. doctor’s appoint-
ment or exam on other courses). During every lecture, the attendance is recorded with
signature on the student list. That way the teachers can follow-up the attendance (which
is one aspect of course evaluation) and also show that teachers care for students’
presence. In case of a student missing multiple compulsory sessions, the student needs
to agree on activities to compensate for their absence. This kind of social contracts are
linked with professionalism [35] and applying those between teachers and students is
good practice for working life. That way the students can practice the impact (positive
or negative) of unspoken norms and rules.

One of the challenges in organising this course is timing. Typically, the Fudan
students spend one academic semester, about six months in Finland. Still, the course
takes longer, about nine months. This means that the teams built of students from both
universities need to find ways to continue and finalize work even when located in two
continents. At the early stage of capstone course implementation, it was found that the
Fudan students considered their course related activities ended when they returned back
to China and then the Finnish students alone had to finalize the project work. However,
during the past few iterations this scheme of thinking has gradually been changed by
planning and placing common course activities to the final stage of the project. Also
holiday seasons of two cultures impact on the course. For example, the course that
starts around January will be finalized around October. This means a summer break in
the middle of the course in Finland, and Chinese National Day break in early Fall.
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3.1.3 Lectures
The main teaching approach during the capstone project course is on active learning
activities. However, due to the high amount of students (35–50 students) some tradi-
tional type of lecturing is also included to activate the students in the classroom to
further process the topic inside their project teams. Every lecture focuses on a different
topic related to the common stage of the projects by providing a short introduction to
the students. The idea is to give “mental hooks” for directing their focus on digesting
new topics and activities. The capstone course lectures include two parts. One part
focuses on project management and communication specific skills. The second part
focuses on team work and interaction skills. These lectures and hands-on practices
provide the basic knowledge for the students to apply in their project team.

The course utilizes Moodle online tool to share and communicate course related
materials. The materials are created by teachers, and there are no specific textbooks to
be used during the course. This also encourages students to be active and write their
own notes. Earlier research has shown that when students make their own notes, they
internalize the topic better [27]. Earlier research indicate that slides can make students
passive listeners or they focus on other activities (such as, Facebook, WhatsApp
messaging, etc.) as they do not bother to make their own notes.

During the series of lectures the students will give several presentations, such as
status reports, project plans and project pitch. The students get assignments during
lectures to work independently and then during the next lecture they present the out-
comes. Every lecture has a slightly different topic or focus to keep students motivated
to work around the project with clear focus areas and deadlines. Although, based on
observations, it has been noticed that many of the students are not motivated to listen
other teams’ presentations.

3.1.4 Project Teams and Forming the Student Teams
Based on experience collected from several capstone course iterations, team dynamics
appears to be a core element of success or a serious hindering effect. Since student self-
motivation is expected to be one fundamental element to successfully meet numerous
project challenges, students’ own interests are taken into account and raise of their moti-
vation supported in the process of forming the teams. The process is illustrated in Fig. 2.

At the beginning of the capstone course, teachers and topic owners present the
prepared project topics to the class of students. After each presentation, students can
ask questions about the topic (Step 1). On another all-class session the class is divided
to random groups, number of groups corresponding the number of topics, and a group
work is exercised (Step 2). In the workshop all students discuss in groups every topic,
one at the time, and the discussion is guided with some questions provided by the
teacher. At the end of the workshop, the class gets together and teacher goes through
each topic, asking the class what kind of ideas or concerns had come up. Teacher also
asks students, who are considering choosing each specific topic, to raise their hand.
This workshop is used to both provide students an opportunity to discuss their concerns
and interests in respect to the topics available, and create a situation where students
discuss aspects of also those topics that may not have been raised their interest when
initially presented. For the teachers, the poll at the end gives indication about the
popularity of the topics and how the interest in the current class is divided between
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project topics offered. If a topic is found to be totally uninteresting to the class, it may
be dropped out of choices. On the courses run, there has been one such topic on almost
every other course.

After the workshop the students are asked to choose the three most interesting
topics which they would like to participate in (Step 3). Based on the motivation letters
the teachers will form the groups (Step 4).

The students may not be assigned with the topic they primarily preferred. The
teachers spend quite a lot of time to form the groups by reviewing students’ prior
courses and interests written into the motivation letter to ensure diversity and the topic
specific skills needed to succeed. The team size can be slightly adjusted, 1-2 members
more or less, to have the students to work on topics they have shown at least some
interest, but the aim is that no student is assigned to work on a topic not listed in his
motivation letter. The team size is taken into account when discussing the project target
with the team and later when assessing the team performance.

Once the teams are formed, the team compositions are announced and the teams are
expected to get together and organize themselves (Step 5). At this phase, some students
ask for the reasoning behind their placement.

As the course participants consist of students both from the University of Turku and
the Fudan University (China), the teachers ensure that every team is multinational. That
way it can also be ensured that the teams practice their English language skills during
their project work. At the same time, the students also learn to interact with people from
different cultures and with way-of-working habits.

Since team working skills are in the core of intended learning outcomes of the
course, the team size is normally aimed for minimum of four or five, ideal being five to
six, but can reach up to eight students when the topic offers several areas to focus on,
and thus provides a larger team ideas how to divide their work. However, larger team
size can more easily accommodate “free-riding” type of behavior. In a smaller team
members tend to take bigger responsibility for ensuring the overall success and they
also support each other around the tasks and competences. In larger teams the division
of work and responsibilities requires more attention from teachers.

Fig. 2. Process of forming project teams.
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Quite a lot of the students have working life background or they are even already
working in industry. Having prior working life experience can help to excel in capstone
projects and reach even more demanding goals, via deeper understanding of what they
need to do and what is required from them. In other words, the students are able to fill
the knowledge gaps of teachers’ presentations with their own practical experience
knowledge.

3.2 Project Activities and Course Assessment

3.2.1 Topic Owner Interaction and Project Budget
All of the project teams have an external project topic owner, who is not a teacher on
the course. The students interact with the topic owner, often seen as their customer,
collect requirements and later present their solution proposal. Ideally the topic owner is
an external/industry representative, but as noted earlier, research groups and
researchers from the University of Turku have also been in this role. By default, the
teams have very small budget that can limit their activities and technology choices. In
the case that building the solution for a topic requires access to specific technology,
topic owner is expected to provide this.

3.2.2 Project Implementation
The project team assigns different roles to its members during the project activities.
One of the key roles is that team leader, who usually is also responsible for customer
communication. The idea is to learn to manage communication between the team and
its project stakeholders.

Project planning is an important phase, because it shows how well and to what
depth students have understood the problem and the requirements. The idea is to review
and revise the project plan several times during the capstone course. The first plan is the
first best guess, but the main lesson is that the project plan needs to be updated and re-
estimated regularly. The idea is also to practice how to divide a complex tasks into
smaller implementable entities. That way the students also practice how to schedule
activities and what is the impact if they do not take the responsibility or ownership of
implementing the tasks. Based on our observations we have identified ownership of the
activities to be the most relevant success factor. If the students feel the ownership of the
project, they are also willing to invest time and effort to the outcome and interaction.

The project teams also meet regularly with the teachers to discuss the details of
their project. These sessions provide a tool for the teachers to assess the dynamics of
interaction in the team and their potential need for support or advice to improve the
situation.

3.3 Technologies and Tools Supporting Learning Outcomes

As the teams are allowed and expected to organise themselves, they also have freedom
in choosing the tools they use, while the nature of the topic sets some requirements for
technologies, e.g. specific type of sensors, to be used. Each team is required to keep a
project repository to store their digital outcomes, and teachers are given access to it.
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Each team presents their choice of tools in their presentations in order to share expe-
rience and provide best practices within the course.

Used tools include common file sharing tools, such as Dropbox, Google Drive, etc.,
task boards like Trello, distributed version control systems like Git. These tools are
used regardless of the technologies related to building the actual project result.

Technologies experimented in building the project outcomes have included various
sensor technologies, app and web development frameworks, AI and machine vision
algorithms and flexible computing platforms specially designed for learning purposes,
such as Raspberry Pi. In some cases, a program-controlled device like a drone or model
racing car has been used as the platform for the solution built.

4 Results and Analysis

4.1 Students’ Feedback Analysis

To evaluate how the course succeeds in guiding students to the intended learning
outcomes we analysed the student feedback collected at the end of the capstone
courses. The focus in this study was to analyse if the students report development in
skills related to the intended learning outcomes on the course. The student feedback is
collected by using online survey tool after the course. At the beginning of the capstone
course, the assessment process including self and peer-evaluations was introduced to
the students. After the course the students self-evaluated their own participation and
contribution to their project. They also provide an evaluation for each of their team
members. These self-reflected evaluations provide to teachers an insight into the team’s
operation and how the work load was balanced among the team members.

The students identified technical skills as essential to succeed in their capstone
project. Three examples from the student feedback: “Technical support is really nec-
essary”, “The biggest problem was to do software project without actual programmers”
and “We are all expected to understand and implement software programs. This was a
huge issue in my group”. Based on the feedback material it was possible to identify that
technical aspects could be seen as potential discipline knowledge gaps and were one of
root causes to teams’ challenges.

The students identified various technical topics (Table 1) as development areas to
better succeed in capstone project activities. Also the students’ self-evaluation of their
prior technical skills indicated that many students did not have the needed technical
skills to excel in their capstone project (Fig. 3).

The new situation in which the students independently managed their capstone
project and its activities caused question marks for some students. In typical approach
teachers give more exact tasks and activities to be performed. However, the capstone
project learning target is to practice team skills, take active responsibility on both
defining and implementing project tasks, and the accountability remains on the student
side.

Based on the feedback results some of the students expected more strict supervision
and guidance from the teachers: “I had a feeling throughout the course that there
should have been more supervision that the team members were doing their job”, “I
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wish we can get more supervision in the course, because our team was confused
sometimes”, and “Provide more detailed directions and motivating or pushing teams to
start the project activities”. Yet, some of the students recognized that the supervision
should come from inside the team, such as to be conducted by the project
manager/leader: “There should have been more supervision that the team members

Table 1. Students’ self-identified areas for developing their technical skills (in [23]).

Algorithms and analytical skills:
- Algorithm and algorithm analysis
- Mathematical modeling
- Learning analytics
- Data-analytics
Programming:
- C/C ++
- Java courses
- Object-oriented programming courses
- Web programming
- Python programming
Networks and Databases:
- Network knowledge
- Database technologies
- Network and Operation systems
Other technical skills:
- Cloud computing
- Software and HTML design
- Graphical design
- Robotics
- Geographical information systems and developing geo-informatics software
- IoT devices
- App development (Android or iOS)
- Version control

Fig. 3. Sufficient technical skills to succeed in a capstone project.
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were doing their job. However I think this should be something that is the responsibility
of the project manager not the person managing the course. Maybe this should be
emphasized more when talking about the role of the project manager”. Some students
also proposed to have a teaching assistant who would focus on supporting a specific
team: “I hope each project team can have one assistant teacher who is familiar with the
project so that we can get the necessary help”.

Also motivation and interaction aspects caused some concerns. One of the key
success factors to succeed in capstone project is student’s own motivation. If a student
does not have the needed motivation, it can affect the rest of the team. Few examples
from the student feedback: “Kick out unskilled and unmotivated students”, “Capstone
required a lot of motivation and hard work. Students of IT department are not usually
very eager to make suggestions nor working without someone pushing them forward.”
Some even proposed direct approaches to deal with unmotivated or non-participative
team members who negatively impacted on their team working: “I can only come up
with two ways to improve motivation towards team working: either punishing students
for not doing anything relevant or encouraging them to improve their teamwork skills”.

The interaction and experience sharing with the fellow capstone teams could
provide opportunities to learn and cooperate. Sharing situations and challenges could
provide a new kind of reflection window to team working: “I would have some
interaction session with other groups on how they are managing the project, what
difficulties they are facing and what went so well, are we facing the similar kind of
situations? This way we could figure out the common problems and complete the
project better”. The communication between the different capstone project teams was
very little and limited to the common all-class sessions. The interest to work together
with other teams was identified: “I hope we could have an open working atmosphere to
exchange ideas and solutions with other teams”.

Based on the student feedback, the majority of the students reported skill
improvements or they learned new technical or project management skills during their
capstone project (Fig. 4). As an example, the students reported: “I got valuable

Fig. 4. Students’ self-evaluation of their skill development after the Capstone course.
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information on project management and leadership and got to practice my presenta-
tion skills”. “It is the first formal project course I have ever taken and most of the skills
needed are new for me. So I have learned new things which makes me feel happy”.

Some students also identified that the capstone project was an opportunity to
practice the skills and knowledge gained during the several years of studies: “I believe
the whole idea of a Capstone project is to employ the skills and competences learned in
school and working life”. The students identified team working skills as an outcome of
the capstone project: “I liked the practical teamwork approach for common problems
that required learning new skills and problem solving with different types of people. An
eye-opening experience”.

The capstone project also provided an opportunity to learn new knowledge in
another subject and thereby expanding the students’ skills and working life capabilities.

4.2 Analysis and Recommendations for Further Course Development

Based on the student feedback, teachers’ observations and hands-on experience, the
following focus areas and recommendations for further development were identified.

Clarify the goals of capstone project experience. At the beginning of the capstone
course, it is important to highlight to the students the opportunity to apply and deepen
the knowledge and skills acquired in their studies and extend their academic experience
by thinking critically and creatively during their capstone project. The capstone project
provides a safe environment and an opportunity to demonstrate their proficiency in
various areas and thus can be used as an asset on job markets.

Highlighting the importance of student commitment to the project and the team.
Students’ commitment has a key role in the success of a capstone project. This course is
quite unique in making the students mainly responsible for their activities, schedules,
team work practices, atmosphere, and deliverables. The teacher provides support, but
the students have to take the initiative to raise the need for support and guidance. Still,
some students try to push the responsibility back on teachers and stay passive waiting
for more instructions. During the recent iterations of the capstone course the expec-
tation for the students active role has been discussed more both at all-class sessions and
when teacher meets individual teams. More communication and educating the learning
method at the beginning of the course needs to be highlighted.

More focus on technical studies. The students need to gain the basic technical
knowledge in their pre-capstone studies. Capstone project provides a tool for students
to conduct self-evaluation of their current professional skills. For the university the
success level of capstone projects gives input for planning how to teach these technical
skills at right, early-enough points in curriculum.

Interaction between the capstone teams. A more low-profile interaction between
teams could enable sharing and reflecting team challenges without the pressure of
presenting the case to the entire class. Topics and situations encountered in capstone
projects could be discussed in small groups being a mixture of several capstone teams.
The groups would share a summary of their discussion and reflected viewpoints.

Having assistant teachers and technical support. Quite many of the students
experienced challenges with technical aspects during their project. Due to budget
limitations, various practical exercises on earlier courses have been reduced [24]. In the
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project students may also operate with technologies they are not familiar with and they
need more technical support. Therefore, it is recommendable to have more resources
for technical support and course assistants to support the capstone teams.

Expanding the course together with other faculties. While the majority of the
students on past capstone project teams have been students of IT, providing a viable
solution to most project topics could have benefitted from an interdisciplinary team.
Engaging other subjects and faculties on IT focused projects could provide opportu-
nities. To succeed, the project topics should systematically be developed together with
other faculties. Linking IT and business students is a realized approach (e.g. [19]). In a
multidisciplinary university such as University of Turku, several disciplines could
ideally be involved.

5 Conclusions

The capstone project implemented in a team can facilitate learning on many aspects;
team working and problem-solving skills, and extending graduate students discipline-
specific knowledge and skills aligned by requirements and limitations set in real-life
scenarios. From the vast variety of problems and challenges, choosing topics accom-
modating a sufficiently open, ill-defined challenge yet with a goal that can be defined
and achieved using the skills in a team of postgraduate students, typically most of them
still with little practical experience, while related to the technical domain of their
studies, is a challenge itself. With the strong impact of student motivation present, the
topic should appear interesting yet not overwhelmingly complicated to motivate the
students in challenging them to take the project seriously and even give their best effort
to it. The experience shows that some moderation is often needed to the topics sug-
gested, initially but also while the project is in execution and the actual performance
and capabilities of the team becomes evident.

The aim of a capstone project is to provide students a safe environment to practice
their current knowledge and abilities, and experiment the diversity cultures, perspec-
tives and even academic disciplines. Further target is to strengthen students’ ability to
think critically, communicate efficiently and use various technologies, both as project
tools and as components of a viable solution. In addition, the capstone project provides
a lesson about commitment towards social responsibilities, leadership, providing ser-
vice to others, and how the lack of commitment affects the whole project team.

This study set out with the aim of describing and discussing the arrangements of
capstone project courses in University of Turku, Department of Future Technologies,
and to provide recommendations for developing the course and its supporting cur-
riculum. To form our recommendation the students’ feedback was analysed and con-
clusion reflected against teachers’ observations. The aim of the course has been in
setting a framework that accommodates all IT master students to do a capstone project
as part of their degree program in a timely way.

Based on the analysis it was identified that technical aspects cause significant
challenges to students. Quite many of the challenges culminate around the students’
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limited practical programming skills and the capstone course currently as such does not
have the resources to provide detailed technical guidance in all team specific issues.
Therefore, more focus is needed on strengthening students’ technical skills on their
earlier studies before joining the master level capstone course.

The results of this study also indicate students’ challenges to perceive their student-
led role being in charge of all of the activities instead of following the traditional
teacher-led approach. The change from rather passive receiver to active doer can be
challenging. Students’ prior working life experience has a positive effect on the whole
team. Those teams are found to achieve deeper understanding of what they are required
to do and more effectively fill the knowledge gaps with their practical experience. Thus,
the teams with such earlier experience, are seen to reach higher excellence in the
quality of their project results.

We acknowledge the limitations of this study as the results come from operations of
only one university, yet serving a student population with two significant subgroups:
students with their undergraduate IT degree from Finnish university system and stu-
dents with comparable degree from Chinese universities. At the same time, however,
the results are well aligned with the existing capstone research and discourse.

Future research should search for a systematic model for student assessment
combining self-assessment, peer-assessment and teacher and topic owner viewpoints.
Further, experimenting how to effectively support filling the fundamental knowledge
gaps during the project is seen viable for the course execution. Also the relevance of the
capstone project as a self-assessment tool for students’ working life capabilities is a
topic of further interest.
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Abstract. This work aims to verify how serious games and their composing
elements are used and evaluated to support learning programming. Serious
games have been used as a tool to support learning in several areas and subjects.
To achieve its educational goals, a serious game must consist of a set of game
elements that are related to the learning outcomes. In Computer Science, edu-
cators are also using serious games and their elements to enhance learning of
programming-related disciplines, which are often considered challenging by
first-year students. To achieve our goal we defined three research questions:
(1) What are the serious games for learning programming? (2) What are the
game elements in the serious games for learning programming? and (3) What is
the empirical strategies and methods used to evaluate existing game elements? A
systematic mapping study on the use and evaluation of game elements for
learning programming was conducted. Our systematic literature search found 27
elements of games distributed in 43 serious games. The elements of games are
present in 39 primary studies that date from 2007 to 2016. The elements of
games more reported in the literature were: Fantasy, Goal, Level, Point System,
and Quest. Our results also indicate that game elements are only evaluated
indirectly by means of their serious games. Furthermore, we identify some
shortcomings in primary studies found, such as the lack of systematic evalua-
tion, for instance, by means of controlled experiments and the low number of
quantitative studies.

Keywords: Serious games � Game elements � Programming � Education �
Learning

1 Introduction

Serious games are important tools for many educational areas and educators are using
games to improve traditional classes. Serious games for learning programming provide
students with a way to reinforce knowledge acquired in classroom. Students can also
learn programming concepts without being in direct contact with an educator, allowing
students to learn anywhere and anytime [1]. Serious games combine different elements,
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such as levels, leaderboards, point system, and bosses, to achieve its learning goals [2].
These game elements, if used properly, can promote learning and boost student interest
[3]. However, the right combination of elements may contribute to the success or
failure of a serious game. Additionally, developing a good game is not an easy task. It
demands time and resources and requires programming and graphic design abilities [4].
These factors may hinder the development and use of games in the academia.

Computer Science also benefit from the use of games and their composing elements
to provide students a more enjoyable way to learn the fundaments of programming [5].
In the context of programming education, serious games are often evaluated using
subjective feedback collected via questionnaires from the students after play sessions
[6]. However, students evaluate the games as a whole and, so, they do not evaluate
specific game elements that compose these games. As a result, data on the effectiveness
of each game element for learning is not gathered. Thus, educators do not have
information about which game elements have contributed positively and negatively for
learning programming. Such feedback could provide valuable lessons on how each
game element contributes for the student learning, engagement, and motivation when
playing serious games. Therefore, educators would benefit from guidelines about the
use of specific game elements.

Other works in the literature investigate how game elements are related to learning
outcomes. Wilson et al. [7], conducted a systematic revision of studies that relates the
game elements with learning objectives in the context of the education in general, not
specifically for programming. Souza et al. [8] evaluated two game elements used in an
experiment in a discipline of software engineering in a university. The study evaluates
the effectiveness of the use of these elements taking into account the students’ opinion.
Battistela et al. [9] conducted a systematic revision to identify games for teaching of
several knowledge areas of the computer science. The work makes a division of the
games for levels of learning (cognitive, skill and affectionate) objectives, but does not
take game elements in consideration. Our work differs from the other related works
because we perform a systematic mapping study to identify and verify how game
elements are evaluated in the context of learning programming. To the best of our
knowledge, we could not find any work in the literature that aims to identify how game
elements are evaluated in the context of learning programming.

In this context, this paper extends our previous work [10] by expanding and deepen
a systematic mapping study on use and evaluation of game elements for learning
programming. Our goal is to investigate the programming educational literature in
order to: (i) identify the game elements used in serious games for learning program-
ming and (ii) understand how these game elements are evaluated. Additionally, we
expect to identify possible research gaps and trends for future investigations. With
respect to our previous work [10], this paper expands the analysis and discussion about
the use and evaluation of game elements. We also include a new research question to
investigate which are the serious games for learning programming in literature, their
characteristics and game elements, and what knowledge areas of learning programming
these games aim to cover.

The selection of primary studies was accomplished with a systematic search in five
bases of data: ACM Digital Library, IEEE Xplore, Science Direct, Springer Link, and
Wiley Online Library. In order to select relevant primary studies, the search was based
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on combinations of keywords derived from the study goal. We executed automatic
searches in the scientific databases using selected keywords. We filtered the studies
retrieved from automatic searches to exclude papers not aligned with the study goals.
We defined inclusion and exclusion criteria (detailed in Sect. 3) to define which pri-
mary studies would be selected and which would not be.

We identified 39 primary studies, which mention or use 27 different game elements
in 43 serious games for learning programming. We then identified and mapped the
game elements used in each game and the evaluation strategies used. Surprisingly, we
did not find any study that objectively and directly evaluates game elements. Due to
this negative result, we focus on the indirect evaluation of game elements by means of
their comprising serious games. With respect to this indirect evaluation of game ele-
ments, only a small number of studies provide quantitative data to support their results.

In summary, the main contributions of this work are:

• We present a list of game elements recurrently used in the development of serious
games for learning programming.

• We look at how primary studies evaluate the game elements and if the primary
studies show which game elements contribute positively and negatively to learning
programming.

• We found that primary studies evaluate the serious games as a whole and not game
elements individually. Based on this negative result, we discuss the importance of
evaluating each game element individually.

• We present a list of serious games to learn programming in higher education found
by a systematic mapping study conducted in five scientific databases.

• We present the characteristics of each serious game and the knowledge area of
learning programming that the serious game is covering.

The remainder of this paper is organized as follows. Section 2 provides the current
state of art about game-elements and serious games for learning programming. In
Sect. 3, we describe the design of this systematic mapping study. Section 4 presents the
results of the study. Section 5 discusses the results on how serious games for learning
programming can be used and improved. Section 6 discusses the threats to validity of
the study while we discuss the related work in Sect. 7. Section 8 concludes this
research paper.

2 Background

The goal of this study is to identify elements existing in games to learning program-
ming. When we refer to learning programming, we are referring to learn algorithms and
data structures, not only basic concepts but also advanced ones. In this section, we
document some of these game elements (Sect. 2.1) and background about learning
programming and complexity knowledge areas according to ACM Computer Science
Curricula 2013 – CS2013 (Sect. 2.2).
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2.1 Game Elements

Game elements are a set of components that compose a game [3]. In some studies,
game elements are also called game attributes [3]. In fact, terminology and description
for game elements are not uniform in the literature. Souza [11] discuss the lack of a
standard definition and nomenclature for game elements. For instance, emblem [12]
and badge [13] are two names for the same game element, which are visual rewards
given to the user and identify user achievements in the game.

Previous works have tried to define a unified taxonomy for game elements, but
there is no consensus in the community about it [14]. Several authors propose different
strategies to categorize game elements [14, 15]. However, several authors [2, 3] end up
using their own definitions, according to the needs of the research. This lack of stan-
dardization in element names makes it difficult to unify results of studies that use or
evaluate game elements.

Research on which game elements constitute the core of a game is conducted since
the 80 s. Previous work defined that game elements such as, challenge, curiosity,
control, and fantasy, constituted a core of a game [16, 17]. Other works expanded this
view to incorporate other elements, such as roles of a player, conflicts, even rules,
goals, and constraints [18, 19].

Bedwell [3] present a taxonomy to define game elements for educational purposes.
They surveyed the literature on game elements related to education and identified the
most recurring game elements. The work is generalist and it does not consider specific
areas of learning, such as programming.

Werbach [2] propose a pyramid that organizes game elements in three categories:
dynamics, mechanics, and components. Components compose the base of the pyramid,
with the mechanics group in the middle and dynamics on top. Dynamics contain the
main aspects of a serious game. They are conceptual elements in a serious game.
Examples of elements in this group are: Constraints, Emotions, Narrative, Progression,
and Relationships. Mechanics contain the basic process that directs users to engage
with content and continue to drive the action forward. Examples of mechanics are:
Challenges, Feedback, Competition, and Cooperation. Components are less abstract
than the first two categories and are tools that can be employed to motivate user in the
environment of interest. Examples are Achievement, Avatar, Badge, Combat,
Leaderboard, and Level.

Table 1 document definitions of some game elements and we cite some works that
they appear. There are more than 40 game elements documented in literature.

2.2 Learning Programming

Algorithms are a fundamental knowledge for students of Computer Science. A good
software system depends of the algorithms chosen and the various layers of imple-
mentation. Design of algorithms is important to performance of all software systems.
Furthermore, as stated by the 2013 ACM & IEEE Computer Science curricula
(CS2013) [22], the study of algorithms provides insights into the intrinsic nature of the
problem and possible solutions independent of programming language, hardware, or
other implementation aspects.
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According to CS2013, students have to develop the ability to select the appropriate
algorithms for a set of problems. The knowledge area of CS2013 responsible for
defining how algorithms should be addressed in Computer Science courses is “Algo-
rithms and Complexity”. This knowledge area defines the main skills for students to
design, implement, and debug algorithms to solve problems.

The Algorithms and Complexity knowledge area is divided in seven sub-areas.
Table 2 lists the three areas considered in this study: (i) algorithmic strategies,
(ii) fundamental data structures and algorithms, and (iii) advanced data structures,
algorithms, and analysis. We select these three areas because we are mainly concerned
in finding elements from serious games to learn algorithms and data structures.

Table 1. Game elements and their descriptions.

Game
element

Description

Challenge Ideal amount of difficulty and improbability of obtaining goals. A challenging
game possesses multiple clearly specified goals, progressive difficulty, and
informational ambiguity. Challenge also adds fun and competition by creating
barriers between current state and goal state [2]

Fantasy Make-believe environment, scenarios, or characters. It involves the player in
mental imagery and imagination for unusual locations, social situations, and
analogies for real-world processes. The player is also required to take on
various roles in which they are expected to identify [3]

Rule Rules establish criteria for how to win. Specific, well-defined rules and
guidelines are a necessary component for an effective educational game. Three
types of rules exist: (a) system rules (i.e., functional parameters inherent in the
game), (b) procedural rules (i.e., actions in game to regulate behavior), and
(c) imported rules (i.e., rules originating from real world [7]

Level An indication of a reached a milestone, a level in a game. Levels are often
defined as point thresholds, so that players can automatically level up based on
their participation or use levels to indicate status and control access to content
on the game [20]

Table 2. Selected knowledge areas according to ACM Computer Science Curricula 2013 [10].

Name Description

Algorithmic Strategies - AS Brute-force, greedy, divide-and-conquer, and recursive
algorithms. Dynamic programming, reduction

Fundamental Data Structures and
Algorithms - FDS

Binary search. Insertion sort, selection sort, shellsort,
quicksort, mergesort, heapsort. Binary heaps. Binary
search trees, hashing. Representations of graphs.
Graph search, unionfind, minimum spanning trees,
shortest paths. Substring search, pattern matching

Advanced Data Structures,
Algorithms and Analysis - ADS

Balanced trees, B-trees. Topological sort, strong
components, network flow. Convex hull. Geometric
search and intersection. String sorts, tries, Data
compression
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The other four areas are related to automata and complexity analysis. They are:
(iv) basic analysis, (v) basic automata, computability and complexity, (vi) advanced
computation complexity, and (vii) advanced automata theory and complexity.

3 Study Settings

This section presents the goal of this study and its experimental steps. Section 3.1
presents the study goal and research questions. Section 3.2 explains the research
method and steps we followed. Section 3.3 discusses the search strategy applied to
mine relevant scientific databases. Section 3.4 shows the selection process filtering
only relevant papers for this study. Lastly, Sect. 3.5 shows the strategy for data
extraction and summarizing the results.

3.1 Goals and Research Questions

The goal of this study is to identify game elements existing in serious games for
learning programming. By learning programming, we mean all aspects to learn algo-
rithms and data structures, from basic algorithms and data structures to advanced ones.
More formally, we define the goal of this study based on the GQM [23] as follows: to
identify and analyze game elements from the purpose of understanding their use and
evaluation, in the context of serious games for learning programming, from the per-
spective of researchers, educators, and students. To achieve this goal, we defined three
research questions:

RQ1. What are the serious games for learning programming? The expected out-
come is a list of games categorized by algorithms and complexity knowledge areas
from CS 2013.
RQ2. What are the game elements in the serious games for learning programming?
The answer is a list of game elements that are in existing serious games. We also
aim to categorize these elements.
RQ3. What are the empirical strategies and methods used to evaluate existing game
elements? The expected answer is a mapping between game elements and the type
of empirical studies used to evaluate them [24].

3.2 Experimental Steps

To achieve the study goal (Sect. 3.1), we conducted a systematic mapping study –

SMS. SMS is a secondary study method that systematically (i.e., based on a structured
and repeatable process or protocol) explores and categorizes studies in a research field.
It also provides a structure of the types of research reports and results that have been
published [25]. Additionally, we expect to identify possible research gaps and trends
for future investigations.

We have conducted the SMS in the period of May/2017 to September/2017; fol-
lowing four steps adopted described as follows [25].
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• Step 1 – Definition of Research Questions: we defined three research questions,
based on the study goal, to establish the scope of the systematic study (Sect. 3.1);

• Step 2 – Conduct Search: based on the research questions, we defined and per-
formed a replicable method for searching and retrieving papers in five selected
scientific databases (Sect. 3.3);

• Step 3 – Study Selection: we defined and applied a systematic method for selecting
only the relevant papers for this study (Sect. 3.4);

• Step 4 – Data Extraction and Analysis: we finally summarized the relevant data
from the primary studies (Sect. 3.4) and present the study results (Sect. 3.5).

Four researchers participated in the planning and execution of the study: an
undergraduate student in Information Systems, two Ph.D. students in Computer Science,
and a Ph.D. associate professor. Two Ph.D. students conducted the searches in scientific
databases and conducted the process of inclusion and exclusion of primary studies. The
undergraduate student participated in the phase of extraction of information from the
selected studies. All phases were supervised by the Ph.D. associate professor, which
validated all stages of the study and participated in discussions on the SMS strategy.

3.3 Search Strategy

To identify possible relevant primary studies for data extraction, the search was based
on (i) trial searches using combinations of keywords derived from the study goal and
(ii) the execution of automatic searches in the scientific databases using search strings.
Initially, we selected relevant keywords related to three major concepts: (a) education;
(b) algorithms and data structures; and (c) games. The resulting keywords per major
concept were:

• Education: teach; learn, education, train;
• Algorithms and data structures: algorithm, data structures, program;
• Games: game, edutainment, playful;

We defined search strings by grouping keywords in the same domain with the logic
operator “OR” and grouping the three major concepts with the logic operator “AND”.
We then executed automatic searches in five scientific databases, using and adapting
(when necessary) the search string. The databases were ACM Digital Library1, IEEE
Xplore2, Science Direct3, Springer Link4, and Wiley Online Library5. We selected
these databases because they have a large amount of relevant conferences and journals
indexed for Computer Science. We limited the results of automatic searches to return
only papers written in English and published from 2007 to 2016, due to the high
number of results retrieved. We do not include 2017 because this year has not yet
finished.

1 https://dl.acm.org/.
2 http://ieeexplore.ieee.org/Xplore/home.jsp.
3 http://www.sciencedirect.com/.
4 https://link.springer.com/.
5 http://onlinelibrary.wiley.com/.
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3.4 Study Selection

We filtered the studies retrieved from automatic searches to exclude papers not aligned
with the study goals. In this step, the four researchers defined and applied the following
inclusion and exclusion criteria.

Inclusion Criteria: Studies whose focus was on proposal, usage, discussion or
evaluation of serious games for learning programming in undergraduate courses.

Exclusion Criteria: Papers not written in English; studies whose the main focus was
elementary and high school education; studies formatted as short papers (less than 3
pages); studies not published as either journals or conference papers; and duplicated
studies.

The study selection process was executed in two phases: (i) in the first selection
phase, we read titles and abstracts and removed studies that did not comply with
inclusion criteria; (ii) in the second selection phase, we downloaded all papers, read
their introduction and conclusion, and removed studies that matched any exclusion
criteria.

Table 3 presents the number of papers selected in each phase. It is important to
observe that the automatic searches returned a high number of primary studies (#papers
column in Table 3). This high number of results is expected by the use of general terms
in the search string, such as algorithm and programming. In particular, these terms
commonly appear in other contexts not related with programming. Due to the high
number of results, we only evaluated the first 500 records of each database.

Figure 1 shows the overlapping results between databases. In case of different
papers reporting the same study (e.g., journal and conference papers with the same
title), only the most recent and/or most complete was kept in the final list of primary
studies.

Four researchers executed the selection process, and the other two researchers
resolved any conflict regarding the inclusion or exclusion of studies. In case of different
papers reporting the same study (e.g., journal and conference papers with the same
title), only the most recent and/or most complete was kept in the final list of primary
studies.

Table 3. Study selection process [10].

Source # Papers* 1st selection 2nd selection

ACM Digital Library 143.577 51 10
IEEE Xplore 658.195 136 21
Science Direct 36.956 9 1
Springer Link 78.921 14 4
Wiley Online Library 112.347 8 3
Total 1.029.996 218 39

*Given this high number of results, we evaluate only the first 500
records of each database.
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3.5 Data Extraction and Summary

Regarding the knowledge areas of Computer Science that are been covered by the
games, our SMS relies on the ACM 2013 Computer Science Curricula that defines
knowledge areas that compose the curricula for learning programming. To answer RQ1
we use the strategy to classify games to learning programming by CS2013 Knowledge
areas. To evaluate the primary studies found in literature, we also used a set of quality
criteria [26] detailed in the Table 5 in Sect. 4. These criteria are used to evaluate the
primary studies, regarding their methodology, results, evaluation, quality of references,
and others. To answer RQ2, we used the strategy to classify and map the groups of
game elements found [27]. This strategy defines three groups of game elements:
components, dynamics, and mechanics. Finally, regarding the evaluation of games and
composing elements (RQ3), we adopted the classifications proposed by [24]. That is,
we investigated (i) if the evaluation strategies rely on quantitative or qualitative
analysis of the data and (ii) what empirical strategy is used – i.e., case study, experi-
ment, or survey. We consider a quantitative study when it relies on statistical analysis
of the data. Studies are considered qualitative when only qualitative discussions are
made.

4 Results

In this section, we present the results of the systematic mapping study. Section 4.1
provides an overview of the primary studies selected for this study. Section 4.2 shows
the results of a quality assessment of the selected primary studies. Sections 4.3 to 4.5
describe the results for the research questions RQ1 to RQ3, respectively.

4.1 Overview

We selected 39 primary studies published between 2007 to 2016. Figure 2 presents a
histogram with the frequency of selected primary studies per year. This result suggests
that serious games for learning programming in computer science courses are balanced

Fig. 1. Distribution of primary studies per database.
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between years. That is, 5 primary studies were selected per year, except for the years of
2008, 2011, 2013, and 2016.

Our results found 43 serious games distributed over 39 primary studies. In fact, we
expected that the number of primary studies describing serious games to learning
programming would be higher and we consider 43 a small number. We also found
several serious games for this purpose available online, yet not published, such as
CodinGame6, Code Wars7, Codemancer8, Code Warriors9 and Code Combat10. In this
study, we did not consider these games since our focus is to evaluate primary studies
indexed in scientific bases.

Figure 3 shows the distribution of studies was 20.5% in journals (8 studies) and
79.5% (31 studies) in conferences. Table 4 summarizes the most recurring publication
venues and their respective counting of selected primary studies. The conferences and
journals with greater occurrences of primary studies were FIE (3 studies), SIGSE,
ITHET and IEEE Transactions on Education (2 studies each). We listed only publi-
cation venues that have two or more primary studies selected in this study. Frontiers in
Education, for example, is a conference recognized by researchers in the area of
education, where there are opportunities to discuss new strategies for higher education,
including teaching in computer science. There are also journals of recognized quality
that are in our results, such as Computers and Education, where we found 1 paper. The
largest number of conference publications can come from the fact that researchers want
to publish fast their preliminary results of experiments with games for learning pro-
gramming in conferences. Some of them later publish journal extended papers with a
greater amount of additional information with respect to the conference paper.

Fig. 2. Timeline of primary studies [10].

6 https://www.codingame.com/.
7 https://www.codewars.com/.
8 http://codemancergame.com/.
9 http://www.codewarriorsgame.com/.

10 https://codecombat.com/.
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In the remaining of this paper, we used unique identifications (AuthorName<year>)
when referring to primary studies. For instance, Bishop2015 refers to the paper “Code
Hunt: Experience with Coding Contests at Scale” published in proceedings of the
International Conference on Software Engineering (ICSE) in 2015. In the appendix of
this study we provided the complete list of primary studies and the publication venues.

4.2 Quality of Selected Studies

We used quality criteria to evaluate primary studies with respect to their methodology,
objectives, results, references, and other points [26]. We adopted seven quality criteria,
to evaluate the primary studies: (i) Does the primary study clearly describe educational
goals? (ii) Has the research methodology been appropriate to address the research
objectives? (iii) Is the primary study proper referenced? (iv) Has the proposed game
been tested with students? (v) Was there an appropriate assessment of the data col-
lected? (vi) Does the work present results consistent with its educational objectives?
(vii) Does the study compare their proposals with related work?

Figure 4 presents the results of the quality evaluation. A study scores one point for
each criterion if it fully satisfies that criterion, 0.5 point if it partially satisfies it, or zero
if the criterion is not satisfied. The total score of each primary study is the sum of the
scores for all quality criteria. Therefore, the total value a primary study can range from
zero to seven. According to Fig. 4, 16 primary studies score a total of one point in
quality criteria, three studies score 1.5 point, 13 primary studies score 2.5 points, and 7
studies scores 6 points. No study scored points in quality criteria which checks if a
primary study compares their proposal with others. The quality criterion with higher
attendance was related to the clear description of educational goals. The other five
quality criteria had low accordance with the primary studies. We observed an overall

Fig. 3. Distribution of primary studies per venues [10].

Table 4. Publication venues for games to learning programming [10].

# Studies Publication venues

3 IEEE Frontiers in Education (FIE)
2 ACM Technical Symposium on Computer Science Education (SIGSE)
2 IEEE Information Technology based Higher Education and Training (ITHET)
2 IEEE Transactions on Education
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low quality considering our criteria. That is, only six studies obtained more than 70%
of the points in the quality criteria established for this study. The main shortcomings we
observed are that they do not expose the outcomes of the proposed approach. They
neither explain the methodology they followed to develop their games nor their
evaluation strategy.

Table 5 presents the seven quality criteria chosen to evaluate the primary studies
found in our systematic mapping study. For all quality criteria, we also present in
Table 5 how these criteria are scored. For example, according with our quality criteria
1 QC1, which aims to verify if a primary study clearly describes its educational goals,
we score 1 point if the study clearly describes educational goals. If the study partly
describes its educational goals, we score 0.5 point. Lastly, if the study does not describe
its educational goals, we do not score any point to this study in this quality criteria.

Fig. 4. Quality evaluation of the primary studies [10].

Table 5. Quality criteria to evaluate primary studies [10].

ID Quality criteria of
primary studies

Score
Yes (1) Partly (0, 5) No (0)

QC1 Does the primary
study clearly
describe
educational goals?

If the study
clearly describe
educational goals

If the study
partly describe
educational
goals,
omitting some
goals

If the study does not
describe the
educational goals

QC2 Has the research
methodology been
appropriate to
address the
research
objectives?

If the
methodology is
appropriate to
achieve research
objectives

If the
methodology
is not totally
clear

If the methodology
has problems or is
not described

(continued)
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4.3 Serious Games to Support Programming Learning

In this section, we discuss the results for the first research question:

“RQ1. What are the serious games for learning programming?”

As mentioned in Section A, 43 games were found distributed over 39 primary
studies. Some studies report more than one game. Table 6 (in Appendix) presents the
games to learn programming found in literature and presents the characteristics of each
game. Table 6 presents the game name, the identifier of the work that this game has
appeared and the knowledge area that the game was classified. Also, for each game we
show their characteristics regarding if the game has graphical user interface (GUI), if
the game is digital (DIG), if provides user guide (USG). Moreover, we verify if the
games are available online (ONL), if the games provide examples (EXS) and if the
game are in development phase (DEV). The table also inform that a game is open
source (OPS) and if this game is available for download (DOW).

Table 5. (continued)

ID Quality criteria of
primary studies

Score
Yes (1) Partly (0, 5) No (0)

QC3 The primary study
is proper
referenced?

If the references
are in agreement
with the area of
the study and are
relevant

If the
references are
partly in
agreement
with study

If the study has
insufficient
references and
irrelevant ones

QC4 Has the proposed
game been tested
with students?

If the study tested
the proposed
game with
students

For this QC
we consider
only yes or no

If the study does not
tested the proposed
game with students

QC5 Was there an
appropriate
assessment of the
data collected with
the use of the game
by the students?

If the study
conduct a
quantitative
analysis with the
collected data

If the study
conduct a
qualitative
analysis with
the collected
data

If the study does not
assess the data
collected with
students

QC6 Does the work
present results
consistent with its
educational
objectives?

If the study show
results with
consistent data
supporting
educational
objectives

If the study
partly
described
results to
support
educational
objectives

If the study does not
show results
consistent with
educational
objectives

QC7 Do the authors
compare their
proposals with the
work of other
authors?

If the study
compare the
proposed game
with other games
in the same area
of study

For this QC
we consider
only yes or no

If the study does not
compare the
proposed game with
other games in the
same area of study
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Table 6. Games to learning programming and its characteristics.

Game Name Identifier 
CS 2013 

knowledge 
area

GUI DIG USG ONL EXS DE
V OPS DOW 

Program your Robot Kazimoglu2012 FDS 
Bomberman Wong2007 FDS 

Sorting Casino Hakulinen2011 FDS 
LadyBuggin Bowles2007 FDS N/A 
CodeHunt Bishop2015 FDS 

Puzzle-Game Melero2012 FDS 
Binary Search Game Shabanah2010 FDS 
Snakes And Ladders Rossiou2007 FDS 

EleMental Chaffin2009 FDS 
Age of Computers Sindre2009 FDS 

Wu’s Castle Eagle2009 FDS 
Saving Princess Sera Barnes2007 FDS 

ViRPlay3D2 Jimenez-
Diaz2007 FDS 

Bots Hicks2010 FDS 
Web-based MMORPG Chang2010 FDS 

Hit Typing Mitamura2012 FDS 
Serious Cube Mitamura2012 FDS 

3D action game Mitamura2012 FDS 
Programming learning 

game Mitamura2012 FDS 

jLegends Tsalikidis2016 FDS N/A
SecondLife (modified) chen2009 FDS 

JeliotConAn Moreno2013 FDS N/A
Lost in Space Laguna2014 FDS 
Path finding Karapinar2012a ADS 

Learning version of  
pacman game Khenissi2013 FDS 

Binary Apple Tree Karapinar2012b ADS 
CodeCraft Ventura2015 FDS 

ResourceCraft Jiau2009 FDS N/A
Gaps1.0 Rais2011 FDS 

Alice2.0 (modified) Rais2011 FDS 
Orea Ansari2014 FDS 

Classcraft Sanchez2016 FDS 
DOROTHY South2013 FDS 

PlayAndLearnDS Kaur2015 FDS N/A 
DSLEP Costa2014 FDS 

SpaceGame Coelho2013 FDS 
Second Life (modified) Esteves2010 FDS N/A 

The Stack Game Dicheva2016 FDS 
Space Traveler Zhang2015 FDS 

Who wants to be an OOP 
expert? Alhazbi2010 FDS N/A 

Recursive Runner Zhang2014 ADS 
Super Mario Bros for 

Learning Wassila2012 FDS 

No bugs Snack bar Vahldick2015 FDS 
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Table 6 presents the name of the games found and their characteristics. Regarding
to CS 2013 knowledge areas, 41 games (95%) support learning of Fundamental Data
Structures and Algorithms (FDS). On the other hand, only two games (5%) support
learning of Advanced Data Structures, Algorithms and Analysis (ADS) and none
targets Algorithmic Strategies (AS). In order to rate the games shown in Table 6, we
use only game descriptions provided in the articles where these games were presented.
From the descriptions of the games and their operation, we classify the games
according to the knowledge areas of algorithms and data structures.

Regarding the games found, only Sorting Casino (Hakulinen2011) is neither digital
(DIG) nor has graphical interface (GUI). This game is a card game with the objective to
promote learning of sorting algorithms. As can be seen in Table 6, the vast majority of
the games found does not have a user guide (USG) and are not available online (ONL).
Similarly, many games do not provide examples of how to use game. This lack of
information may have occurred because most of the games were designed for use in the
classroom rather than online, and the authors of the games choose to pass the
instructions directly to the students. About games in development (DEV), only 10
games are still under development according to the authors and new functionalities will
be added in future. No game found is open source (OPS). About games that need to be
installed on the computer, only one game, namely Age of Computers, is available for
download (DOW).

4.4 Game Elements to Support Programming Learning

In this subsection, we discuss the results for the research question:

“RQ2. What are the game elements in the serious games for learning programming?”

We found 27 game elements distributed over 43 serious games. Table 7 lists these
game elements and classify them in three categories: dynamics, components, and
mechanics [2]. The number inside parenthesis after each game element corresponds to
the number of games that the element has been found. In the group of dynamics, four
elements were found, being Fantasy the most used element (17 games in total). In the
group of components, we found nine elements. The most used elements in this group
are Level (36 games), Quest (16 games) and Avatar (14 games). On the other hand, we
found 14 elements in the group of mechanics. Goal (21 games) and Point System (16
games) are the most used elements of the mechanics group.

Table 7. Game elements found in serious games [10].

Game elements
group

Game elements

Components Level (36), Quest (16), Avatar (14), Virtual Good (5), Boss Fight (4),
Hint (4), Leaderboard (3), Combat (1), Card (1)

Dynamics Fantasy (17), Meaning (5), Constraint (4), Progression (3)
Mechanics Goal (21), Point System (16), Reminder (6), Time Pressure (5), Change

Difficult (4), Progressive Disclosure (3), Competition (3), Achievement
(3), Win State (3), Cooperation (2), Resource Acquisition (2), Badge (2),
Loss Aversion (1), Turns (1)
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We note in Table 7, that only six elements (i.e., Avatar, Fantasy, Goal, Level, Point
System, and Quest) were used more than ten times. On the other hand, each game uses
only a few elements. That is, the average of 8 game elements per game. In Sect. 5, we
further discuss about the usage of game elements.

4.5 Evaluation of Game Elements to Support Programming Learning

In this subsection, we discuss the results for the research question:

“RQ3. What are the empirical strategies and methods used to evaluate existing game
elements?”

In short, we found no study that directly evaluate game elements. The primary
studies described evaluation strategies that focused on the game as a whole. However,
we believe that evaluating each game element individually is important because they
are directly related to how players interact with the game. In addition, evaluating the
game elements may give us insights on what game elements are more impactful for a
specific audience (in our case, students learning programming, for instance). This in-
depth analysis may also provide objective results on why such elements are important
in creating a better playing/learning experience.

Given this negative response for RQ2, we opted to investigate how the serious
games, in which the game elements are found (RQ1), were evaluated. We mapped two
facets: the type of empirical study and the empirical strategy. The type of empirical
study means whether the game elements were found in qualitative or quantitative
studies. The empirical strategies indicate if the primary study reports a case study, an
experiment, or a survey.

Figures 5, 6, and 7 map game elements (components, dynamics, and mechanics,
respectively) to the type of empirical study and empirical strategy adopted in the
primary studies in which they are found. The numbers inside bubbles in the facet of
empirical study represent the number of elements per study type. For example, the
element Level appears in 36 studies: 32 qualitative studies and 4 quantitative studies. In
the empirical strategy facet, the number inside bubbles means the number of times that
a game element appears in studies that adopt one of the empirical strategies listed. If a
study does not report any evaluation method, we report that evaluation of the game
element is not available.

Usually, studies describe case studies where educators apply the games in class-
rooms and describe their observations. Surveys are used to collect feedback from
students playing games. Only few studies (Chaffin2009, Sindre2009, Eagle2009,
Hicks2010, Laguna2014 and Bishop2015) provide quantitative data to support their
results. However, none of these evaluation strategies mention any link between game
elements and the observed outcomes.

In total, 19 studies used both experiment and survey empirical strategies and 21
studies used both Case Study and Survey to evaluate game elements. There was no case
of studies that used experiment and case study together, as well as, there were no case
of studies that used the three strategies at same time to evaluate their game elements.

With respect to the types of empirical studies, we found a total of 6 quantitative
studies and 33 qualitative studies. These numbers may indicate that researchers are
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focusing more on collecting and describing perceptions on the game experiences than
on providing statistical evidences of the effectiveness of their approaches.

We also verified the number of primary studies that conducted tests of the proposed
serious games with users. We found 22 primary studies that tested game with users
(56% of total studies), versus 17 studies that have not tested serious games with users
(44% of total). About studies that tested serious games with users, 15 studies tested the
proposed serious games with a number of users between 1 to 50, while 4 studies tested
with a number of users between of 51 to 100 and 3 studies performed tests with more
than 101 users. The low number of studies with a reasonable population size is a
possible reason for the preference for qualitative studies.

Fig. 5. Game elements of the components group and evaluation strategies [10].

Fig. 6. Game elements of the dynamics group and evaluation strategies [10].
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The number of game elements of the components group and how they are evaluated
are show in Fig. 5. The numbers inside bubbles on the facet of empirical study means
the number of elements per study type. For example, the element level appears in 36
studies, being these, element level appears in 32 exploratory studies and 4 explanatory
studies. On the other side, on empirical strategy facet, the number inside bubbles means
the number of times that a game element has been evaluated by one of the empirical
strategies listed. For example, the game element cards in Fig. 5 were evaluated two
times, one time with survey and one time with case study. The cards element appears in
only one primary study which the empirical study type is exploratory and this element
was evaluated under two empirical strategies in the same study. There are primary
studies that have used more than one empirical strategy to evaluate game elements. If a
study does not report any evaluation method, we report that evaluation of the game
element is not available.

Figure 6 presents the evaluation strategies of the game elements contained in
dynamics group. In this group, all elements were evaluated by the three types of
strategies (survey, case study and experiment). Moreover, there were no occurrences of
studies in which assessment methods were not available. The element level, was the
element of game that most appeared among the elements of the components
group. Appearing in a total of 36 studies and most of their evaluations were done
through case studies. For the group of components, most assessments of game elements
were made using case studies.

Fig. 7. Game elements of the mechanics group and evaluation strategies [10].
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Figure 7 presents the evaluation strategies for elements of the mechanics group. In
this group, we found some elements in studies that not present their evaluation
strategies. Furthermore, in mechanics group, we have the major number of elements,
and in the same time the smaller number of elements being in quantitative studies. Only
the elements goals and point system were found in explanatory studies. Another point
to be highlighted is that the game elements of the mechanics group, few elements were
not evaluated with any type of strategy. In addition, in the group of mechanics, four
elements were evaluated with only one type of empirical strategy.

5 Discussion

In this section we discuss our results presented in Sect. 4.

5.1 Quality of the Studies and Serious Games Found in Literature

We consider that the number of serious games to learn programming found in literature
is small. We found 43 serious games in 39 primary studies. This small number of
serious games contradicts the common sense, since there are several serious games to
learn programming available on the internet (some of them are mentioned in Sect. 4.1).
Our hypothesis about this number of serious games to learning programming present in
scientific studies is due to three reasons. First, the research of serious games for
learning programming is recent (we found relevant results from 2007), and researchers
and educators are still developing new ideas and over time. Second, developing a game
involves high financial, time and personnel costs that may be deterrent for educators
[4].

Third, serious games to learn programming are properties of private companies
seeking profit and may not be interested in publishing scientific studies. In our study,
we found only one game related to a private company: Code Hunt (Bishop2015), from
Microsoft. Code Hunt is free.

In Sect. 4.2, we show the results of the quality evaluation of the primary studies
found. Only seven studies scored more than 70% on the proposed quality criteria. The
majority of the primary studies found have some shortcomings, regarding their
methodology, evaluation with subjects, assessment of data collected during test with
students and description of game and how it works. Despite the fact that this quality
assessment is related to the purpose of this present study, and to the attendance of the
primary studies to our research questions, these criteria should be considered by
researchers and educators when writing similar studies.

The simplicity of the serious games caught our attention. Several serious games are
only one screen games, such as, Binary Search Game, JeliotConAn, and Gaps 1.0. As
mentioned before, the quality of serious games might be related to the costs to develop
a game. Hence, some researchers and educators do not have enough resources to
develop a high-quality game. However, as far as we are concerned, no primary study
reported difficulties and challenges in developing serious games for learning
programming.
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On the other hand, we found studies and serious games with high quality. Code
Hunt, a game to learn programming, is a game that presents puzzles to users, and the
user has tips, examples and user guide to help the user to understand the game and its
mechanics. Furthermore, Code Hunt scored 6 points in our quality evaluation. The
game Lost in Space (Laguna2014) is an example of good game developed by
researchers and educators. The game is well structured and it has been tested with
students. In addition, the data collected was assessed with statistical tests. Laguna2014
scored 6 points in our quality evaluation.

Regarding ACM CS2013 areas, only two areas are covered by the serious games
found in the primary studies. The area with more coverage was the area of FDS –

Fundamental Data Structures with 41 proposed serious games to learning programming
in this area. The area of ADS – Advanced Data Structures had two proposed serious
games. This result can be related to the fact that educators are concerned with devel-
opment of serious games to help students learn the fundamentals of programming.
Since, the programming fundamentals are the core knowledge for many other areas of
computer science.

5.2 Few Game Elements Are Used in Programming Learning Games

We note that only a group of six elements (avatar, fantasy, goal, level, point system and
quest) were used in more than ten serious games. We found other 21 game elements
that are scarcely used in the primary studies. The average number of game elements per
game is eight. We consider this number low; since we have an elevated number of
game elements available in literature, although the number of game elements used does
not necessarily define the quality of games. We can speculate that the development of
these games is often driven by researchers and educators, who are not game designers,
or have little experience with this discipline.

The lack of evaluation of game elements prevents us from discussing which game
elements are more important, or from measuring how much the addition of new ele-
ments would improve the evaluation of a game by its users. We are not aware of the
correct number of elements a game must have to achieve greater success among users.

Other studies already warned the use of elements of the same type, as in the case of
a recent literature review [11] that cited that for games in software engineering, ele-
ments such as point system and levels are recurrently used. This low variability in the
use of game elements can be caused by unfamiliarity of the authors of the game who
were not aware of other elements of games during the development phase of the game.

Once again, it is important to note that these six elements mentioned above are
important to a game. We do not find in the literature any paper that evaluates the
elements of games directly. Hence, we cannot measure how much the addition of new
elements will make a game for programming learning to be better evaluated by users.
In addition, we also do not know what the correct number of elements a game must
have to achieve greater success among users. Meanwhile, only these six elements do
not seem sufficient to make a good game to learn programming, since there are other
interesting game elements such as, challenges between users, boss fight, change dif-
ficult, and other presented in 21 game elements found in this literature review.
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5.3 Shortcomings in Game Elements Evaluation

Some primary studies such as Rais2011a and Hakulinen2012 and other 22 studies
(56% of total) tested the proposed serious games with users. However, the majority of
studies do not adequately evaluate serious games for learning programming with users.
For example, Rais2001, Karapinar2012, and Jiau2009 do not evaluate the opinions of
the users about the proposed serious games for learning programming. In total, only
eight studies (20% of total studies) report the opinion of users, as said by users, about
the proposed game. Other studies that surveyed users only report in the results that
users like the game and that educational objectives are achieved or that the result of
game was successful, without further evidences. The studies that presented these
shortcomings are in the group of 33 qualitative studies found in our systematic map-
ping study.

In some primary studies Alhazabi201, Barnes2007, Chaffin2009, Eagle2009,
Rossiou2007, Zhang2014, Zhang2015 and Melero2012, students reported that the use
of serious games is effective. Some studies report that the traditional classes to learn
programming with slides and blackboard overwhelm students (Barnes2007, Chaf-
fin2009). Students need to practice coding, not only at home, but also in the classroom.
Students have doubts and these concerns can be shared with educator and other col-
leagues in classroom. With serious games, students report that the learning became
pleasant, with more chances for the student to overcome the fear of learning pro-
gramming and demystifying its difficulty.

Only six primary studies present a quantitative research. These studies are: Chaf-
fin2009, Sindre2009, Eagle2009, Hicks2010, Laguna2014 and Bishop2015. These
primary studies present a well structure research paper, allied with controlled experi-
ment, consistent, statistical analysis of the data obtained from experiment with users.
We believe that researchers focus on describing preliminary results to share their
experiences and somehow show that their game was used in an academic environment,
even if it lacks a more comprehensive analysis of the quality of the game.

We believe that there is an opportunity to capture additional insights on how
students interact with serious games and what is the link between game elements and
the reception of the games.

In none of the primary studies found, there was an explicit evaluation of the game
elements of the proposed games. Studies that evaluated games, evaluated only the
games as a whole. When the studies do this type of evaluation, they are not taking into
consideration which element of game contributed more effectively to the learning of the
users in programming. From the studies found, it is not possible to know which
elements contributed in the best and worst way to the learning of the users. Every game
has strong and weak points and these points are related to game elements. This lack of
analysis of game elements creates a research opportunity to assess which game ele-
ments are most effective for programming learning.

In Sect. 4.4 we did an indirect analysis of how game elements were evaluated, since
these elements were not directly evaluated by the authors of the primary studies. We
note that just as there were few quantitative studies, few elements were evaluated with
the empirical strategy of experiment. Some reasons why primary study authors do not
evaluate game elements individually may be due to the fact that they have not thought
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of building a game as a set of elements that contribute to the success of the game, or for
reasons of time to complete the research or publication deadlines.

6 Threats to Validity

This section discusses the different threats to validity related to this study with respect
to the four groups of threats to validity [24]: internal validity, external validity, con-
struct validity and conclusion validity. We also discuss how the threats are addressed to
minimize the probability of their impact on our results.

Internal Validity. Internal validity concerns the question whether the effect is caused
by the independent variables or by other internal factors that can affect the validity of
the experiment [24]. In this sense, a limitation of this mapping study concerns the
reliability of its results. The reliability has been addressed as much as possible by
involving three researchers, and by having a strict protocol which was piloted and
hence evaluated. If the study is replicated by another set of researchers, it is possible
that some studies that were removed in this review could be included. Similarly, some
studies we selected could be excluded by others. However, in general we believe that
the internal validity of this study is high given the use of a systematic procedure,
repetition of the search protocol by two researchers, and discussion between three
researchers.

External Validity. External validity is related to the ability to generalize the results to
other environments, such as to classrooms [24]. A major external validity to this
mapping study was the identification of primary studies. The search for the primary
studies was conducted in five large scientific databases, namely ACM Digital Library,
IEEE Xplore, Science Direct, Wiley Online Library, and Springer Link in order to
capture as much as possible relevant studies and to avoid all sorts of bias. However, the
quality of search engines could have influenced the completeness of the identified
primary studies. For instance, our search may have missed those studies whose authors
have used other terms to specify their proposed games for learning programming. In
addition, we search for relevant terms only in the title and abstract of their papers.

Construct Validity. Construct validity is related to what extent the operational
measures that are studied really represent what the researcher have planned and what is
investigated according to the research questions [24]. We are not aware of any bias we
may have been introduced during the construction of the study protocol. However,
from the selection perspective, a construct validity threat could be biased judgment. In
this study, the decision of which studies to include or to exclude and how to categorize
the studies could have been biased and thus pose a threat. For instance, a possible threat
in the selection process is to exclude some relevant studies. To minimize this threat
both the processes of inclusion and exclusion were piloted by at least two researchers.
Furthermore, potentially relevant studies that were excluded were documented for
further verification.

Conclusion Validity. Threats to conclusion validity are related with issues that affect
the ability to draw the correct conclusions from the study [24]. From the reviewers’
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perspective, a potential threat to conclusion validity is the reliability of the data
extraction from the primary studies, since not all information was obvious to answer
the research questions and some data had to be inferred. Therefore, in order to ensure
the validity, sometime cross-discussions among the paper authors took place to reach a
common agreement. Furthermore, in the event of a disagreement between the two
researchers, a third reviewer acted as an arbitrator to ensure a position to be reached.

7 Related Work

In this section, we discuss the related research on the use and evaluation of serious
games and their elements to learn programming in superior education.

Regarding the identification of how game elements are evaluated in relation of
empirical strategies, to the best of our effort, we did not identify any study that proposes
this type of work to the date of our investigations. No primary study considered
evaluating the game elements that composed a game. Instead, authors only evaluated
the serious games as a whole entity.

Malone and Lepper [17] conducted experiments using a serious game with children
to see which game elements make learning more fun. The authors identified that the
elements that contribute most to the learning in these experiments were: curiosity,
sensory, fantasy, cooperation, and competition objectives.

Wilson et al. [7] conducted a systematic review in the literature to understand the
“state of play” regards to learning outcomes and game attributes. The authors also seek
out what specific game attributes have an impact on learning outcomes. Furthermore,
authors identify gaps in this research area. Wilson et al. found 18 game elements in
literature review, but they focused the discussions of the work on a subset of seven
game elements. Their work focuses the discussions on how game elements are related
to learning objectives, regardless of area of knowledge.

Souza et al. [8] performed an experiment introducing two game elements, namely
badges and leaderboards, in an introductory Software Engineering course. The goal of
the study is to evaluate the students’ perception on the impact of these elements in their
motivation towards the course. The study of Souza et al. is not related to learning
programming and it uses concepts of gamification; that is, the use of game elements in
non-games contexts [27]. However, it reinforces the importance of evaluating game
elements individually. Since each element can positively and negatively impact the
motivation of students in a course. Their results suggest that the badge element was
better evaluated by the students than the leaderboards element. Students report that the
badge element reinforces even to the teacher that the student is engaging in discipline
and that badges could be exchanged for bonus grades.

Tihomir et al. [28] conducted a study that aimed to examine the quality of serious
games designed for learning programming from students’ perspective and an empirical
study was carried out. Study participants were students enrolled in different courses at
two Croatian higher education institutions. Authors used two games to evaluate the
students’ opinions: LightBot and Code Combat. The work focuses on evaluating games
in aspects like: learnability, reliability, accessibility, helpfulness, effectiveness,
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playfulness, and satisfaction. The authors did not focus in evaluate the game elements
present in the chosen serious games.

Battistella et al. [9] conducted a systematic revision to identify games for teaching
of several knowledge areas of the computer science (software engineering, networks,
computer fundamentals, programming, etc.). The work makes a division of the games
for levels of learning (cognitive, skill, and affectiveness) objectives, but it does not take
game elements in consideration. Our work differs in the sense that we perform a
systematic mapping study to identify and verify how game elements are evaluated in
the context of learning programming. The work of Battistella et al. does not verify how
games are evaluated by students or by the authors of primary studies selected. The
work is like a census of all existing games in computer science areas.

Petri et al. [6] performed a comprehensive study on how serious games for com-
puting education are evaluated. The goal of their study is to present the state of the art
on how games for computing education are evaluated. Therefore, the authors per-
formed a systematic literature review on 112 relevant papers, describing 117 studies on
the evaluation of games for computing education. The authors show that there is a need
for more rigorous evaluations as well as methodological support in order to assist game
creators and instructors to improve such games as well as to systematically support
decisions on when or how to include them within instructional units. The conclusion of
Petri et al. is in agreement with our conclusions about the quality of the primary studies
found in our study.

Research in literature about serious games to learning programming provides
opportunities to research what game elements are more effective to learning pro-
gramming, since we do not find any study that addresses this type of research. Another
opportunity for research is a creation of guidelines to evaluate game elements in
learning programming and the development of a framework that provides information
about what game elements should be used in different types of contexts to learning
programming.

8 Conclusion

This study presented a systematic mapping study to identify serious games present in
literature to learn programming and how game elements are used to support learning
programming. We mined five scientific databases (IEEE Xplore, ACM Digital Library,
Springer Link, Wiley Online Library and Science Direct) and retrieved 39 primary
studies, from 2007 to 2016. These primary studies describe 43 serious games with 27
game elements distributed over them.

The results of this work have practical implications for how to report serious games
for learning programming in scientific articles. In this study we created seven quality
criteria to evaluate the primary studies found in the literature and the results show
quality problems related to the objectives of the articles, data analysis in the experi-
ments carried out, article methodology and other criteria. It is important that authors
wishing to write articles to report serious games should keep in mind that it is important
to evaluate games consistently and report data clearly and objectively. We note from
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our results that quantitative analyzes are rarely used to report results from experiments
with games for learning programming.

Developing games with quality demands high financial costs, as well as personnel
and time costs. Another issue evaluated in our work is related to games developed and
our results show that most games are simple. The simplicity of the serious games
caught our attention. Several serious games are only one screen games. However, as far
as we are concerned, no primary study reported difficulties and challenges in devel-
oping serious games for learning programming.

Some recurring issues in learning programming motivate the use of game-related
approaches that require students to experience real-world issues of software develop-
ment. It is difficult to provide convincing examples of some aspects of programming in
traditional lectures and practical projects, given the limitations of these formats. Game-
related approaches have been used to overcome some of these limitations. The use of
serious games brings to students the possibility to practice with pleasure and make
programming fun even in academic contexts.

The main challenge of this study was to evaluate the primary studies found. Since
many studies do not adequately report their methodologies, as well as all the charac-
teristics of the proposed serious games. A considerable number of studies do not clearly
structure their learning goals. Many studies also do not adequately evaluate the pro-
posed serious games with students. No study found directly evaluated the link between
game elements and learning outcomes for learning programming. More studies are
required to assess the effectiveness of specific game elements.

The number of studies with serious games to learn programming in superior edu-
cation was low in scientific publications. The majority of online serious games are not
published in scientific articles. The scientific community of serious games to learn
programming need more serious games shared in scientific venues. We expect to
provide educators and researchers an overview of the state of the art in the literature of
serious games to learn programming, and highlight that there is room for new research,
and there is a need for researchers to publish their results.

For future work, we plan to evaluate how game elements are related to learning
outcomes, conducting experiments using serious games in academic context, and
evaluate how the elements of these games contribute to learning.

Appendix

List of the Selected Primary Studies and Publication Venues

[Alhazbi2010] Saleh Alhazbi, Loay Sabry Ismail. “Supportive Online Learning
Environment to Improve students’ Satisfaction in Object-Oriented Programming
Courses”, International Congress on Engineering Education.

[Ansari2014] Nazneen Ansari, Noopur Parikh, Anagha Narvekar, Manjiri Phat-
apekar, Anita Yadav. “GamEd - Learning Data Structure Algorithm using Computer
Game”, International Conference on Advances in Engineering & Technology.
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“Experimental Evaluation of Teaching Recursion in a Video Game”,
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Skills”, IEEE International Conference on Digital Game and Intelligent Toy Enhanced
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[Chen2009] Yan Chen, Ching-Song Wei, Jiann-Gwo Doong. “A 3D Virtual World
Teaching and Learning Platform for Computer Science Courses in Second Life”, IEEE
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[Coelho2013] Antonio Coelho, Enrique Kato, João Xavier, Ricardo Goncalves.
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ques D. Brancher. “DSLEP (Data Structure Learning Platform to Aid in Higher
Education IT Courses)”, International Journal of Social, Behavioral, Educational,
Economic, Business and Industrial Engineering.

[Dicheva2016] Darina Dicheva, Austin Hodge, Christo Dichev, Keith Irwin. “On
the Design of an Educational Game for a Data Structures Course”, International
Conference on Teaching, Assessment, and learning for Engineering.

[Eagle2009] Michael Eagle, Tiffany Barnes. “Experimental Evaluation of an Edu-
cational Game for Improved Learning in Introductory Computing”, ACM Technical
Symposium on Computer Science Education.

[Esteves2010] Micaela Esteves, Benjamim Fonseca, Leonel Morgado and Paulo
Martins. “Improving teaching and learning of computer programming through the use
of the Second Life virtual world”, British Journal of Educational Technology.

[Hakulinen2011] Lasse Hakulinen. “Card Games for Teaching Data Structures and
Algorithms”, Koli Calling International Conference on Computing Education
Research.

[Hicks2010] Andrew Hicks. “Towards Social Gaming Methods for Improving
Gamebased Computer Science Education”, International Conference on the Founda-
tions of Digital Games.

[Jimenez-Diaz2007] Guillermo Jiménez-Díaz, Mercedes Gómez-Albarrán, Pedro A.
González-Calero. “Pass the Ball: Game-based Learning of Software Design”, Enter-
tainment computing - ICEC.
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Abstract. To adapt all-immersive digitalization, the Finnish National
Curriculum 2014 (FNC-2014) ‘digi-jumps’ by integrating programming
into elementary education. However, applying the change to mathemat-
ics teachers’ everyday praxis is hindered by a too high-level specification.
To elaborate FNC-2014 into more concrete learning targets, we review
the computer science syllabi of countries that are well ahead, as well as
the education recommendations set by computer science organizations,
such as ACM and IEEE. The whole mathematics syllabus should be
critically viewed in the light of these recommendations and feedback col-
lected from software professionals and educators. The feedback reveals
an imbalance between supply and demand, i.e., what is over-taught ver-
sus under-taught, from the point of the requirements of current working
life. The surveyed software engineers criticize the unnecessary surplus of
calculus and differential equations, i.e., continuous mathematics. In con-
trast, the emphasis should shift more towards algorithms and data struc-
tures, flexibility in handling multiple data representations, and logic:
in short – discrete mathematics. The ground for discrete mathematics
should be prepared early enough, started already from primary level and
continued consistently throughout the secondary till tertiary education.
This paper aims to contribute to the further refinement of the mathe-
matics syllabus by proposing such a discrete mathematics subset that
especially supports the needs of computer science education, the focus
being on algorithms and data structures, and logic in particular.

Keywords: K–12 computer science education ·
Programming in mathematics syllabus · Digital skills gap ·
Professional development of software professionals ·
Effectiveness of education · Continuous vs. discrete math ·
Computational vs. specificational thinking

1 Introduction

Digitalization triggers pressure to change the current education system. Both
domestic and multinational governing bodies have recognized the skills gap
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between computer science and the growing need for a digitally fluent workforce.
Consequently, the EU has outlined a strategy for improving e-skills for the 21st
century to foster competitiveness, growth, and jobs. Just-published technical
reports provide guidance for educators and politicians at the European level
[1,2], highlighting the pervasive and ubiquitous nature of digitalization. The
digital literacy, responsible use of technology, and civic participation are thus
relevant to everybody. In consolidation, digitally skillful workers are more likely
to keep their positions and, if displaced, are re-employed more quickly than
employees without digital skills [3].

The skills gap concerns not only the lack of SW professionals but also the
quality of their skills. The STEM shortage paradox highlights the peculiarity of
having hard-to-fill open positions and at the same time an excess of graduates
who cannot find a job [4,5]. One explanation is the skills mismatch. In compli-
ance, employers point out the candidates’ shortcomings, such as the incapability
of breaking down problems into manageable chunks and solving them, and the
gaps in technical, data modeling, and analytical skills. In the US, for example,
the skills related to data analysis, database skills, data management, and statis-
tics outnumber other requested digital competencies of job advertisements [6].

The promotion of computer science (CS) education is global. In consequence,
a number of countries all over the world have already introduced CS into their
K–12 curricula. In line with others, FNC-2014 comprises algorithmic thinking
and adapting good coding conventions as CS contents that are included in the
mathematics syllabus [7], see Table 1:

Table 1. Computing-related additions in FNC-2014. Typically, a student is 6–7 years
old in Year 1.

Years 1–2 Years 3–6 Years 7–9

Digital
competence

Using digital media,
technological fluency

Impact of technology, tech-integration

Math Step-by-step
instructions

Visual programming Algorithmic thinking,
good computing
conventions

Crafts Robots, automation Embedded systems,
own artifacts

In pursuit of consistent CS support, the entire mathematics syllabus should
be reviewed along with these newly introduced additions. Thus, this study asks:

– RQ1: What elementary mathematics syllabus areas should be strengthened
for the anticipated CS emphasis?

– RQ2: Are there mathematics syllabus areas that are currently overemphasized
from this viewpoint?

– RQ3: According to the feedback from software engineers, is the current CS-
supportive syllabus missing any crucial points?
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First, Specifying the Discipline of CS and Relating it to Mathematics chapter
reviews the discourse of CS as a scientific discipline, its neighboring disci-
plines, and the learning targets of mathematics in anticipation of supporting
CS. Related Work introduces already-existing directives and recommendations
of institutions that aim at building flexible future software engineers, such as
ACM/IEEE. There, we focus on suggested mathematics courses in particular.
For an age-appropriate reality check, we reflect on the elementary-level mathe-
matics and computing syllabi of current strong performers in CS, i.e., the UK
and US. Results and Discussion cross-expose the recommendations with feedback
from in-service software engineers by focusing on the mathematics topics that
are the top-scorers in profitability. To sum up, Conclusions sketch a hypothetical
learning trajectory for a CS support attached to the corresponding topics in the
mathematics syllabus.

2 Specifying the Discipline of CS and Relating It to
Mathematics

Most natural sciences and engineering disciplines rely on calculus, differential
equations, and linear algebra as a mathematical foundation appropriate for con-
tinuous phenomena [8]. Systems relying on such phenomena can be adequately
tested. For instance, a bridge does not need tests for all possible loads between
zero and a maximum value. Testing the maximum load under typical and extreme
weather conditions suffices. In contrast, Parnas highlights the different nature of
software [9]. Unlike bridge load tests, testing a piece of software with typical and
extreme values does not guarantee the expected behavior with untested values.
Furthermore, software is rarely concise enough to be tested inside out, and unlike
mathematical theorems, it is not comprehensively checked by other experts in
the field. Thus, frequent errors and failures are common [10].

As we will discuss later, computer scientists have suggested topics such as
logic, formal grammar, and set theory as an appropriate mathematical basis
for mastering software and improving its quality. In addition, the importance
of algorithmic thinking has been revealed. In traditional engineering degree pro-
grams, classic mathematics and physics are included early on. The rationale is to
develop a suitable mindset, that is, a way of thinking that facilitates profound
learning of engineering topics. The basis is constructed already in elementary
school physics and mathematics. Similarly, professional computer science and
software development need a suitable mindset that should be developed before
studying the bulk of the software topics. However, because software cannot be
appropriately mastered with mechanisms suited for continuous phenomena, this
mindset is not the same as that of, say, an electrical engineer.

The discussion about the educational needs in Finland suffers from a poor
distinction between Computer Science (CS), Software Engineering (SWE), and
Information and Communication Technology (ICT). For more than a decade, the
Finnish mobile phone company Nokia was very successful and its educational
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needs had a significant impact on the Finnish educational discourse. In addi-
tion to SW engineers, Nokia needed expertise in the fields of hardware, radio
technology, and signal processing. Therefore, SWE and ICT were emphasized
instead of CS, with SWE largely perceived analogous to traditional engineering,
less through its relation to CS. As a consequence, Finnish scholars and edu-
cators have only partially conceived the special character of CS and SWE as
disciplines distinct from ICT, thus requiring a different educational foundation,
which implies changes to the mathematics syllabus as well.

To clarify the conceptual difference, we define the relation of CS to SWE
more closely. Parnas equates it to the relationship between physics and electrical
engineering [11, p. 21]: physics belongs to the natural sciences, which target an
understanding of a wide variety of phenomena, whereas electrical engineering is
an engineering discipline striving to create useful artifacts. Although electrical
engineering is based on physics, it is neither a subfield nor an extension of it.
Analogously, CS is a science, and SWE is an engineering discipline based on CS.
Therefore, CS degrees must focus on the underlying computational phenomena
and the acquisition of new knowledge of these, while SWE degrees concentrate
on implementing trustworthy, human-friendly software cost-effectively.

In regard to mathematics, the latest specifications of Association for Com-
puting Machinery (ACM) and Institute of Electrical and Electronics Engineers
(IEEE) explicate the similarity of required skills both in CS and SWE [12,13].
Even if CS is more scientific as a discipline and more deeply grounded in math-
ematics, SW engineers benefit from more theoretically-oriented CS education
and discrete mathematics to be able to implement quality software. Hence, the
conceptual difference does not diverge the required mathematics and CS fun-
damentals. Consequently, Meziane and Vadera concluded, ‘There is very little
difference between the SWE and CS programs currently offered in English Uni-
versities’ [14].

3 Related Work

3.1 ACM Recommendations

The standards developed by the ACM promote CS as a discipline, and in compli-
ance, provide normative recommendations for teaching CS at the tertiary level.
The recommendations are used as a premise in curriculum planning in a num-
ber of Finnish universities. The CS concepts introduced in the first courses are
important either for their own sake or for further topics. Obviously, the first
fundamental concepts are also the most evident candidates in the considerations
of advancing basics at the elementary school level.

CS Knowledge Areas of ACM. ACM introduces Curriculum Guidelines for
Undergraduate Degree Programs in Computer Science (ACM-CS2013) [12]. The
material is divided into Knowledge Areas (KA) and further to Knowledge Units
(KU) that match with no particular course, instead, courses may incorporate
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topics from one or multiple KAs. Topics are divided into Core and Elective, and
the Core is further subdivided into Tier-1 (to be fully completed) and Tier-2 (at
minimum 80% coverage). The KAs with the most Tier1 hours are, where time
allocation is thought to correlate with the importance of a topic:

1. Software Development Fundamentals (43 h)
2. Discrete Systems (37 h)
3. Algorithms and Complexity (19 h)
4. Systems Fundamentals (18 h).

The natural flow of concepts is to introduce Software Development Funda-
mentals (SDF) by simultaneously strengthening the mathematical foundation
with Discrete Systems (DS). In descending order of allocated hours, Algorithms
and Complexity (AL) come next, where mastering common algorithms is consid-
ered general CS knowledge. Complexity considerations consist of evaluating the
efficiency of algorithms based on their execution time and consumed resources.
Systems Fundamentals (SF) give an insight into system infrastructure and low-
level computing by acquainting students with computer architecture, main hard-
ware resources and memory, and, e.g., sequential and parallel execution.

From the list above, items 2 and 3 link closely with mathematics. According
to ACM, DS comprises the following areas in descending order of emphasis (Tier-
1 + Tier-2 hours): Proof Techniques (11), Basic Logic (9), Discrete Probability
(8), Basics of Counting (5), Sets, Relations, and Functions (4), and Graphs and
Trees (4). AL, in turn, consists of basic and advanced KUs of Analysis, Strate-
gies, Fundamental Data Structures, Automata, Computability, and Complexity.
Algorithms and data structures are at the center of gravity of SDF, besides the
introduction of the programming basics.

The Most Relevant Mathematics to Support CS. ACM-CS2013 high-
lights the tight and mutual interdependence between mathematics and CS.
However, ACM-CS2013 focuses on the common denominator part, instead of
being prepared for a full range of different career options specifically. Thus,
only directly relevant requirements are specified for the KA of DS, such as the
elements of set theory, logic, and discrete probability. On the other hand, ACM-
CS2013 states that ‘while we do not specify such requirements, we note that
undergraduate CS students need enough mathematical maturity to have the basis
on which to then build CS-specific mathematics’. It also mentions that ‘some
programs use calculus . . . as a method for helping develop such mathematical
maturity ’ [12].

Thus, the recommendations make a distinction between such mathematics
that is an important requirement for all students in the faculty, in distinction
to mathematics that is relevant only to specific areas within CS, exemplified
by linear algebra that ‘plays a critical role in some areas of computing such as
graphics and the analysis of graph algorithms. However, linear algebra would not
necessarily be a requirement for all areas of computing ’ [12].

If discrete mathematics – including logic – were emphasized in the elementary
school mathematics curriculum, an age-appropriate and tested subset of ACM
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Basic Logic could be found in the National Curriculum and GCSE Mathematics
of the UK. The UK has taught discrete mathematics already for a longer period,
see Sect. 3.3. In programming, logic is frequently employed, not only when imple-
menting conditions in selections and iterations. Subsequently, university-level
logic targets more sophisticated and far-reaching knowledge than these. Basic
Logic of DS introduces such topics as normal forms, validity, inference rules, and
quantification.

Although the domain of probability associates significantly weaker to the
programming fundamentals than logic, for instance, it gives readiness for var-
ious prominent topics. These topics include the analysis of average-case run-
ning times, randomized algorithms, cryptography, information theory, as well as
games.

3.2 SWEBOK Recommendations

The Guide to the Software Engineering Body of Knowledge (SWEBOK) of the
IEEE breaks down the mathematical foundations into smaller knowledge areas
[15]. Because of their direct mathematics linkage, we focus on both Chaps. 13 and
14 of the guide in particular, i.e., Computing and Mathematical Foundations.

Computing Foundation comprises algorithms and data structures. The
chapter classifies data structures based on following dichotomies: linear – nonlin-
ear, homogeneous – heterogeneous, and stateful – stateless. For instance, linear
structures organize items on one dimension (lists, stacks), in contrast to non-
linear structures exemplified by trees and heaps. Well-designed data structures
accelerate data storage and retrieval; the efficiency of algorithms depends signif-
icantly on the selection of a suitable data structure. Appropriate data structures
foster algorithm development. When the effects of selected algorithms and data
structures are combined, performance and memory consumption may range from
poor to extremely efficient.

Chapter 14 highlights CS as applied mathematics. The foundational KAs
concentrate on logic and reasoning as the essences that a SW engineer must
internalize in particular. The chapter describes mathematics as a tool of study-
ing formal systems, widely interpreted as abstractions on diverse application
domains. These abstractions do not limit to numbers only, but in addition com-
prise symbols, images, and videos.

The following subtopics constitute the foundational KAs of mathematics.
The topics are divided by us into continuous (c) and discrete (d) mathematics.
The assumption is that the order implies their importance:

1. Sets, Relations, and Functions (c/d)
2. Basic Logic (d)
3. Proof Techniques (d)
4. Basics of Counting (d)
5. Graphs and Trees (d)
6. Discrete Probability (d/c)
7. Finite State Machines (d)
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8. Grammars (d)
9. Numerical Precision, Accuracy, and Errors (c)

10. Number Theory (d)
11. Algebraic Structures (d).

Immediately, a notably smaller portion of continuous mathematics compared
with traditional engineering education leaps out. In particular, calculus, differ-
ential equations, and linear algebra are conspicuous by their absence. Instead,
several topics target a better position of underlying logic (2, 3); and primers
for data types, data structures and algorithms (1, 4, 5, 9, 11). In addition, the
subtopics of Basics of Counting (4), and Discrete Probability (6) and Number
Theory (10) scaffold a deeper understanding of probability and cryptography.
Numerical Precision, Accuracy, and Errors (9) section reveals underlying HW
and memory specifics that have an effect on, for instance, the resolution of mea-
surements and impossibility of expressing most real numbers precisely.

3.3 CS-Supportive Mathematics Syllabi of the UK and the US in
K–12

For comparison, we went through the National Curriculum (UKNC) and General
Certificate of Secondary Education (UKGCSE) of the UK [16–18], and the Core
Curriculum of the US (USCC) [19], see Table 2. In UKNC and USCC, all the
suggested mathematics syllabus areas remain at the basic level, which is neces-
sary taking into account elementary students’ rudimentary abstraction skills. In
addition to reducing its complexity, the new content should be carefully bridged
with the prior knowledge by starting early enough, proceeding in spiral revisits,
and by exploiting lots of different type of exercises including hands-on exercises
and visual clues. To ensure mathematics-compatibility, a hypothetical learning
trajectory is sketched and further extended to the proposed CS topics. Next, we
will review potential discrete mathematics contents in UKNC and USCC start-
ing from algorithms and data structures, logic, sets, statistics and probability,
and ending up with linear algebra.

Algorithms and Data Structures. In UKNC, the definition of algorithms
in KS1 is followed by studying the behavior of selected algorithms in KS2, after
which the key algorithms are digested. The CS syllabus of the GCSE sets a few
learning targets for algorithms: at a minimum, binary search and merge sort are
to be introduced [17]. In USCC, since CS is not compulsory, algorithms are not
that pertinently present, however, computing strategies used in problem solving,
are perceived as algorithms. Paper-and-pencil calculations provide affordances
of applying such algorithms, for example, long division may be systematized as
the strategy of ‘divide, multiply, subtract, drop the next free number, repeat’.
Because of all-immersive digitalization, many such educational sweet-spots are
missed, e.g. phone books for demonstrating search algorithms.
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Table 2. Mathematics syllabi (KS = key stage, G = grade, HS = high school. In the
UK, each key stage covers several grades ranging from two to four; KS4 is followed by
the GCSE exams.)

UKNC USCC

Algorithms KS1: understand what algorithms are

KS2: use logical reasoning to explain the func-

tionality of simple algorithms

KS3: key algorithms of searching and sorting,

such as binary search and merge sort

GCSE: data handling and algorithms

visualized with flowcharts

G3: algorithms in problem solving heuris-

tics, e.g., based on place value in addition/-

subtraction

G5: the same with multiplication

G6: and division

Logic (in CS) KS2: logical reasoning, e.g., in explaining the

functionality of simple algorithms

KS3: Boolean logic (AND/OR/NOT)

General: Construct viable arguments and

critique the reasoning of others. Logical

progression of statements

Sets KS3: enumerate sets, unions/intersections,

tables, grids and Venn diagrams

KS4: data sets from empirical distributions,

identifying clusters, peaks, gaps and

symmetry, expected frequencies with tables,

trees and Venn diagrams

G6: data sets, identifying clusters, peaks,

gaps, symmetry

G7: random sampling to generate data sets

HS: interpreting differences in shape,

center and spread of a distribution

Stat Prob Chart interpretations (K2), distributions/ rel.

frequencies, bivariate data, P scale: 0–1, P of

mutually exclusive events (K3); bigger

samples, population, histograms, scatter and

box plots, combined dependent events (K4)

Variability (G6), generalizations and

random sampling (G7), bivariate data (G8)

Linear

algebra

KS4: (in Geometry) translations as 2D vectors,

addition and subtraction of vectors, multipli-

cation with a scalar, diagrammatic and column

representations

GCSE: transformations & vectors

HS: addition, subtraction, multiplication of

matrices, multiplication with a scalar,

identity matrix, transformations as 2 × 2

matrices

Logic. The basics of logic are present in UKNC. A comprehensive subset is
provided, yet in the UK Boolean logic is currently included in the computing
and not in the mathematics syllabus. However, Boolean logic would also fit well
in the mathematics syllabus as a consistent continuum of studying inequalities
and their truth values. A readily field-tested elementary syllabus is found in
GCSE CS [17] as well. It contains the following topics:

– binary and hexadecimal notations
– binary addition and shift
– Boolean values (true, false)
– Boolean operators (AND, OR, NOT)
– truth tables.

In USCC, logic is substituted by logical thinking as part of critical think-
ing skills and consistency in arguments. In addition collaborative learning tech-
niques are utilized, in particular sociomathematical norms [20]. Yackel and Cobb
emphasize the need for a rationale and justification for a solution. It is a math-
ematics teacher’s duty to challenge students to invent multiple alternatives end-
ing up with the same result. Among the presented alternatives, the class should
evaluate the most sophisticated and elegant method.
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Sets, Statistics, and Probability. Sets may be employed to illustrate nested
number sets of natural numbers (N), integers (Z), and reals (R) that match with
variable types (unsigned, int, float) in programming. However, due to differences
in how, e.g., reals appear in both, we note that this juxtaposition is prone to
misconceptions. For instance, in:

i n t x=1; f l o a t y=x /2 ;

division may produce a value of zero depending on the programming language
selected. All the same, not every int is necessarily a float, in contradiction to
the mathematics subset relation of Z ⊂ R. In mathematics, sets are a basic
abstraction of containment, likewise in programming, they could be exploited
as a cognitive scaffold that assists in understanding e.g. collections and their
operations. The same operations are exploitable even if the collection type would
change from a set to an array, a list, a vector or a matrix. Therefore, set theory
would be useful in any mathematics syllabus designed to support CS. Currently,
sets are a part of UKNC, but absent from USCC and FNC-2014. Sets prompt
types in programming and they can be utilized in abstracting both primitives
and collections. UKNC specifies the syllabus of sets containing the following
topics:

– sets visualized by Venn diagrams
– set operations: subset, proper subset, intersection, and union, combinations

of these
– sets represented as lists, and
– set and its complement.

Statistics and probability have only a small role in the conceptual core of CS,
however they are useful tools for further studies, e.g., statistical analyses in
STEM reports or probability exploited in game applications.

Linear Algebra. Linear algebra basics are included in the USCC as matrices
and basic operations, and as vectors and transformations in UKNC, whereas
they are missing from the FNC-2014. However, linear algebra basics could be
a beneficial addition, even if supported by ACM-CS2013 only as an elective
mathematics topic. The need for matrices is increasing, because of topicality
of their application areas. Hence many libraries, e.g., in Python exploit them
extensively. As a topic, matrices and vectors (that can be handled as matrices)
belong together. Matrix manipulations, such as transformations (scaling, trans-
lation, reflection and rotation) are especially applicable in many popular fields
of graphics, animations and game engines. In addition, matrices are extensively
exploited in machine learning, data analysis, and pattern recognition.

4 Method

This study complies with the scope of curriculum theory [21], and its key ques-
tion of what knowledge is the most valuable and how the knowledge should be
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constructed in order to ensure consistent proceeding. Here, we are concerned with
the educational and sociological aspects due to the aim of improved employability
and filling the digital skills gap. This study is restricted to elementary mathe-
matics and compares FNC-2014 with UKNC and USCC [16,19,22] and with the
recommendations given by the ACM and IEEE [12,15]. The comparison exploits
content analysis in searching for the mathematics syllabus anticipated to be the
most useful for CS students.

In addition to the comparison, the effectiveness of the university-level SWE
studies reflects back to the curriculum design. We do not collect any new data
but reuse the data of existing studies [23–26]. The results of the previous studies
are cross-correlated to confirm their validity in order to draw conclusions about
the most profitable mathematics topics.

5 Results and Discussion

In this section, we first review the feedback from the field: SW professionals
evaluate the curriculum topics according to their profitability in working life.
Being informed of both the recommendations and criticisms of the current real-
ization, we summarize the necessary mathematics syllabus content and bridge
the learning trajectories from elementary to higher education mathematics.

5.1 Feedback from SW Engineers

To evaluate the effectiveness of their education, SW engineers have scored the
profitability of plenty of curriculum topics [23]. An imbalance between supply
and demand was discovered and as a remedy, the author recommends putting
less emphasis on the topics of minor importance – or teaching them in a way
that makes them more relevant to SWE students. The study was run in the year
1997 and repeated in 1998. The differences between outcomes remained modest.
In 1998, the sample size was N = 181, and the survey consisted of 75 topics
of CS, SWE, etc. A few years later, in 2004, Kitchenham et al. conducted a
research focusing on the curricula and graduates of four British universities [26].
The methodology was somewhat different and so was the obtained list of the
most under-taught topics. The findings regarding mathematics were, however,
the same.

Then in 2009, a decade after Lethbridge’s original research setup, Puhakka et
al. published an analogous study conducted in Tampere University of Technology
[24] (N = 212). Out of the original 75 subtopics, three were removed because of
their not being common in Finnish curricula. Both sub-figures of Fig. 1 illustrate
the differences between math-related perceptions among SW professionals in the
examined cohorts of US and Finland. First, we observe that the results correlate
surprisingly well, taking into account a timespan and continent switch. The
scientifically significant values of R2 are 0.88 in the upper, and 0.91 in the lower
figure.
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Fig. 1. The comparison of usefulness and adequacy of mathematics education evaluated
by SW professionals [23,24] (N = 181; N = 212), originally in [8]. (Color figure online)

The green circles in sub-figures designate the areas considered either useful
(the upper) or in need of more emphasis (the lower) to build work-life compe-
tence of SW professionals. The lower sub-figure, however, demonstrates the rar-
ity of topics in need of more emphasis. Negative values indicate a post-graduate
knowledge loss, whereas positive values a knowledge gain, in other words, inade-
quate learning of such topics in higher education. The latter sub-figure is visually
telling. Only algorithms and data structures are in need of more emphasis. In
addition to these, the Lethbridge top-ten consists of no other mathematical, but
instead, such items as negotiation, human-computer interaction, and leadership.
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In comparison with both previous surveys, Surakka separates the sample
into the cohorts of SW engineers, academics (professors, lecturers) and students,
see Fig. 2. The winner is again clear: algorithms and data structures, also the
prominence of discrete mathematics compared with continuous mathematics is
unchallenged, yet the bias has an academic flavor: discrete mathematics scores
the highest among professors and lecturers (3.1).

Fig. 2. The mathematics areas perceptions [1(not important), 4(very important)] of
Surakka’s engineers, academics, and students contrasted with Lethbridge and Puhakka
et al.; N = 11, 19, 24; 181; 212 – respectively. Originally in [8].

5.2 TEK, Aarresaari

The society follows the effectiveness measures of higher education. In a yearly
basis, the association of Academic Engineers and Architects in Finland, TEK,
collects the feedback of university graduates. The latest survey, 2017 TEK grad-
uate survey, is referred to update the current emphasis areas of the graduates
[27, p. 21].

Unfortunately, in regard to mathematics, the granularity of the survey is
more coarse-grained than in the previous studies examined. The more general
information addresses the importance of certain skills, such as problem solving
and information retrieval skills. Only two aspects are studied more than antici-
pated by their importance, i.e., the difference of importance − learned in studies
is negative. The two areas are ‘knowledge of the research of the own field’ and
‘mathematics and natural sciences’, that is, they are learned more than actu-
ally needed in working life. In comparison, ‘practical application of theories’ is
one of the top-scorers. ‘Problem solving’ is regarded the most important skill
among graduates, and after project management and oral communication skills,
analytical thinking also scores highly. In Aarresaari data, learning skills in over-
all and self-regulatory skills in particular are valued the highest, exemplified by
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such skills as ‘ability to learn’ and ‘self-steerability/initiative’ [28]. These key
areas intimately reflect the current requirement of a flexible workforce capable
of recreating itself based on the current need. Also analytical thinking skills
and problem solving score high. In contrast, ‘theoretical skills’ are valued much
lower to their applicative counterparts, and ‘theoretical knowledge of one’s own
domain’ and ‘mathematics and natural sciences’ actually count among few top-
ics over-taught, i.e., during their studies, the graduates learn them maybe too
theoretically without exploiting the learned content in practice.

Fig. 3. TEK graduate survey in 2017; N = 1985.

The TEK survey for university graduates confirms the findings of over-taught
topics: ‘knowledge of the research field’ and ‘mathematical and natural sci-
ence’, see Fig. 3. Even if the theoretical aspects of one’s research field are over-
emphasized, the practical application of theories is yet insufficient. Moreover, the
resolution is partly lost in bundling mathematics and natural sciences together.
Lethbridge/Puhakka/Surakka studies suggest chemistry being constantly among
the low-scorers, whereas parts of mathematics, especially those fostering algo-
rithmic and logical thinking, are appreciated.

In the TEK and Aarresaari survey, high-valued self-regulatory skills are sec-
onded by such practical aspects that can be situated under the broader umbrella
concept of ‘specificational thinking’. These skills comprise, e.g., communication
and negotiation skills with a client as part of user-centered design. However, the
specificational thinking in its entirety is more about modeling and abstracting
data, which as topics were absent from these surveys. Specificational thinking
will be treated more thoroughly in Sect. 5.5.

5.3 CS-Supportive Mathematics for Primary and Secondary
Education

In constructing a strong basis for CS, both ACM and SWEBOK emphasize dis-
crete mathematics, confirmed by the feedback from the field. After programming
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basics, ACM values discrete systems as the second most prominent, and algo-
rithms, data structures, and complexity as the third most prominent KAs,
whereas the in-service SW engineers appreciate the latter more. In SWEBOK,
nine out of eleven mathematics KAs comprise discrete mathematics. Spearhead-
ing in CS, the UK invests in discrete mathematics already at the elementary
level and, in addition, provides CS as a subject of its own right that allows more
in-depth topics.

Algorithmic Thinking. In pondering the difference between the mindsets
of mathematicians and computer scientists, Knuth points out that computer
scientists need to be concerned about algorithms and their computing specifics,
such as the notion of complexity or economy of operations [29]. Denning equates
algorithmic and computational thinking [30], which he, in turn, associates with
general problem solving [31]. When solving a problem, it is beneficial to start
by decomposing it to smaller solvable subproblems that may be implemented as
subroutines in a code. At its simplest, an algorithm may thus be understood as
a subroutine, a sequence of commands that can be called repeatedly as many
times as desired [32, for instance]. Figure 4 suggests dividing the algorithms into
the following sub-topics:

1. The introduction of the key algorithms of searches and sorts. These can be
trained without computers as well.

2. Complexity considerations.
3. Data structures and corresponding operations.

Fig. 4. Algorithms at elementary level.
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Algorithmic thinking has been brought within reach of school or even pre-
school children with multiple initiatives such as [33], and without utilizing com-
puters, as demonstrated by the CS-unplugged movement [34], and algorithmic
plays [35]. Puzzles and games can be very educative and thought-provoking,
thus this approach is also exploited by a number of universities in familiarizing
students with algorithms [36]. Unplugging removes the extra cognitive load of
knowing the programming details. To be acquainted with well-known algorithms,
binary-search and merge-sort are considered an age-appropriate start, backed up
with the CS syllabus of UKNC.

In general, a student should learn to save resources, i.e., time and memory,
as a part of good coding conventions. In algorithm development, it is crucial to
select an appropriate algorithm and data structure for a task. In consequence,
a student must be aware of the consequences of poor choices, where estimating
the complexity of the algorithm is educative. The combined effect of algorithm
and data structure can be huge. In extending the data amounts, the differ-
ences highlight further. The same control structures are applicable as usual, i.e.,
sequencing, selection, iteration and recursion. In visualizing the control flow,
a flow chart is educational. Iterations and recursions, especially if nested, can
easily increase the number of iterations.

Data Structures: Sets and Other Representations. In programming-
oriented mathematics, data structures can be seen as an application of set the-
ory that conceptualizes collections. Sets are missing from FNC-2014, whereas
UKNC defines a functional subset visualized in Fig. 5. Sets (näıve set theory) in
UKNC are a gentle kick-start for the set theory, familiarizing students with dif-
ferent notations, e.g., the interchangeable use of either a list or a Venn diagram
(excluding some special cases). A number of basic concepts are introduced, such
as a set and its complement, a universe, and a subset. Set operations cover union
and intersection.

In programming, collections are of various types: a set is an unordered col-
lection of values where no value may occur twice, a list an ordered collection
where the same value may occur multiple times, and a map a collection of val-
ues identified by keys; the map may also be interpreted as a representation of a
mathematical function. Data structures should introduce the very basic struc-
tures, such as arrays, lists, maps and optionally also more sophisticated tree
structures, and demonstrate the efficiency of each basic operation of adding,
deleting, and selecting (searching). Sorting can be interpreted as an application
of search in compliance with divide-and-conquer heuristics: after an item is found
and in the right position, search is applied iteratively till all items are sorted.

Multiple external representations (MERs) elucidate the data and problem
from different perspectives. For example, a function may be represented as an
expression, a curve, a map from ‘argument set’ to ‘image set’, a table with two
columns, or a function machine. Flexibility in moving from one representation
to another indicates a deeper understanding of the concept [37], which facilitates
problem solving. Wilkie and Clark denote representational flexibility as fluency
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Fig. 5. Sets in UKNC.

Fig. 6. A tree representation of an arithmetic relation chain, and a failed attempt to
yield a similar tree [8].

with the order of operations; commutative, associative, and distributive laws;
and equivalence of expressions [38]. In programming, representational fluency is
practiced, e.g., with the syntactic diversity of operations, such as addition: x+y,
+(x, y), or (+ x y). Figure 6 illustrates the use of the MathCheck learning tool
[39] in studying the relationship between textual and tree representations. Such
exercises aim at training the precedence and left- and right-associativity rules in
particular. The exercises help students to grasp the distinction between seman-
tics and syntax by differentiating between associativity as a semantic notion and
left- and right-associativity as syntactic notions. Furthermore, the example in
Fig. 6 reveals that the relation operators (= and ≥, and so on) are neither left- nor
right-associative unlike arithmetic operators (+, −, and so on). Consequently,
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Fig. 7. Logic in UKNC [8].

in x = y ≥ z, the first comparison result is not passed as an argument to the
second, but instead, a Boolean AND is performed on both. Thus, drawing = as a
child of ≥, or vice versa, would be misleading. Being even, the relation operators
must share the root of a tree as Fig. 6 illustrates. This also makes it explicit that
although y occurs only once, both comparisons use it as an argument.

In problem solving, the ability to model and abstract the data is crucial.
USCC specifies Modeling as a syllabus area of HS mathematics [19,40]. It links
to a broader pedagogical idea of using the open-ended problems of everyday life
by combining skills from mathematics, statistics and technology, and ‘. . . and the
ability to recognize significant variables and relationships among them. Diagrams
of various kinds, spreadsheets and other technology, and algebra are powerful
tools for understanding and solving these problems.’ Although modeling, say, a
banking system for implementation as software is fundamentally different from
modeling a physical or statistical problem, the need to recognize and formal-
ize the essential aspects of the problem is common. Specificational thinking is
necessary for both SW engineers and their customers to reach a common vision.

Logic. In formalizing CS, a formula, CS = mathematics + logic, proposed by
Dijkstra, aims at describing its distinctiveness [41]. In accordance, he calls stu-
dents to learn formal mathematics and logic to construct a well-grounded basis
for CS. UKNC points out that already at the elementary level a novice program-
mer needs simple Boolean logic, at least the operators of AND, OR and NOT,
and their combinations, see Fig. 7. In the same context, UKNC introduces logic
gates in circuits, thereby creating a link between CS and physics (electronics).

To skim other logic uses, we reviewed ACM course descriptions. The logic
applications were proofs, correctness, the combinational and sequential logic
of state machines, and in addition to these, reasoning that targets translating
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Fig. 8. Statistics in UKNC [8].

Fig. 9. Probability in UKNC [8].

natural language (e.g., English) sentences into predicate logic statements. Such
a skill would stand out in specificational thinking in Sect. 5.5.

Statistics, Probability. The syllabus areas of statistics and probability are
inter-related at the elementary level, justifying combining the topics under the
same label. Building the knowledge base and gaining experience of these topics
may be initiated, for instance, by collecting the data of concrete phenomena, such
as measuring the heights of students of a class and constructing a histogram of
the heights of the class. Students should be capable of reading and interpreting
these charts. For instance, the shape of the height histogram should resemble
the typical bell-shape of a normal distribution making it timely to introduce the
concepts of mean, median, and mode in this context. In addition to histograms,
the alternative way of representing this information is to construct a cumulative
frequency chart, in the UKNC subset visualized in Fig. 8, the left bottom corner.
Ultimately, information could be reduced to a box-and-whiskers chart.
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Venn diagrams and relative frequency charts prompt probability. The rela-
tive frequency of an event, e.g., which percentage of students are in the range
of 140–150 cm, provides an obvious scaffold to investigate the probability of a
randomly-selected student being 140–150 cm tall, and prepares for generaliza-
tions concerning bigger populations. In Venn, the bin of 140–150 cm students
can represent the set A, where the complement set of A represents all the stu-
dents not within this height category. In the universe of this class (or any other),
a selector will get either a student from the set A or its complement A with
100% probability, i.e., P (A) + P (A) = 1. In Finnish elementary mathematics,
probability links closely with statistics in the described manner. UKNC pro-
gresses further by including the multiplication and addition rules, see Fig. 9. In
the figure, a decision tree clearly demonstrates that the sun either is shining or
not, no other options exist. As a consequence of the shining sun, a bird will sing
more probably. Furthermore, the tree assists in constructing the combined prob-
abilities correctly: the multiplication rule applies horizontally to each branch at a
time, and the products are added vertically. In a tree, all the probability branches
of one joint must sum up to one. For statistics, and probability, UKNC specifies
a valid and deliberately planned mathematics syllabus for an elementary level
that could be emulated as such in FNC-2014.

5.4 CS-Supportive Mathematics at High School

In the Finnish high school system, CS is not provided as a subject of its own.
Instead, the cross-curriculum thread of digital competence started at elemen-
tary level continues as the utilization of CS and practicing technological fluency
throughout the high school. After completing the first course of mathematics
(MAY1), a student either chooses honors mathematics (the MAA* courses), or
regular mathematics (the MAB* courses) [42]. The respective courses are listed
in Table 3. This study concentrates on honors mathematics in particular, which
comprises ten compulsory courses (MAY1-MAA10), and three optional courses
(MAA11–MAA13), because of its partial support for discrete mathematics. The
courses of discrete mathematics consist of ‘Number theory and proofs’ (MAA11)
and ‘Algorithms in mathematics’ (MAA12) that are currently optional.

In HS, algorithms are introduced only in the elective courses of ‘Number the-
ory and proofs’ (MAA11), and ‘Algorithms in mathematics’ (MAA12). Closest
to logic is the elective MAA11 with conjunctives and truth values. Instead, we
propose a compulsory status for these courses to ensure a proper support for CS.
Due to the proposal, some compulsory courses ought to be converted as optional
as a fair exchange. Maybe the advanced courses of derivation and integration
could be potential candidates, since the SW engineers’ feedback manifest the
excess of continuous mathematics, such as calculus. Moreover, the electric version
of matriculation examination will be taken into use in the year 2019 implying
hands-on exercises with computers. The developing of these questions is cur-
rently proceeding. In anticipation of this change, mathematics teachers should
prepare their students to master the required applications and programmable
environments.
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Table 3. High school mathematics divided in MAA* and MAB* courses and grouped
by learning trajectories (stat. and prob., logic, algorithms, cont.mathematics, and
geometry), see Fig. 11.

stat. and prob.
course description
MAB5 stat. and prob.
(MAB8) stat. and prob. II

MAA10 prob. and stat.
combinatorics

arithmetic(logic/algor. in yellow)
course description
MAY1 numbers,sequences
MAB4 modeling,patterns
MAB6 commercial math
MAY1 numbers,sequences
MAA8 root,log functions

(MAA11) number theory,proofs
(MAA12) algorithms in math

cont.mathematics
course description
MAB2 expression,equations
(MAB7) mathematics.analysis

MAA2 polynomials
MAA6 derivative
MAA9 integral calculus

(MAA13) adv.calculus

geometry
course description
MAB3 geometry

MAA3 geometry
MAA4 vectors
MAA5 analytic g.
MAA7 trigonometry

5.5 Specificational Thinking

In the SW engineers’ feedback, specificational thinking and related skills become
ever more pronounced. Specificational thinking shares certain analogies with
computational thinking, and it could be described as its practical cousin. Taken
that computational thinking comprises the theoretical basis and the acquain-
tance of a software process, at least in the abstract, specificational thinking
extends to the real working life and project-based conditions, where the threads
of modeling and user-centric design mix in, see Fig. 11. Modeling implies both
data modeling and conceptual visualizations in order to describe the system.
User-centered design attempts to ensure such products that respond to users’
expectations and needs, which starts by specifying user requirements, often
referred to as user stories in agile project management.

As a complementary part of the negotiation skills that were highly appreci-
ated in the SW graduate surveys, capturing all the essentials in a specification
benefits from an adequate amount of domain knowledge and observations as
a typical practice of user-centered design. Translating all the information and
observations as clearly-worded specifications – while minimizing the chances for
misunderstandings – requires a sense of the nuances of a spoken language, pre-
ciseness, and the capacity for recognizing the sentences as implicit logical propo-
sitions. First, use cases and requirements are defined together with a customer.
It is difficult to design SW so that it meets the needs of its end users. Indeed, [10]
lists twelve common causes for SW project failures. Three of them are unrealis-
tic or unarticulated project goals; badly defined system requirements; and poor
communication among customers, developers, and users. We believe that speci-
ficational thinking alleviates these problems: to provide usable and user-friendly
products requires a fair reflection on the actual needs and expectations of end
users, and clothing them as precise specification text.

In writing a good specification, it is hard to anticipate all its consequences,
especially if one is not a professional, which is illustrated by the next example.
A man sitting in a wheelchair tried to buy winter boots at one supermarket,
in Helsinki [43]. For the purpose, he had received a voucher worth at most 70
euro granted by social security authorities. However, the shoes did cost 74.50
euro. The remaining part, 4.50, the man would have paid himself. However, a



Algorithms and Logic as Programming Primers 377

cashperson refused and appealed to the instructions. After a while, a superior of
the cashperson arrived, the next arrival being a safeguard. Finally, an outsider
paid the winter boots from her own money to resolve the awkward stalemate.
Afterwards, the supermarket analyzed what went wrong. Cashpersons had been
given a written specification of how to process the social security vouchers: first,
check the maximum value of a voucher, then, a purchase not exceeding that
value. The cashperson obeyed the instructions literally. However, this was not
the intention, but instead, to prevent from using the vouchers as worth of more
than their maximum, i.e., they are no reduction coupons. The supermarket fixed
the instructions and returned the money to the customer who had paid the boots.

At first glance, this incident may seem to have nothing in common with
SW development, however, it illustrates such defects in specificational thinking
that are a major source of problems throughout an SW process: it is very hard
to see the unintended consequences in advance. Beforehand, the authors may
think that they have written a decent specification; afterwards, it is self-evident
to everybody that it allows some drastic and unintended interpretations. Com-
monly, a failure scenario is considered too improbable, too crazy, to worry about,
until it does occur. Concerning software project failures more generally, the sub-
title of [10] is ‘We waste billions of dollars each year on entirely preventable
mistakes’. The publication lists many examples and argues, ‘Even organizations
that get burned by bad software experiences seem unable or unwilling to learn
from their mistakes.’

Another aspect of specificational thinking is the ability to choose an appropri-
ate representation for the data and required operations. In bigger organizations,
it is a duty of an SW architect to translate the specification into an architectural
design, often illustrated as UML diagrams. To be capable of making efficient and
unambiguous designs requires technical skills, awareness of the variety in possi-
ble data structures, and their implications for efficiency and required resources.
For instance, Fig. 10 shows two fragments of Tampere region bus timetables:

Fig. 10. Two fragments of bus timetables (Monday–Friday).

On the left, full hours are shown in the first column, and the rest of each
line lists departure times in minutes after the full hour. On the right, each line
represents a route via bus stops from A to F: departure times are shown stop-by-
stop; ‘-’ denotes no visit. Students could be asked to discuss the advantages and
disadvantages of these two representations, and possible justifications for each.
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In avoidance of the unintended consequences and bad design, it is crucial
to admit the very existence of these specificational problems, them necessitat-
ing specificational thinking to be taken seriously. To exercise it at elementary
level, an educative and sufficient learning objective would be to deal with real
and open-ended specification problems. For instance, a teacher could ask a stu-
dent to write instructions for another student to follow. The instructions may
describe, say, a location of an object hidden in the schoolyard. Afterwards,
the students should discuss how the instructions were to be improved to find
the object even quicker. By the same token as those ‘follow-my-instructions’
games, programming can provide epistemologically productive learning experi-
ences. Papert claims that, ‘. . . in teaching the computer how to think, children
embark on an exploration about how they themselves think. The experience can
be heady: Thinking about thinking turns the child into an epistemologist ’ [44].
Sooner or later, a novice will notice that a computer functions differently from
what he intended because it obeyed his instructions precisely. The situation is
akin to the example of buying boots, where reaching a common understand-
ing between humans was tricky, yet a computer is even more stubborn in its
obedience.

The modest goal of these exercises is that in a future our students will be
more discerning and resourceful in specifying and implementing SW projects
than decision makers of today.

5.6 The Learning Trajectories Bridged from Elementary to Higher
Education Mathematics

To track the consistent proceeding in learning, we draft a hypothetical syllabus
of CS-supportive mathematics by enhancing it with discrete mathematics. For
learning proceedings, ‘learning trajectory’ is the selected theoretical framework
rooted in Piaget’s cognitive constructivism [45] and active learning theories [46].
It targets a definition of a consistent path for a learner to follow. The path should
consist of well-justified building blocks. Figure 11 illustrates the learning trajec-
tories as vertical dashed lines, dedicated to each topic proposed in the previous
sections: algorithms and data structures that comprise sets, logic, statistics, and
probability. The trajectories are crossing through four horizontal layers of Ele-
mentary mathematics, computational thinking, HS mathematics, and Tertiary
mathematics. In Finland, only elementary education is compulsory, whereas con-
tinuing to high school or tertiary education is elective.

The learning trajectories of algorithms and data structures, and logic are
marked with light green and blue to highlight their prominence. Currently, the
elementary mathematics syllabus in FNC-2014 does not define any specific learn-
ing targets for the topics except that of ‘algorithmic thinking’ anticipated to start
with problem solving and decomposition. In programming, the decomposition
implies a program’s division into subroutines. In algorithms, the introduction of
the simplest sort and search algorithms would be a natural learning goal. Data
structures are prompted by number sets of natural numbers (N), integers (Z),
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and reals (R) that match with variable types (unsigned, int, float) in program-
ming. In addition to simple primitives, types in CS can be more complex, such
as primitive containers of arrays, lists, and vectors. Structuring data in various
ways, modeling and visualizing it, assists in raising the abstraction level, thus
ultimately in problem solving as well.

The second most prominent trajectory is logic. Like algorithmic thinking, in
FNC-2014, logic is included only as a requirement of logical thinking. However, in
programming, logic is highly exploitable in defining the conditions in selection
and iteration structures. The logic subset in Fig. 7 proposes enhancements to
mathematics, physics, and native language syllabi in Y7–9. To add further value
to this age range, the UKNC syllabus areas of statistics and probability (Figs. 8
and 9) were worth considering in descending order of importance. However, due
to time constraints, adding content to the mathematics syllabus is problematic.
CS, as a separate subject, would solve the problem. Below elementary mathemat-
ics, the computational thinking (CT) layer illustrates the computing enhance-
ment and how the process divides into abstraction, automation, and analysis
phases. In this layer, the mathematics fundamentals have their CS counterparts.
The schedule in mathematics Y7–9 implies an appropriate introduction order of
the CS fundamentals as well.

In regard to the hypothesized trajectories, sets are unfortunately missing
from the FNC-2014, both from elementary and high school education, whereas
the situation of statistics and probability is much brighter. They start already
at the elementary level, and in high school the following courses are allocated
for the topic: MAB5, MAB8, and MAA10. However, high school is elective, and,
regrettably, rigidly targets the matriculation examinations, whose importance
has lately grown as a selection criterion for tertiary education. Tertiary mathe-
matics elucidates the required skills for modern SWE by representing the most
prominent topics only that can be considered as a continuum of the trajectories
sketched in the figure.

6 Conclusions

• RQ1: Mathematics syllabus areas to be strengthened? According to the
reviewed studies, SW engineers need stronger algorithms and data struc-
ture skills. In accordance, fluency with multiple representations and modeling
is considered beneficial in illustrating and structuring data, thus improving
problem solving skills. To further strengthen the theoretical basis primarily
necessitates the inclusion/teaching of logic, and secondarily set theory, statis-
tics, and probability. In increasing discrete mathematics, the UKNC math-
ematics and CS provide an exemplar to emulate in elementary education in
Finland.

However, discrete mathematics does not benefit only future SW engineers,
but all students in becoming generally educated and acquainted with CS.
Even though continuous and discrete mathematics are posed as opposite, in
practice, they are deeply interconnected and complement each other. Natural
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sciences continue to exploit continuous mathematics as before, so continu-
ous mathematics must keep a significant role in the curriculum. However, to
meet the challenges of digitalization, we believe that it is beneficial to move
emphasis from continuous to discrete mathematics.

• RQ2: The overemphasized mathematics syllabus areas? Curriculum planning
is a zero-sum game. If the volume of discrete mathematics were increased,
some areas ought to be decreased correspondingly. The proposal is to move
some emphasis from continuous to discrete mathematics already at the ele-
mentary level. To get all the suggested content to fit in the mathematics
syllabus is challenging, thus adding CS as a separate subject is a distinct
option.

• RQ3: Missing but crucial topics to support CS? The feedback from the SW
engineers emphasized soft and practical skills more than hard and theoret-
ical ones. For example, problem solving, and communication and negotia-
tion skills, as well as other project managerial skills are valued high. In real
projects, a freshman SW engineer faces the challenge of capturing the real
needs and expectations of a customer and being capable of verbalizing them
as unambiguous textual specifications and a design for an implementation
team. For instance, USCC defines HS Modeling for structuring data, and the
area could be subset age-appropriately for the elementary level. These skills
constitute a substantial part of what we refer to as ‘specificational thinking’.

However, mathematics is by far the only subject to practice specificational
thinking. In essence, with such cross-curricula skills as good oral communica-
tion skills, appropriate observation and interview techniques, critical and ana-
lytical thinking that imply logical thinking, and conceptual modeling skills,
students are more likely to excel in specificational thinking. Thus, achiev-
ing the goal should be a combined effort of the subjects of native language,
mathematics, and why not social studies and philosophy, if available.

Further Studies. The emphasis shift from continuous to discrete mathemat-
ics must be executed in an evidence-based manner, i.e., the learning outcomes
must be carefully evaluated in co-operation with pedagogical experts both in
elementary and higher education. To advance this approach further, the results
should speak for themselves. To achieve the full potential of discrete mathe-
matics in higher education, traditional ‘Advanced Engineering Calculus’ would
need its discrete mathematics counterparts, say, ‘Programmers’ Introduction to
Automata and Formal Languages’ or ‘Set Theory for Software Engineers’, which
indisputably explicate the benefits of the renewed mathematics syllabus for the
good of CS.

Acknowledgments. Thanks to the Academy of Finland (grant number 303694; Skills,
education and the future of work) for their financial support.
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Abstract. Although Cognitive Load Theory (CLT) has been researched
for many years, it has been criticised for its theoretical clarity and its
methodological approach. A crucial issue is the measurement of three
types of cognitive load conceived in the theory, and the assessment of
overall human cognitive load during learning tasks. This research study
is motivated by these issues and it aims to investigate the reliability,
validity and sensitivity of three existing self-reporting mental workload
instruments, mainly used in Ergonomics, when applied to Education and
in particular to the field of Teaching and Learning. A primary research
study has been designed and performed in a typical third-level classroom
in Computer Science, and the self-reporting mental workload instruments
employed are the NASA Task Load Index, the Workload Profile and the
Rating Scale Mental Effort. Three instructional design conditions have
been designed and employed for the above purposes. The first design
condition followed the traditional explicit instruction paradigm whereby
a lecturer delivers instructional material mainly using a one-way app-
roach with almost no interactions with students. The second design con-
dition was inspired by the Cognitive Theory of Multimedia Learning
whereby the same content, delivered under the first condition, was con-
verted in a multimedia video by following a set of its design principles.
The third design condition was an extension of the second condition
whereby an inquiry activity was executed after the delivery of the sec-
ond condition. The empirical evidence gathered in this study suggests
that the three selected mental workload measures are highly reliable.
Their moderate face validity is in line with the results obtained so far
within Ergonomics emphasising and confirming the difficulty in creating
optimally valid measures of mental workload. However, the sensitivity
of these measures, as achieved in this study, is low, indicating how the
three instructional design conditions, as conceived and implemented, do
not impose significantly different mental workload levels on learners.
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1 Introduction

Cognitive Load Theory (CLT) has been designed to guide instructional design-
ers and practitioners keen to develop instructional resources aimed at promoting
the activities of learners, increase their performance and optimise their learning
[8,56]. Although CLT has been investigated for many years, developing a set of
guidelines aimed at creating effective instructional designs, it has been subjects
of multiple critiques due to its theoretical clarity [54] and its methodological app-
roach [15]. In detail, a central problem is the measurement of the overall cognitive
load of learners while performing learning activities [43]. Three types of cognitive
load have been conceptualised and identified within CLT: intrinsic, extraneous
and germane. These are the fundamental assumptions that compose the theory
itself. The intrinsic load can be influenced by the familiarity of the learners on a
given subject or the intrinsic difficulty and complexity of the learning material to
be exploited. The extraneous load can altered by the procedure used to design,
organise and deliver instructional material. The germane load is influenced by the
effort exerted by learners for handling information, development and automation
of schemas in their brains. However, taking into consideration the Popperian’s
view on critical rationalism [47], CLT cannot be treated a scientific theory due
to the lack of clear procedures to measure its fundamental building blocks - the
cognitive load types - and thus their empirically validation. As a consequence
the theory is believed not to be falsifiable [15]. in other terms, the scientific value
of the Cognitive Load Theory and all the other theories built upon the notion
of cognitive load [15,16] still lack empirical validation. The main research chal-
lenge in this area concerns the development of reliable and valid measures of the
cognitive load types and the development of overall measures of cognitive load
that can be applied in the general field of Education and in the specific field of
Teaching and Learning. Unfortunately, although significant advances in Educa-
tional Psychology, limited research has been done towards the development of
cognitive load assessment techniques [1,2,6,10,45]. The situation is similar in
the more specific field of Teaching and Learning [19,45,57].

A domain in which cognitive load has been extensively researched and applied
is Ergonomics [64] (Human Factors). In this discipline, the construct of men-
tal workload (MWL), almost overlapping with the construct of cognitive load,
has a long history with a plethora of applications for example in the field of
aviation [18,24,25] and automotive industry [5]. In these applications, several
assessment procedures, both uni-dimensional and multi-dimensional, have been
proposed [7,64]. As a consequence, several MWL measures exist in the literature.
Similarly, various criteria for validating these measures have been recommended
highlighting the continuous interest on MWL research [52]. Taking a broad view,



386 L. Longo and G. Orru

the main logic behind measuring mental workload, in Ergonomics, is to quantify
the amount of mental activity devoted to performing a task for predicting human
performance and in turn system performance [7]. In Education, the goal is analo-
gous: the logic behind measuring mental workload is to quantify the mental cost
of performing a learning task with the objective of predicting the performance
of a learner and in turn estimate learning.

This research study is an attempt to bridge the gap present in educational
psychology concerned with the measurement of cognitive load by adopting exist-
ing measures of mental workload borrowed from Ergonomics. The aim of this
study, initiated in [29,42] and extended here, is to evaluate the reliability, valid-
ity and sensitivity of three mental workload measures from ergonomics, namely
the multidimensional Nasa Task Load Index [18] and Workload Profile [59] as
well as the unidimensional Rating Scale Mental Effort [66]. A primary research
study has been designed including the comparison of three different instructional
design conditions in a third-level master module. The first condition includes the
delivery of instructional material using a traditional one-way direct instruction
approach (lecturer to students). The second design condition includes the con-
version of the instructional material of the first condition into multimedia videos
developed by following a set of design principles developed within the Cognitive
Theory of Multimedia Learning [36]. The third design condition extends the
second design condition by adding a collaborative group activity inspired by
the concept of Community of Inquiry [4,13] aimed at extending understanding.
Figure 1 summarises this research by presenting its key components, the limita-
tions as emerged in literature, the design of a primary research experiment as
well as its evaluation.

Fig. 1. Summary of the primary research, its motivation and its main components.

The rest of the paper is shaped as below. Section 2 introduces Cognitive
Load Theory and its cognitive load types. It follows a description of the gen-
eral issues surrounding other cognitive load-based theories and a brief presenta-
tion of state-of-the-art mental workload assessment techniques in Ergonomics,
with their advantages and limitations. Afterwards, the paper puts the focus on
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three self-reporting mental workload procedures because of their adoption in
this research. Cognitive Theory of Multimedia Learning, its design principles as
well as the Community of Inquiry paradigm, a social constructivist approach
for teaching, are described to provide the reader with those relevant notions for
understanding the planned experiment. Section 3 focuses on the construction of
a primary research experiment with human learners, detailing the methodology
and formalising the research hypotheses. Sections 4 and 5 respectively present
experimental results and critically discuss them emphasising the contribution
to the body of knowledge. Section 6 concludes the paper and introduces future
work.

2 Theoretical Background

2.1 Cognitive Load Theory

Cognitive Load Theory (CLT) [56] has been conceived as a form of guidance
for instructional designers eager to create resources that are presented in a way
that encourages the activities of the learners and optimise their performance,
thus their learning [8]. CLT is an approach that considers the limitations of the
information processing system of the human mind [61]. The intuitive assumption
behind this theory is that if a learner is either underloaded or overloaded, learn-
ing is likely to be adversely affected. In detail, the assumption of Cognitive Load
Theory is that the capabilities of the human cognitive architecture devoted to
the processing and retention of information are limited [39] and these limitations
have a straight influence on learning. Unfortunately, the experience of mental
workload is highly likely to be different on an individual basis, changing accord-
ing to the learner’s cognitive style, the own education and training [44]. As a
consequence, modelling and assessing cognitive load is far from being a trivial
activity. In his seminal contribution, [56] have proposed three types of cognitive
load:

– intrinsic load - this is influenced by the unfamiliarity of the learners or the
intrinsic complexity of the learning material under use [2,55];

– extraneous load - this is impacted by the way the instructional material is
designed, organised and presented [9];

– germane load - this is influenced by the effort devoted for processing infor-
mation, for the construction and automation of schemas in the brain of the
learners [44].

Intrinsic cognitive load is considered being static, extraneous load should be min-
imised [40] and germane load promoted [11]. Cognitive Load Theory, although
highly relevant for instructional design and with a plethora of theoretical mate-
rial that has been published in the last few decades, has a fundamental, open
and challenging problem: the measurement of its three cognitive load types
[10,43,54]. Unfortunately, there is little evidence that these three types are
highly separable [9,12,58]. Similarly, to date, there is little evidence about the



388 L. Longo and G. Orru

ways the three different types of load can be coherently and robustly measured
[14,43]. According to the traditional critical rationalism proposed by Karl [47],
CLT cannot be considered a scientific theory because some of its fundamental
assumptions cannot be tested empirically and are thus not falsifiable [15]. To be
scientific, the measurement methods about a hypothesis must be sensitive to the
different types of load. CLT must provide empirical demonstrations about the
cognitive load types (its fundamental assumptions). As a consequence, the main
research challenge is the development of a valid measure of cognitive load and the
demonstration of the scientific value of Cognitive Load Theory and all the other
theories built upon it [15,16]. CLT has mainly been developed by educational
psychologists and evolved over almost three decades of research endeavour in the
field of education. Despite the theoretical evolution of this theory, and the many
ah-hoc, domain and context-specific applications based upon it, the practical
measurement of cognitive load has not been sufficiently investigated in educa-
tion. In contrast to this, the situation is different in the field of Ergonomics, where
more effort has been devoted towards the development of cognitive load assess-
ment techniques. In this discipline, cognitive load is mainly referred to as human
Mental Workload (MWL), a well known psychological construct [7,61,64].

2.2 Human Mental Workload

The concept of human Mental Workload (MWL) has a long history in the fields
of ergonomics and psychology, with several applications in the aviation and auto-
motive industries. Although it has been studied for the last four decades, no clear
definition of MWL has emerged that has a general validity and that is universally
accepted [7,27,49]. The main reason for assessing MWL is to measure the mental
cost of performing a certain task with the goal of predicting operator and sys-
tem performance [7]. MWL is an important design criterion: at an early system
design phase not only can a system or interface be optimised to take workload
into consideration, but MWL can also guide designers in making appropriate
structural changes [33,63]. Modern technologies such as web applications have
become increasingly complex [23,28,32], with increments in the degree of MWL
imposed on operators [17,22]. The assumption in design approaches is that as
the difficulty of a task increases, perhaps due to interface complexity, MWL also
increases and performance usually decreases [7]. In turn, errors are more fre-
quent, there are longer response times, and fewer tasks are completed per time
unit. When task difficulty is negligible, systems can impose a low MWL on oper-
ators: this should be avoided as it leads to difficulties in maintaining attention
and increasing reaction time [7]. In the following sections it is shown how MWL
can be measured and the formalisms to aggregate heterogeneous factors towards
an overall index of mental workload. This review of current solutions is aimed
at identifying both reasons why a more generally applicable measure of MWL
has not yet been developed, and the key characteristics of MWL representation
and assessment.
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Measures of Mental Workload. The measurement of mental workload is
a vast and heterogeneous topic as the related theoretical counterpart. Several
assessment techniques have been proposed in the last 40 years, and researchers
in applied settings have tended to prefer the use of ad hoc measures or pools of
measures rather than any one measure. This tendency is reasonable, given the
multi-dimensional property that characterises mental workload [26,31,41]. Many
approaches to operationalise mental workload as a computational concept have
been proposed as in [25,30,41,49,50]. Similarly, Various reviews attempted to
organise the vast amount of knowledge behind MWL measures and assessment
techniques [7,27,62,65]. In general, the measurement techniques of MWL can be
classified into three broad categories:

– self-assessment measures including self-report measures and subjective rating
scales;

– task performance measures which consider primary and secondary task mea-
sures;

– physiological measures which are derived from the physiology of the operator.

The class of self-report measures is often referred to as subjective mea-
sures. This category relies on the subjective perceived experience of the interac-
tion operator-system. Subjective measures have always appealed many workload
practitioners and researchers because it is strongly believed that only the per-
son concerned with the task can provide an accurate and precise judgement with
respect to the mental workload experienced. Various dimensions and attributes of
mental workload are considered in self-report measures. These include demands,
performance, effort as well as individual differences such as the emotional state,
attitude and motivation of the operator [5,30]. The class of subjective measures
include multi-dimensional approaches such as the NASA Task Load Index [18],
the Subjective Workload Assessment Technique [48], the Workload Profile [59]
as well as uni-dimensional approaches such as the Rating Scale Mental Effort
[66], the Subjective Workload Dominance Technique [60] and the Bedford scale
[51]. These measures and scales are mostly close-ended and, in case multidimen-
sional, they have an aggregation strategy that combines the dimensions they are
built upon to an overall index of mental workload. The class of task performance
measures assumes that mental workload practitioners and, more generally sys-
tem designers, are typically concerned with the performance of their systems
and technologies. The assumption is that the mental workload of an operator,
when interacting with a system, acquires importance only if it influences system
performance. As a consequence, it is believed that this class of techniques is the
most valuable options for designers. According to different reviews [7,62], per-
formance measures can be classified into two sub-categories: primary task and
secondary task measures. In primary-task methods the performance of the oper-
ator is monitored and analysed according to changes in primary-task demands.
Examples of common measurement parameters are response and reaction time,
accuracy and error rate, speed and signal detection performance, estimation time
and tapping regularity. In secondary-task assessment procedures, there are two
tasks involved and the performance of the secondary task may not have practical
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importance, but rather may serves to load or to measure the mental workload
of the operator performing the primary task. The class of physiological measures
includes bodily responses derived from the operator’s physiology, and it relies
on the assumption that they correlate with mental workload. They are aimed at
interpreting psychological processes by analysing their effect on the state of the
body, rather than measuring task performance or perceptual subjective ratings.
Example includes heart rate, pupil dilation and blinking, blood pressure, brain
activation signals as measured by electroencephalograms (EEG) and muscle sig-
nals as measured by electromyograms (EMG). The principal reason for adopting
physiological measures is because they do not require an overt response by the
operator and they can be collected continuously, within an interval of time, rep-
resenting an objective way of measuring the operator state.

Subjective measures are in general easy to administer and analyse. They pro-
vide an index of overall workload and multi-dimensional measures can determine
the source of mental workload. However, the main drawback is that they can
only be administered post-task, thus influencing the reliability for long tasks. In
addition, meta-cognitive limitations can diminish the accuracy of reporting and
it is difficult to perform comparisons among raters on an absolute scale. How-
ever, they appear to be the most appropriate types of measurement for assess-
ing mental workload because they have demonstrated high levels of sensitivity
and diagnosticity [52]. Task performance measures can be primary or secondary.
Primary-task measures represent a direct index of performance and they are
accurate in measuring long periods of mental workload. They are capable of dis-
criminating individual differences in resource competition. However, the main
limitation is that they cannot distinguish performance of multiple tasks that
are executed simultaneously by an operator. If taken in isolation, they do not
represent reliable measures, though if used in conjunction with other measures,
such as subjective ratings, they can be useful. Secondary task measures have
the capacity of discriminating between tasks when no differences are detected
in primary performance. They are useful for quantifying the individual’s spare
attentional capacity as well as short periods of workload. However, they are only
sensitive to large changes in mental workload and they might be highly intru-
sive, influencing the behaviours of users while interacting with the primary task.
Physiological measures are extremely good at monitoring data on a continuous
interval, thus having high measurement sensitivity. They do not interfere with
the performance on the primary task. However, the main drawback is that they
can be easily confounded by external interference. Moreover, they require equip-
ment and tools that are often physically obtrusive and the analysis of data is
complex, requiring well trained experts. In the experimental study carried out in
this research, subjective mental workload measures have been adopted because
they are easy to be administered in a typical third-level classroom. Primary and
secondary task measures would have been intrusive and would have influenced
the natural behaviour of learners in the classroom. Physiological measures would
have been physically obtrusive, requiring expensive equipment to be attached to
the body of each learner. The next sections describe the three MWL assessment
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techniques adopted in the current study, describing their formalism to produce
a quantifiable score of mental workload.

2.3 Subjective Workload Measures

The NASA Task Load Index (NASATLX) instrument is a subjective self-
assessment measure of mental workload [18]. It has been extensively applied
within Ergonomics in many socio-technical domains, and validated mainly in
the transportation industry [18,52]. The measure is built upon six dimensions
that are thought to affect mental workload, as described in a number of papers
[24,29,34]. Each dimension is assessed with a self-reported judgement by a
human, and a weight for each dimension is computed through a paired compar-
ison across dimensions. A subject, after executing a task, is required to express,
for each possible pair of the 6 dimensions, (binomial coefficient,

(
6
2

)
= 15), a pref-

erence indicating which of the two had a greater contribution to mental workload
while executing the underlying task. A weight w for a given dimension is the
number of times it was picked as preference in the pairwise procedure. Given
the 6 dimensions of the Nasa Task Load Index, each weight is therefore in the
range 0 (not relevant) to 5 (more important than any other dimension). The final
mental workload score is inferred as a weighed average, taking into account each
subjective rating for a dimension di and the correspondent weights wi (Eq. 1).
For comparison purposes in this research, the overall measure is scaled within
[1..100] ∈ �. The questionnaire can be found in Table 13 (Appendix).

NASATLX : [0..100] ∈ � =

(
6∑

i=1

di × wi

)
1
15

(1)

The Workload Profile (WP) is a mental workload assessment procedure [59]
developed upon the Multiple Resource Theory [61]. According to this theory,
humans are seen as having different capacities or ‘attentional resources’ related
to:

– stage of information processing – perceptual/central processing and response
selection/execution;

– code of information processing – spatial/verbal;
– input – visual and auditory processing;
– output – manual and speech output.

As described in other articles [24,29,34], each dimension is assessed through
subjective rates and an individual, after task completion, is required to rate the
proportion of attentional resources elicited while performing the task itself. This
self-reporting is done expressing a quantity within the range 0..1 ∈ �. A rating
of 0 indicates that the task performed placed no demand while 1 that it required
maximum attention. The overall measure of mental workload is a sum of the 8
rates d (Eq. 2). For comparison purposes in this research, the overall measure is



392 L. Longo and G. Orru

scaled within [1..100] ∈ �. The questionnaire associated to the Workload Profile
measure can be found in Table 14 (Appendix).

WP : [0..100] ∈ � WP =
1
8

8∑

i=1

di × 100 (2)

The Rating Scale Mental Effort (RSME) is a unidimensional mental workload
assessment procedure that is built upon the notion of effort exerted by a human
over a task. As described in other contributions in the literature [24,29,34], a
subjective rating is required by an individual through an indication on a con-
tinuous line, within the interval 0 to 150 with ticks each 10 units [66]. Example
of labels such as ‘absolutely no effort’, ‘considerable effort’ and ‘extreme effort’
are used along the line (Appendix, Table 12). The overall mental workload of
an individual coincides to the experienced exerted effort indicated on the line
(Eq. 3). On one hand, although simplicity, the RSME has demonstrated a good
degree of sensitivity across different empirical studies. However, on the other
hand, it has shown a poor diagnostic power [66].

RSME : [0..150] ∈ � (3)

2.4 Cognitive Theory of Multimedia Learning

Another cognitivist theory of learning is the Cognitive Theory of Multimedia
Learning (CTML) [35,36]. It is strongly connected to other learning theories,
including Sweller’s Cognitive Load Theory. CTML is based upon three assump-
tions (Fig. 2):

– dual-channel assumption - this assumption has been inspired by the dual-
coding approach of [46] whereby two separate channels are available for pro-
cessing information in the human brain, namely the auditory and the visual
channel;

– limited processing capacity assumption - in line with the Baddeley’s model of
working memory [3] and following the assumption of Cognitive Load Theory
[56], each channel has a finite, limited capacity;

– active processing assumption - learning is an active process for the selec-
tion, filtering, organisation of new information and its integration with prior
knowledge.

Humans are capable of processing a finite amount of information in each
channel at a given time. In details, according to CTML, the human brain does
not interpret multimedia instructions composed by words, auditory and picto-
rial information in a mutually exclusive way. Instead, these types of information
are firstly selected and then dynamically organised to produce schemas, which
are mental logical representations. Schemas are cognitive constructs in which
information is organised for storage in long-term memory. Similarly, they can
organise simpler elements in a way that these can subsequently act as elements
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Fig. 2. The model behind Cognitive Theory of Multimedia Learning.

in higher-order schemas. Learning coincides with the development of complex
schema as well as the transferring of those learned procedures from controlled
processing to automated processing. This shift empties working memory that
can then be used for other cognitive processes. [37] suggested five ways for rep-
resenting words and pictures while information is processed in memory. These
are particular stages of processing information. The first stage is represented
by words and pictures in the multimedia presentation layer. The second stage
includes the acoustic (sounds) and iconic representation (images) in sensory
memory. The third stage coincides the sounds and images within working mem-
ory. The fourth stage, always within working memory, concerns with the verbal
and pictorial models. The fifth stage relates prior knowledge, (the schemas),
stored in long-term memory.

Mayer proposed a set of design principles for creating instructions aligned to
the above assumptions and stages. Readers can obtain more information on the
principles in [38]. Generally speaking, these design principles suggest to provide
learners with coherent instructional material in the form of verbal and picto-
rial information. Coherent information aims to guide learners in the selection of
the relevant words and pictures and reduce the cognitive load in each elicited
channel. CTML is strictly connected to the Cognitive Load Theory because its
twelve principles can be grouped according to the three types of loads - reducing
extraneous load: coherence, signaling, redundancy, spatial contiguity, temporal
contiguity; managing intrinsic load - segmenting, pre-training, modality; foster-
ing; germane load - multimedia, personalisation, voice, image. These principles
have emerged from more than 100 studies conducted in the field [38]. In addi-
tion to these, advanced principles have been proposed by Mayer in a number of
papers, and recently updated [35]. This demonstrates how CTML is a dynamic
theory, suggesting how its principles should not be taken rigidly, but as a start-
ing point for discussion and experimentation. Cognitive Theory of Multimedia
Learning has been described for providing the readers with those key elements
necessary for the comprehension of the primary research experiment presented
in this paper.

2.5 The Community of Inquiry

A Community of Inquiry (COI) can be defined as a group formed by people
interacting within a social context with the goal of investigating the limits of a
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problematic concept by means of a dialog [13]. ‘Dialog’ is not a discussion nor a
conversation. On one hand, a discussion is a persuasive debate where participants
explain their own ideas in at attempt to persuade the other participants. It is a
competitive dialectical exchange of ideas that usually ends up with the definition
of the correct one, emphasising a winner. On the other hand, a conversation is
a spontaneous exchange of ideas and sharing of information. There is no a well-
defined way of conversing, leaving learners to develop and build the conversation
entirely on their own. The expected outcome is that learners can transfer learned
concepts to a new context, and thus expanding their vocabulary and abilities.
Instead, a dialog focuses on the thinking of the group as a whole, with the
objective of processing certain information aimed both at expanding individual
and group knowledge as well as to increase understanding [4].

A pedagogical framework built upon the above definition of dialog is the
‘Philosophy for Children’ proposed by Lipman [20] and exploited in the project
NORIA [53]. This framework proposes a set of questions aimed at exercising the
cognitive abilities of a learner and at developing a higher level of thinking. Lip-
man, in his work [21], presents a model of reasoning considered to be a genuine
and fundamental aspect of any instructional process: the complex thinking. This
model is an educational process composed by three ways of thinking: critical,
creative and caring thinking. The critical thinking is based upon the formulation
of judgements and it is commanded by the criteria of logic, it is self-corrective
and sensitive to a context. The dialogue elicits the capacity to think about the
thinking (metacognition). In order be understood by others participants within a
dialogue, a learner has to clearly explain owns ideas. This communicative require-
ment leads to a self-correction activity sensitive to the underlying context. The
creative thinking is similar to critical thinking in the way of formulating judge-
ments. However, these judgements are strictly related to the underlying context.
This type of thinking is self-transcendent and sensitive to the criteria of logic but
not governed by them. The caring thinking aims to develop practices regarding
the substantial and procedural reflection connected to the resolution of some
problem. It is sensitive to the context and it requires metacognitive processes of
thinking in order to formulate practical judgments. Within the Community of
Inquiry, the development of complex thinking occurs in a process of discovery
learning. This process embraces the three type of thinking and it focused on
generating and answering philosophical and cognitive questions on logic (critical
thinking), aesthetic (creative thinking) and ethic (caring thinking). The Commu-
nity of Inquiry paradigm has been described for providing the readers with those
key notions necessary for the comprehension of the primary research experiment
presented in this paper.

3 Design and Methodology

A primary research has been designed to investigate the reliability, validity and
sensitivity of the three selected subjective mental workload measures (NASA,
WP, RSME). An experiment has been conducted in the School of Computing at
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the Dublin Institute of Technology, Ireland, in the context of an MSc module:
‘Research design and proposal writing’. This module is taught both to full-time
and part-time students. The main difference between full-timers and part-timers
is the way classes are planned. Full-timers attend 12 classes within an academic
semester, of 2 h each, on a day of the week. Part-timers attend 4 classes of 6 h,
within an academic semester and each class is scheduled on a Saturday and are
usually separated by a period of 3 to 4 weeks of inactivity. Full-timers have
usually no break during their classes, while part-timers, given the long day in
the classroom, have two to three breaks (coffees and lunch). In this research
study, conducted over a period of three years (from 2015 to 2017), four topics
were delivered to different groups of students, both full-timers and part-timers,
in the first part of each academic semester: ‘Science’, ‘The Scientific Method’
‘Planning Research’ and ‘Literature Review’. The remaining topics, taught in
the second part of semester, were focused more on practical activities whereby
students had to put in practice the theoretical notions provided in the first part
of the semester. Three instructional conditions were designed. The first condi-
tion included the delivery of instructional material using a traditional one-way
direct instructional approach (lecturer to students). The second design condi-
tion included the conversion of the instructional material of the first condition
into multimedia videos developed by following a set of design principles pro-
posed within the Cognitive Theory of Multimedia Learning [36] (as described
in Sect. 2.4). The third design condition extends the second design condition by
adding to it a collaborative group activity inspired by the notion of Community
of Inquiry [4,13] aimed at extending the understanding of learners (as described
in Sect. 2.5). Here the cohort of students is divided into groups composed by 3 or
4 persons performing a collaborative activity. In detail, the differences between
the first and the second condition are described in Table 15, grouped by the
underpinning principles of the CTML. The details of the activity carried out
in the third condition are explicated in Table 16. Figures 3 and 4 respectively
summarise the instructional conditions and the entire research design.

Fig. 3. Differences between the three instructional design conditions.
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Fig. 4. Layout of the design of the experiment: three mental workload measures eval-
uated over three design conditions and three taught topics.

Informally, the research hypotheses are that the NASA Task Load Index,
the Workload Profile and the Rating scale mental effort are reliable and valid
measures of mental workload when applied in an educational context. If this
will be the case, then the extent to which these measures can discriminate the
selected topics, the three instructional conditions as well as the classes delivered
will be investigated by computing a measure of their sensitivity. Table 1 lists the
criteria for evaluating the selected mental workload measures, their definition,
the associated statistical test and the expected outcome. Note that both forms of
validity are expected to be moderate. A high degree of face validity would imply
that participants could subjectively and precisely assess the construct of men-
tal workload as good as the selected MWL measures. Therefore these measures
would not have reason to exist as participants can precisely assess mental work-
load autonomously. Similarly, a high degree of convergent validity would imply
that two different measures assess the construct of mental workload exactly in
the same way, but given the known difficulties in measuring mental workload
itself, the chances that this occurs are low. Thus, a positive moderate correla-
tion is expected for both types of validity, underlying reasonable relationships
between selected MWL measures.

Table 1. Criteria for the evaluation of different mental workload assessment tech-
niques, their definition, associated statistical tests and the expectations for this primary
research.

Criteria Definition Statistical test Expectation

Reliability The consistency/stability of a MWL

measure

Cronbach’s Alpha High

Validity

(face)

The extent to which a MWL measure is

subjectively viewed as covering MWL itself

Pearson/Spearman

correlation

Positive &

moderate

Validity

(conver-

gent)

The degree to which two measures of

MWL, theoretically related, are in fact

related

Pearson/Spearman

correlation

Positive &

moderate

Sensitivity The extent to which a MWL measure is

able to detect changes in instructional

design conditions, topics and classes

ANOVA + t-test/

U-test

Moderate
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3.1 Participants and Procedure

Different cohorts of part-time and full-time students participated in the exper-
imental research and attended the MSc module ‘Research design and proposal
writing’ across different academic semesters between 2015 and 2017. These
cohorts of students attended the four topics (T1–T4) listed in Fig. 4. Some cohort
received the first instructional condition (DC1), some other the second (DC2)
and some other received the third instructional condition (DC3). At the end of
each topic (class), students were asked to fill questionnaires in, aimed at quan-
tifying the mental workload experienced during the class. In details, the three
selected self-reporting mental workload assessment techniques, as described in
Sect. 2.3, were used in the experimental study: the NASA Task Load Index, the
Workload Profile and the Rating Scale Mental Effort. The NASA-TLX and the
WP are multi-dimensional and thus require participants to answer a number of
questions (Tables 13 and 14 in Appendix). To facilitate the completion of each
questionnaire and not to overwhelm students with many questions, two groups
were formed within the same class, one receiving the NASA-TLX and one the
WP. Eventually, both the groups received the RSME questionnaire (Table 12 in
Appendix). The rationale was that, being RSME uni-dimensional, adding one
further question to the previous questionnaires was deemed reasonable. In sum-
mary, the groups of each class are as below:

– (IRa) MWL instruments received by group A: the NASA-TLX + the RSME
– (IRb) MWL instruments received by group B: the WP + the RSME.

Table 2 summarises the number of students across the design condition received,
the number of classes for each design condition, across the topics and overall
totals.

Table 2. Number of classes, number of students grouped by mental workload instru-
ments received (IRa: NASA-TLX + RSME; IRb: WP + RSME) across design condi-
tions (DC1-3) and topics (T1-4) as well as their totals.

Design

condition

T1 T2 T3 T4 Totals

Classes Students Classes Students Classes #students Classes Students

IRa IRb IRa IRb IRa IRb IRa IRb

DC1 2 13 17 2 20 23 1 11 9 2 20 20 133

DC2 2 23 24 2 16 18 2 22 22 1 13 11 149

DC3 1 9 7 1 10 8 2 15 12 1 9 7 77

Totals

Classes 5 5 5 4 19

NASA 45 46 48 42 181

WP 48 49 43 38 178

RSME 45 48 46 49 48 43 42 38 359

The formation of the two groups for each class was random. Groups were
planned to be as balanced as possible. However, some of the student who took
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part in the experimental study did not fully complete the administered question-
naires or they left the class before its administration, therefore associated data
was discarded. Students were instructed about the study and were required to
sign a consent form. This documentation was approved by the ethics committee
of the Dublin Institute of Technology. Students had the right to withdrawn at
any time during the experiment and collection of data.

4 Results

Table 3 presents the descriptive statistics showing the average (avg), the stan-
dard deviation (std) and the Shapiro-Wilk test (W) of normality of the distri-
butions, of the mental workload scores obtained across the different topics and
the mental workload assessment techniques (NASA, WP, RSME), grouped by
design condition (DC1–DC3) and topic (T1–T4) along their p-value (p-val). As
it is possible to assess from Table 3, the p-values (p-val) of the Shapiro-Wilk test
(W) obtained for the NASA-TLX and the WP measures are greater than the
chosen alpha level (α = 0.05), thus, the null hypothesis that the data came from
a normally distributed population cannot be rejected (is accepted). However, for
the RSME measure, in most of the cases (highlighted), the p-values are lower
than the alpha value, thus scores do not follow a normal distribution.

Table 3. Average, standard deviation and Shapiro-Wilk test (W) with p-value (p)
at 95% confidence level of the mental workload scores by measure, topic and design
condition.

Mental Workload measures

Topic Design NASA WP RSME
avg std W(p) avg std W(p) avg std W(p)

T1 DC1 43.6 08.6 0.96(0.69) 58.6 18.8 0.98(0.99) 42.2 20.5 0.89(0.00)
T2 DC1 51.9 11.9 0.95(0.40) 51.9 15.1 0.95(0.27) 57.0 23.0 0.97(0.25)
T3 DC1 50.2 12.8 0.91(0.25) 50.2 15.9 0.91(0.29) 54.9 20.8 0.90(0.04)
T4 DC1 48.3 11.5 0.95(0.32) 56.6 10.9 0.96(0.61) 53.3 20.8 0.97(0.25)
T1 DC2 41.8 17.2 0.98(0.90) 49.2 15.2 0.95(0.34) 45.4 18.6 0.95(0.03)
T2 DC2 50.2 10.8 0.97(0.86) 57.2 09.7 0.95(0.36) 62.0 17.3 0.94(0.06)
T3 DC2 43.5 12.2 0.96(0.43) 51.9 14.1 0.94(0.20) 46.5 18.2 0.94(0.02)
T4 DC2 52.2 16.4 0.96(0.74) 45.5 19.2 0.90(0.17) 59.0 19.0 0.91(0.04)
T1 DC3 38.5 11.3 0.94(0.54) 60.0 14.8 0.85(0.12) 38.0 22.6 0.94(0.31)
T2 DC3 48.2 12.5 0.97(0.88) 50.8 10.3 0.89(0.25) 65.1 24.2 0.85(0.01)
T3 DC3 45.4 14.6 0.98(0.93) 58.6 13.1 0.96(0.77) 51.8 20.2 0.92(0.04)
T4 DC3 48.3 07.6 0.98(0.96) 60.3 11.7 0.96(0.78) 60.3 24.5 0.85(0.01)

4.1 Reliability

To assess the reliability of the selected mental workload measures, the Cronbach’s
Alpha has been employed. It measures the internal consistency of the items of
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a multi-dimensional instrument, that means, how closely related these items are
as a group. For this reason, the Rating Scale Mental Effort is not subject to
reliability analysis as it is uni-dimensional. Table 4 shows the Cronbach’s Alpha
coefficients of the other two selected multidimensional mental workload measures
(NASA-TLX and the WP), across all the topics (T1–T4) and the instructional
design conditions (DC1-DC3). In most sciences, a reliability coefficient of .70
or higher is considered acceptable to infer that a scale is a consistent measure
of a construct. Therefore, both the NASA-TLX and the WP can be consid-
ered reliable respectively with a coefficient of 0.73 and 0.847. To confirm this
high reliability, Cronbach’s Alpha has been computed also across each topic and
instructional condition (Table 5). The alpha scores are mostly above 0.6 for the
NASA-TLX and 0.8 for the WP strongly suggesting how these measures have
an inherent good reliability.

Table 4. Overall reliability of the multidimensional mental workload measures with
sample size, related number of items in the scales and associated Cronbach’s Alpha.

Instrument Sample size # of items Cronbach’s α

NASA 181 6 0.730

WP 178 8 0.847

Table 5. Reliability of the multidimensional MWL measures computed with the Cron-
bach’s α, grouped by topic (T1-4) and design condition (DC1-3).

Topic Design condition Mental workload measures

NASA-TLX WP

Size α Size α

T1 DC1 13 0.63 17 0.91

T2 DC1 20 0.69 23 0.87

T3 DC1 11 0.59 9 0.93

T4 DC1 20 0.65 20 0.81

T1 DC2 23 0.84 24 0.83

T2 DC2 16 0.56 18 0.67

T3 DC2 22 0.66 22 0.81

T4 DC2 13 0.81 11 0.92

T1 DC3 9 0.72 7 0.88

T2 DC3 10 0.79 8 0.64

T3 DC3 15 0.80 12 0.83

T4 DC3 9 0.24 7 0.80
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4.2 Validity

To assess the validity of the three MWL measures, two sub-forms have been
selected, namely face and convergent validity. The former validates the extent
to which a MWL measures is subjectively viewed as covering the construct of
MWL itself while the latter validates the degree to which two measures of MWL,
expected to be theoretically related, are in fact related. To assess face validity, a
question on overall MWL has been designed and asked to students straight after
the completion of each class and before starting to fill the MWL questionnaires in
(Table 17). The answers to this new question have been correlated to the scores
of the selected MWL measures (NASA-TLX, WP, RSME), as listed in Table 6.

Table 6. Face validity of the mental workload assessment instruments, namely the
Nasa Task Load Index, The Workload Profile and the Rating Scale Mental Effort, the
sample size, the Pearson and Spearman correlation coefficients.

Instrument Sample size Pearson r Spearman ρ

NASA 181 0.49 0.47

WP 178 0.39 0.40

RSME 359 0.42 0.41

To assess convergent validity, the MWL scores produced by the multidimen-
sional NASA-TLX and the WP measures have been correlated against the MWL
scores of the unidimensional RSME measure. This test was possible because a
participant filled in either the questionnaire associated to the NASA-TLX or WP,
and at the same time the RSME. Correlation between the NASA-TLX and WP
cannot be computed because no participant received the questionnaires associ-
ated to these measures at the same time. Both the Pearson (parametric) and the
Spearman’s Rank (non-parametric) correlation coefficients have been employed
for computing validity. Both parametric and non-parametric tests have been
employed because not all the distributions of Table 3 were normal. Tables 6 and
7 respectively shows the correlations for face validity and convergent validity.

Table 7. Convergent validity of the mental workload assessment instruments, sample
size, Pearson and Spearman correlation coefficients.

Instrument Size Pearson r Spearman ρ

NASA-TLX vs RSME 181 0.49 0.47

WP vs RSME 178 0.29 0.31

4.3 Sensitivity

The sensitivity of the selected MWL measures has been computed by checking
whether the distributions of their scores are statistically significant different
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across the topics (T1–T4), the instructional design conditions (DC1–DC3) and
the classes (C1-19). Figure 5 depicts the boxplots of these distributions for visual
inspection.

Formally, a Kruskal-Walllis analysis with a 95% confidence interval has been
conducted. This is equivalent to a one-way analysis of variance on ranks and it
is a non-parametric method for testing whether samples originate from the same
distribution. This has been chosen because not all the distributions of Table 3
are normal. As it is possible to see from Table 8, some statistical significant
difference was spotted across topic and classes, but not for instructional design
conditions.

Table 8. Comparison of distributions of the workload scores using the Kruskal-Wallis
test with 95% confidence interval (Chi-squared, degrees of freedom and p-values).

Group by NASA WP RSME
X2 DF p-val X2 DF p-val X2 DF p-val

topic (T1-T4) 10.91 3 0.012 0.22 3 0.973 35.66 3 <0.0001
design condition (DC1-3) 2.44 2 0.293 3.43 2 0.179 0.146 2 0.9290
class (C1-19) 20.25 18 0.318 33.30 18 0.015 45.42 18 0.0003

Fig. 5. Boxplots of the distributions of the mental workload scores by measure (NASA,
WP, RSME) grouped by topic (T1–T4), design condition (DC1-3) and class (A–S).
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The Kruskal-Walllis test does not precisely tells which distributions are
statistically significantly different. Thus, the Wilcoxon-Matt-Whitney test (or
Mann-Whitney U-test) was employed only where a difference was spotted by
the Kruskal-Wallis test. It is a non-parametric test for comparing the means
of two groups that are not normally distributed. Table 9 lists the comparisons
across topics of the NASA-TLX and RSME scores. Tables 10 and 11 respectively
list the comparisons of the WP and RSME scores by classes. From Table 9, the
NASA-TLX was able to produce scores significantly different twice across six
comparisons while the RSME five times out of six, demonstrating higher sensi-
tivity across topics. The WP, out of all the possible comparisons across classes,
was able to produce scores significantly different 22 times out of 171 (Table 10),
while the RSME 46 out of 171 (Table 11), showing a higher sensitivity across
classes.

Table 9. P-values of the pairwise U-test with 95% confidence interval by topic.

Topic NASA RSME
T1 T2 T3 T1 T2 T3

T2 0.002 - - <0.00001 - -
T3 0.196 0.095 - 0.020 0.0006 -
T4 0.014 0.596 0.241 <0.0001 0.237 0.0241

Table 10. P-values of the pairwise U-test with 95% confidence interval by class for
the Workload Profile scores

Class WP
A B C D E F G H I J K L M N O P Q R

B 0.93 - - - - - - - - - - - - - - - - -
C 1.00 0.684 - - - - - - - - - - - - - - - -
D 0.47 0.27 0.36 - - - - - - - - - - - - - - -
E 0.29 0.13 0.38 1.00 - - - - - - - - - - - - - -
F 0.28 0.06 0.19 0.93 0.70 - - - - - - - - - - - - -
G 0.72 0.75 0.38 0.13 0.03 0.02 - - - - - - - - - - - -
H 0.36 0.43 0.20 0.12 0.02 0.03 0.58 - - - - - - - - - - -
I 0.88 0.56 1.00 0.38 0.23 0.09 0.35 0.16 - - - - - - - - - -
J 0.37 0.53 0.23 0.24 0.08 0.06 0.31 0.81 0.18 - - - - - - - - -
K 0.26 0.29 0.18 0.06 0.02 0.02 0.37 0.94 0.11 0.83 - - - - - - - -
L 0.11 0.39 0.06 0.09 0.03 0.02 0.12 0.72 0.13 0.71 0.53 - - - - - - -
M 0.15 0.31 0.12 0.09 0.01 0.01 0.18 0.72 0.09 1.00 0.83 0.58 - - - - - -
N 0.10 0.34 0.06 0.07 0.01 0.01 0.18 0.78 0.12 1.00 0.86 0.72 0.96 - - - - -
O 0.15 0.27 0.06 0.01 0.01 0.01 0.20 0.75 0.07 1.00 0.89 0.39 1.00 0.64 - - - -
P 1.00 1.00 0.86 0.20 0.14 0.06 0.61 0.34 0.63 0.28 0.16 0.03 0.14 0.03 0.02 - -
Q 0.96 0.83 0.80 0.17 0.19 0.09 0.66 0.52 1.00 0.37 0.26 0.15 0.14 0.09 0.06 0.93 -
R 0.38 0.51 0.17 0.10 0.02 0.01 0.55 0.65 0.21 0.69 0.82 0.22 0.48 0.36 0.57 0.18 0.27 -
S 0.35 0.64 0.25 0.12 0.03 0.02 0.49 0.91 0.22 0.64 0.79 0.34 0.67 0.54 0.84 0.33 0.41 0.93
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Table 11. P-values of the pairwise U-test with 95% confidence interval by class for
the Rating Scale Mental Effort scores.

Class RSME
A B C D E F G H I J K L M N O P Q R

B 0.09 - - - - - - - - - - - - - - - - -
C 0.43 0.03 - - - - - - - - - - - - - - - -
D 0.46 0.01 0.81 - - - - - - - - - - - - - - -
E 0.27 0.33 0.07 0.04 - - - - - - - - - - - - - -
F 0.05 0.95 0.01 0.01 0.34 - - - - - - - - - - - - -
G 0.25 0.01 0.86 0.58 0.01 0.01 - - - - - - - - - - - -
H 0.02 0.49 0.01 0.01 0.10 0.33 0.01 - - - - - - - - - - -
I 0.19 0.01 0.59 0.42 0.02 0.01 0.60 0.01 - - - - - - - - - -
J 0.50 0.45 0.24 0.14 1.00 0.45 0.09 0.18 0.11 - - - - - - - - -
K 0.57 0.03 0.91 0.84 0.15 0.02 0.62 0.01 0.58 0.20 - - - - - - - -
L 0.03 0.88 0.01 0.01 0.17 0.57 0.01 0.67 0.01 0.36 0.03 - - - - - - -
M 0.23 0.06 0.75 0.57 0.03 0.01 0.95 0.01 0.52 0.20 0.96 0.01 - - - - - -
N 0.62 0.24 0.18 0.16 0.60 0.22 0.06 0.07 0.05 0.69 0.31 0.10 0.14 - - - - -
O 0.14 0.76 0.04 0.01 0.60 0.77 0.01 0.26 0.01 0.60 0.04 0.41 0.02 0.29 - - - -
P 0.67 0.07 0.71 0.83 0.13 0.02 0.58 0.01 0.27 0.35 0.80 0.01 0.59 0.28 0.06 - - -
Q 0.91 0.10 0.35 0.35 0.32 0.06 0.17 0.02 0.13 0.45 0.56 0.03 0.30 0.57 0.12 0.57 - -
R 0.38 0.28 0.08 0.05 0.93 0.37 0.01 0.09 0.03 0.88 0.15 0.25 0.02 0.55 0.57 0.16 0.32 -
S 0.80 0.21 0.33 0.28 0.46 0.14 0.14 0.06 0.09 0.67 0.35 0.07 0.30 0.78 0.22 0.50 0.82 0.46

5 Discussion

Two multidimensional and a unidimensional subjective mental workload (MWL)
measures, borrowed from the discipline of Ergonomics, have been employed in a
novel primary research experiment within Education. The former are the Nasa
Task Load Index [18] and the Workload Profile [59] while the latter is the Rating
Scale Mental Effort [66]. These measures have been applied in a typical third-
level classroom in the context of a module taught in the School of Computing, at
the Dublin Institute of Technology. The experiment included the quantification
and analysis of the experienced mental workload of different cohorts of students
who were exposed to three different instructional design conditions and four top-
ics. An analysis of the reliability of the two multidimensional MWL measures
has been performed through a quantification of their internal consistency. In
details, Cronbach’s Alpha has been employed to assess the relation of the items
associated to each MWL assessment technique. An obtained alpha value of 0.73
for the NASA task Load Index suggested that all its items share high covari-
ance and probably measure the underlying construct (mental workload). The
situation is similar for the Workload Profile with an even higher alpha of 0.847.
Although the standards for what can be considered a ‘good’ alpha coefficient are
entirely arbitrary and depend on the theoretical knowledge of the scales in ques-
tion, results are in line with what literature recommends: a minimum coefficient
between 0.65 and 0.8 is required for reliability.

Having reliable multidimensional measures of mental workload, an analysis of
their validity has been subsequently performed, extended also to the selected uni-
dimensional MWL measure, namely the Rating Scale Mental Effort. In detail,
two forms of validity were assessed: face and convergent validity. The former
validity indicates the extent to which the three employed MWL measures - the
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Nasa Task Load Index (NASA-TLX), the Workload Profile (WP) and the Rating
Scale Mental Effort (RSME) - are subjectively viewed as covering the construct
of MWL itself by students. The latter validity indicates the degree to which
the two multidimensional measures of MWL are theoretically related with the
unidimensional measure. The obtained positive Pearson and Spearman correla-
tion coefficients suggest how the three MWL measures are moderately correlated
to the overall mental workload self-reported by students (correlations between
0 − 39 − 0.49), thus demonstrating, as expected, moderate face validity. Simi-
larly, the achieved positive Pearson and Spearman correlation coefficients show
the expected moderate relationships that exist between the two multidimen-
sional MWL measures (NASA-TLX and WP) and the unidimensional MWL
measure (RSME), thus demonstrating moderate convergent validity. Eventually,
with highly reliable and moderately valid MWL measures, their sensitivity was
subsequently computed. Sensitivity referred to the extent to which the three
selected MWL measures were able to detect changes of MWL scores across the
four topics, the three instructional design conditions and the nineteen classes
delivered over a period of 3 years. In detail, sensitivity was assessed through
a non-parametric analysis of the variance of the MWL scores by adopting the
Kruskal-Walllis test. This test was able to detect some statistical significant
difference of the MWL scores across topic and classes, but not for instruc-
tional design conditions. Subsequently, an extended analysis of these detected
differences was performed by a pairwise comparison of the MWL distributions
employing the Wilcoxon-Matt-Whitney test (or Mann-Whitney U-test). The test
showed how the NASA Task Load index was able to detect some of the differ-
ences in MWL scores only across topics while the Workload Profile only across
classes. However, the unidimensional Rating Scale Mental Effort scale succeeded
in detecting differences in MWL scores across topics and classes. None of the
three measures was able to detect differences in MWL scores across the design
conditions suggesting how they did not really impacted the variation of men-
tal workload experienced by students. Figure 6 summarises the findings visually
comparing the reliability, validity and sensitivity of the three selected mental
workload measures.

Intuitively, given the strong reliability and moderate validity achieved by
these measures, it is reasonable to infer that the design principles from the Cog-
nitive Theory of Multimedia Learning - applied to design the second instructional
condition - and the application of the Community of Inquiry approach - employed
to design the third instructional condition - were, in this primary research, as not
effective as expected, despite the different expectation. This research contributes
to the body of knowledge by offering an alternative application of existing mea-
sures of mental workload, mainly adopted within Ergonomics, in Education, and
in particular within the field of Teaching and Learning. Additionally, the exper-
iment proposed in this study is in line to the Popperian’s view of falsifiability
because it is transparent and can be replicated and eventually falsified. Every
attempt aimed at falsifying the findings achieved in this research is not seen as a
negative pursuit but rather a positive endeavour because it is aimed at increas-
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Fig. 6. Comparison of the reliability, validity and sensitivity of the Nasa Task Load
Index (NASA-TLX), the Workload Profile (WP) and Rating Scale Mental Effort
(RSME).

ing our understanding of mental workload as a construct applied within Educa-
tion, Teaching and Learning for evaluating the efficiency of various instructional
approaches.

6 Conclusions

The research conducted in this paper was an attempt to investigate the reliabil-
ity, validity and sensitivity of three well known self-reporting mental workload
(MWL) measures, mainly used within Ergonomics, within third-level education.
A primary research study has been designed and executed to gather self-reported
data by different cohort of students of a post-graduate module in Computer Sci-
ence. In details, four different topics of a module on ‘research design and proposal
writing’ were repeatedly delivered using three different instructional approaches
over a period of 3 years. The first design approach included the delivery of theo-
retical material by employing a traditional direct instruction method employing
slides projected to a white-board that included textual and pictorial informa-
tion. The second approach included the delivery of the same theoretical material
through multimedia videos built by employing a set of principles from Cognitive
Theory of Multimedia Learning [38]. The third design approach included the
extension of the second approach with a collaborative group activity for stu-
dents inspired by the Community of Inquiry paradigm [21]. Evidence strongly
suggests how the three MWL measures are reliable when applied in a typical
third-level classroom. Results demonstrated their moderate validity, in line with
the validity achieved in other empirical experiments within Ergonomics. On the
contrary, their sensitivity was very low in discriminating the mental workload
scores of the three different instructional design conditions. However, given the
high reliability and modest validity of the three MWL measures, the achieved
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sensitivity might be reasonably attributed to the minimal impact of the way the
three instructional design conditions were designed.

Future work will include the replication of this primary research across other
instructional design conditions, topics and third-level modules as well as the
development of a hybrid scale that takes into account the strengths and lim-
itations of the three mental workload assessment instruments adopted in this
research.

Appendix

(See Tables 12, 13, 14, 15, 16, 17 and Figs. 7, 8, 9).

Table 12. The Rating Scale Mental Effort.

Please indicate, by marking the horizontal axis below, howmuch effort it took for you to execute
the task you have just completed.
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Table 13. The NASA Task Load Index (NASA-TLX).

Label Question

NT1 How much mental and perceptual activity was required (e.g. thinking,
deciding, calculating, remembering, looking, searching, etc.)? Was the
task easy or demanding, simple or complex, exacting or forgiving?

NT2 How much physical activity was required (e.g. pushing, pulling, turning,
controlling, activating, etc.)? Was the task easy or demanding, slow or
brisk, slack or strenuous, restful or laborious?

NT3 How much time pressure did you feel due to the rate or pace at which the
tasks or task elements occurred? Was the pace slow and leisurely or rapid
and frantic?

NT4 How hard did you have to work (mentally & physically) to accomplish
your level of performance?

NT5 How successful do you think you were in accomplishing the goals, of the
task set by the experimenter (or yourself)? How satisfied were you with
your performance in accomplishing these goals?

NT6 How insecure, discouraged, irritated, stressed and annoyed versus secure,
gratified, content, relaxed and complacent did you feel during the task?
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Table 14. The Workload Profile (WP).

Label Question

WP1 How much attention was required for activities like remembering,
problem-solving, decision-making, perceiving (detecting, recognising,
identifying objects)?

WP2 How much attention was required for selecting the proper response
channel (manual - keyboard/mouse, or speech - voice) and its execution?

WP3 How much attention was required for spatial processing (spatially pay
attention around)?

WP4 How much attention was required for verbal material (e.g. reading,
processing linguistic material, listening to verbal conversations)?

WP5 How much attention was required for executing the task based on the
information visually received (eyes)?

WP6 How much attention was required for executing the task based on the
information auditorily received?

WP7 How much attention was required for manually respond to the task (eg.
keyboard/mouse)?

WP8 How much attention was required for producing the speech response (eg.
engaging in a conversation, talking, answering questions)?

Table 15. Design of the instructional condition 2 using the principles of Cognitive
Theory of Multimedia Learning and its differences with condition 1 grouped by load
type.

Principle Load type Design condition 1 Design condition 2

Coherence Extraneous Any extraneous material was kept to minimum

Signaling Extraneous Cues, in the form of
relevant keywords, with
a larger font size

Cues (relevant
keywords), popped-in in
the video to emphasise
the organisation of
essential material

Redundancy Extraneous Graphical aids and use
of narratives

Most of text was
removed, offloading one
channel (eyes); graphical
aids and the use of
narratives

Spatial
contiguity

Extraneous Corresponding words and pictures were placed beside
each other and not in different slides or screens

Temporal
contiguity

Extraneous Corresponding words
and pictures were
presented at the same
time

Corresponding words
(verbally transmitted)
and pictures were
presented at the same
time

(continued)
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Table 15. (continued)

Principle Load type Design condition 1 Design condition 2

Segmenting Intrinsic The instructional
material was presented
in a single unit

The instructional material is
presented in segments,
separated by video
transitions

Pre-training Intrinsic No pre-training was offered to students

Modality Intrinsic Printed text is kept in
the slides and verbally
explained

Printed text is removed,
offloading one channel (eyes)
and verbally explained (ears.)

Multimedia Germane Words and pictures

Personalisation Germane Words are presented using a conversational style and
not a formal style

Voice Germane The words are spoken by the lecturer and not by an
artificial machine voice

Image Germane No video was used, thus
no speaker’s image was
available

The lecturer’s image was
most of the time kept in the
video, sometimes using the
full space available or using
half-space, with the second
half used for important
pieces of text/pictures. Other
times, the image was
removed and important
sentences were textually
presented full screen

Table 16. Dialogical activity set for the third design condition inspired by the Com-
munity Inquiry paradigm.

Which are the most important concepts explained during the lesson?
Through a dialogue with the members of your team, talk about these concepts,
try to define them and try to eliminate misunderstandings

Table 17. Question and scale designed for investigating the face validity of the mental
workload assessment measures.

How much mental workload the teaching session imposed on you?

underload
optimal load

overloadextreme
underload

extreme
overload
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Fig. 7. Density plots of the distributions of the mental workload scores by topic (T1–
T4) and design condition (DC1-3) for the NASA Task Load Index

Fig. 8. Density plots of the distributions of the mental workload scores by topic (T1–
T4) and design condition (DC1-3) for the WorkloadProfile
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Fig. 9. Density plots of the distributions of the mental workload scores by topic (T1–
T4) and design condition (DC1-3) for the Rating Scale Mental Effort.
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Abstract. There have been multiple software system failures and successes that
have led to milestone events since the inception of software development. One
can harken back to the Y2K problem of the late 1990s that led to a great demand
in reverse engineering activities in academia and the industry. Fast-forward to
the 21st century and one observes that reverse engineering lacks emphasis in
USA academia. This issue is exemplified by the high demand for software
systems in new and expanding software application areas, which has resulted in
systems being implemented before the requirements and design phases have
been completed. Towards the maintenance of such systems, it is necessary to
conducted reverse engineering for the derivation of software documentation for
requirements and high-level and low-level design. When this scenario exists in
the domain of safety-critical system, particularly in the aviation industry, reverse
engineering takes on greater value because such software systems must undergo
development regulations and certification restrictions. This work reports on the
experienced gained from conducting reverse engineering on an industry-based
software system as a university project. The software system addressed a prob-
lem in the domain of aviation and was treated as a safety-critical system. The
reverse engineering methodology applied was based on the RTCA DO-178C
Software Considerations in Airborne Systems and Equipment Certification
specification for onboard avionic software systems.

Keywords: Software engineering � Reverse engineering �Modelling notation �
UML � Activity diagram � Safety-critical systems � Pedagogy � Curriculum

1 Introduction

1.1 Historical Perspective

Since the introduction of high-level programming, research efforts in software devel-
opment methodologies and modelling notations have produced several notable ones,
namely model-driven [1], component-based [2], and Agile methodologies [3], along
with Coad/Yourdon [4], Shlaer/Mellor [5], and Unified Modelling Language (UML) [6]
modelling notations. One goal of the research and the production of these software
development methodologies and notations has been to address the “software crisis” that
was first identified in the late 1950s [7]. The software crisis may be defined as the

© Springer Nature Switzerland AG 2019
B. M. McLaren et al. (Eds.): CSEDU 2018, CCIS 1022, pp. 414–432, 2019.
https://doi.org/10.1007/978-3-030-21151-6_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21151-6_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21151-6_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21151-6_20&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21151-6_20


inability of developers to deliver reliable software systems in a timely and cost-effective
manner. The software crisis is greater today than it has ever been, because of the
increasing complexity and domains of application in which software systems are being
deployed in todays’ business and personal spheres.

The early proliferation of software development methodologies and notations did
not resolve the many issues associated with the software crisis but added another layer
of complexity to the realm of software development. Inter-project ventures were sty-
mied by a project developers’ unfamiliarity with the methodology and notation of
another of the inter-projects methodologies. The problems arising from this over-
growth of methodologies and notations were arrested with the merger of multiple
modelling notations into a single representation; the UML and the methodologies
coalescing around model-based software development methodologies [1].

The evolution and amalgamation of methodologies and notations, over the early
15 years are captured in Fig. 1, which was produced by Guido Zockoll, Axel
Scheithauer & Marcel Douwe Dekker. It should be noted that as of this date (second
quarter 2018) the UML is at version 2.5, sysML is at version 1.5, BPMN is at version
2.0.2, and xUML is at version 1.1. These modelling notations have been developed by
the Object Management Group (OMG) and the latest versions are not necessarily the
ISO adapted version of the modelling notations. Figure 2 is an extrapolation of the
Fig. 1 to illustrate the evolution of the main notations and methodologies from 2008 to
current time.

Fig. 1. Evolution of object-oriented methods and notations 1980s – mid 2000s.
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1.2 Current State

Notwithstanding the availability of the UML as the de facto industry-standard software
modeling notation and accompanying methodologies such as the Rational Process, the
software crisis is still an ever-present phenomenon of the software development
industry. In the domain of safety-critical systems, the need to deliver correct and
reliable software systems is at the highest priority. A challenging feature of safety-
critical systems is the high degree of complexity in the design and implementation of
such systems. Safety-critical software systems are characterized by the resulting loss or
harm to life, if such systems fail during operation. Correspondingly, there is the
associated domain of mission-critical software systems, wherein failure of those sys-
tems may result in considerable damage to property and equipment.

Examples of some safety-critical software systems’ failures are the THERAC-25
[8], the French Arian-5 rocket inaugural launch [9], and Air France flight 447 (AF447)
of June 1, 2009 [10]. These failures overshadow the many successful applications of
software systems in safety-critical environments, because of the prohibitive cost in
property (Ariane-5 development cost US$7 billion, payload US$500 million), and lives
(Air France 447, 216 passengers and 12 crewmembers). The degree to which the
software system failed in the three cases cited has been argued and, in some instances,
there has been argument to demonstrate that the software did not fail. What has been
agreed though is that in all cases the software system was identified as a factor in the
failures.

1.3 The Issue

Notations and methodologies are used in the development of safety-critical systems. In
the USA, many of the software development methodologies, notations, and standards
use in the software development industry were defined within the professional world;
independence of the curricula of tertiary software development/engineering programs.

Fig. 2. Evolution of object-oriented methods and notations mid 2000 – present.
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This situation results in a disconnect between the pedagogy of the classroom and the
practices of the workplace, because of the pace of introducing these industrial-driven
notations and methodologies within academia. Examples of some of these are, FUSION
[11], SCADE [12]. In the circumstance where there is collaboration on a software
development project between academia and industrial partners there arise opportunities
for academia to incorporate some of the concrete practices of the industry into related
curricula to be more responsive to the desired skill-set of such program graduates. This
report documents one such experience in the development of a software system to
manage the assignment of commercial aircrafts to airport terminal gates with multiple
and conflicting gate-assignment restrictions. The following sections of the manuscript
documents the background, in terms of the scope, deliverables, methodology, and
pedagogy. The next section documents the experience of the project, followed by a
discussion of the educational benefits derived from the project. The final section presents
a summary in the form of a conclusion and a look at future work in this area.

2 Background

2.1 Reverse Engineering Support

A search of two publication websites for books/articles on a set of common software
development subjects produced the list as presented in Table 1. The Amazon website
search produced a hit list of only 799 publications with the subject Reverse Engi-
neering, which represents 0.24% of the total eight subjects searched. The ACM Digital
Library produced a list of 169,298 instances of articles that references the subject
Reverse Engineering, which represented 11.80% of the total eight subjects searched.
The inference drawn from this data is that while there is a high number of publications,
implying a corresponding high-level of research, on the subject of reverse engineering
in academia; there is a significantly lower level of publication on this subject in the
professional publication realm. This inference leads to a possible conclusion that there
is a significantly lower level of support for teaching the subject in academia, as the
availability and use of an established text book on the subject is crucial at the
undergraduate level. This situation may then lead to a lower than desired teaching of
reverse engineering as a first-class subject in many computer science undergraduate
program curriculum.

A further search of the computer science program courses descriptions of eight US
universities for the subject Reverse Engineering produce the results of Table 2. The
data search of Table 2 does not imply that reverse engineering is not included in the
curricula of these institution; what is evident is that the term “reverse engineering” does
not appear in the available descriptions of the universities courses/programs. In the
Editorial paper titled “Should Reverse Engineering Remain a Computer Science Cin-
derella?” [13], Christian Mancas, examined reverse engineering form the legal. Ethical,
and security perspectives and concluded that it is a necessary tool for discovery and
learning. The author concluded that reverse engineering is a “Cinderella both in col-
leges, universities, and research labs…” [13], and students and researchers should be
encouraged to work in this area.
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2.2 Safety-Critical System Development

Within the domain of safety-critical systems the use of standardized software develop-
ment methodologies is crucial to the successful completion of such systems. For avionic
software systems development, the RTCA organization has developed a standard, the
DO-178C - Software Considerations in Airborne Systems and Equipment Certification
[14] for USA software development. A corresponding European EUROCAE ED-12C
Software Considerations in Airborne Systems and Equipment Certification exist for
avionic software development in the European territories. These documents set out a
series of objectivities, activities, and data items that are required for the certification of on-
board avionic systems. DO-178C is a revised standard of its previous version DO-178B,
issued in late 2011 to incorporate new guidance regarding the use of object-oriented
software development and formal specification techniques in software development. The
purpose of DO-178C is “…for the production of software for airborne systems and
equipment that performs its intended function with a level of confidence in safety that
complies with airworthiness requirements” [14]. In order for a software system to be use
onboard aircrafts in the USA, it has to be certified by the USA Federal Aviation
Administration (FAA), as set out in the DO-178C Specification.

Table 1. Software development subject search result.

Subject Amazon Amazon % ACM DL ACM DL %

Requirements Engineering 4,000 1.22 208,352 14.52
User Interface Design 2,000 0.61 247,196 17.23
Requirements Analysis 4,000 1.22 167,266 11.66
Object-Oriented Design 7,000 2.14 205,428 14.32
Object Oriented Programming 9,000 2.75 146,678 10.22
Software Programming 100,000 30.60 183,038 12.76
Programming 200,000 61.20 107,672 7.50
Reverse Engineering 799 0.24 169,298 11.80
Totals 326,799 100 1,434,928 100.00
Average 40,849.88 12.50 179,366.00 12.50

Table 2. Search of 8 universities for courses on Reverse Engineering.

University Yes No

University of North Dakota X
Stanford University X
Georgia Tech X
Massachusetts Institute of Technology X
Carnegie Mellon University X
California Institute of Technology X
Florida Atlantic University X
Rochester Institute of Technology X
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2.3 Problem Definition

A commercial airline company conducted a review and determined that there was a
significant problem with its information system structure. The problem identified was
considered to be a “single-point of failure” in the dynamic assignment of aircrafts to
airport terminal gates. That single point of failure in the process was the non-
documentation and unscientific strategy used for dynamic assignment of aircrafts to
terminal gates. The process involves the listing of all aircrafts for assignment and the
available gates. Aircrafts are classified based on certain attributes, such as size,
capacity, manufacturer, arrival time, departure time, etc. Gates are classified based on
certain attributes, such as, location to runway, fuel-port, accessibility, availability time,
etc. Other constraints pertain to global considerations, such as available runway,
taxiway path to runway, established departure timeframes, etc.

An operator would compile the aircraft and gate lists and generate a standard
assignment, based on the previous assignment cycle. The existing software system
would then identify any assignment conflicts, which may arise from gate closures,
incompatible aircraft-gate assignment, aircraft late or none arrival, etc. The operator
would then attempt to resolve the assignment conflicts by reassigning aircrafts based on
his/her prior experience of executing this process.

The company recognized the failure that may arise if this system and process were
not improved to be more efficient and effective. Consequently, a team of researchers
from the University of North Dakota (UND) departments of Aviation and Computer
Science were asked to look at the problem and develop a plan to mitigate the poten-
tially problematic system and process. The UND team included researchers in genetic
algorithm design and software engineering from the Department of Computer Science;
it is the software engineering researchers’ work, which is specifically documented in
this report. Because of the nature of confidentiality and propriety information of the
project, the airline will not be identified and information presented in the report has
been sanitized.

2.4 The Software Methodology

The software development methodology applied on this project is now taught in the
software engineering course at the University of North Dakota and was derived from a
research project on safety-critical system development for avionic software systems.
The methodology was applied on the development of an unmanned aerial system
(UAS) for monitoring the flight operations of unmanned aerial vehicles (UAVs) in
unrestricted airspace. To conduct software development for operation in US national
airspace (NAS) domain, the RTCA DO-178C specification was use as the guideline on
this project.

The research work conducted with the DO-178C specification was two-fold. In the
first phase of the work the DO-178C document was transformed from its textual rep-
resentation to a graphical representation, in the UML notation. Figure 3 [15], and Fig. 4
[15] present two of the UML package diagram models developed to represent com-
ponents of the specification. Figure 3 represents the DO-178C specification, software
development methodology components requirements as an UML package-level model.
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Each package of Fig. 3 was decomposed into a set of UML use case diagrams, class
diagrams, and activity diagrams. Figure 4 represents the DO-178C Software Planning
Process (Sect. 4 of the DO-178C specification) as an UML Use Case Diagram, wherein
the user is the project development team. Figure 4 is one of the models contained in the
Software Planning Process 4.0 package of Fig. 3.

The second phase of the research work with the DO-178C specification is the
definition of a model-driven software development methodology that incorporates and
is compliant with the DO-178C specification. This methodology is illustrated in Fig. 5
[15] as an UML activity diagram. Figure 5 is an UML activity diagram representation
of the requirement-level activities contained in the Software Development Process 5.0
package of Fig. 3. The activities of Fig. 5 are mapped to the respective sections of the
DO-178C document, by way of the DO-178C section number being listed in the
activities of the model. Figure 5 captures the activities as specified in the DO-178C for
the software requirements analysis and design phases; the software implementation
(coding), testing, and deployment phases are represented in separate UML activity
diagrams. The work reported on in this manuscript is limited to the scope of Fig. 5.
The UML models specified in Fig. 5 are specific to this instantiation of the method-
ology; in other instantiations, other models may be used to satisfy the requirements of
either the problem domain or the expertise of the development team.

Fig. 3. DO-178C software development UML package-level model [15].
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A first task requirement of DO-178C Software Planning Process (4.0) is the
identification of the software level of development. DO-178C specifies five (5) levels
of criticality, designated Level-A through Level-E, with Level-A being the highest and
Level E the lowest. Once the software level has been determined then DO-178C
Software Development Process (5.0) and Software Integral process (6.0–10.0) specify
the required set of activities and data element necessary for certification of the system
that is to be developed. The outputs of these activities are the Software Plan (4.2a),
Software Standard (4.2b), Software Method (4.2c), and Software Tool (4.2c), as listed
in Fig. 5. There may be Additional Considerations, for the particular application
domain. On the UAS project no additional considerations was necessary; the use of
DO-178C on this project is not required, but was applied as a means to verify the newly
defined methodology, as a proof of concept experiment.

Fig. 4. DO-178C Software Planning Process 4.0 UML use case diagram [15].
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2.5 The Pedagogy

A simplified version of the DO-178C compliant methodology of Fig. 5 is included in
the curriculum of the software engineering undergraduate course and a graduate-level
formal specification course in the Department of Computer Science at UND. In the
undergraduate-level course, students are taught a number of software development
methodologies, and are required to develop a small software system by using the
simplified version of the methodology of Fig. 5. In a similar manner at the graduate-
level, the students are required to develop a more complex system than that of the
undergraduate-level. An additional requirement, at the graduate-level, is that the system
is assumed to be at the DO-178C criticality Level-A, thus necessitating the use of
rigorous system validation and verification (V&V) techniques as an activity of the
development methodology. These V&V activities are executed at the Verify Low Level
Design 6.3 and Verify Low Level Design 6.3, of Fig. 5. This formal specification
technique involves the derivation of Z notation [16]) representation of the UML models
that were developed of the system at the activities of Conduct High Level Design 5.2.2
and Conduct Low Level Design 5.2.2 of Fig. 5.

The two software engineering courses are taught once per year and follow a strict
forward engineering life-cycle methodology. The topic of reverse engineering is

Fig. 5. UML activity diagram of DO-178C compliant model-driven methodology [15].
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covered the end of the teaching cycle, subject to the availability of lecture time;
teaching time on higher priority topics may be extended thus reducing time for the
lower priority topics.

As previously stated from Table 2, a review of the software engineering programs
at eight major universities in the USA, did not encounter the term “reverse engineering”
as ether a topic or course in any of the listings. Search of the catalogue of two major
USA academic publishing firm for textbooks on reverse engineering produced a hit list
of 799 and 169,298 items; similar searches for the terms “requirement engineering”,
“software design” and “code generation” produces kit lists exceeding thousands and
hundreds of thousands items, respectively, as presented in Table 2. The implications of
these findings have been presented in Sect. 2.1. The additional observation at this point
is that there are no publically available examples of how best to incorporate the
teaching of reverse engineering, though it is assumed that it is taught at many insti-
tutions, but not formally described; as is the case at the University of North Dakota.

3 Project Description

At the start of the project, the Department of Computer Science researchers formed
three teams. One team focused on developing the genetic algorithms to implement the
aircraft-to-gate assignment solution. The second team focused on the design and
implementation of the user interface of the system. The third team focused on the
documentation of the system, by way of modelling and verification/validation exer-
cises. The teams are hereinafter referred to as Team I, Team II, and Team III respec-
tively. The content of this report is a documentation of the efforts of Team III on the
project. Notwithstanding the fact that the teams worked independent of each other, to a
great degree, there was a high level of integration between the teams, as Team II
worked on the interface to the genetic algorithms and Team III developed models of
both systems for verification and validation, and system documentation. A secondary
goal of Team III was the identification and capture of any pedagogical principles for
incorporation into the curricula of software engineering courses, taught by the
Department of Computer Science.

The teams held joint and separate interviews with the airline’s stakeholders; namely
managers, system administrators, and operators over the life of the project, and typi-
cally had greater number of meetings at the start and end of the project. Meetings at the
start of the project were geared towards capturing the full requirements of the system,
while meetings towards the end of the project were targeted at system verification and
acceptance. At the initial phase of the project, the teams sought to establish a common
set of system requirements, coming out of their respective independent and joint
meetings with the stakeholders. Once these requirements were finalized, the teams
progressed at different rates of work during the early stages of the project. In joint
meetings between the teams, Team III determined that their initial models of the system
were not synchronized with the work products of the other two teams, as there were
supplemental meetings with some of the stakeholders and some requirements were
modified, eliminated, or new ones introduced. This realization led to Team III reor-
ganizing their standard approach to the model development activities.

An Exercise in Reverse Engineering for Safety-Critical Systems 423



This situation led to a iterative sequencing of work at the “Conduct Software
Requirement Process 5.1” of Fig. 5. The models produced at this phase of Fig. 5 was
the UML use case diagrams, as the software administrators of the airline company were
interested in capturing the dynamic aspect of the system, these models were later fined
into as UML activity diagrams at the “Conduct High-Level Design 5.2.2” phase of the
Fig. 5 methodology.

3.1 Modified Methodology

Research showed that many software development projects fail because of the inability
to deliver the product in a timely and cost effective manner, i.e. the software crisis. Paul
Dorsey list ten reasons why systems projects fail [17]. Among the Dorsey’s list is the
lack of use of an appropriate software development methodology and focusing the
development efforts on coding. Teams I and II had initiated what may be best described
as an Agile approach to developing the system’s user interface and generic algorithm
solutions, as they rapidly produce coded components of the system. The teams refined
the code, after consultation with the stakeholders, towards having a working system at
the earliest.

Team III determined that their initial approach to modelling the system would not
be successful; consequently, the team modified the development methodology in use to
accommodate the work of the other two teams. This modification was an iterative
reverse engineering process that is illustrated in Fig. 6 [15].

The process model of Fig. 6 was developed to incorporate a reverse-engineering
strategy to complement the forward-engineering activities. This process model also
illustrates the use of formal specification techniques for validating the reverse and
forward engineering activities. The “Design UML Models” activity of Fig. 6 is con-
gruent with the “Conduct High Level Design 5.2.2” and “Conduct Low-Level Design
5.2.2” of Fig. 5, and the “Formal Models” activity of Fig. 6 is synonymous to the

Fig. 6. Reverse-engineering modified model-driven methodology [15].
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“Verify High Level Design 6.3” and “Verify Low-Level Design 6.3” activities of
Fig. 5. The solid arrowed lines represent the forward engineering path through the
process model, while the broken arrowed lines represent the reverse engineering path
through the model. The forward engineering process commenced with the “Design
UML Models” activities, while the reverse engineering process commenced at the
“Program Code” activity of Fig. 5.

This modification to the development methodology then transitioned along the
reverse engineering line “Design recovery” line, from the “Program Code” to repre-
sentative “Design (high and low) UML Models”. The UML models were then trans-
formed to a formal representation in the Z notation for analysis during the verification
phases of the Fig. 5 methodology. If the models pass the verification, then work
transition along the “generate” arrowed lines to the production of “Program Code” of
Fig. 6. Otherwise, work transition along the “model correction” arrowed line to the
UML models of Fig. 6 and the next iteration of the process commence with the
identified errors being corrected in the models.

3.2 Project Implementation

Team I developed the coded program solution for the airline-gate assignment problem
by pursuing an Agile-based methodology. The teams held monthly meetings with the
airline’s stakeholders to present the accomplished goals and establish a new set of goals
for the next scheduled meeting. Each iteration resulted in the refinement of achieved
goals, accomplishment of established goals, or the definition of new goals. While these
sprints were unusually long for a Scrum framework, they proved adequate for this
particular domain, because of the complexity of the requirements and the development
strategy. Shorter sprints would have produced incomplete goals at the level of gran-
ularity that would be understandable to the stakeholders. Team I was successful in
developing an application system that was acceptable to the stakeholders. The software
system emulated the actions of resolving aircraft-gate assignments in an optimal
manner that was equal to or better than that which the experience operator could devise.
This ensured that even in the absence of an operator the aircraft-gate assignment
conflict resolution would be completed in a timely manner for the airlines operations.

Team II’s effort to develop a user interface for the gate-assignment conflict reso-
lution system, was simplified after it was determined that the existing user interface
only needed to undergo minor modifications to accommodate the new application
system. The modifications involved adding a menu item for executing the aircraft-gate
assignment conflict-resolution system. Consequently, the modelling of the user inter-
face system was not conducted by Team III, as the existing documentation for the user
interface was assessed to be sufficient for the airlines system administrators.

3.3 Team III Efforts

Team III effort was initially to be the development of requirements-level models that
would have been transformed and refined into high-level design models, which would
then be verified and validated, as depicted in Fig. 5. These high-level models would
then be further transformed/refined into low-level design models then verified and
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validated before being transformation into code. Team III’s initial goal of adhering to
the software development methodology of Fig. 5 had to be revised to be now centered
on that of reverse engineering the code that was developed by Team I into a set of
UML models for the purpose of verification, validation, and system documentation.
Team III opted to classify this system as a Level-A DO-178C system, in order to
exercise as many of the model-driven methodology’s activities, as represented in
Fig. 5. The intent was to garner as much pedagogical benefits as possible for incor-
poration into the software engineering curricula of the department and provide com-
prehensive system documentation artefact to the stakeholders.

The main UML model developed by Team III was a set of activity diagrams that
was implemented at the low-level design phase, as illustrated in Fig. 5. The limitation
to producing just one type of UML model was borne out of the airline system
administrators’ preference for just the necessary models to facilitate any immediate
small-scale bug fixes or system modification, versus models to be used for main or long
term system evolution.

An aspect of the work conducted by Team III but not a part of the project con-
tracted deliverables was a set of formal specification models of the system that would
have been used to conduct formal system verification if there was a need to have the
system certified for DO-178C compliance. This formal specification effort was initiated
as being done strictly for research purposes and was started at the end of the contracted
project period. A sample set of formal specification representations, in the Z notation [],
of components of the system is illustrated in Fig. 7. The derivation of the formal
specification representations of the system is carried out at the “Verify Low-Level
Design 6.3” stage of Fig. 5 and currently at the “Formal Models” stage of Fig. 6.

Sanitized example of a segment of the UML activity diagrams that was developed
is presented in Fig. 8 [15]. Figure 8 does not illustrate any significantly unusual
activity diagram modelling technique, but with the exception of the listing of some
activities with generic titles, such as “Activity 1”, “Activity 2”, etc. This was done in
order to capture very low-level details of the program code, from which the model was
reversed engineered. The models were developed in the open-source tool StarUML and
the contents of “Activity-Xs” were stored in the documentation fields of the models. As

Fig. 7. Example Z notation formal specification.
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implemented in this activity diagram, “Activity 2” is the snippet of code presented in
Fig. 9 [15].

Team I did not implement a fully object-oriented programming paradigm, but
partitioned the code-production exercise into modules based on four phases of the
operation; (1) list aircrafts and terminal gates, (2) assign aircrafts to gates, (3) generate
conflicts, and (4) resolve conflicts.

Fig. 8. UML activity diagram of aircraft-gate assignment system [15].
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Team III completed the reverse engineering of the models with the assistance of
graduate students in the department, under the supervision of faculty researchers. The
work was completed over one and one half years. Team III’s work was partitioned into
two phases; the first phase covers the reverse engineering of the UML activity diagram
models, and the second, future, phase will involve the formal verification of the
models.

4 Result

Software system performance must always be reliable in the domain of safety-critical
systems. These software systems encompass numerous highly complex processing
components and have high demands for security and accuracy, in order to safeguard
against failure.

With the UML being the de facto notation for software system modeling, there is a
need for a more rigorous representation in the domain of safety-critical systems.
Transforming UML models into Z equivalent schemas provides a means for formal
analysis to accomplish verification and validation of software systems. With the
growing demand for software systems in existing, new, and emerging application areas,
formal requirements and design phase activities of some software development
methodologies are sometimes not enforced. Consequently, industrial practices incor-
porate reverse engineering as a necessary phase of software system development for
those systems that were developed with loose development processes and procedures.
The goal of this exercise is to develop the needed software system modelling artefacts
for system verification and validation, documentation, and evolution.

In many USA universities, reverse engineering is normally taught as an “add-on” to
forward software development methodologies, such as the waterfall, component, and
model-driven methodologies. This results in a situation wherein graduates leave these
software engineering programs with minimal knowledge on reverse engineering then
find themselves in a work environment where reverse engineering is of paramount
importance. The experience gained by the faculty researchers on the project docu-
mented in this report, and from a prior project on the development of an UAS air-
worthiness system for monitoring UAVs operation in a restricted airspace, points to the
need for a change in the pedagogical approach to reverse engineering.

cout << "current_dart_message=" << current_dart_message << 
".xx" << endl;

//  GET GATE NUMBER FOR TITLE
hold_gaterecno =  gate_recno;
strcpy (EG_gate_id, gate[gate_recno].id);
sprintf (title, "GATE  %-4.4s", EG_gate_id);

Fig. 9. Code snippet from UML activity diagram [15].
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The student researchers on this project and a prior project, in which reverse
engineering was also applied, expressed specific and strong opinions on the need to be
taught formal approaches to reverse engineering. Some of these student researchers had
participated in internship programs at a variety of industrial organizations and had
exposure to reverse engineering tasks. There was a unanimous conclusion that reverse
engineering is important to the software development activities in real-world project
and consequently, they think the process should be offered in courses on the same level
as forward engineering topics.

There was also a consensus among the student researchers that working with code
at the start of the project was challenging and this challenge may be alleviated if they
had grounding in techniques to re-construct the code, i.e. reverse engineer the code.
The students, in question, agreed that their experience did not require them to reverse
engineer from code all the way back to requirements, but did see the need to be able to
reverse engineer from code to the most detailed low-level design models. They identify
the UML activity model as the preferred model as the output from a reverse engi-
neering exercise. The students also noted that from their experience it was easier to
reverse engineer procedural code versus object-oriented code.

The faculty researchers have begun the process of revising the curricula of two
undergraduate-level and one graduate-level courses in software engineering, at the
UND Department of Computer Science, to address this identified disconnect between
industrial practice and the pedagogy of the courses. The curricula revision is multi-
faceted, with changes in lecture content, assignments, and project requirements at both
the undergraduate and graduate levels of teaching. It should be noted that these changes
are not intended to be in support of industrial requirements, but are intended provided
the graduates with additional knowledge of a software engineering subject that has not
been taught at the same level of importance as that of other subjects. This is in
recognition that reverse engineering is as important as forward engineering of software
systems, and not the scenario of reverse engineering being a new or emerging field of
software development; reverse engineering has been happening from the first time one
developer had to modify the code of another developer.

Selection of chapters and articles from textbooks and journals on reverse engi-
neering will be listed for reference reading to both groups of students, with some being
selected as required reading for each of the two groups. It should be noted that while
there is an abundance of textbooks on forward engineering (requirements engineering,
software design, and software implementation) there are less known and available
textbooks on reverse engineering, which are suitable for academia. Assignments and
projects will now include specific work on reverse engineering in a form that is based
on the experience from the aforementioned two projects. Critical to the new reverse
engineering pedagogy will be an emphasis on Agile software development method-
ologies as a class of methodologies that fosters the incorporation of reverse engineering
techniques.

4.1 The Revised Curriculum

The revised software engineering curriculum will continue to be project-based, but will
now include activities in reverse engineering. The software engineering methodology
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of instruction for the course will continue to be based on a simplified version of the
methodology illustrated in Fig. 5. The specific pedagogical topics covered are influ-
enced from the experience on the aforementioned projects. Specifically, students will
be introduced to the relationship between forward and reverse engineering, as illus-
trated in Fig. 6 but without introduction of the formal specification techniques at the
undergraduate level. At the graduate level, students will receive instruction in the
importance of formal specification to the verification and validation of safety-critical
system development. Reverse engineering topics to be covered in the revised cur-
riculum will include, but are not limited to the following:

Use of CASE tools in reverse engineering. Specifically, open source tools will be
used, example StarUML, so that students can work on their own time and computers,
and facilitate a common software development for the sharing and assessment of course
assessment instruments:

• Reverse engineering techniques for object-oriented programming and procedural
programming. The software engineering principle of encapsulation, as implemented
in object-oriented development and programming adds a layer of complexity to the
reverse engineering procedure, consequently requiring slightly different approaches
from that procedural design and programming.

• Techniques to manually reverse engineer program codes that include: identifying
methods’ names, methods’ inputs and outputs, and call sequences between meth-
ods, when working in an object-oriented software development domain.

• Techniques to identify programming constructs, such as: assignments, iterations,
decisions, selections, etc., when working in both procedural and objected-oriented
software development environments.

• Techniques for transforming programming code into pseudo-code, as an alternative
to graphical modeling notations.

• Techniques for transforming pseudo-code into graphical models, namely UML
models, as a more abstract representation of the system that is being reversed
engineered.

The teaching strategy applied in the revised curriculum will have the students
working in teams to develop a moderately complex system as a forward engineering
exercise. Concurrently, the teams will work on reverse engineering the code of a well-
known textbook system, such as the library management system [18]. Both project will
be preceded by lectures on the fundamental principles of software engineering, and
concurrent lectures on detailed and supplemental software engineering topics. Pre- and
post-surveys to determine the students’ comprehension of the relationship between
academia and professional software engineering learning and practices will be con-
ducted. The data from these surveys will aid in improving the curriculum.

5 Conclusion

For computer science and more specifically software engineering education at the
undergraduate and graduate levels, the curricula have to undergo constant changes to
keep pace with not just the emerging and new technologies, but also with the changes
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in interest areas. Currently there is focus in the areas of cyber-security that is being
driven by the many threats from security breaches and hacks of commercial and
government systems. There is also the burgeoning interest, work, and development in
the areas of data science, data analytics, big data, and block-chain technologies. With
all these new and emerging subject fields it has become a daunting task to keep
computer science and its related sub-disciplines (database systems, networking, soft-
ware engineering, operating systems, etc.) current.

Another issue of curricula development in software engineering is the identification
of the need to prioritize a set of topics in a semester of work that is appropriate for the
regulation of the institution and provides the graduates with the necessary skill set to
make that a productive member of their profession. One challenge in this area is that of
recognizing when there is a gap between the content of curricula and the practices of
the industry of software development and how to address reducing or eliminating that
gap in pedagogy knowledge-delivery and industrial knowledge-requirement. This
report documents the experience gained from a collaborative project between academia
and industry and how this experience reshaped the curricula of a set of courses.

The project called for the development of a mission-critical software system, albeit,
the system was assessed as a safety-critical application for educational purposes. The
project was conducted by teams of academic researchers and graduate students. One
team conducted a reverse engineering exercise in order to develop a set of graphical
UML models, from the program code of the system. These models formed the main
artefacts of documentation and verification of the software system. This team had an
adjacent project goal of identifying aspects of the project that would be incorporated in
the curricula of software engineering courses.

The project successfully achieved the established goal by providing a software system
to the stakeholders that was introduced into production within the specified timeframe.
The adjacent project goals of identifying pedagogical benefits from the project were
realized, as the hypothesis of a knowledge gap existence between the curricula of some
USA undergraduate and graduate tertiary software engineering education and industrial
practices was exemplified and data collected to address this issue. The outcome is that the
curricula of the software engineering courses have been revised to include the teaching of
reverse engineering as a first-class topic of the courses under review. The next stage in this
curricular revision effort will be to update the official description of the courses to include
the term “reverse engineering” to ensure that future searches will provide a yes response
for updating Table 2. Future work will seek to evaluate the benefits of this revised
pedagogy to the productivity of the graduates from the courses.
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Abstract. The main part of human learning happens en passant and outside of
the formal education system - called informal learning. Even pupils and students
spend more time in front of digital media screens than in formal settings inside
schools. Consequently, their learning is strongly impacted by the use of digital
media in everyday life. Nevertheless, current research, educational practice, and
design of learning systems have their focus mostly on courseware and distance
education for formal settings. The current study captures 373 informal learning
episodes in everyday life of 77 learners in the domains of cognitive, affective,
and psychomotor learning. Autovideography is used based on the day recon-
struction method (DRM) and selected self-monitoring (SSM). Additional epi-
sodes are captured applying participatory action research (PAR) in extensive
field studies in different cultures. The episodes are analyzed using qualitative
content analysis and grounded theory based on selected learning theories to
develop a category system of alteration mechanism for Learners’ perception
sphere. The study shows that digital media do not alter informal learning in a
simple cause-effect relationship but in a complex system of effects. Learners
perception sphere obtain altered conditions for information assimilation on a
learning topic. That can lead to informal learning in the cognitive, affective, and
psychomotor domain. Related research with a focus on information assimilation
and learning as media pedagogy, cognitive science, or learning psychology can
use those identified mechanism for a differentiated view on digital media and
consequently for more specific and sustainable results. One mechanism identi-
fied is the extension of linear learning content to a multi-dimensional perception
sphere that is characterized by high interactivity, personalization, associativity,
contingency, and often playfulness. Learners should become aware of the dif-
ferences between the secondary experiences formed by that mechanism and
primary experiences in the physical world to adjust their perception and media
usage. Educators can respond by conveying key skills qualification as well as
linking problems, processes, and contents between formal and informal settings.
An important next research step is capturing and analyzing learning episodes in
additional cultural areas to allow a fresh, quite different view on the widely
discussed phenomena of digital divide.
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1 Introduction

Since the coming up of computers we deal with the question: how can we use them to
enhance learning? In 1945, Vannevar Bush wrote in his article “As We May Think”
about a future technology named Memex: “A device in which an individual stores all
his books, records, and communications, and which is mechanized so that it may be
consulted with exceeding speed and flexibility. It is an enlarged intimate supplement to
his memory” [6, p. 108]. He anticipated the Personal Computer and Hypertext, which
shape our learning today. In 1962, Doug Engelbart proposed using computers to
augment learning [14]. Some years later, he developed the system Augment, already
supporting collaborative knowledge working. Ted Nelson introduced in 1965 a com-
puter system which enabled nonsequential writing and reading as well as cross-
referencing and annotating. He called it Hypertext, anticipating the World Wide Web
[40]. With the advent of the Arpanet in 1968, followed by the Internet and World Wide
Web in the early 1990s, teaching become more and more impacted by computers and
network technologies. For a detailed discussion of the interrelationship of learning and
innovations in technology, going back to speech, writing, and printing see [19].

In those early days of computer networks, universities were pioneers in developing
and using them for organizing collaborative research work and supporting teaching.
They surpassed enterprises and usage by students in daily life significantly and were
forerunners in using email, computer conferencing, video conferencing, and computer-
based training. But now the times they are a-changing. Development is mainly driven
by private enterprises and usage time shifted from inside universities out to learners’
daily life. Computers, networks, and digital media have become ubiquitous.

[16] shows for the age group between 16 and 64 years in an average of 36 countries
(n = 153.501) around the world a daily use time of 4,3 h. That time includes use of
online TV, press and radio as well as games and social networking. Not included are
online activities like browsing the web and e-commerce. Also, not included is the
booming field of Internet of Things (IoT). The tight integration of the physical world
with computer-based system supports people when performing daily activities, often
without any conscious perception by the user. Examples are smart homes, intelligent
transportation systems, or self-monitoring devices like fitness trackers.

Another impressive indicator for ubiquity of computers, networks, and digital
media is the worldwide coverage of mobile communication networks. [23] reports that
95% of the global population live in an area which is covered by a mobile-cellular
network whereby 87% live within the coverage of a broad-band network (3G or higher)
facilitating mobile internet.

Despite that impressive ubiquity of computers, networks, and digital media in daily
life, the focus of using them for teaching is still on dedicated software systems to
support the transfer of knowledge from the teacher to the learners. Examples are
massive open online courses (MOOCs), adaptive learning systems, or intelligent
tutoring systems, mostly developed and implemented by universities themselves.

One of the best-known examples is the widespread learning management software
Moodle, introduced in 2002 to help educators in creating online courses. Nowadays,

434 O. Petrovic



educators are challenged by learners which are using totally different systems in their
everyday life on a much bigger scale – and they learn a lot in doing so. Moodle is
currently used by 130 million of users [39], whereas its counterparts in everyday life
are used by more than two billion (Facebook), one and a half billion (WhatsApp) or
one billion (WeChat). Therefore, the software systems used by teachers to support
learning are mostly strange and unfamiliar to learners.

But not only to move from proprietary, university-based learning software systems
to widespread everyday life systems is an opportunity for teachers to support learning.
Also, the jump from the classroom with its formal learning settings into everyday life is
an opportunity. In OECD countries 15-year-old spend on average 2,6 h a day in the
classroom. A teacher is doing so for 1,9 h [41]. Thus, pupils spend around nine tenth of
their time outside of traditional learning settings. And they use digital media heavily
during that time, often also during night time using digital sleeping trackers. That
ubiquitous usage impacts learning much more than the use of dedicated systems in
formal settings.

The main part of human learning happens en passant as a by-product of something
else, mostly outside of an educational institution, and is naturally embedded in human
life. It is non-intentional with no a priori objectives. We call this kind of learning
informal learning. Young people spend, even during their life span with the highest
share of formal education, more time in front of digital media screens than in formal
settings inside schools. Better understanding of digital media’s alteration mechanism
should help to improve practice of informal learning by learners, methods of teaching,
and envisioning and design of new learning environments.

The aim of the present study is to have a better understanding of digital media’s
alteration mechanism to enable learners and teachers to choose, combine and utilize
different mechanism in the best possible way. Therefore, the focus of the present study
is to understand the alteration mechanism of digital media which are used by learners in
their everyday life and not on dedicated courseware like MOOCs or systems for
distance education. Just talking about the possibility to learn everywhere and at any
time is not enough, because that has already been a consequence of the invention of
writing and book printing. To broaden the perspective, which is currently focused on
transferring knowledge from teacher to learner, deeper insights into characteristics of
related learning theories and epistemologies are necessary.

To gain a better understanding for digital media’s alteration mechanism on lear-
ner’s perception sphere, we firstly capture real-life learning episodes via pictures,
videos, and text annotations in the domains of cognitive, affective, and psychomotor
learning. Next, we analyze the learning episodes through the ‘glasses’ of the two main
learning theories of the 20th and 21st century, objectivism and constructivism, to
identify basic alteration mechanisms. Finally, we develop a category system for those
mechanisms. On that basis we can give first proposals for how teachers can guide
learners in the process of informal learning in the digital age and how they can bridge
informal with formal learning.
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2 Informal Learning

2.1 Formal, Non-formal, and Informal Learning

Learning in general can be defined as acquiring new or modifying existing knowledge,
skills, competencies, and perceptions which lead to alterations in thinking, feeling, and
behavior. Depending on the chosen definition of learning and its measurement, only
around 25% of it happens in formal or non-formal settings. Formal learning is sys-
tematic organized learning within a formal learning system like universities or schools
with specified objectives and degrees awarded by the system. Non-formal learning is
similar but conducted outside of the formal learning system, e.g. in organizations for
further education, vocational training settings, or youth organizations. Also, self-study
with certain learning objectives, e.g. watching a recorded lecture or using a learning
app is part of non-formal learning.

The predominant part of learning happens in informal settings. In those, learning is
not the main aim, it happens en passant as a by-product of something else, e.g. playing
a game on the computer, competing in a bike race, or cheating during an exam. Very
often the contexts for informal learning are day-to-day situations but it can also be a
formal learning setting where informal learning is not intended. Normally, informal
learning doesn’t lead to a formal degree, whereby the formal acknowledgment of
outcomes is a widely-discussed topic. Informal learning can happen in different con-
texts: Family, school, work, leisure time, or social communities [1, 10, 20].

In summary, informal learning is characterized by:

• Non-intentionality
• Absence of structure
• Absence of a priori set objectives
• Occurrence in day-to-day situations outside of educational institutions
• No formal degree
• Ongoing, pervasive, and natural connection with life
• Domains of learning

As shown in the section on methodology in Sect. 4, real-life learning episodes are
captured by learners in the form of videos, pictures, and annotations. The first step of
analysis is assigning them to certain learning domains. For the purposes of this study,
considered learning domains are based on the well-established and widely discussed
taxonomy of learning objectives by Benjamin Bloom and his colleagues [5, 29].
However, as informal learning has per definition no a priori defined learning objectives,
we focus more on outcomes than on objectives and use the notation of domains.

The focus of learning in the cognitive domain is the ability to recall facts, methods
and processes. Bloom and his colleagues identified six categories of cognitive learning
outcomes with different levels of difficulty, in that the first must be mastered before the
next. The first level, knowledge, comprises remembering facts, definitions, basic con-
cepts, or answers without necessarily understanding what they mean. Understanding
means to be able to explain information to oneself and others. Apply covers the
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capability to use those facts, definitions, or concepts to solve well-structured problems
with a ‘correct’ answer. Analyze covers comparing and elaborating differences and
similarities between information bits to solve semi- and unstructured problems. Syn-
thesis means to merge and combine facts with creative ideas to create novel and unique
answers to problems. Finally, the sixth level called evaluation, covers the capability to
make critical judgements based on solid knowledge.

Learning in the affective domain [28] focusses on perceptions, attitudes, emotions,
feelings, values, and norms. The basic level is receiving, the precondition for the other
levels. It covers the willingness to listen, to give attention to a certain topic, and to
follow up with something. The next level, responding, comprises learner’s active
participation expressed by a certain reaction like asking questions, sharing information,
or giving some likes. Valuing occurs if the learner associates a certain value to the
content learned from their personal point of view and develops a willingness to be
involved. Organizing is putting together different information, ideas, and attributed
values and embed them into one’s own mental model. Finally, characterizing is
building abstract implicit and explicit knowledge on a certain domain and to become
willing to change behavior, lifestyle, and way of life.

Learning in the psychomotor domain [3] concerns physical coordination and
movement in relationship with cognitive and affective processes. Examples are hand-
writing, doing sports, operating a complex machine like a car, or playing a computer
game. Imitate means the ability to replicate the actions of others based on observations.
To reproduce standardized actions from memory or instructions is called manipulate in
that taxonomy. Perfect covers to perform actions without external interventions and to
demonstrate and explain them to others. Articulate comprises the capability to perform
actions in a non-standard way, in different context, or using alternative tools and
instruments. Finally, embody means performing actions in an automatic, intuitive way
appropriate to the given context.

2.2 Theories of Learning as Point of View

To find different alteration mechanism of digital media we study their impact in real
world learning episodes. As those episodes are very complex, like every real-world
phenomenon, we must reduce complexity by using a certain point of view, a dedicated
‘lens’, in form of a theory of learning. Many of those theories were generated during
the last decades and centuries. They should explain how people learn and act by
applying them on observations in the field. For the purposes of this study we will look
at learning episodes through the lens of objectivism and constructivism and their
related subcategories. For an in-depth analysis of these theories as well as their rela-
tionships to epistemology see [19].

The objectivist point of view posits knowledge as existing objectively beyond our
minds, as finite truth. It is based on the dualism of one’s own mind and the world
around it. The focus of behaviorist learning theories is how particular behavior is
changed by certain learnings. Cognitivism tries to overcome those limitations of
behaviorism by understanding the ‘black box’ of the human mind. Its’ focus is to
understand mental processes to promote learning effectively.
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Constructivism refers both to a learning theory (how humans learn) and to an
epistemology (the nature of knowledge). It postulates that humans construct their own
knowledge of the world by experiencing and interacting. Thus, knowledge is dynamic
and changing, constructed and negotiated in social context, rather than something
absolute and finite. The teacher’s task is no longer only to transfer his knowledge to the
brains of students effectively but to help them build their own knowledge by creating
supporting environments. Glasersfeld [15] emphasizes, that memorization and rote
learning are not useless. But to solve problems that are not exactly presented during
instruction the student requires conceptual understanding, the ability to rearrange
memorized facts just as abstract building blocks and to relate them to already learned
processes fitting challenges of a novel problem situation.

Collaborativist learning theory is based on constructivism and emerged with the
advent of networked computers. The basic assumption is that computer networking
creates new opportunities to share multiple perspectives, to foster reflective thinking
skills, and to build a multidimensional and multidisciplinary understanding instead of
putting emphasis on one ‘correct’ answer. Learning happens by interacting with others
using online environments. An example is the significant increase in using self-
monitoring devices which create content in form of vital and performance data and to
share it with millions of peers on fitness platforms like Strava (www.strava.com) and
Garmin Connect (connect.garmin.com). Increased awareness of exercise and nutrition
as well as self-responsibility for one’s own fitness and health are resulting learnings
[43]. Figure 5 shows the analyzing process of such a learning episode within the
current study.

Fig. 1. System of effects in which digital media can alter informal learning.
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3 Digital Media and Its System of Effects

3.1 Media as Communication

For the scope of the present study, media should be defined as ‘means or channels of
communication between humans, machines and humans, or among machines, forming
a perception sphere for the participants of the communication process’. We do not see
media just as means to represent and transport a certain part of reality, but rather to
communicate a certain view on reality. That view is built by the creator of the com-
munication content and is shaped by his individual social and cultural background,
political intentions, personal capabilities, or business interests. On the other hand,
media is perceived individually by each recipient depending on his personal back-
ground – see also the discussion of the constructivist view in Sect. 2.3. For a more in-
depth discussion see [47] and quoted literature.

Because of this, media are not a substitution for reality, but a means to commu-
nicate individually perceived reality. The content of this communication process forms
a perception sphere for the participants to perceive secondary experiences as discussed
in Sect. 3.2.3.

3.2 The System of Effects in Which Digital Media Can Alter Informal
Learning

Digital media do not alter learning in general or informal learning directly, determin-
istically and simultaneously in the sense of a cause-effect-chain. They can change
informal learning by bringing alterations into a complex system of effects as shown in
Fig. 1 and discussed in system theory [51].

Digital media’s alteration mechanism, which build the focus of the present study,
create changed conditions for the learner to perceive aspects of the learning topic. For
learning, those functions have in the first instance to be utilized by the learner in form
of perceiving and assimilating altered information on the learning topic. Afterwards,
that information can lead to learning processes by the learner, expressed by changes in
the cognitive, affective, or psychomotor domain. That learning influences in form of
feedback loops further information assimilation just as selection and use of certain
digital media.

Aspects of Learning
Figure 1 shows the learner with changes of knowledge, skills, competencies, and
perceptions which lead to alterations in thinking, feeling, and behavior. In this way, we
defined learning in the cognitive, affective, and psychomotor domain. A main research
question in this area is: How does learning change in the context of digital media,
considering the process as well as the outcomes? Disciplines involved in such ques-
tions are mainly learning theory, learning psychology, cognitive science, and peda-
gogy. This question is not in the domain of the present study, but elements from those
research areas are very valuable fundamentals.
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Aspects of Information Assimilation Using Media
A prerequisite for learning is information assimilation [4] whereby this information is
received by communication processes. The teacher communicates with learners
referring to a certain learning topic using different media like speech, writing on the
blackboard, textbooks, or digital media. The aim is to support learning on the selected
topic. Choosing and shaping these topics is based on values and norms of the society,
political and ethical decisions, curriculums of the formal learning system as well as on
personal interests of teachers and learners. Also, conveying key skills qualification as
discussed in Sect. 6.1 or influencing learners affectively, e.g. by increasing their
interest in the learning topic, are important activities of the teacher. The connection to
digital media is twofold. Firstly, the teacher can use digital media to support his own
teaching within formal learning settings using e.g. massive open online courses
(MOOCs) or adaptive learning systems (ALS). Secondly, he can use certain digital
media by himself to better understand them and gain an impression of impacts on
informal, everyday learning of his learners. That aspect is widely underestimated but
has major significance regarding the importance of learner’s informal learning in the
context of digital media.Which media teachers should use to support teaching and how
they should do it is the main research area of pedagogy, especially media pedagogy.
This will not be a point of focus in the present study but is discussed based on identified
media’s alteration mechanism in Sect. 6.

A main question from communication science is: how does the interaction pro-
cesses between an individual and media form his perception sphere? This interaction
process together with the related information assimilation is a prerequisite for learning.
A main question within this domain is: which media are used by which groups of
humans and for what reasons?

Aspects of Perception Sphere Formed by Digital Media
Digital media together with other media and complex psychological and social struc-
tures form learner’s extended perception sphere. That is mainly the focus of psychol-
ogy, sociology, ethnography, and media studies. The latter have a special interest in the
difference by media. Media is not the representation of a learning object, this would
enable primary experiences for learners, but it enables the communication about it,
allowing learners to form secondary experiences. This secondary experience is always
based on individual interests and intentions of the creator of the media, in the context of
digital media as well as of lectures, printed newspapers, books, or documentary movies
in TV. At the same time, that secondary experience is also contingent on learner’s
individual perception. The spread between those two experiences of learners is the
difference by media [47].

The perception sphere in general and particularly that one formed by digital media
has besides communicating about a learning object two other functions. It generates its
one world, quite far of or totally decoupled from the physical world and related primary
experiences. To know about that function of digital media can be an important key
skills qualification for learners, e.g. in the context of video gaming and eSport: To be
able to distinguish between the world generated by the perception sphere formed by
digital media on the one hand and the physical world on the other. That difference
generated by media is the core question of media studies. The perception sphere covers
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a third important function: It influences attributes of the physical object. For example,
political communication is often aligned to the functions of certain media used.
Because of this recursive relationship between media and object, the naive belief of
media representing the physical world becomes logically impossible.

When new, extended, or changed mechanism of media appear, as witnessed in the
case of digital media during the last years, the perception sphere alters. Learners can
use alterations in forms of new or advanced learning systems like online courses or
learning apps consciously with clear learning aims in form of non-formal learning as
defined above. Examples are vocabulary training apps or research in electronic journals
for writing a course paper.

The focus of the present study are not those alterations of the perception sphere in
relation with formal or non-formal learning, but rather with informal learning. When
learner’s perception sphere is changed by digital media’s alteration mechanism, also
learner’s interaction with it in daily routines will change. This natural behavior in
everyday life is the starting point and context for informal learning. An example is
performing a multiplayer videogame and learning informally about social behavior in
virtual spaces.

Digital media’s alteration mechanism are mostly not totally new – depending on the
level of abstraction. At a very high abstraction level, nothing is new. We can trace back
the phenomena of fake news to the manipulated information created about the battle
between Ramses II (1303-1213 BC) and the Hittites using lapidary hieroglyphs. Every-
where-everytime learning is possible since the invention of writing and book printing,
and the echo chamber effect is widely spread in traditional newspapers doing market
research in the reader market to better shape their content. It is the core aim of the
present study to identify digital media’s alteration mechanism on a more sophisticated
level, because they differ significantly in their subtle mechanism, speed, geographical
and demographical reach, dissemination, involved actors, or underlying interests.
Therefore, informal learning gains fresh opportunities as well as risks within the system
of effects.

To identify digital media’s alteration mechanism and to present exemplary learning
episodes using them is the core of the present study. The value of those results is the
following. Firstly, research dealing with digital media in learning theory, learning
psychology, cognitive science, or pedagogy should obtain a more differentiated view
on digital media than is currently the case. Today, digital media is most often described
using general terms such as Internet, email, social media, or computer mediated
communication. Those highly aggregated terms often result in generalizing formulated
research output. On the other hand, when more specific results are presented, those are
based on a certain form of the general type of digital media with high variation between
different forms, not allowing for conclusions about the general term used. For example,
the term social media covers user generated content in digital newspapers, activities in
messenger services, multiplayer videogames and eSports, or by means of vital and
performance sensors directly linked to athletes. Therefore, research findings can be
valid only for a certain form of a general term with very quickly changing properties
due to technology innovations. Thus, the results of the present study should give a
much more sophisticated view on digital media’s alteration mechanism allowing for
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more differentiation in the disciplines by focusing on ‘information assimilation’ and
‘learning’ in the system of effects shown in Fig. 1.

Secondly, the results of the present study should allow learners to become aware of
the difference through media, but not only on the ‘What’ but also on the ‘How’ based
on identified alteration mechanism. This allows learners to better understand what they
are doing, possible gains and risks associated with it, and adjusts their perception as
well as their media usage. That seems to be one of the most important key skills in the
age of digital.

Thirdly, teachers should be able to better understand learners informal learning in
every day settings on a much more differentiated level than ‘using the smartphone
every time’ or ‘playing computer games intensively’. This allows for more sophisti-
cated linking between formal and informal settings just like the conveying of key skills
as discussed in Sect. 6. As a side effect, teachers learn to use digital media in formal
settings better aligned with their own teaching.

Finally, researchers in related fields, learners, and teachers can benefit from the
results in form of properties of digital media, the alteration mechanism, instead of
certain product categories or brands like email, social media, or Facebook. Product
categories and brands change their characteristics very quickly and often have a very
short lifecycle on the market due to rapid technological changes and changes in user
adoption. Using properties instead allows the reconfiguration of identified alteration
mechanism to best fit new or enhanced digital media in learner’s perception sphere
independently from a present product category or brand.

3.3 Primary Media Functions

The focus of the present study are digital media’s alteration mechanisms in learner’s
perception sphere. Thus, the center of analysis are not empirical findings on changes in
different learning settings caused by digital media or recommendation for using digital
media in the context of learning but enabling factors for such changes facilitated by
digital media. This allows us firstly, to better understand the reasons for observed
changes in learning and their relationship to digital media and secondly, to envision and
design new learning environments. The starting point for the category system of
alteration mechanisms are primary media functions defined as properties of media to
support handling of the communication content [26, 50].

Create and delete allows to produce and delete communication content e.g. sym-
bols like letters, pictures, videos, drawings, or models. An example of using this
primary function is to make pictures and videos with omnipresent smartphones. Nor-
mally, the creator of a content assumes its permanency until someone deletes it. Thus,
deletion is a related function of media. Examples of digital medias alteration in deletion
are Snapchat with its value proposition of deletion after some seconds or issues in the
violent discussion on the ‘right to be forgotten’ within the universe of digital media.

Arrange and link facilitates the organization of communication content. By arranging,
the content is grouped together in spatial proximity within a certain perception sphere.
Examples are digital documents stored in the same folder or organic results of Google
search. Thus, arranging is not a characteristic of the content itself as the spatial proximity
is generated by human intervention or software algorithm without changing the content
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entity. Linking implies a reference within the communication content to some
other showing relationships. Therefore, it is a property of the communication content.
Examples of using that primary function are hypertext links or recommendations on
e-commerce sites.Arrange and link are the core functions for creating a perception sphere,
contrary to a single linear information entity. Thus, arrange and link is one of digital
media’s most powerful alteration mechanism for learner’s perception sphere.

Transmit and access comprises the exchange of information content between
humans, humans and machines, or directly between machines without human inter-
vention as discussed in the context of internet of things [44]. A core characteristic of
transmit is the existence of a certain addressee of the communication content. There-
fore, transmit leads to push communication in one-to-one, one-to-many, many-to-one,
or many-to-many settings. Examples for using that alteration mechanism are sending
emails or making video calls. Contrary to transmit, access doesn’t require any inter-
vention of communication content’s creator after creation. Others access the content in
the perception sphere in a pull mode based on their access rights. Examples are
accessing a web site or the use of social media groups.

3.4 Types of Digital Media

After the widespread use of the personal computers and the launch of the Internet in
1989 followed by the rise of social media around 2004, settings like computer based
training and intelligent tutoring systems, followed by MOOCs (massive open online
learning), PLEs (personalized learning environments) and ALS (adaptive learning
systems), and online communities of practice became parts of learning processes [19],
(Kindle-Position 4178). As those systems are designed and used to support formal
learning, they are not the focus of the present study. In the present study, the focus lies
on digital media used by learners in their everyday life, e.g. popular social media sites,
online games, or browsing the World Wide Web. Figure 2 shows the use of widespread
forms of digital media and compares it with traditional media. For an extensive review
of different ways to build a typology of digital media see [49].
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Fig. 2. Daily media consumption in hours, n = 153.501, age 16–64, 36 countries around the
world (source: [16, 45]). Other online activities like browsing and e-commerce not included.
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The focus of Fig. 2 is on media, whereby its content is generated by humans, like
online press. Currently, software agents often called bots strongly gain in importance for
all primary media functions mentioned above. They can be embedded in other software,
act invisibly to human users, and create, arrange, and transfer communication content
automatically without human intervention. Further types of communication content
generated by machines are performance and vital data in the field of self-monitoring
captured by sensors [43] or results of search engines and recommender systems.

4 Methodology

The main aim of the present study is to better understand the alteration mechanism of
digital media for learner’s perception sphere. This broadened understanding can help
improve practice of informal learning by learners, methods of teaching, and to envision
and design new learning environments. Therefore, the research question is: What are
digital media’s alteration mechanism for learner’s perception sphere? It’s not the aim
to find representative results for a certain population or to evaluate a certain technical
system. Thus, the methodology applied is selected by its added value to gain insights
into digital media’s alteration mechanism and not its representativeness for a certain
population by testing hypothesis, as is often the goal of quantitative methods.

4.1 Main Elements of Methodology Used

Why observations and not questionnaires?
As the main aim of the present study is to identify digital media’s alteration

mechanism, we must deal with widely unknown questions in two domains. Firstly, as
we do not know the alteration mechanism, we cannot ask participants for them in a
questionnaire format as neither the researcher nor the participants are fully aware of
them. If we would ask participants, we would get memories of only partly consciously
perceived impacts of digital media. This challenge is similar to researching life satis-
faction in contrast to happiness. The first can be measured with questionnaires and
retrospective questions like: Are you satisfied with your income, your social relations,
your personal success? On the contrary, happiness is built by sequentially linked
moments of perceptions and feelings. It can be best captured at the time of occurrence.
For a detailed discussion see [24].

For the aims of the present study we mainly apply observations by learners
themselves as well as by researchers to capture data. We are aware of difficulties to
control extraneous variables, which can be managed more easily using questionnaires
or controlled lab experiments. Also, the research effort expressed in time and money
needed is significantly higher than for questionnaires or lab experiments. Nevertheless,
observations of everyday life learning episodes are applied. This is due to the primary
aim being the discovery of different alteration mechanism of digital media and not the
obtaining of results of a behavior within a certain population with a high external and
internal validity and aiming to generalize results. To better understand the unobservable
processes within participant’s perception sphere, we supplement observations by focus
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groups with participants just as well as questionnaires filled out simultaneously or
within some hours of media usage.

Why field study and not experimental lab setting?
As informal learning happens en passant while doing other things, it is a major aim

to not control as many extraneous variables as possible. This would strongly contrast
with the main characteristic of informal learning: happening en passant, by accident,
and triggered by other activities. We are aware that the uniqueness of each observa-
tional situation in the field makes it difficult to generalize results and apply them to
other occasions. This lower external validity seems to be acceptable as we do not want
to find causal chains between certain digital media and alterations in learner’s behavior.
Rather the identification of frequently occurring alterations mechanism of digital media
is the main research aim.

Why intercultural?
Many studies on digital media and informal learning are limited to bachelor stu-

dents taking a related course. According to [22] 68% of research subjects in a sample of
hundreds of studies in world’s top psychology journals came from the United States,
and 96% from Western industrialized nations. Of the American subjects, 67% were
undergraduates studying psychology. Those studies have a strong focus on internal
validity and statistical significance. To conclude from this very narrow view on digital
media usage to general alteration mechanism on informal learning would imply a
certain kind of cultural imperialism in the sense: all people in the world are using, or
should use, the same digital media with the same consequences for the same aims of
learning. That view would on the one hand neglect technical innovations especially
from Asia, which are widely unknown or at least not widespread in the western
hemisphere, such as WeChat or Alibaba. On the other hand, significantly different
cultural backgrounds like the use of WeChat as a social control mechanism in China
shaped by Confucianism are neglected. Thus, we have a strong motivation on doing
our research in different countries, also in remote areas and unusual learning situations,
not for comparing different cultures but for finding additional alteration mechanism.

Why use of screen capturing and videos and not behavioral tracking?
Use of digital media gives the opportunity to track user behavior automatically.

Examples are pages visited, search queries, click streams, content displayed or pur-
chases in eShops. For the aims of the present study we do not use automated tracking,
but we ask learners to capture screencasts from its own usage behavior via the mobile
phone or personal computer and annotate them by voice comments directly during
media usage. Alternatively, the learners produce a video clip from the learning episode,
e.g. of flying a drone. Immediately after finishing the captured learning episode they
filled out a questionnaire to give more insights into their usage motivation and the
perceived alterations in learning due to its media usage. In this way we gain deeper
insights into digital media’s alteration mechanism, because the learner is no longer a
black box.

Why qualitative content analysis based on videographics and not semi-quantitative
data analysis?

For data capturing also vital sensors are used to measure delivered power, hearth
rate variability, running speed, or oxygen saturation in muscles. Those devices deliver
quantitative raw data which could be used for quantitative empirical research. We
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capture that data, but we do not use them directly in the present study. Many studies on
digital media usage are semi quantitative. That means, that the raw data are qualitative,
captured by interviews and questionnaires based on participant’s memories or opinions.
Afterwards, these qualitative data are used for quantitative data analysis that results in
quantitative results with a strong focus on internal validity and significance.

For the purposes of this study qualitative content analysis [30] based on video-
graphics [21] is used as the main research methodology with a strong emphasis put on
quality criteria as described below. This allows us to capture informal learning episodes
in everyday life while they are happening, gain insights into alterations and an in-depth
understanding. On that basis, digital media’s alteration mechanism can be identified
iteratively and step by step during the research process embedded in theoretical
frameworks following the principles of grounded theory [8].

It is not the aim of the present study to describe causal relationships between
digital media usage and informal learning in form of models, interrelationships, and
numeric evidence to predict future impact. This would be the field for quantitative
research. For the long history of the discussion regarding those apparent conflicting
research methodologies as a detailed description of qualitative content analysis see
[9, 30, 37].

4.2 Data Capturing

The methodology used for capturing learning episodes in the field by learners them-
selves in form of videos pictures, and annotations is based on autovideography and
photovoice [17, 54, 59]. Video gained in importance tremendously during the last
decade. At YouTube, 300 h of video are uploaded every minute and five billion videos
are watched every single day by 30 million daily visitors [38]. Thus, streamed video
has become not only a major source for informal learning but also a familiar means of
communication. Whereas the most common source for scientific content analysis is still
text as well as for presenting scientific work [21].

In the present study the learners capture informal learning episodes perceived as
being significantly changed by digital media. Mostly a screencast software is used on
their own smartphones and personal computers to record the clickstream during a
certain learning episode and to annotate it by voice comments simultaneously. For
learning episodes outside the smartphone/personal computer context, e.g. flying a
drone, a video sequence is recorded by smartphone. In total, 77 learners captured,
annotated, and edited 373 learning episodes between October 2017 and May 2018.

Episodes are also captured by researchers, using participatory action research
(PAR) [27]. That methodology applies also screencasts and videography approaches
but is extended with video capturing devices like action cams, vital sensors like power
meters, SmO2 measurement, and speed meters. The resulting video recordings are
edited and further annotated immediately after the learning episode or together with
others at the evening.

To analyze that data, qualitative content analysis and grounded theory [8] is
applied, subsequently to ten years of preceding studies with several hundreds of par-
ticipants as shown in [42].
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Capture Stream 1: Day Reconstruction Method (DRM)
The aim of the first capture stream, the day reconstruction method (DRM) is to obtain
learning episodes within a seven-day period in learner’s everyday life. It’s not the aim
to capture the whole seven-day period to gain results which are representative for a
participant’s life but rather to have the opportunity to capture the most interesting
episodes, impacted by digital media significantly. The method is based on the widely
recognized work of the Nobel prize winner Kahneman [24], for detailed instrument
documentation see [25].

Diploma students were instructed at the beginning of their work in fundamentals of
informal learning, digital media, the aims of the ongoing research work, and the
processes of the day reconstruction method. They also studied basic literature on those
topics. To extend the reach of participants outside students of economics and infor-
mation systems they recruited further participants by themselves. Finally, 27 learners
captured, annotated, and edited 299 learning episodes.

At the beginning of the study learners completed a questionnaire regarding their
usage behavior of digital media including devices, software, and services. Additionally,
they are asked for demographic data. Within the following period, learners capture
three or four learning episodes every day by using a screencast software on their
smartphones or personal computers and annotate them during recording with voice
overlays. Alternatively, they film a certain usage behavior with their smartphone. The
main selection criteria for capturing a learning episode are: it happens in everyday life
or during breaks in formal education or vocational trainings, it happens en passant

Fig. 3. Methodology used to gain insights into digitalmedia’s alterationmechanism (source: [45]).

Digital Media and Informal Learning 447



while doing something else, there are no clear learning goals, there is a clear connection
to digital media, and informal learning is changed significantly.

After recording, they edit the video clip and fill out one row in the ‘short note’
questionnaire on the same device used to capture the episode. The main elements of
this description of the episode are a title, beginning and end time, the reason for the
episode, a description of activities fulfilled, and the learnings perceived. For each
captured learning episode, the learners complete a questionnaire every evening
describing perceived alteration mechanism. The questions are based on the theoretical
background of learning domains as shown above including cognitive, affective, and
psychomotor learning and the preliminary category system of alteration mechanism.

Capture Stream 2: Selected Self-monitoring (SSM)
In the SSM-stream 50 participants of bachelor and master courses capture learning
episodes perceived as significantly altered by digital media. The capture procedure and
the questionnaires are the same as in the DRM-stream. The main difference between the
two streams is the added team phase in the SSM-stream. After finishing recording and
editing their individual learning episodes, the participants discuss the results in teams of
five and select the best episodes according to the criteria shown in the section on the
DRM-stream. Afterwards, they present their results to the researcher team to discuss
them. According to the results of this discussion process the group refine their episodes
or produce additional ones. Finally, they write a course paper on the presented learning
episodes, describing their trigger for creating a episode, the actions fulfilled, the
learnings in the cognitive, affective, and psychomotor domain and finally assigning
them to different alteration mechanism of digital media. In total, 74 episodes were
selected by the groups, analyzed in detail and presented to other learners and the
research team.

Fig. 4. Vital and performance sensors connected with social sharing platforms used in the
PAR-stream.
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Capture Stream 3: Participatory Action Research (PAR)
Capturing of learning episodes within the PAR-stream is done by researchers and not
learners. Its aim is to supplement the DRM- and SSM-stream in the following areas:
Firstly, not only students and their peers in highly developed countries are involved.
Rather, the focus is on everyday situations in remote areas of different countries,
thereby also involving learners which are far off any university relationship and
atmosphere. An example is the significantly different use of smartphones in Uganda,
powered by little solar panels, for mobile banking. It is done, without any involvement
of a bank, to pay certain obligations like the apartment rent by transferring calling
credits to the creditor. They use the same notion of mobile banking, but with a totally
different impact on their everyday life and their learning. This capture stream should
avoid the strong bias often found in empirical studies focused on undergraduate stu-
dents from Western industrialized nations [22] and associated conclusions, e.g. on the
topic of digital divide.

Secondly, quantitative data are collected using different sensors and dedicated
software to measure alterations especially in the psychomotor domain and their impact
on the cognitive and affective domain. Figure 4 shows some of the devices used by the
researcher. Action cams support capturing of psychomotor activities and synchronous
annotation of perceived learning effects especially in the affective domain which can be
hardly captured retrospectively with traditional methods. Additionally, route planning
software and GPS tracking is used, mainly impacting the cognitive domain. SmO2
sensors are applied to measure oxygen accumulation as indicator for psychomotor
activities. Also, power meters are used to measure performance data in relation with
vital functions and to share them on platforms with millions of participants (for details
see [43]). Finally, chest straps are applied to measure hearth frequency and HF-
variability together with social sharing activities. Especially those sharing activities of
vital and performance data show a strong alteration of informal learning in all three
learning domains.

Besides self-observation using performance and vital sensors, social sharing plat-
forms, and dedicated software, researchers capture unusual every day learning episodes
of others in significantly different contexts than the DRM- and SSM-stream can deliver.
An example is shown in Fig. 5. An important aim of the PAR-stream is to identify and

Fig. 5. Analysis of road biking in South Korea considering different learning domains (source:
[45]).
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capture learning episodes in learning domains which are not covered by the DRM- and
SSM-stream, as well as alteration mechanism not captured in-depth within DRM and
SSM. Those are mainly episodes in rural areas where digital media are used in different
ways and for different aims.

To capture unusual learning episodes in everyday life contexts, the researchers
travel to remote areas by public transportation and bicycle. This allows for significantly
different insights in digital media’s alteration mechanism due to the closeness to
learners’ everyday life situations. This very tedious, time consuming, and expensive
kind of data capturing pays off because of the considerably different, significantly
deeper, and surprising insights into digital medias alterations. It’s an essential require-
ment to fulfill the corner point of ‘understanding’ as given above describing the basic
elements of the methodology.

4.3 Data Analysis

The process of data analysis and its interrelationship with data capturing is shown in
Fig. 3. Basically, it follows the principle of grounded theory [7, 8] and qualitative
content analysis. The aim is to capture qualitative data about informal learning episodes
to generate and extend theory about alteration mechanism of digital media inductively.
Starting point is the main research question: What are digital media’s alteration
mechanism on learner’s perception sphere? In a first step, well-established concepts on
epistemology issues of learning just as on different learning domains are selected with a
focus on informal learning. Simultaneously, literature on basic mechanism of digital
media is reviewed and systematically grouped by certain research questions and
methodology issues. Based on that, an initial category system of alteration mechanism
is written based on primary media functions as has been described above. Afterwards,
empirical results from captured learning episodes are coded and the used category
system is reviewed, refined, and extended iteratively during the whole process of data
capturing. Same or similar alteration mechanism are grouped together, and groups of
mechanism are assigned to main groups. During this process, the research team looks
out for coherent mechanisms, plausible relations between them, and aims to reach an
exhaustive category system of digital media’s alteration mechanism. The main
guideline during the analysis is the additional value of categories concerning the
research questions.

The analyzing process of the learning episodes is performed by three researchers
with the software MAXQDA. The first step of the research analysis is to assign the
learning episodes, or certain parts of them, to one or more learning domains. For this,
the learning episodes were analyzed according to the main characteristics of cognitive,
affective, and psychomotor learning. If single parts of the learning episode were related
to different learning domains, those parts were marked and assigned within MAXQDA
separately.

A very valuable source for assigning learning episodes, or certain parts of them, to
learning domains and tentative alteration mechanism are learner’s annotations as part
of the captured learning episodes. They express learners’ view on altered learning
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domains and involved alteration mechanism. Those annotations are supplemented by
the questionnaires completed by the learners daily.

Additionally, the researchers facilitated group meetings with 26 learners arranged
into groups of five. In meetings that lasted at least 75 min, the learners discuss with the
researchers selected learning episodes in detail, especially activities performed and the
motivation behind them, perceived learning alterations, and involved alteration
mechanism. The facilitators, which also code the learning episodes, make extensive
notes to better understand the learning episodes and further increase intercoder
reliability.

4.4 Ensure Compliance with Quality Criteria

Special attention is paid to quality criteria of qualitative research as discussed by
[30, p. 201]. Internal validity should ensure reliability, trustworthiness, compliance
with rules, and intersubjective traceability. All captured data are documented in form of
annotated videos captured by learners themselves. Simultaneously to or only some
hours after data capturing, questionnaires are filled out by participants to better
understand the context of the learning episode. To ensure a high intercoder reliability
memos are used extensively. Many episodes are coded by more than one researcher,
followed by in-depth review meetings to discuss reasons for different coding results.
Also, the joined facilitated focus group meetings increased intercoder reliability. The
learners also annotated the videos with the categories and used them in the question-
naire. The categories are shown in this publication and have also been used for coding
the captured video sequences.

External validity should enable generalizability and transferability of results to
ensure their relevance not only for the analyzed learning episodes. In quantitative
research this should be obtained by random or quota sampling, many participants, and
sophisticated statistical methods. Due to the relatively small number of participants in
qualitative research, other methods must be used. A central aspect is that ‘truth’ in the
sense of the correct representation of states or events of an external world is replaced by
‘viability’. Findings are viable if they prove adequate in the context in which they were
created. Thus, they must be seen in a context of problems to be solved, goals, and
purposes. For a detailed discussion of viability see [15, 35]. To obtain a high degree of
viability, the following measures were carried out. In peer briefings, experts comment
methodological issues as well as findings. The performed focus groups with partici-
pants allow feedback on findings, especially on digital media’s alteration mechanism.
Very important for ensuring a high degree of viability are the extended field phases in
all three streams of data capturing. Within the DRM and SSM stream, participants
capture learning episodes in their natural environment and not in an artificial situation
as is the case with laboratory experiments or traditional survey research. In the PAR
stream, the researchers spent many weeks in remote areas and different cultures to
study digital media usage. The triangulation of those three approaches allows for
different views on digital media’s alteration mechanism and ensures a high level of
viability.
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5 Findings

Table 1 shows digital media’s core alteration mechanism for learners’ perception sphere
as identified after several iterative cycles between analyzing and categorizing captured
learning episodes on the one hand and theoretical views from learning theory and
epistemology on different learning domains on the other. This categorization is neither
exhaustive nor mutually exclusive. In traditional broadcast media like printed news-
paper the three domains of create and delete, arrange and link, and transmit and access
mostly form a linear step-by-step sequence of activities, ranging from writing an article
by an editor to reading the newspaper by the reader. In a perception sphere formed by
digital media this is not the case. An activity in one domain immediately triggers
mechanism in another one, whereas this alteration initiates further mechanism. One
communication activity is mostly impacted by different related alteration mechanisms at
the same time. The resulting interdependent communication contents form the per-
ception sphere. Communication content is not only created by humans or machines
explicitly as autonomous entities. Also, its dynamic structure due to arranging and
linking those entities forms content. Additionally, a certain browsing behavior creates a
new perspective on communication content and also leads to altered content within the
perception sphere. Relations between content in form of spatial proximity like search
results or semantical proximity due to linking, create new content and become important
parts of the perception sphere. Also, the behavior in accessing creates new content, e.g.
due to tracking user behavior and deduced recommendations such as ‘most read’ or
‘other users also looked at …’. Those examples show the multiple forms of generating
communication content in learner’s perception sphere formed by digital media in
contrast to linear broadcast content like a lecture, book or educational film.

The alteration mechanisms in Table 1 should be interpreted as enabling factors for
higher degree of freedom in forming content and relationships within a perception sphere.
They shouldn’t be viewed as totally new capabilities or as inevitable improvements or
deteriorations for informal learning. They are part of the system of effects discussed in
Sect. 3.2.

Table 1. Digital media’s alteration mechanisms for learners’ perception sphere.

Domain of alteration mechanism Alteration mechanism

Create and delete 1. Medialization
2. Omnipresent means of production
3. Real time reach
4. Copy-ability without loss and marginal costs
5. Traceability
6. No doubtlessness of deletion

Arrange and link 1. Divisibility
2. Multi-perspectivity
3. Associativity

Transmit and access 1. Efficient transmission
2. Immediacy
3. Searchability
4. Interactivity and Contingency
5. Ubiquity
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5.1 Digital Media’s Alteration Mechanism

The following section shows the main effects of digital media on learner’s perception
sphere. Consequently, they lead to changed conditions for information assimilation as a
basis for informal learning. This altered perception sphere is characterized by:

• High interactivity: Learners are engaged into multipoint communication processes
with peers using also symbols, pictures, and video heavily.

• Personalization: Perception spheres of learners differ significantly considering place
and time of interaction, geographical scope, substance, and media used.

• Associativity: The perception sphere is characterized by a boundless network-like
structure instead of a limited linear one.

• Contingency: The substance as well as the processes within the perception sphere
are in principal open and depend significantly on learner’s perception and media
usage. An example is different clicking behavior in browsing a hypermedia struc-
ture, generating a totally different perception sphere after some clicks.

• Playfulness: The perception sphere offers more opportunities for playful interaction
due to symbols, pictures, and video as content instead of speech and text only. It is
also often ‘gamificated’ considering substance and processes and structured simi-
larly to games. Also, the absence or decreased involvement of traditional authorities
like parents or teachers in the perception sphere may increase its playfulness.

The author wants to emphasize strongly that those are characteristics of learners’
perception sphere formed by digital media but not necessarily neither of learners
extended perception sphere nor of informal learning as a whole, also including infor-
mation assimilation and learning processes as shown in Fig. 1. The increase of a certain
characteristic due to digital media can be compensated or even overcompensated by

Fig. 6. Tracing a bike ride opens informal learning opportunities on local history, culture and
geographic (source: [45]).
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alterations in those other parts of the system of effects. For example: By using highly
interactive, associative video games instead of a book with its simple letters forming a
linear text, the capability of the human mind to build associations, to imaging certain
characters, or to feel the atmosphere of the story can decrease, not only in the human
part of the system of effects but also regarding the whole experience. The simple
statements that digital media ‘lead’ to more interactive learning should be scrutinized
critically.

Create and Delete
Medialization means the representation of a certain communication content by digital
media instead of physical environments. A learning episode found in the present study
in the psychomotor domain shows playing tennis with Nintendo’s Wii in front of a
screen instead of on a physical tennis court. This medialization leads to a medial
difference [47] between the physical environment and the learning environment formed
by digital media. Therefore, the learning environment doesn’t represent the physical
environment but becomes a new perception sphere with its own information content,
linkage, forms of access (swinging the virtual tennis racket), and social rules. For the
learner, it is ‘reality’ like playing on the court, but a different one. From a constructivist
point of view, both realities are created by the learner himself. Nintendo’s game
designers have that in mind and don’t try to imitate the physical game perfectly but
exploit digital media’s alteration mechanism. A further lucid learning episode found
was to remotely control a drone. The medial difference to a human which cannot fly is
so big that together with the alteration mechanism of multi-perspectivity sustained
affective learning is stimulated, particularly considering values and norms. Informal
learning happens more and more in environments which are created by humans and
machines instead of by evolution’s respectively God’s design.

Traditional media requires rare and expensive means of production like presses,
broadcasting stations, and complex logistic systems. Means of production of digital
media are omnipresent in form of smartphones, personal computers, computerized
things of daily life, and the Internet. The ubiquitous use of digital media alters learners’
perception sphere continuously, largely independently from intentions, structures, and
activities of the formal education system and its teachers. That means, that learning
happens more and more independently from traditional authorities like parents, teachers,
or publishers.

Digital media’s omnipresence together with its efficient transmission of commu-
nication content leads to an increase in real time reach. For example, immediately after
writing a blog post it can be read by thousands and millions of other people as well as
by machine-based agents. This works similarly for real time sharing of performance
and vital data on fitness platforms as shown in Fig. 5. No layouts, printing, physical
distribution, or scanning to make the content readable by machines is necessary.
Therefore, learners’ perception sphere covers more content with promptness as core
value. This content can also be used immediately for critical analysis and embedding in
one’s own point of view, both are often seen as the opposite of promptness. Promptness
and in-depth analysis happen in the learning episode shown in Fig. 5.

While creating communication content, it can be copied without loss in quality, with
no or extremely low marginal cost, and without much time needed. This Copy-ability
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leads to a significant increase in content in form of text, pictures, video, and linkages
between them, and consequently leads to a strongly extended perception sphere for
informal learning. Increased demands concerning affective capabilities are a conse-
quence, particularly at the level of receiving, including awareness and willingness to
hear, and giving attention to a certain issue. This alteration mechanism could be a
fruitful connecting point between informal learning and formal settings with teachers –
not only by ‘teaching’ media literacy but mainly by building a scaffold to learn infor-
mally at the levels of awareness and willingness during daily life behavior.

Traceability is mostly seen as an alteration mechanism for the domain of trans-
mission and access. But it also strongly alters the creation of content. Every activity
with digital media is traced, whether someone wants that or not – otherwise digital
media wouldn’t work technically. Google’s organic search results as important com-
munication content are strongly based on the search behavior of humans and machines.
Tracing user behavior enables recommendations on e-commerce sites as personalized
news feeds. Whereas the tracing is always done by machines, its object can be the
behavior of humans, for example clicking patterns, or of machines, such as web
crawlers which generate around a third of the Internet traffic. The results of tracing can
be analyzed and used by humans or automatically by machines like the personalized
arrangement of content by Facebook, which permanently creates new content. The
consequence of this alteration mechanism is more communications content on the one
hand and an increased richness of it on the other. As shown in Fig. 6, tracing vital and
performance data from one’s own bike ride or from live tracking shared by peers on
platforms like Strava, Garmin Connect, or Komoot opens up possibilities for informal
learning on geographic characteristics of the environment, recommended sightseeing
opportunities, or historical and cultural insights into cities along the route. This alter-
ation mechanism can bridge psychomotor activities with informal learning within the
cognitive and affective domain.

The alteration mechanisms of copy-ability, efficient transmission, and real time
reach lead to no doubtlessness of deletion. Immediately after creation, the communi-
cation content can be disseminated widely within the whole Internet and other networks
with or without human intervention. Due to the impossibility of knowing the number of
indistinguishable copies of certain content and their current storage location, it’s hard to
imagine that somebody can guarantee the full removal of certain communication
content. That is the root of the discussion on ‘the right to be forgotten’, started by [36]
and taken up by the European Commission afterwards. This alteration mechanism
expands possibilities for informal learning as it extends the perception sphere with
content, which otherwise would be deleted or disappeared. On the other hand, it can
also inhibit learner’s willingness to share opinions and personal data, and thus, also
opportunities for one’s own and other’s informal learning shrink.

Arrange and Link
Divisibility allows to split communication content into any number of packages for re-
arranging and separate sharing. A widespread example are playlists for audio and video
files. This alteration mechanism can be directly led back to technical implications of
digitalization, specifically discretization of signals. It facilitates micro learning, using
small packages of learning content ‘on-demand’, e.g. while using a software product.
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These packages are context sensitive and personalized, considering learner’s actual
need in real time, often resulting from a quick Google search. Consequently, en passant
micro learning in the sense of informal learning increasingly replaces formal learning in
traditional seminars on using certain software.

Multi-perspectivity allows the arrangement of communication content, or certain
parts of it, in spatial proximity to other content. Because of this changed context, the
content gain added value which can be used within altered information assimilation. An
example is displaying blog posts arranged by author, date, certain predefined topics, or
tags. In a broader sense, also individual browsing after querying a search engine creates
a unique perspective on existing content. It’s unlikely that another user searching for
the same item in the same content will apply the same browsing sequence. Thus, every
user generates its own perspective depending on its clicking and browsing behavior.
That multi-perspectivity results in alterations in the cognitive learning domain, for
example by finding different applications of a certain mathematical formula. The
learner can gain a deeper understanding and can bring his knowledge from the low
level of recalling the formula to applying it for different problems.

Associativity is best known by hyperlinks embedded in communication content and
by recommender systems. Because of this embedding, the content itself changes and
gains a new quality. This alteration mechanism is closely related to multi-perspectivity
and both are core building blocks of digital media’s alteration mechanism for learner’s
perception sphere. It does not only lead to alterations in the cognitive learning domain
as shown in the example above, but also in the affective one. Associativity helps the
learner to explore communication content triggered by a sudden perception, desire,
emotion, or just by chance. Thus, he can gain awareness for a new issue, explore it
immediately, and induce different valuing of a certain domain. For example, someone
hears streamed music from a certain musician on a tablet computer or PC, learns that
the artist changed his name several years ago, searches in Google to find out why, and
ends up reading about a different religion largely unknown to him so far. At the same
time, this is an example for wandering off the point caused by associativity and how
hard it can be to stay attentive and concentrated on what you are doing at the moment.
Thus, we speak in this study of ‘alterations’ and not ‘improvements’ for learners’
perception sphere.

The alteration mechanism of arrange and link facilitates the shift from a mostly
linear, self-contained content like a book or a movie to a multidimensional and bor-
derless perception sphere. Therefore, associativity is probably the most important
alteration mechanism for learner’s perception sphere.

From the perspective of social systems theory, that perception sphere is an
autopoietic system, characterized by a high level of contingency [34]. Its participants
are not only humans but also machines controlled by algorithm, equipped with self-
learning capabilities based on artificial intelligence. Those algorithms include func-
tionalities similar to learning in the affective domain like giving attention to a certain
issue, for example by an adapted search strategy. Examples for alterations in re-
sponding are automatic generated Likes or blog posts, and highly personalized intel-
ligent agents changing habitual behavior. Currently, those algorithms try to catch up to
human intelligence which is ‘strong’ particularly because of three capabilities: defining
its own problem to be solved, specifying and adapting the problem-solving algorithm
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by itself, and modifying hardware during the process of problem solving, like changes
in synapses of the human brain. When machines and their embedded algorithms
achieve that goal and the algorithm are no longer programmed by humans but by
machines themselves, the point of singularity is reached [33].

Transmit and Access
Efficient transmission as an alteration mechanism is widely discussed and facilitates the
transmission of more communication content without loss of quality, and with no or
very low time delay and marginal costs. It’s in the focus of infrastructure projects and is
discussed comprehensively from a theoretical point of view, like in economic theories
including transaction cost and principal agent theory. It has its origin directly in the
technical capabilities of digitalization, is the basis for other alteration mechanism and
will be discussed together with them.

Immediacy is the counterpart to the alteration mechanism of real time reach as
discussed above in the section on ‘create and delete’. The time lag between the creation
of a certain communication content and learner’s awareness of it shrinks significantly
or disappears entirely. More and more content with high promptness become available.
Because of disintermediation of intermediaries like journalists, publishers, or teachers
also authenticity of communication content can increase. For a fruitful use of that
authenticity in relation with a strongly increased quantity of communication content,
key skills out of the affective domain like awareness, giving attention, responding,
valuing, and organizing should be further developed. This need can become a valuable
trigger for informal learning processes.

Searchability is mainly based on medialization, traceability, and efficient trans-
mission. It facilitates search for a certain content, relations to other content, for meta
information like author, date and place of creation, or certain tags made by users. The
search can be triggered by humans or by machines; also, the results can be used by
both. Because of the alteration mechanism of efficient transmission, the search can be
done with no or very little time needed and marginal costs within huge quantities of
communication content. From a constructivist point of view, search results are not a
characteristic of the underlying communication content, but they are the content. Only
the results of transmit and access can be perceived by humans and by machines.
Therefore, search and access tools are not neutral means for better use of the perception
sphere, but they are very significant content creators within it.

Interactivity is characterized by the relation of certain communication content to
several previous ones [48]. Interactivity is facilitated and used by human and machine-
based participants of the perception sphere and creates new communication content
within it together with the alteration mechanism of associativity. Contingency means,
that the outcome of a certain interaction is open in principal [34]. Consequently, it is
the content for learning also. Interactivity and contingency together with arrange and
link create the most significant alterations for informal learning and lead to a strong
decrease of learning control by traditional authorities like educators, parents, or pub-
lishers. Simultaneously, it creates for the learner altered conditions to construct own
knowledge as core characteristic of learning from a constructivist point of view.

Ubiquity means that communication content is available anytime and everywhere.
The perception sphere for informal learning is no longer limited to human teachers,

Digital Media and Informal Learning 457



textbooks, natural environment or smartphones and gaming consoles. It includes more
and more everyday objects like a pair of glasses, watches, refrigerators, LED lamps or
sensors for vital and performance data as discussed above in the context of Internet of
Things. As informal learning often happens en passant in everyday life, ubiquity
highlights the importance of looking beyond digital media dedicated developed for
learning like courseware or distance education.

5.2 Selected Informal Learning Episodes

Learning Episode in the Cognitive Domain
Figure 6 shows a path crossing South Korea, planned in a web-based route planner. By
clicking certain points of interests and cities, the system calculated the best suited path
for a certain mean of transportation. The proposal is based on the street conditions as
well as routes already used by hundred thousand other travelers. Those peers comment
certain points along the route and upload associated pictures and videos. Routes are not
only planned manually but also uploaded from already accomplished trips. Those
routes are tracked by a GPS based computer, like a bike computer or GPS watch,
during riding and uploaded via the Internet to the routing platform. If not marked
private by the user, every route is searchable and reusable by others. Those features are
enabled by the alteration mechanism traceability of the domain create and delete just
as efficient transmission of the domain transmit and access.

Fig. 7. Informal learning in the affective domain enabled by the alteration mechanism
‘divisibility’ and ‘multi-perspectivity’ from the domain ‘arrange and link’.
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The major alteration mechanism is based on interactivity and contingency from the
domain of transmit and access as well as associativity from arrange and link. By
clicking on points of interest on the interactive route the user can jump to different
locations along the path to explore them. That information is linked to related content
in the web, e.g. from Wikipedia. The example in Fig. 6 shows the use of a stored Four
River Path across South Korea, modified by the user according to his concerns like
visiting the headquarters and development centers of Samsung in Seoul and LG in the
city of Gumi. By clicking on the hyperlinked information, the user jumped to more
information about those two companies and further on coincidentally to information on
OLED display technology. That use flow is enabled by the alteration mechanism of
associativity from the domain of arrange and link, enabling informal learning signif-
icantly in the cognitive domain. Due to additional information regarding points of
interest along the route the knowledge about history, culture, and geographic is
enlarged. Due to associative linking of related information it can be put into context,
fostering its understanding. Synthesis as higher level of learning in the cognitive
domain is altered by merging and combining that information with own ideas and
recommendations of peers to a route which is unique according to one’s own con-
siderations and interests in people, culture, and history – resulting in a unique route,
enriched with associated information. All that is achieved en passant while doing route
planning.

Learning Episode in the Affective Domain
Figure 7 shows a screenshot from the running and cycling platform Strava, analyzed
with MAXQDA. Strava is one of the leading social platforms for capturing, sharing,
and comparing performance and vital data of bicycle riders and runners. In 2017,
8,4 billion kilometers of cycling were tracked by GPS systems on rider’s bikes and
transmitted for storing and sharing on the Strava platform. 136 million of runs were
uploaded and 2,3 billion kudos, acknowledgements for extraordinary performances,
were attributed by peers [11, 52].

One major alteration mechanism in this learning episode is traceability from the
domain create and delete. The GPS based bike computer traces the route together with
the speed. The power meter shown in Fig. 4 measures the performance data in watt and
the chest belt meters the current hearth frequency. Thus, geocoded moving data are
stored together with performance data associated with vital data while generating them.
As a standalone system, that would already strongly support learning in the psy-
chomotor domain. But the core value proposition of Strava comes from the affective
domain. Due to the alteration mechanism of efficient transmission from the domain of
transmit and access, data are shared on the platform after finishing the ride or run. The
alteration mechanism of divisibility and multi-perspectivity from arrange and link
supports comparing data with one’s own performances in the past as well as with those
of peers. To achieve that, data have to be divided and regrouped according to different
perspectives.

A core functionality of Strava are segments, certain parts of the traced route. They
allow us to compare the one’s own performance and vital data like speed, hearth
frequency, and power with those of others within that certain part of the route. The
platform not only shows rankings, also for different age and weight groups or by
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gender, but also awards recognitions like king of mountain. Because of this alteration
mechanism Strava evolved from capturing data to sharing them with millions of other
peers – an impossible thing outside of the world of digital.

By doing that, informal learning strongly happens en passant in the affective
domain. Receiving is altered, as the impact of regular training on fitness and health is
shown vividly and engagingly. But also, the motivation gained through the comparison
and awarding features impacts receiving in form of increased awareness of self-
responsibility for one’s own personal fitness and health. Therefore, that digital media
can change valuing one’s own mental and bodily wellbeing. Finally, emotions as part
of affective learning are strongly involved, much more so than in any other domain and
is nowhere as strongly observable as in sport competitions. How far this emotional
involvement can go shows the prosecution of Strava because of the tragic death of a
descending bicycle rider, chasing a new time record in a segment [53].

Learning Episode in the Psychomotor Domain
Figure 5 shows a racing bicycle rider stopping to analyze his route, vital, and per-
formance data while smoking a cigarette – a quite unusual learning episode. The
starting point for digital media alteration mechanism is traceability from the domain of
create and delete. It allows capturing the route, speed, performed power, and vital data
with sensors as shown in Fig. 4. By the alteration mechanism of efficient transmission
from the domain transmit and access, those data are transferred in real time from the
sensors to applications on the smartphone and if configured further on to internet-based
platforms for sharing. This is facilitated by the alteration mechanism of ubiquity.
Almost all racing bike riders use bike computers to capture those data and store them in
databases using the ubiquitous smartphone to control the sensors, store data tem-
porarily, and bridge the bike computer with the platforms in the Internet. Those
computers can be connected with other platforms, with coaches and medical doctors for
advice, and with ecommerce platforms.

In this learning episode, the psychomotor domain is mainly affected. To navigate
according to the route on the GPS system within a power level advised by the coach
and being permanently measured by the power meter is an informal psychomotor
learning on the level of manipulate. Dynamic re-routing supported by the GPS system
alters the ability to perform those actions in a non-standard way after a detour or a
wrong turn and thus psychomotor learning on the articulate level. Finally, after thou-
sands of kilometers of riding with a power meter, the rider becomes capable of auto-
matically riding in the right performance zone, adjusting performance output according
to route, wind, weather, and current physical fitness. Psychomotor learning on the level
of embody took place.

6 Starting Points for Teachers

The following section will present some starting points for teachers to use digital
media’s alteration mechanism to support learning objectives. They include two main
approaches. Firstly, key skills qualification within formal settings should enable
learners to use digital media’s alteration mechanism in appropriate ways. On the other
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hand, formal and informal learning should be bridged by combining problems to be
solved, learning processes, and learning content from both areas. For example, a
problem can be raised in a formal teaching session and can be solved using learning
processes and learning content from a digital video portal used en passant in the context
of informal learning.

This section should not be viewed as a collection of advices nor as scientifically
proved causal chains between applying certain alteration mechanism and learning
outcomes. In domains where such rules can be used, human teachers will be probably
substituted by computer systems very soon, because the implementation of certain rules
in form of an algorithm is a strength of computers that is hard to beat by humans. The
following starting points should rather support teachers in finding fresh approaches
that are appropriate for his/her aims and teaching style to also support learners in the
informal part of learning.

What most teachers should become more aware of is the increased importance of
informal learning in the digital age and the associated alteration mechanism of digital
media. The increased importance is due to more opportunities being available for
learning outside the classroom. This process started with the invention of writing,
followed by printing. Both decoupled learning from the presence of a teacher and
increased the perception sphere as a biotope for informal learning significantly. Due to
search engines, video archives, or digital encyclopedias, learners are living in a con-
siderably enlarged perception sphere. They also have much more communication
channels due to social media and eSports. At the same time, former environments for
informal learning are shrinking. One example is the erosion of traditional family
structures due to all-day schooling, a changed view on parents as role models, or
increased number of single parents and divorces. Therefore, teachers should also be
aware that learners pick up content, which was previously mainly taught in formal
education, differently. Now they are picked up according to their own processes, while
selecting their own perspective and picking certain parts of a learning domain highly
individually with no direct control of teachers or other traditional authorities. Examples
are learning in the field of history, politics, or recent events somewhere in the world.

6.1 Key Skills Qualification

Key skills can be defined as “a range of essential skills that underpin success in
education, employment, lifelong learning and personal development” [56]. In the
context of the present study, key skills qualification should help learners to reach
learning aims striven by the formal education system. Thus, teachers can train such
skills in formal settings, used by learners outside the classroom in informal learning
context. Examples for key skills are communication, application of numbers, working
with others, problem solving, or improving one’s own learning in the digital age.

Due to the significantly enlarged perception sphere available for learners, selecting
and evaluating information is an important affective as well as cognitive key skill.
Teachers can explain basic concepts of evaluating information and ask learners to apply
them in their social media channels as discussed below. Afterwards, the teachers
evaluate those concepts together with their experiences in informal settings. A useful
concept to identify fake news is: What is the core message, from whom does it come,
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why does that person know that, what are the personal aims of that person in com-
municating it? Learners can use that concept to identify fake news in the old Egyptian
history, in traditional media, as well as in social media.

Another example for a key skill bridging formal with informal learning settings that
is not so widely recognized and discussed but with tremendous future importance, is
living with embedded systems. These are computer systems with a certain function
within a larger mechanical or electrical system. Examples are assisted living facilities
with medical monitoring and emergency communication devices, virtual assistants like
Amazon’s Alexa or Apples’ HomePod. or the embedded systems used in the present
study and shown in Fig. 4.

Adoption of embedded systems can lead to significant informal learning in the
affective and psychomotor domain but requires also certain key skills in those fields. In
the affective domain teachers can increase learner’s perception on already implemented
ubiquity of embedded systems in daily life and possibilities on how to handle asso-
ciated privacy issues. An example is round-the-clock tracking by cellular phone
operators. Also, to valuing embedded systems for certain use and to apply them as a
natural extension of one’s own ‘self’, as the Smartphone is perceived currently, are
relevant topics. To support learners’ willingness to change behavior, embedded sys-
tems can be used mandatorily in some settings, as some universities are already doing
with fitness trackers to implement a fitness scheme [55]. A main part of digital media’s
alteration mechanism discussed above are based on those embedded system, often
discussed in the context of Internet of Things (IoT). Probably, they will alter informal
learning in the future at least as much as the smartphone did in the past.

6.2 Link Informal Learning with Formal Learning Context

eSports are a form of competition using videogames, mostly performed as organized
multiplayer video game competitions between professionals [18]. Tournaments are
held in arenas with thousands of on-site spectators. It is discussed to include eSports in
the Olympic program and to initiate mandatory drug controls. The worldwide turnover
is higher than that of the film industry and in Germany higher than that of the first and
second soccer league combined. It becomes more and more a substitute for traditional
social media as a social relations and communication sphere, especially in the age
group between 12 and 30 years [46].

An interesting starting point for teachers is to link informal learning happening in
the context of eSports with formal learning processes just as learning content. Those
games are very emotional and based on different feelings, associated with the type of
game. Game’s content and processes as well as the social interaction with other players
is a remarkable field for informal learning in the affective domain. Teachers’ under-
standing of learner’s motivation to follow up with a certain game setting, to actively
participate, to value the game, to organize the complex social and technical elements,
and the impact on learner’s lifestyle can give fresh ideas for organizing formal learning
processes. Also linking learning content from the eSports domain with formal settings
can be applied. For example, strategy video games can be the starting point for
explaining and discussing theories of business strategies in formal settings.
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As discussed above, an important key skills qualification is to evaluate information.
Teachers can elaborate learning topics e.g. in the field of world politics, history, or
sociology with learners in the context of their recent informal learnings from social
media and user generated content. They can discuss the process to evaluate information
from those sources, also in comparison to traditional media. Thus, not only content-
related informal cognitive learning can be extended to formal settings, but also
applying evaluation methods of information can be trained. Finally, the highest level of
cognitive learning, evaluation, can be linked between informal and formal settings.

6.3 Link Formal Learning with Informal Learning Context

The other side of the coin is to link formal learning with informal learning context.
Both approaches are similar, but the starting point differs. The author of the present
study used this approach in the perennial project D-Move [42]. The first step was to
teach methods, in formal settings, for optimizing user experience of information sys-
tems. Thus, the problem-solving strategy came from the formal setting. Afterwards,
learners were asked to capture real world experiences with a great deal of improvement
opportunities with their Smartphones. The problem to be solved came from the
informal context. Learners annotate, post, and shared them with their colleagues using
a joined blog to discuss them electronically. Finally, the findings were further elabo-
rated and evaluated according to user experience methods in formal settings. This
approach is quite different to traditional case study teaching as the learner do not to
have to envision certain situations, but they experience it in daily life.

Learning is supported in the cognitive domain by acquire, understand and use
knowledge on user experience methods, and evaluate them based on everyday expe-
riences. In the affective domain, learners willing to give attention to user experience
issues is impacted, they respond by capture their own experiences, organize different
information and ideas and form their own mental model on user experience.

An example for linking formal learning in the domain of psychomotor with
informal learning context is soldering as part of electrical engineering education. Basic
skills taught in formal settings inside the lab can be extended with advices in digital
video portals where learners spent some hours every day. They can enlarge their
psychomotor capabilities by trying different approaches in soldering own devices in
their spare time. Thus, several levels of psychomotor learning are impacted. Firstly, the
learner replicates the teacher’s soldering technique. At the level of articulate, he/she
applies those skills in the different context of own devices and finally becomes able to
solder in an automatic, intuitive way.

6.4 Support Informal Learning During Formal Settings

Mostly, informal learning happens outside classrooms, but it can also take place as a
side effect of formal education inside the classroom. An interesting example started ten
years ago in a Viennese high school. Pupils were taught common learning subjects one
hour every day while pedaling on an ergometer, equipped with a writing desk. During
the last years the experiment was extended to other school in Austria, Germany, and
Sweden, each of them accompanied scientifically. Compared to reference classes,
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learners of the ergometer class became better at concentrating, became more attentive
in class, showed better blood values and results in psychomotor test, had a better
development of their body mass index (BMI), and showed less aggressions towards
their schoolmates [13] (Table 2).

This example has a close relation to the world of digital, as this age group shows a
significant decrease of sports and physical activities due to spending more time in front
of displays. The WHO reports, that in Austria around a third of elementary school
children suffer from overweight [58]. Thus, the ergometer class can be considered as a
response to digital media’s alteration mechanism of ubiquity. We would like to
underline, that teacher’s response to alteration mechanism shown in this study do not
have to be always an increased usage of digital media. An example is Michael Sandel, a
recognized authority in the digital age, with millions of views in his video channels. He
bans all electronic devices during his lectures [32].

The ergometer class covers all three learning domains. The cognitive domain is
addressed indirectly via better concentration and more attentiveness to classes on
subjects in the cognitive domain like mathematics or history. In the affective domain,
learners in the ergometer class perceive the value of physical activities for personal
wellbeing expressed by less aggression and changes in lifestyle. They also experience
the value of physical activities for concentration and attentiveness.

The psychomotor domain is affected directly, beside relations with the cognitive and
affective domain, by learning how to pedal on a bike and writing on a console while
following the teacher’s talk. This is a valuable preparation for behavior in road traffic.

7 Conclusion and Further Research

The main part of learning in the cognitive, affective, and psychomotor domain happens
outside the classroom en passant while doing something else and without clear learning
objectives. This informal learning mostly happens without any intervention from the
formal education system. It significantly gains in importance due to learner’s broad-
ened perception sphere formed by digital media.

Table 2. Examples for teacher’s starting points using digital media’s alteration mechanism to
support informal learning.

Cognitive
domain

Affective
domain

Psychomotor domain

Key skills qualification Evaluating
information

Living with embedded systems
Link informal learning with
formal learning context

Processes and contents of eSports

Link formal learning with
informal learning context

Improvements in customer
experience

Soldering in electrical
engineering

Support informal learning during
formal settings

Ergometer class in high school
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Digital media do not alter learning in general or informal learning in particular in a
simple cause-effect relationship but in a complex system of effects. They form learner’s
perception sphere by different alteration mechanism as analyzed in the present study.
Therefore, learner’s everyday life interaction with this perception sphere obtains altered
conditions for information assimilation regarding the learning topic. This can lead to
changes in the cognitive, affective, and psychomotor domain as we defined learning.

The deeper understanding for digital media’s alteration mechanism within learner’s
perception sphere could be a useful input for more specific and differentiated results in
disciplines with focus on information assimilation and learning including learning
psychology, cognitive science, media pedagogy, or media studies.

The impact of digital media on learner’s perception sphere is much more than the
widely discussed and applied everywhere-everytime learning, which is already possible
since the invention of writing and printing. The present study shows significant alter-
ations due to digital media in the domain of create and delete, arrange and link, and
transmit and access. Those mechanisms lead to everyday life environments with high
interactivity, personalization, associativity, contingency, and often playfulness in con-
trast to linear, predefined content mostly used in formal learning settings.

Based on those identified alteration mechanism, learners can get an increased
awareness on differences between secondary experiences in their perception sphere
formed by digital media and primary experiences in the physical world. This allows
learners to better understand possible gains and risks associated with digital media and
their alteration mechanism, and to adjust perception as well as media usage - one of the
most important key skills in the age of digital.

The presented findings should enable teachers to better understand informal learning
in every day settings. Examples for widely undervalued and little understood alterations
are living with embedded systems as well as video gaming and eSports. Both are no
longer futuristic visions but part of learners’ everyday life. This deepened understanding
allows for more sophisticated linking between formal and informal settings just as
conveying key skills for the digital age. The response of teachers should be based on
learning aims, personal teaching styles, and linking with learners every day perception
sphere. In any case, it should not be only an increased usage of digital media.

Teachers’ main starting points are conveying key skills qualification to use digital
media’s alteration mechanism in an appropriate way outside the classroom and to link
problems, processes, and content between formal and informal learning. Today, edu-
cators have their focus mostly on digital media supporting their teaching, like courseware
or distance education, turning a blind eye to the main part of students’ learning – the
informal part. To fully utilize digital media’s alteration mechanism, educators should
neither stick to pure transfer of knowledge nor retreat to a facilitator role, the latter of
which is empty of content. By linking with learner’s perception sphere formed by digital
media, she/he can head for being a renowned source of knowledge and focus on the
interaction process, introduce appropriate concepts of the discipline, and help to reach
intellectual convergence. If this convergence is replaced by fully individualized learning
styles and contents, social cohesion will shrink, as people can no longer communicate
among each other due to the lack of mental connectability.

The presented findings could also be useful for future technologies and systems, as
the alteration mechanism are characterized by properties and are not based on certain
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product categories or brands. This allows for reconfiguration of the properties to best fit
new or enhanced digital media in learner’s future perception sphere.

The methodology used triangulation of self-observation, participatory action
research with extended field phases, and surveys within some hours of media usage.
That results in high amount of research effort expressed in time, costs, and laborious
work to capture 373 informal learning episodes of 77 learners via videographics and
interpret them with qualitative content analysis. Controlling internal and external
validity is quite different than in traditional survey research. But the implemented
methodology helps to identify not only certain ‘known unknows’ but also to search for
‘unknown unknowns. The extensive use of videographics mainly in form of annotated
screencasts and videos of real-life learning episodes is a first step to overcome limi-
tations of the traditional representation of research results in form of static text, figures,
tables, and pictures. This allows research questions, strategies, and results which are
closer to learner’s real life – and to fulfil Wittgenstein’s proposition in a deeper sense:
‘Whereof one cannot speak, thereof one must be silent.’ (German: ‘Wovon man nicht
sprechen kann, darüber muss man schweigen’, [57]).

Future research will cover a deeper analysis of captured learning episodes to further
refine and evaluate the category system of alterations, also with a focus on selected
learning domains, for example on the affective domain and self-monitoring of vital and
performance data. Also, capturing learning episodes in additional cultural areas is
planned to better understand differences in digital media’s alterations in learners’
perception sphere. That should allow a fresh and quite different view on the widely
discussed phenomena of digital divide, which today is mostly seen from a limited
cultural and historical background.

Acknowledgments. The author is thankful to Rene Haras and Olivia List for their support in
collecting data. Some of the content in this paper, especially in Chapter 5, was already published
in author’s conference paper [45].
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Abstract. Most of the time, lifelong learners have different backgrounds,
abilities, experiences and prior knowledge. This is especially true in case of
MOOCs that can reach a large number of learners but the same content is
proposed for learners. According to the low average completion rate for
MOOCs, the “one size fits all” policy is not relevant. This paper aims to define
the functional and technical architecture to personalize content in Massive Open
Online Courses in a Lifelong Learning (LLL) perspective to overcome these
drawbacks. The main goal of the European project ITEA 3, called MOOCTAB
to create a Tablet-based platform dedicated to LLL using an on-demand cloud
based MOOC platform with a personalized content. Our approach is applied on
a Java course where we present the domain model modelled in the LMAP editor
and the learner model for three different learners.

Keywords: Personalization � MOOCs � Learner model � Course model �
Lifelong Learning

1 Introduction

Lifelong Learning (LLL) refers to systematic and purposeful learning throughout a
person’s life involving formal (schools) and informal (work, recreation, leisure, social
relations, family life) domains [5]. The original concept of Massive Open Online
Courses (MOOCs) is to offer free and open access courses for a massive number of
learners from anywhere all over the world [19]. Access to and effective use of relevant
information and continuously learning in MOOCs is essential for lifelong learners. LLL
as a concept has gone through many changes over the years especially with the arrival
of MOOCs and the increase of their learning resources. Acknowledging this, profes-
sional learning has become a central asset for MOOC providers [21]. The number of
courses (started/scheduled) has grown from about 100 MOOCs in 2012 to more than
2000 new free online course every month in 2018, with a duplication of the number of
courses between 2015 and 2016. However, according to [9] by the International

© Springer Nature Switzerland AG 2019
B. M. McLaren et al. (Eds.): CSEDU 2018, CCIS 1022, pp. 470–488, 2019.
https://doi.org/10.1007/978-3-030-21151-6_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21151-6_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21151-6_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21151-6_22&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21151-6_22


Review of Research in Open and Distributed Learning, the average completion rate for
MOOCs has only been about 6%. There is a growing trend of researches in the
possibility of MOOC personalisation and adaptation in order to improve users’
engagements, and hence reduce MOOCs’ drop-out rate problem [15].

In order to understand the reason behind this low rate, we have relied on the
MOOCs annual report published by the École Polytechnique Fédérale de Lausanne
(EPFL) [20] as EPFL is one of the first universities to experiment with MOOCs, and
among the few in Europe to integrate the use of MOOCs on its own campus.

The motivation that drives users to register to an EPFL MOOC varies according to
the need of each learner. Six reasons are behind the registration to the MOOC: Finding
a new job, getting a promotion, meeting family expectations, earning a higher salary,
solving a specific problem, and helping to pass class. The “solving a specific problem”
motivation is the main motivation for 60% of the courses. The academic degrees held
by users of the EPFL MOOCs are very diverse. The highest degree obtained are high
school, associate degree, bachelor degree, master degree, and doctoral degree. The
percentage of MOOC users who are currently enrolled in an educational program is
low. Only 34% of registered learners are students (including part-time students). The
remaining enrolees are not in an educational program. Therefore, it is important to
understand that users do not have the same background.

The diversity of users’ background who followed a MOOC is a key issue [10]. For
example, in the matter of the Analyse Numérique course, 34% of learners have
Mathematics, Computers, Engineering backgrounds, 21% of learners have Architec-
ture, Civil Engineering backgrounds, 12% of learners have Education and Training, 2%
of learners have Business, Finance, Sales, Management backgrounds, 4% of learners
have Arts, Design, Entertainment backgrounds, 13% of learners have Construction,
Food, Utilities, Healthcare, Life Sciences backgrounds, and 2% of learners have Legal,
Administration, Social Services backgrounds. It means that learners do not have the
same prior knowledge for this course.

In this context, the motivation behind our research work is that (1) differences exist
among learners in terms of background, ability, experience, prior knowledge, and
(2) MOOC platforms unify the educational content to all learners without taking into
account these differences. According to [14], learners’ personalization and social
learning are essential concepts in Lifelong and Life wide Learning contexts. The next
challenge is about how to insure adaptive learning that gives each student a personal
experience in a MOOC. [1] also believes that MOOCs should offer student-centred
learning for effective and quality education in order to meet each individual learner’s
learning expectations in MOOCs. Furthermore, [12] and [11] point out that MOOCs
environment is convenient for offering personalized contents and feedbacks to learners
based on their learning goals. This is because MOOCs provides learning flexibility and
sense of independence between learners and teachers, which are important when
implementing personalization in technology enhanced learning.

This work takes place within the context of the European MOOCTAB (Massive
Online Open Course Tablet) project. Its main goal is to create a Tablet-based platform
dedicated to LLL (primary, secondary, higher and continuous) using an on-demand
MOOC platform with a personalized content. The MOOCTAB project in-tends to offer
a cloud based European MOOC on Demand platform with a Plug & Play approach
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deployable in Europe and developing countries. This platform is based on existing
technology bricks and existing open source platforms like edX. Note that this work is
an extension of our previous research paper [6].

The paper is organized as follows. Section 2 proposes the theoretical background of
the study. Section 3 presents several existing solutions for personalized MOOCs.
Section 4 details our scientific positioning and defines our functional and technical
solution. Section 5 is dedicated to the application of our approach on a Java course.
Finally, Sect. 6 summarizes this paper and presents its perspectives.

2 Theoretical Background

In this section, we discuss theoretical background directly related to the personalized of
MOOC content [6].

Personalization is the process of providing relevant content based on individual
user preferences or behaviour [18]. It is the explicit user model that represents user
knowledge, goals, interests, and other features that enable the system to distinguish
among different users [3].

In the e-learning field [17], personalization is education, where participants have
different learning objectives, depending on their learning needs. The training is cus-
tomized, so this is possible, and personalized instruction may also provide opportunities
for differentiation and individualization. In this context, differentiation is education,
where participants have the same learning goals, but the teaching method varies so they
adapt to the individual student’s needs. Individualization is teaching, where the par-
ticipants also have the same learning goals, but participants can move forward at dif-
ferent speeds and relate to a particular content area or a given activity in different ways,
and teaching is tailored to individual needs.

According to [7], personalization is classified in categories: Link Personalization,
Content Personalization, Context Personalization, Authorized Personalization and
Humanized Personalization. In this paper, we focus on content personalization. [8]
defines four forms of content personalization: information filtering systems, recom-
mender systems, continuous queries, and personalized searches. Information filtering
systems screen out irrelevant data from incoming data streams and distribute relevant
data items according to a user profile. Recommender systems have automated the
everyday procedure of relying on recommendations from other people whenever per-
sonal experience is not sufficient for making choices. Continuous queries are issued
only once and executed continuously over the database. Personalized searches are
based on the observation that “to enhance user searches one needs to take into account
the fact that different people find different things relevant”. In our research work, we are
interested in the form of information filtering systems.

To allow the personalized content, we need to model the learner. The model must
depend on the learner himself and the domain which is the course in our case. The next
section details existing projects on MOOC personalization. Note that we consider the
personalization as a specific concept of the adaptation where adaptation is based on the
personal preferences and background of the learner.
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3 Related Work

In this section, we consider existing projects related to personalized MOOCs and we
deduce important elements to ensure this personalization [6].

3.1 The MOOC Personalization for Various Learning Goals Project

The MOOC Personalization for Various Learning Goals project is a project funded by
the Bill and Melinda Gates foundation. It aims to identify how students’ goals are
expressed through their activities on the edX learning platform, and how they evolve
over time.

The objectives of this project were: (1) classify student learners by learning goals;
(2) cluster learners by engagement with the platform, comparing various groups by
learning outcomes (i.e., certificate attainment), and aiming to predict user transition
from one cluster to another; (3) study how the clustering could be used for platform
customization and personalization of learning experience.

This research was expected to proceed in the context of HarvardX, (Harvard’s
division for online learning) and to be based on the data on 17 HarvardX courses
running on the edX platform, focusing on 5 courses that must be completed by
December 2013. Since December 2013, there are no research papers that concern the
project.

3.2 The POEM Project

The POEM (Personalised Open Education for the Masses) project aims at designing a
platform that reconciles Massive Education—as with the strong development of
MOOCs (Massive Open Online Courses)—with Personalized Education. According to
[4], one of the important concepts that allows personalized education is the decon-
struction of courses and curricula into hundreds and thousands of short independent
units that will interact together as a complex system. The objective is then to get these
thousands of small independent courses to self-organize into optimal pedagogical paths
that allow individual students to validate curricula as fast as possible depending on their
personal skills, aims and previous knowledge. POEM is developed under Creative
Commons and will be as interoperable with edX. Students involve in many individual
and collective educational activities for their mutual benefit: assessment, inter-tutorship
and construction of dynamical Knowledge Maps of domains to provide different
learning paths to learners.

3.3 The Knowledge Map on Khan Academy

Khan Academy proposes math courses with a knowledge map that makes learning
objectives and individual progress available to learners. The motivation behind the map
is that learners miss an overview of how all the math exercises tie in together. The
concept of the Knowledge Map is behind the Math Missions in the sense that exercises
build on another and basic concepts are introduced before advanced ones. This
knowledge map is in forms of skill-meter (display and badges) [16]. It contains a starry
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night, containing all of the stars. The stars represent lessons. Yellow stars with a blue
border are lessons, users are proficient at, green borders mean recommended lessons,
and others are lessons that are not recommended. An orange border means a lesson a
user should review. It also tells the user how skills are connected to each other. The
Knowledge Map also has a navigation bar, with which students could search for a
particular skill.

3.4 The ECO Project

[2] proposes the European ECO (Elearning, Communication and Open-data: Massive
Mobile, Ubiquitous and Open Learning). The motivation behind this project is that
MOOCs are proving to be inconsistent with the European standards for formal higher
education due to their low-level of learner support and lack of an enriched pedagogical
approach. This project introduces the notion of sMOOCs (“social” MOOCs) which
provides a learning experience marked by social interactions and participation.

The sMOOCs are accessible from different platforms and throughmobile devices and
integratedwith participants’ real life experiences through contextualization of content via
mobile apps and gamifications. It also supports adaptive learning strategies and ubiqui-
tous, pervasive and contextualized learning. ECO sMOOCs have the potential to adapt to
the changing intentions of participants during the course.

3.5 The aMOOC Project

[19] proposes an adaptive MOOC (aMOOC) platform, providing a strong pedagogical
framework and a personalized learning experience in a MOOC learning environment.
The aMOOC allows for different ways to organize content, offering different context
and perspective for learners. It also aims to identify the way a learner would like to
learn by conducting diagnostic assessments on the learning preference. It uses
assessment results to provide continuous intelligent feedback that motivates and pro-
vides guidance to overcome concept deficiencies and maximize learning performance.

In this project, learning strategies are related to five learning pedagogies: apprentice
(learning through mentor–student interaction), incidental (learning through case study),
inductive (learning through example), deductive (learning through application), and
discovery (learning through experimentation). The content of the aMOOC is presented
to students based on the learning style of preference. For example, in the incidental
learning study, learning happens primarily within a context of case studies. Content
provided by the expert is sequenced in ways that explain the events involved in the case
study.

3.6 Discussion

This state-of-the-art allows us to define important elements for our content personal-
ization approach (Table 1): learning goals, learning experience, learning recognition,
learning path, and content granularity.

Note that for clarity reasons, in Table 1, E1 refers to learning goals, E2 to learning
experience, E3 to learning recognition, E4 to learning path, E5 to content granularity,
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P1 refers to the MOOC Personalization for Various Learning Goals project, P2 to the
POEM project, P3 to the knowledge map on Khan Academy, P4 to the ECO project,
and P5 to the aMOOC project.

The learning goals are a key element in content personalization. It is a very personal
decision that has its roots in a social environment providing examples, discussions and
opportunities. A learner has a set of realistic and achievable goals and based on these
goals the content must be delivered to him. The learning experience refers to Learning
by doing which takes place through on-the-job and leadership experiences. The
learning recognition is important in our approach. It acknowledges achievements and
constitutes certified evidence. It includes formal learning such as diplomas, certificates,
and recommendations. The learning path makes learning objectives and individual
progress available to learners. It allows an overview of how all learning concepts tie in
together and where is the learner’s current position in the learning path. The content
granularity is related to the pieces of learning content that are combined to form the
whole MOOC content. For example, if a content package is comprised of only a few
pieces of large grained learning content then re-sequencing them to form a new
learning path for another learner may not be possible. This issue is paramount in the
delivery of any personalized content.

These elements can be categorized in three levels (Table 1): (1) the learning level
includes learning goals, learning experience, and learning recognition; (2) the visual-
ization level includes the learning path; (3) the content level includes the content
granularity.

To highlight all these ideas, we are going to detail in the next section our approach
that takes into account these elements and provides innovative solutions in this domain.

4 Our Proposed Approach

In this section, we present an overview of our approach. Then we detail our functional
architecture and our Domain/Learner Models before discussing the presence of our
elements categorized in three levels as defined in Sect. 3.6 [6].

Table 1. Important elements/levels for content personalisation based on existing projects [6].

Learning Visualisation Content
E1 E2 E3 E4 E5

P1 ✓ – ✓ – –

P2 – ✓ – ✓ ✓

P3 – – ✓ –

P4 – ✓ – – –

P5 – – ✓ –
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4.1 An Overview of Our Approach

The difference between a course completion in a classic MOOC and in our approach is
the personalization of the course content.

Figure 1 shows how the personalization occurs during the course completion. The
learner logins in the MOOC platform. He can, therefore, choose a course to take.
Before starting the course, the platform asks him to fulfil a positioning questionnaire.
This questionnaire is about the current professional situation, his diplomas, his certi-
fications, and the platform permission to access to his LinkedIn profile. Once the
questionnaire is submitted by the learner, the platform analyses the questionnaire
response and creates the Learner Model for the learner.

Note that the Learner Model is addressed in Sect. 4.2. Based on the Learner Model
and while the course is not completed, the platform proposes a personalized content to
each learner who can interact with it. Then the learner will be evaluated on this specific
content before updating his Learner Model.

In the next section, we will detail our functional architecture that allows this
personalization.

Fig. 1. The course completion [6].
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4.2 Our Functional Architecture

Our learning architecture (Fig. 2) is designed in order to be compliant with different
MOOC platform architectures. In general, MOOC platforms distinguish two main
components dedicated to different steps in the course lifecycle: the Content Manage-
ment System (CMS) and the Learning Management System (LMS). The CMS is used
to manage students’ enrolment, track students’ performance, and create/distribute
course content. The LMS focuses on course management including user registration,
tracking courses, recording data from learners, and analysis purposes.

In our vision, we consider three main roles: the pedagogical engineer, the teacher,
and the learner. In a standard course creation, the pedagogical engineer has to provide
the course structure and populate it with the course content. In our approach, the course
structure is becoming a part of the Domain Model (DM). We propose an LMAP editor
that enables to define the structure of the Domain Model with related content and
provision of potential exercises. The LMAP editor replaces the classical linear
description of a course in traditional platforms while the content description does not
change. When the DM is created, the course structure and content are up-loaded by the
pedagogical engineer in the LMS.

When the learner will access the course, he will get personalized content through
our “Course Navigation” plug-in. Content will be proposed according to his own
current Learner Model (LM). He can also visualize his current progress through the LM
Dashboard and point specific topics in the DM. Other MOOC activities such as forums
and quizzes are maintained in our approach.

Fig. 2. Our functional architecture [6].
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Teachers have standard access to learner progress and productions on the platform.
They have also aggregated access to LM of the learners registered in their course.

Now we will detail the domain and the Learner Models which are main elements in
our approach.

4.3 Domain and Learner Models

Our Domain Model is shown in Figs. 1 and 3. It has three layers: subject, topic, and
concept. The Domain Model is composed of a set of subjects, each subject is composed
of many topics, and each topic refers to many concepts.

Our Learner Model (Fig. 3) is based on the Generic Bayesian Student Model
(GBSM) [13]. It is composed of two different kinds of variables: knowledge and
evidential variables. Knowledge variables (K) represent students’ knowledge (either
declarative or procedural knowledge, but also skills, abilities, etc.). These are the
variables of interest in adaptive e-learning systems, in order to be able to adapt
instruction to each individual student. Their values are not directly observable (i.e.,
they are hidden variables). In the GBSM, all knowledge variables are modelled as
binary, and take two values: 0 (not-known) and 1 (known).

Evidential variables (Q), which represent students’ actions, are directly observable.
For example, the results of a test, question, problem solving procedure, etc. The values
of such variables will be used to infer the values of the hidden knowledge variables. In
the GBSM, evidential variables are also considered to be binary, with values 0 (in-
correct) or 1 (correct).

Fig. 3. The structure of our Domain Model [6].

Fig. 4. The structure of our Learner Model [6].
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In Fig. 4, there are two types of relationships: aggregation relationships and causal
relationships. Aggregation relationships are between knowledge nodes (basic concepts,
topics and subject). Causal relationships are between knowledge and evidential nodes
(concepts and evaluations).

4.4 Our Conceptual Architecture

Technically, our conceptual architecture (Fig. 5) relies on three main components: the
learner environment, theLearningRecordStore (LRS), and theLearningMap (LMAP) core.

The learner environment is composed of different learning tools. The LMS platform
is the main component of this environment. It contains the Course Navigation module
that gives the learner a personalized access to content. In the learner environment,
MOOCs are central but there are also other assessment platforms and social networks
offering learning services.

Since we have different learning services and platforms, we need to collect learning
experience and performance data from many different sources and present them in a
meaningful way. That is why we choose the use of the LRS that supports the open
standard, xAPI (Experience Application Performing Interface). In this way, all learning
traces collected from the learner environment are transferred to the LMAP core via the
LRS. Note that a statement (to be approved by the teacher) can be made by the user
himself based on a certification or on a previous/current job.

The Learner Models are dynamic and must be updated. As such, we used the LMAP
core to (1) store the Domain and the Learner Model, and (2) update the Learner Models.

Fig. 5. Our conceptual architecture [6].
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In the LMAP core, we have two main components and two interfaces. The main
components are the Learner Model Updater (LMU) and the Selector. The LMU updates
the Learner Model based on new assessments and learner achievements collected by the
LRS. The Selector chooses the personalized content from the Domain Model according
to the current Learner Model. The access to the models is provided separately by the
Domain Model (DM) Interface and the Learner Model (LM) Interface. The DM inter-
face enables Domain Models creation, modification, and deletion. It is defined for the
DM editor in the CMS. The LM interface enables achievement updates, and access. It
enables interactions with the learner and the teacher through LM Dashboard in the LMS.

Our first implementation is based on the edX platform, as it is the main open source
platform with an active developers’ community. We have developed xAPI connectors
in order to collect learner traces of statements. Course Navigation is integrated by using
LTI standard that permits seamless integration of external components.

As we explain in Sect. 4.3, the pedagogical engineer defines the Domain Model.
The Domain Model is created via the LMAP editor which we have developed for this
purpose. The frontend of our LMAP editor is based on Javascript, html, css, and svg.
The backend is created using open source software LAMP (Linux-Apache-Mysql-
PHP) server technology and PHP-framework Symfony 2. When the pedagogical
engineer adds a new element (subject, topic, concept, or evaluation) in the LMAP
editor, he needs to define properties below: the name of the element (label), its priority,
the order it has in relation to other elements, its acquisition link (link to an online
content), its acquisition mode, its validation link (if it exists), its validation approval,
and the number of hours and weeks for acquisition.

4.5 Discussion

Our functional and technical architectures take into account the important elements for
MOOC content personalization as detailed in Sect. 3.6 (see Table 2).

At the learning level, the positioning questionnaire (Sect. 4.1), the statements made
by the user himself based on a certification or based on a previous/current job, and all
learning traces are transferred to the LMAP.

At the visualization level, the LMAP shows the learning path of the learning and
his current position in the learning path.

At the content level, we have three layers of granularity: subject, topic, and concept
(Sect. 4.3). These layers are comprised of a large number of pieces of small grained
learning content which allow to re-sequence them to form personalized learning paths
for each learner.

Table 2. The presence of the important elements/levels for content personalization in our
approach [6].

Learning Visualisation Content
E1 E2 E3 E4 E5

Statements + traces ✓ ✓ ✓ – –

LMAP – – – ✓ –

3 layers of granularity – – – ✓
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To summarize, in this research work, we propose a functional and a technical
architecture to allow personalized content for each learner who attends a MOOC
course.

5 A Java Course Case Study

In this section, we apply our approach on a Java course. We present the domain model
modelled in the LMAP editor and the learner model for three different learners.
The LMAP editor and some learner models are also shown on the following website:
http://www.spoc.pro. Indeed, Immanens launched the commercial exploitation of
“SPOC PRO”, a cloud professional training. It is an outcome of the MOOCTAB
Project.

5.1 The Domain Model of Programming Languages

The Java is a programming language. As we explain previously, the domain model is
dedicated for a specific domain and its structure is detailed in Fig. 3. In our case, the
domain is the programming languages. The domain is a set of subjects. In our case,
subjects are different programming languages like Python, Ruby, Java, C, PHP, and
JavaScript. Each subject is composed of many concepts. Figure 6 shows an extract of
the domain model of programming languages. This model is produced by The LMAP
editor detailed in Sect. 4. For clarity reasons, we present only some topics and concepts
of the Java subject. In Fig. 5. Our technical architecture. Figure 5, the subject Java has
three topics: introduction to Java, basic constructs, and OOP concept. The topic basic
constructs include six concepts: primitive data types, variables and the assignment
statement, how to run the example programs, input and output, floating point input,
control statement (if, loops, while, for).

Fig. 6. An extract of a domain model in the LMAP editor. (Color figure online)
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5.2 An Example of Three Different Learners

In this section, we present the application of our approach on different learners who
want to attend a java course on a MOOC. Note that structure of a learner model
contains also evaluation nodes (see Fig. 4). For reasons of clarity, these nodes are not
presented in Figures Figs. 7, 8, and 9.

Consider the following example; Bill a Beginner in programming, Charles is a C
programmer, and Elise is an Engineer who has developed skills through attending Java
programming and algorithms courses.

Bill, Charles, and Elise are motivated to try our personalized content MOOC
approach and they decide to subscribe to a Java course. The question raised involves
discerning how initially, our approach is unable to provide any meaningful content
suggestion to the three learners? This is the well-known cold-start problem.

In fact, the learner model is initiated from three different inputs:

– The positioning questionnaire (Sect. 4.1),
– A statement (to be approved by the teacher) made by the user himself based on a

certification,
– A statement (to be approved by the teacher) made by the user himself based on a

previous/current job.

Note that the time is a very important factor in our approach because knowledge
can be forgotten with time. That is why every time the learner gives a new input, he
must define when it goes back.

In concrete terms, Bill declares in the position questionnaire that he has never
written a single line of code. Our platform proposes to him the full course of Java. The
estimated effort for his personalized content is about 48 h, he needs to spend
approximately 4 h of coursework per week for 12 weeks.

Charles owned a C programming certification from Coursera one week ago. He
developed professional skills at work from various positions. Consequently, since
Charles has already a good knowledge in programming, just equivalence syntax
between Java & C and few exercises about the new syntax are proposed to him by our
platform. Those exercises will also introduce algorithmic approach of the course, with
some basic examples. Object programming will be introduced through abstract types
and generalization. The estimated effort for his personalized content is about 24 h, he
needs to spend approximately 4 h of coursework per week for 6 weeks.

Elise has a diploma in Computer Science. She declares that she took a Python and
algorithmic courses five years ago. As a result, Elise is potentially expert in Python algo-
rithmic but needs a refresher course in these two fields. Her personalized content starts with
a short introduction to Java constructs and a focus on key differences between Java and
Pythonwith some exercises. The estimated effort for his personalized content is between 12
and 24 h, she needs to spend between 3 and 6 h of coursework per week for 4 weeks.

5.3 The Learner Models of Three Different Learners

In our case study, we have three learners: Bill, Charles, and Elise. Bill is a beginner in
programming languages. Charles is an expert in C programming (certification from
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Coursera one week ago) and he held various positions. Elise has a diploma in Com-
puter Science and she took a Python and algorithmic courses five years ago. Our main
contribution is that our platform takes into account these differences between Bill,
Charles, and Elise in terms of background, prior knowledge, diplomas, and profes-
sional experience. That is why the three learners has three different learners Model.
Learners can visualize their learner models through the Learner Model dashboard. Each
element (subject, topic, concept, or evaluation) in the Learner model can have 5 sta-
tuses: Validated, pending, Unavailable, Failure, and ToDo.

As explained in Sect. 5.2, Bill needs to attend the full course of java. His learner
model is based on the domain model and it is composed of all Concepts and evalua-
tions of the Java Topic. Figure 7 shows an extract of Bill learner model. All the
subjects (Javascript, Python, Ruby, Algorithmic…) except the Java are unavailable to

Fig. 7. An extract of Bill Learner Model in the Learner Model dashboard. (Color figure online)

Fig. 8. An extract of Charles Learner Model in the Learner Model dashboard. (Color figure
online)
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him. He needs to focus only on the Java subject, he needs to learn Java concepts in
order (first “introduction to Java”, second “basic constructs”, third “OOP concept” …).
That is why “Introduction java” is blue (ToDo status). Once this concept is validated, it
will be green and the concept “Small Java programs” will be blue.

Let us go to Charles case (Fig. 8). As discussed in Sect. 5.2, Charles needs to learn
the syntax in Java and the difference between Java and C. His learner model is based on
the domain model and it is composed of some concepts and evaluations of Java (The
syntax and the difference with C) and he needs to start first by the introduction to Java
topic before moving to the Syntax topic and finally to the Java versus C topic. This why
the introduction to Java is in blue (ToDo status). The topic C is validated in his model
(coloured in green).

In the case of Elise (Fig. 9), she needs to attend a refresher course about Python and
Algorithmic and then she will learn the difference between Java and Python. Her
learner model is based on the domain model and it is composed of some concepts and
evaluations of Python (refresher course), some concepts and evaluations of Algorithmic
(refresher course) and some concepts and evaluations of Java (difference with Python).
She can start by Python or Algorithmic refresher course. This explains why these
subjects are in blue (ToDo status). Once they are validated, Elise can move to the Java
subject.

5.4 Discussion

Bill, Charles, and Elise have a concept map/a graphic path indicator, these help them to
visualize the structure of the domain knowledge of the course. The sequence preference
in the concept map differs from a learner to another depending on his level of
knowledge, his background, and his learning goals.

Fig. 9. An extract of Elise Learner Model in the Learner Model dashboard. (Color figure online)
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For example, Elise must begin with a refresher course in Python and Algorithmic
before attending the Java course (according to her personalized content).

While Charles and Bill start directly start by the Java course but with two different
paths (see Table 3). Our approach therefore meets all the criteria set out in Sect. 3.6.

To summarize, in this research work, we propose a set of criteria, a functional and a
technical architecture to allow personalized content for each learner who attends a
MOOC course.

6 Conclusion and Perspectives

This research addresses the problem of “One Size Fit All” policy in Massive Open
Online Courses for Lifelong learners. The study focuses on how to address the different
learners (in terms of background, ability, experience, prior knowledge). In other words,
the main issue is how to personalize content in MOOCs to the different learners and to
increase the completion rate. According to the literature, no existing approach can meet
our requirements to personalized MOOCs, to support of learner’s level of knowledge,
learner’s background, learning goals, navigation preference, and the presence of a
concept map for the course and a graphic path indicator. Thus, a functional and
technical solution to our problem is proposed to personalized content in MOOCs and to
provide more choices for learners. In others words, the goal is to increase the learning
outcome and the average completion rate.

Now, we have to refine our learner and domain models and to implement them
before deploying our solution in classrooms in France and Turkey for the MOOCTAB
Project. To evaluate our approach, we will focus on results about the domain knowl-
edge acquired by learners. To estimate the learning for a controlled period of time,
learners will be divided into two groups: the first one will attend a course on a standard
MOOC platform and the second one will attend the same course on our personalized
MOOC platform. The learner selection will be based on a preliminary questionnaire to
test learner prerequisites and to drive down inequalities in knowledge. The question-
naire will have to minimize knowledge heterogeneity of the two groups according to
the knowledge addressed in the course. To evaluate the platform, learners’ traces such
as learning outcomes (i.e., course completion, course grades) and parameters related to
the platform use (time spent on watching videos, on answering questions, on passing an
exam) will be gathered and analyzed. These interaction data will be used to compare
the various learners in the two groups. Next, we will consider how learners’ interac-
tions with the platform evolve over time to track changes in their learning goals.

Table 3. Different learning paths.

Java C Python Algorithmic

Bill Full course – – –

Charles Syntax in Java + equivalence between
Java and C

✓ – –

Elise Java versus Python – Refresher
course

Refresher
course
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To support our conceptual architecture, the MOOCTAB infrastructure (Fig. 10)
relies on: (i) a web server in a cloud architecture with the role of hosting MOOCs
contents and the global information system; (ii) some embedded servers hosting
classroom-level information (called classroom servers or MOOCTAB Boxes) and used
by teachers; (iii) tablets used by learners to interact with classroom level information
and software. Synchronization processes are required between the Web server and the
classroom servers, and between the classroom servers and the tablets.

The Classroom Server of MOOCtab Box has two main purposes: (i) It is a standalone
server in a classroom; (ii) a teacher can store and update courses by connecting to the cloud
server. In the MOOCtab project, every student will use a tablet as learning support. To
make the lessons’ contents available for the students, a MOOCtab Box is used as middle
support, where students and teachers can connect using their own wireless tablet.

This MOOCtab Box – an Intel NUC - (Fig. 11) contains the whole data needed for
the learning sessions, and the means to authenticate authorized students. It can work

Fig. 10. The MOOCtab infrastructure.

Fig. 11. A MOOCtab Box and a card reader for authentication.
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out of any connection as a standalone server. The students and the teacher of a specific
lesson access different resources depending on their role in the lesson. The MOOCtab
Box can also be used as official support for exams. A strong user authentication is
achieved by identifying and authenticating the user using her student Id card (Fig. 11).
The device authentication is achieved by using a device manufacturer certificate and
associated keys that are stored in the tablet secure element. These credentials enable to
authenticate the device to be sure that it respects the needed configurations.
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Abstract. As in other industry-related fields, information technology and
business are becoming intertwined in health care. This has changed the field
profoundly, including the way people work, communicate and conduct their
everyday affairs. This change is ongoing, and the future of health care and
technology is unknown. However, one thing is certain: this change calls for new
kinds of professionals who are able to work in a field that has become multi-
faceted and convoluted, and able to meet the changing requirements of the
eHealth industry. In the following, the focus is on industry-oriented eHealth
education, how it can be enabled in the context of higher education in Finland
and what kind of intermediary roles are needed. The results are based on a
practically oriented pilot in which new forms of industry-oriented education
were examined and put into practice.

Keywords: Industry-oriented education � eHealth �
Health care information systems � Health care technologies

1 Introduction

Advanced digitalization, an ongoing industrial paradigm shift [20], is changing the
world in new and often unanticipated ways. It alters our behaviour, the ways we
interact with each other – how we learn and how we teach – and it even has an impact
on the fundamental notion of what it means to be a human.

Digitalization has already created benefits for many, and it will continue to do so in
the coming years. However, even if it may seem to be, digitalization is not axiomatic,
nor can it be taken for granted; talented people are needed to see the ongoing shift
through.

Universities, especially Humboldtian science universities, are often blamed for
stagnation. They are seen as slow to react to economic developments in the surrounding
world [7, 21], and establishing new courses and degree programs often takes years [9].
To counter these arguments, and to develop a sustainable and networked approach to
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industry-oriented education, a project called ‘Working Life Oriented Open University
Education’ was established in 2015. In the project, Finnish polytechnics, universities
and industrial partners collaborated in the three distinct fields of (1) health and social
services, (2) bio-based economy and (3) information and communication technologies
(ICT).

The project, funded by the European Social Fund (2015–2018), consisted of three
pilots, one in each of the three fields. These were stand-alone pilots; in other words,
they were implemented autonomously in order to take the distinct characteristics of
each field into account and to create different practices to be investigated by an external
evaluator later in the project. Each pilot was charged with the specific tasks of
(a) developing a method for industry-oriented education and (b) testing the method in
practice.

In the pilots, the development took the form of ‘inspect-and-adapt’ cycles in
concurrent implementations with a specific focus (Fig. 1), in the spirit of the Agile
approach [5]. Due to the differences in the fields, and the autonomy of the pilots, the
length and number of cycles was not predefined or limited. In some pilots, the most
practical solution was to emphasize dialogue with the organizations, focus on business
priorities and implement a single cycle in which the defined method was tested.

In the following, the focus is on the ICT pilot (Fig. 1, stand-alone pilot 3), and
more specifically on one of its implementations that was carried out during the first half
of 2016 in the field of health and wellbeing technologies (eHealth). This implemen-
tation is referred to as the eHealth pilot.

Fig. 1. Overall project and pilots (in [19]).
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2 eHealth Pilot

Health care is one of the fields most influenced by digitalization. It not only changes the
way of working in the field, but it also has a tremendous impact on how responsibilities
and duties, and even power, is delegated [15–18]. eHealth is also one of the most
promising fields in terms of business growth in Finland [14]. While other fields have
been in decline in recent years, eHealth has been expanding. For example, in 2017,
health technology exports in Finland grew to €2.2 billion, 5.3% up on the previous
year. In the longer run, exports have grown steadily during the past 20 years, yielding a
fivefold increase. At the same time, the export surplus increased to €1.1 billion in 2017,
giving a total of €10.75 billion for 1996–2017 (Fig. 2). The performance is well in line
with global trends, where the growth estimate of the domain is 5.1% ([10], p. 3). In
other national estimates (ibid., p. 3), the growth in exports is more drastic (€10–20
billion) for the coming years. The underlying reason for these estimates is the currently
ongoing health, social services and regional government reform in Finland, which will
provide a reference market for ‘next generation’ products and services (ibid., p. 3).

eHealth is not a new field or a sudden ‘booming star’ in Finland. It has been on the
rise since 1996, and there is no indication that the situation will change in the near
future. One indicator of this is a survey conducted in late 2015 amongst health tech-
nology companies by the Finnish Health Technology Association (FiHTA) and Sara-
nen Consulting. According to the survey, the majority of the companies working in the
field were planning to hire new personnel in 2016 [25].

Another indicator of relevance is the changing health care infrastructure in Finland.
There are currently four major health care digitalization projects in Finland, with two of

Fig. 2. Health technology exports (source: Finnish Customs).
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them focusing on implementing a new Electronic Health Record (EHR). One of the
EHR projects, Apotti, focuses on the public health service providers operating in the
metropolitan area (i.e. the greater Capital Region). Apotti is currently in the early stages
of implementation, and the project recruited approximately 150 health technology
professionals in early May 2016. The second EHR project, Una, focuses on providers
operating outside the metropolitan area. It is currently (as of September 2017) in the
early stages of implementation, and it is estimated that the acquisition of the core
components will begin in late 2017.

The remaining two health care digitalization projects, Virtual Hospital and Digital
Self-care Services (ODA), focus on implementing new electronic services, such as
virtual clinics (cf. [16]), in basic health care (ODA) and in specialized health care
(Virtual Hospital 2.0). While the actual costs associated with the projects are still
unclear, it is estimated that the cost of the EHR projects alone will be in the region of
€1 billion [12], of which Apotti will account for €575 million (over the ten-year
timeframe) [1].

The ongoing development in the field has created an acute demand for technology
professionals who possess (a) a domain-specific skill-set from the field of ICT and
(b) at least a basic understanding of how the health care field operates. In order to
understand what these skills are, and what kind of ‘hybrid professionals’ the field
needs, the first implementation of the ICT pilot focused on eHealth.

Digitalization creates new opportunities for health care, but it also provides
opportunities for the education field, as different digital devices, modalities and ways of
reaching students have become available. However, new tools and ‘gadgets’ alone do
not inspire learning; it is important to focus on the content and incorporate real-life
elements into education. One well-employed approach is to combine online courses [6]
and to mix the course content with the challenges emerging in the domain of appli-
cation. In this, a constant dialogue with domain experts from industry is essential.

2.1 The Framework

On the level of the overall project, the work was organized in stand-alone pilots
focusing on a specific field. Within the pilot focusing on the field of ICT, the work was
organized further as ‘inspect-and-adapt’ cycles and concurrent implementations with a
more refined focus (Fig. 1). In the ICT pilot, one of the implementations focusing on
eHealth (i.e. the eHealth pilot) organized the work even further by employing a more
specific methodological framework.

The employed framework was based on the work of Stewart and Hyysalo [26], and
on previous work by Stewart [27], on the roles of cybercafés in the 1990s. Their work
on intermediary roles in the development and appropriation of new technologies
defines intermediaries as individuals who (a) facilitate user innovation and (b) link user
innovation to supply-side activities, such as marketing, branding or product develop-
ment [26].

Using a more down-to-earth or bland definition, intermediaries can be seen as ‘go-
betweens’; these are individuals who bring different people together and help them in
the appropriation and generation of new technologies (or, taking a broader scope,
innovations). As such, an intermediary is not a fixed concept or a profession; it is more
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akin to a role. There are different kinds of intermediary roles in different fields of
business, and their alignment in the hierarchy and composition of different actors
(producers, consumers, patients, physicians, etc.) commonly varies [17].

What is common to different intermediary roles is that they have an impact on
shaping the end-user experience, or even entire markets. For example, when an
intermediary operates between an electronic service and an end-user, the intermediary
is in a position to shape the expectations, and in some cases the outcome, of the
mediated service. In the case of electronic health care (or banking) services in par-
ticular, this is a position of power (ibid.).

The three-tiered framework created by Stewart and Hyysalo [26] categorizes the
primary roles of an innovation intermediary as (1) facilitating, (2) configuring and
(3) brokering. While the framework is more generic when compared to work in the
field (cf. [3–13]), it can be applied to a wide range of domains, from technology to
health (cf. [17]), and to industry-oriented education.

In Stewart and Hyysalo’s framework [26], facilitating refers to activities in the core
of industry-oriented education. It is about ‘providing opportunities to others’, either by
managing resources, influencing regulations, setting local rules or by educating.
Facilitating also highlights the managerial aspects of industry-oriented education, as the
activities involve ‘creating spaces’ (ibid.) of various types (such as social, cultural or
physical), or their combinations (for example, a network of educators and appropriately
equipped facilities). From an industrial point of view, facilitation is about interaction,
generating new opportunities and creating an encouraging atmosphere for a continuous
dialogue between the demand and the supply sides of labour.

The creation of spaces used in facilitating is intertwined with configuring, which, as
defined by the original authors (ibid.), is both technical and symbolic. While technical
aspects are present, for example when certain properties (such as connectivity) of a
product are configured to meet the needs of the end-users, the symbolic side of con-
figuring has deeper meanings and connotations. Symbolic configuring conveys the
meaning of use – how relevant the technology is from the perspective of different
stakeholders (users, sponsors, suppliers, etc.). As such, symbolic configuration is about
value and applicability – how well the provider side has succeeded in incorporating the
views of the user side in their technology. The relation between the two ‘sides’ can be
regarded as a symmetric one, as symbolic configuring incorporates the viewpoint of the
provider side as well, and how the technology is intended to be used. In this sym-
metricity, the expectations of both sides share common ground.

The third activity in their framework (ibid.) is brokering. As the name suggests, the
activity is present, for example, when the intermediaries raise ‘support for the appro-
priation process from sponsors and suppliers’ (ibid.). When an intermediary negotiates
on behalf of a particular stakeholder in order to get new partners involved in a project,
or when a particular space is defended by an intermediary, the actions of an inter-
mediary fall into this category. While brokering is in the framework the most direct
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activity for an intermediary in the axis of user side and provider, it is also among the
most vulnerable ones. If an intermediary fails in brokering, the result may represent
itself in the form of a lack of commitment and interest. In other words, as the ‘bridge’
cannot be built, there is no common ground.

2.2 The Framework and the eHealth Pilot

In the eHealth pilot, a three-tiered framework was used in (a) outlining the needed skill-
set, (b) organizing the lectures and (c) setting up the platform used in education. As
such, the role of the intermediary [26] became intertwined with the concept of a
product owner – a key stakeholder in the project implemented according to the Agile
approach [5].

Defining the skill-set, and gaining an understanding of what kind of professionals
are needed in the field, was done personally, brokered by a domain specialist. Instead
of formal questionnaires, public seminars or workshops, representatives working in the
organizations were met face-to-face (when possible). These meetings were flexible and
informal; there was no written agenda or minutes and they were organized on the terms
of the representatives (time and place).

The free-spirited meetings allowed room for exploring additional topics in addition
to the skill-set and the expert profile. These included ongoing projects, potential ave-
nues for future collaboration and the organizations themselves. It followed from this
that the meetings were also about facilitating and brokering, linking organizations
together, and not just about the project.

In relation to the goals of the eHealth pilot, the primary result of these 18 meetings
was the collection of topics the organizations considered relevant in the field (Fig. 2).
The topics covered the field of eHealth on a wide scale. While some of the topics were
extremely specific, related to a single technology or standard, others were vaguer by
nature and reflected the concerns of the potential employers.

Example: ‘We have this problem that is not really related to technology. When a
person starts working in the company, he or she is rather young, typically in [their] late
twenties. Most of them have never been seriously ill, [and] neither have their parents.
A consequence of this is that they [new employees] do not know how the field [of
health care] works, or how it is organized. They can’t separate a health centre from a
university hospital’ [Lahtiranta, personal communication, translated].

The topics were also prioritized using a simple and straightforward method; if the
organizations specifically pointed out that a certain topic was vital for their business, or
if a topic was repeatedly mentioned in other meetings, it was considered essential
(indicated by a circle in Fig. 3).
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In total, 55 topics of different degrees of specificity were identified. In order to
analyse these in more detail, they were grouped using the following categories:
(a) standards; integration and interoperability, (b) new and emerging services in the
domain, (c) technologies and trends related to the domain and (d) domain-specific
themes outside ICT. Individual topics were distributed according to the following table
(Table 1).

In the next phase, the topics were re-grouped into more concrete groups based on
their thematic and contextual similarities (if there were any). For example, certain
European Union directives (93/42/EEC, 90/385/EEC and 98/79/EC) formed a group
related to validation and verification. In the case of messaging, certain standards
(ASTM E 1394-97 and HL7 ver. 2.x) formed a group of their own due to the simi-
larities in structure and function. These groups were called thematic groups.

On a more abstract level, the thematic groups took the shape of two distinct
collections: introductory and advanced. The topics regarded as introductory related to

Fig. 3. Topics (a sample) (in [19]).

Table 1. Categories and topics (in [19]).

Category Distribution

Standards; integration and interoperability 18
New and emerging services in the domain 10
Technologies and trends related to the domain 18
Domain-specific themes outside ICT 9
Total 55
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the nature and organization of health care and social services (e.g. legislation, funding,
etc.). The remaining topics, the advanced ones, related to a specific function or stan-
dard, such as the Cross Enterprise Document Sharing (XDS) standards (Table 2).

As Table 2 shows, thematic groups formed the backbone of the actual lectures.
Content and learning outcomes were defined for each of the formed groups based on
the literature, domain knowledge and earlier discussions with the companies. In
addition, thematic ‘arcs’ were discussed; how the themes are linked to each other, the
actual scope and the extent to which the themes overlap (for example, in the case of
legislation and EU directives).

Table 2. Thematic groups (a sample) (in [19]).

Thematic
group

Content description Learning outcomes

Coding,
classification
and
ontologies

Coding, classification and
ontologies have a long history in the
field of health care. They are an
essential part of service
provisioning today, and they are
embedded into most communication
standards in the field

During the lecture(s), an
introduction to ontologies is
provided, and some of the most
common coding and classification
systems (such as SNOMED CT and
ICD-10) are briefly introduced

In the health care domain,
information is commonly
exchanged in (asynchronous)
messages. Some of these messages
based on ‘legacy standards’ were
developed in the 1990s but are still
in use

Starting with ASTM E 1394-97,
continuing to HL7 2.x messaging,
and later on to the up-to-date HL7
v3 messaging, the lecture(s) outline
the used standards and provides
practical examples of their use

Messaging Profiles and functional models
provide a summary of the
envisioned functions for specific
information systems, such as EHR.
Furthermore, profiles (such as IHE
integration profiles) define
conformance criteria for such
systems

The lecture(s) depicts the most
relevant functional models today
(such as PHR-S and EHR-S) and
(localized) integration profiles used
in the field. In addition, the lecture
(s) provides a cursory glance at IHE
Scheduled Workflow (SWF) and an
introduction to IHE organization
(focusing on the national special
interest group)

Profiles and
functional
models

Coding, classification and
ontologies have a long history in the
field of health care. They are an
essential part of service
provisioning today, and they are
embedded into most communication
standards in the field

During the lecture(s), an
introduction to ontologies is
provided, and some of the most
common coding and classification
systems (such as SNOMED CT and
ICD-10) are briefly introduced
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There were no funds reserved for outsourced services, such as marketing or lec-
tures, in the eHealth pilot. One consequence of this was that the lecturers had to be
recruited from industry, domain organizations, standards development organizations,
universities and government. In all, 49 different organizations were contacted.

As the language of the lectures was English, it was possible to recruit lecturers
internationally. The recruitment process was also used for collecting feedback on the
original topics, thematic groups and on the planned ‘arcs’. As such, the process itself
formed a reflective inspect-and-adapt cycle of its own, executed in the spirit of Agile
development [5].

The recruitment process further defined the thematic groups as actual lecture
content. While the original topics (Fig. 3) were considered an accurate representation
of the industry and the needs of the organizations, the availability and expertise of the
lecturers defined the final content and the amount of lectures (per thematic group). For
example, in addition to giving a generic lecture on trends related to the field, the
lecturers insisted on delving deeper into specific trends, such as corporate wellness,
which was considered particularly important.

As the lectures were delivered in English and the recruitment of lecturers was
global, the most practical way of offering lectures was online. Some of the lectures
were webinars with a live audience and lecturer, while others were recordings produced
specifically for the project. The lectures were recorded using the Adobe Connect web
conferencing software service, and they were offered via the open-source learning
platform and course management system known as Moodle.

Employing the taxonomies of the used methodological framework [26], these two
(Adobe Connect and Moodle) were the technical elements of the ‘space’ configured for
the purposes of the eHealth pilot and used for facilitating expertise and knowledge on
eHealth.

There were five steps involved in the process from definition to implementation, or
from collecting topics to giving actual lectures (Fig. 4). First, the topics were collected
in free-form meetings with one or two representatives of organizations operating in the
eHealth field. These included companies, standards development organizations, uni-
versities and research organizations and government. The meetings were face-to-face
when possible. The collected topics were prioritized and grouped thematically,
including assemblages of topics with similarities or that were close to each other
context-wise.

Fig. 4. Steps 1–5, from definition to implementation (in [19]).
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The thematic groups formed the backbone of the actual lectures and were used in
recruitment. At that time, the groups were also subject to feedback from potential
lecturers. The actual lectures were formed based on the thematic groups and lecturers’
feedback, including their expertise and interests. Finally, the lectures were provided via
an electronic teaching platform, or the ‘space’.

Even though the process is depicted as a linear one in Fig. 4, certain steps were
repeated. For example, the composition of thematic groups changed during the
recruitment process, resulting in regrouping. Figure 4 also depicts how different
intermediary roles were aligned during the overall process. While the content was
brokered by a domain specialist (steps 1–3), the practical arrangements (steps 4–5)
were primarily – if not always solely – brokered and configured by the academic
officers. In the following, the challenges related to the work of the academic officers are
discussed in more detail.

2.3 Practical Arrangement of Lectures

Organizing a novel course, especially on a new domain with tight coupling to industry,
can be quite demanding for academic officers working in the Open University. The
practicalities require a lot of planning, scheduling, brokering and marketing, signifi-
cantly more than in the case of a more typical or ‘academic’ course.

The lectures and the related materials (handouts, assignments, etc.) were agreed
directly with the lecturers. During the course of arranging these practicalities, it was
discovered that sometimes the language used in the course was a challenge for some of
the lecturers, as they were not used to giving lectures in English. This was considered
too demanding by some of the lecturers, who lost interest in the project.

Another motivational aspect was financial, as some of the lecturers refused to
participate due to the low level of compensation offered. As discussed earlier, the
eHealth pilot did not have any funding to cover lecturing costs. Thus, one of the
findings of the pilot is that investment is needed if the plan involves incorporating
experienced industry specialists into the education.

Organizing the actual lectures with the potential lecturers caused some challenges
for the Open University’s academic officers as the lecturers asked for detailed
instructions on, for example, the domain-specific technical aspects of their topic.
Understandably, the officers were not able to answer these kinds of questions given that
they did not possess sufficient technical expertise on the domain.

Another challenge for the Open University’s academic officers was contacting
industry specialists, as they did not have the required network and did not share the
same ‘language’. The academic officers felt calling the potential lecturers and dis-
cussing the practicalities in-depth was quite demanding.

Thus, during the eHealth pilot, four types of challenges were identified from the
perspective of the academic officers. (1) Scheduling the lectures (brokering). Some-
times, it was a challenge to reach lecturers from the industry side in order to arrange the
schedule of the lectures. Commonly, the lecturers answered after the schedule was set,
which required changing the course setup and structure; eventually, the effects of this
were also evident to the students.
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As an example, it was initially planned for some of the lectures to be available
online prior to issuing assignments, and it was intended that the assignments would be
based on the contribution. However, the lectures and the assignments were ‘out of
sync’, which caused fundamental problems for the organizers and the students.

(2) Scheduling of the academic officers (facilitating). Some of the scheduling
problems originated from the officers, which were a direct consequence of the some-
what ‘stop-go’ nature of the course. Planning and practical arrangements (Fig. 4, steps
4–5) required significantly more time than was originally estimated; even a partial
restructuring of the timetable took up academic officers’ entire working days. The
officers were not assigned solely to the course, and they had other duties to which to
attend.

(3) Setting up the online course (configuring). The original idea was to organize the
course as a series of online lectures, or webinars, which could be attended by everyone
interested. The focus group was not limited, as the course was intended as a low-
threshold introduction to the field and to the relevant actors (organizations, companies,
researchers, etc.). However, due to the practical challenges and problems in scheduling,
a decision was made to implement (to ‘reconfigure’) the course as an online course with
limited access in the Moodle learning environment. Even though the course was
organized as a closed one (in contrast to a MOOC, c.f. [2]), it was successful in
facilitating, namely in bringing together students from health care and from the tech-
nology side.

(4) Student recruitment (brokering). This eHealth-focused course was a new
addition to the curricula of the Open University. As such, it needed a new marketing
approach, as it was not enough to simply add the course to the list of those available. At
first, the course was marketed using traditional methods, such as via the university’s
webpages and email distribution lists. However, it quickly became clear that in order to
reach the intended audience – potential students interested in operating in a field that
combines technology and health care – social media channels had to be utilized as well.
In doing this, LinkedIn, Facebook and Twitter were the primary channels. In addition,
an interview that focused on the overall project was published in one of Finland’s
leading newspapers. This was a real boost in terms of marketing.

Despite the practical challenges described above, the course was conducted suc-
cessfully, with an extremely strong connection to industry.

3 The Pilot and the Project

The ‘Working Life Oriented Open University Education’ project was executed from
2015–2018. Based on the preliminary analysis (2018) of the individual pilots (Fig. 1),
the approach adopted in the eHealth pilot differed somewhat from the other ones at the
level of practice. In the following, these differences are discussed.

In the Bio-based Economy pilot, the approach was to identify relevant courses
offered by the open universities operating in Finland. The results of the pilot included a
catalogue of the identified courses; students could choose one or more courses from the
catalogue based on their preferences.
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In addition to the catalogue, an introductory course called ‘New Viewpoints to Bio-
based Economy’ was developed as an online course in the pilot. The purpose was to
help students understand how they can create an appealing skill-set and a student
portfolio of their own related to the business domain.

In the Health and Social Services pilot, the focus was on course collections instead
of individual courses. These collections were built around specific topics, such as child
welfare and developing child and youth services. All courses were provided by the
open universities, or open universities of applied sciences, and they already existed in
the curricula. Unlike in the eHealth pilot, the focus of the Health and Social Services
pilot was on cooperation between different education providers, including what kind of
processes are needed and how practicalities (student enrolment, course credits,
invoicing, etc.) can be managed.

In the Health and Social Services pilot, a series of web-based seminars (i.e.
webinars) on four different topics were also provided as part of specific collections.
Some of the webinars were developed in cooperation with other pilots when the topic
of the webinar was related to the specific domain (such as ICT). Based on the feedback
collected during the pilot, the webinars were regarded as a good way to integrate
specific topics into course collections. With these kinds of cross-disciplinary collec-
tions, it was possible to highlight aspects that otherwise would have attracted less
attention (such as usability, integration, etc.).

When compared to the ICT pilot, and more specifically to the eHealth pilot (one of
the ‘inspect-and-adapt’ cycles in the ICT pilot, see Fig. 1), the premise was different,
and so were the measures taken. There were no appropriate eHealth-related courses to
pick from, and therefore the content had to be produced from ‘square one’. In doing
this, the innovation of the pilot emerged. Instead of implementing the content of the
pilot based on the current curricula, it was possible to use the expectations of the
industry as a starting point.

To summarize, the Bio-based Economy and Health and Social Services pilots
focused primarily on developing practicalities and making connections between dif-
ferent educators. In comparison, the ICT pilot, and the eHealth pilot specifically,
focused on bridging activities – how to bring the industry and the educators together.

The steering group of the overall project was satisfied with the findings of the ICT
pilot, with some challenges and opportunities identified. While proving that it is pos-
sible to implement academic education from the industry point-of-view, the pilot also
underlined some challenges in the way open universities currently operate in Finland.

As the other pilots and experiences drawn from the eHealth pilot suggest, the
managerial side of affairs requires the bulk of the work, and is commonly (if not solely)
at the centre of development activities in Finnish open universities. It follows from this
that focusing on the operative side (in other words, industry collaboration) is rarely a
viable avenue.

3.1 From Pilot to Practice

Over the course of the project (2015–2018), global economics changed. In 2015, the
economy was largely in decline, while by 2018 it was booming. In Southwest Finland
in particular, the ICT sector faced a ‘positive structural change’ in 2018, and ICT
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professionals were in high demand. This economic alteration provided the project
personnel with unique insights into the way the ICT labour market changed in the
region. Even though global economics were improving during the final quarter of the
project, unemployed ICT professionals often struggled to get new work. While the
reasons for this are without doubt multiform and complex, one of the possible
explanations is the industry-education mismatch. The ICT professionals were ‘products
of their time’ (education and work experience), meaning they did not necessarily
possess the skills that were relevant during the economic boom.

Following this assumption, it can be argued that Finnish universities and open
universities should have a more active role in lifelong learning – in the kind of edu-
cation that aims to meet the current needs of industry. This line of thought is in line
with current developments in the Finnish education sector, as the Ministry of Education
and Culture [24] has granted a separate €10 million fund for higher education for
retraining and upgrading qualifications in the field of ICT.

Taking this speculative discussion further, the open universities could provide more
specific courses or master-level courses in the field of ICT, instead of focusing on more
generic (bachelor-level) courses. This kind of approach could potentially provide more
opportunities for ‘working people’ to update their knowledge and skills.

In the ICT field, students in Finland can be regarded as being working people, as it
is common for students to be employed during the early stages of their studies. It
follows from this that attending traditional face-to-face learning is rarely an option for
those working full-time. This calls for new kinds of teaching methods and pedagogical
approaches – something more than online access to recorded webinars. In addressing
this, the eHealth pilot was a first step in the right direction as it combined elements
from online courses, webinars, group work and face-to-face sessions, thus emphasizing
the schedules of working people.

Continuing with the pedagogical viewpoint, there were two lessons of particular
importance. The first was script writing; how to create an entire series of lectures
(including content and exercises) in close collaboration with lecturers from industry.
The second was networking; how to contact and manage industry connections. In order
to excel in providing industry-oriented education, good connections with the domain
companies is essential, and a prerequisite for successful brokering.

While the five-step process (Fig. 4) was developed based on the eHealth pilot, there
are no restrictions in applying it to other business domains. In Finnish ICT education in
particular, where a large number of assignments (master’s thesis, capstone projects,
etc.) come from industry (c.f. [23]), the five-step process may serve to bridge business
and ICT, thus creating new kinds of ‘hybrid’ professionals similar to those working in
the field of eHealth.

3.2 What Did the eHealth Pilot Lack?

The eHealth pilot was principally about the domain. The topics covered were mainly
technological aspects or aspects related to the workings of the sector (funding, orga-
nization, service processes, etc.). As a learning outcome, the students gained an ele-
mentary understanding of how the domain operates, and received directions for future
studies.
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In a context broader than that of the thematic groupings (Table 2), the content of
the pilot had three branches: (1) Basics; how the domain works and the ‘gears shift’;
(2) Systems; what technologies are used in the domain, and how they relate to the
clinical work; and (3) Specifics; the kind of standards, ontologies and so on that the
information systems use in their operation. In other words, the thematic groups formed
a hierarchical de-composition that cut through the health care sector, primarily from the
technological point of view. While this was essentially what the industry called for,
some (well-known) themes could be used for expanding the education provided in the
pilot.

(1) Technology. eHealth is about ‘e’ and ‘health’. While the eHealth pilot focused
more on the ‘health’, there is also a need for the ‘e’. The ICT companies operating in
the health care domain need domain-independent technology skills as well, and a
common job advertisement is for a Full-Stack Developer – a programmer who is able
to work on front-end and back-end portions of an application. These kinds of pro-
fessionals need skills such as HTML/CSS, JavaScript, SQL, REST and so on.

(2) Project management. Another domain-independent skill of importance is project
management. Simply put, this is crucial in developing high-quality products and ser-
vices in a timely and cost-effective manner. Common approaches applied in the field of
ICT include Agile/Scrum, Prince 2, and Kanban (to name just a few).

(3) Communication and negotiation. In the field of eHealth, running development
projects is somewhat like politics; different individuals from different professional
backgrounds need to work together. The need for these kinds of ‘soft skills’ is essential
today, as the commonly employed project management frameworks (such as
Agile/Scrum) place more responsibility on the individual developers. Consequently,
the developers often work directly with the actual end-users and other primary stake-
holders (cf. [22]).

To summarize, while domain knowhow is vital, it can only be used to a certain
degree without other (basic) skills required of a ICT professional today (and vice
versa). In order to educate professionals that can operate in the changing tides of
today’s technology development, a comprehensive education framework that integrates
industry-oriented continuing education is needed.

4 Recommendations

Looking back to the eHealth pilot, and more precisely to the five steps depicted in
Fig. 4, the following recommendations can be made. These are not intended to be
domain or project specific, meaning they can be applied to the field of industry-oriented
education as a whole.

Use a domain expert as an intermediary (Step 1). Regardless of the domain,
planning industry-oriented education requires an understanding of the industry.
Without a solid understanding of the domain in question, eliciting information from
different sources (stakeholders, literature, media, etc.) is a challenge.

The domain itself – its processes, terminology, hierarchy, and so on – may pose a
challenge for the uninitiated, and more so if the domain is a hybrid one, as it is in the
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case of eHealth. In eHealth, domain understanding is not just about technology;
depending on the emphasis, it is also about health care, social services and wellbeing.

Domain expertise is related to another important requirement: networks. Without
them, there is a risk that a certain stakeholder group will go unnoticed, and that its
views will not be incorporated appropriately in the planning. For example, in the field
of eHealth, different standards development organizations, such as the HL7, are of
particular importance.

Prefer face-to-face meetings (Step 1). The personal touch matters. In the eHealth
pilot, the representatives of different organizations appreciated doing things ‘on their
terms’ (time, place, etc.). A direct result of this way of working was a more laid-back
atmosphere, and the possibility to act as an intermediary. In other words, to bring issues
to the table that would otherwise have been ignored or left off the official agenda.

Meeting face-to-face was also a matter of efficiency. Instead of communication via
email or phone, it was easier to control the flow of the meetings to ensure that everyone
was engaged and participated and contributed to the eHealth pilot.

Prioritize! (Step 2). Collecting singular themes was not enough in the eHealth pilot;
it required further work to thin them out. Prioritization of the individual themes based
on the corporate needs was the first step in the right direction. A simple method based
on the number of times a theme was brought up, combined with the emphasis placed on
it in the meetings, was sufficient.

However, this analysis could have been strengthened by analysing future trends
provided by organizations such as Gartner or Forbes (cf. [8]). This kind of analysis
would have given more back to the organizations, and even challenged them to
reconsider their current position and future avenues in the field. The analysis could
even have helped in brokering [26], if common ground had been identified in the fields
of expertise and interest.

Sharpen up and clarify (Step 3). As the process of planning industry-oriented
education moves towards more practical issues, such as organizing lectures, structuring
content into manageable content is essential, particularly if the lectures are provided by
more than one person or involve external professionals. In this, defining content and
learning outcomes, and creating thematic arcs that linked themes together, was a
valuable tool in the eHealth pilot.

Inspect and adapt (I&A) (Step 4). Reflecting on the current state of the project and
comparing the results based on the goals is a basic practice employed in most project
management paradigms. Instead of performing analysis retrospectively, iterative and
incremental inspect-and-adapt cycles were performed during the eHealth pilot in the
spirit of the Agile approach [5].

Each meeting with a company provided an opportunity for reflection on the themes
gathered up to that point. The most natural reflection point, where the ‘whole’ (i.e.
thematic groups) could be evaluated for the first time instead of the ‘parts’ (individual
themes), was during the recruitment. At that point, the actual lectures, and the emphasis
of the education as a whole, started to take shape.

Resource adequately (Step 4). Another recommendation that originates from the
generic project management paradigms relates to adequate resourcing. There was a single
step in the eHealth pilot during which resourcing was found to be insufficient: recruiting.
Professional lecturers rarely come cheap, or free of charge, especially if the topic of the
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lecture is a current one. In the eHealth pilot, the whole field was a current one, especially
in Finland, and certain themes even more so (such as the Fast Healthcare Interoperability
Resource, or FHIR). The lack of resourcesmade recruiting potential lecturers a challenge.

Another aspect related to resources and recruiting that had an impact on the content
of the lectures was the HL7 membership. Even though the national organization col-
laborated and contributed, the international HL7 organization was understandably
reluctant to contribute, as the organization responsible for the education was not a
member at that time.

Advocate (Step 5). A traditional best practice originating from project management
is advocating. A well-managed project needs a ‘champion’ [4], an unfeigned and
authoritative character who carries the weight of the project. In the eHealth pilot, this
practice should have been put into proper use as the project stumbled at a critical point,
specifically during the handover from planning the course to producing the webinars
and recordings.

Revalidate (overall process). Industry-oriented education needs periodic revalida-
tion (unless it is intended as non-recurring education), and more so if the domain is a
rapidly evolving one, as in the case of eHealth. During the eHealth pilot, two basic
types of revalidation were discussed: (1) calendar-based revalidation and (2) trigger-
based revalidation.

Calendar-based revalidation could occur yearly or bi-yearly depending on the field.
During the process, the education as a whole could be scrutinized. Depending on the
implementation of the education, this could be done at the same time as the practi-
calities are organized (time, place, lectures, etc.) or within a specific timeframe.

Trigger-based revalidation was seen as a narrower process; instead of looking at the
education as a whole, single topics or thematic groups could be scrutinized. The trigger,
a real-world event, could be the release of a new standard, law or directive, or the
announcement of a project in need of specific expertise (such as the Apotti [1] project
discussed earlier).

While these mechanisms were never put into actual use due to the nature of the ICT
pilot (Fig. 1), they were considered as mechanisms that could be used in maintaining
the original connection with the industry.

5 Conclusions

Industry-oriented education often contravenes the higher education provided in
Humboldtian science universities. In higher education, the underlying paradigms are
often static (such as in natural sciences), and may remain so for decades. In industry-
oriented education, the paradigms shift and change in conjunction with economic
fluctuations, development trends and even the whims of consumers. In other words, it
changes when the underlying business does.

While fundamental, this difference in paradigms does not mean that industry-
oriented education cannot be provided in the curricula of science universities. How-
ever, doing so requires flexibility; a different mind-set, different practices and new
kinds of intermediary roles that bridge industry and science. It can be argued that this
kind of flexibility is a necessity in the current research funding climate, where
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competition is fierce. In order to become a credible partner in securing funding and
other assistance, higher education needs to pay more attention to the needs of industry.
This is vital today, and will be tomorrow.

In order to understand how the education aligns in the supply-use axis from the
perspective of industry, and what kinds of skills are expected from the eHealth pro-
fessional of today, constant dialogue is needed. In achieving this, intermediary activ-
ities are essential, and educators themselves become intermediaries. This expands the
skill-set of a modern educator and calls for active networking. The findings of the
eHealth pilot represent the first steps in the right direction as part of a grander scheme
to balance higher education and industry demands.
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Abstract. Many novice programmers are able to write code that solves
a given problem, but they struggled to write code that adheres to basic
principles of good application design. Their programs will contain several
design smells which indicate a lack of understanding of how to structure
code. This applies in particular to degrees in which programming, and
by extension software design, is only a small part of the curriculum.

This paper defines design smells for Processing, a language for new
media and visual arts that is based on Java. This includes language
specific smells that arise from the common structure that all Processing
programs share. The paper also describes how to detect those smells
automatically with static analysis. This tool is meant to support teaching
staff with providing feedback to novices on program design.

We applied the tool to a large set of student programs, as well as
programs from the Processing community, and code examples used by
textbooks and instructors. The latter gave a good sense of the quality
of resources that students use for reference. We found that a surprising
number of resources contains at least some design smell. The paper then
describes how to refactor the code to avoid these smells. These guidelines
are meant to be practical and fitting the concepts and constructs that
are known to first-year students.

1 Introduction

Programming has become an increasingly important subject for many differ-
ent disciplines. First, programming was only important for technical disciplines.
Nowadays, also novices in less technical disciplines learn some programming.
Within these degrees, programming, and by extension software development, is
just one subject among others. The curriculum will offer only limited room to
teach principles and practices of software application design.

This paper is based on the experience in the first year of Creative Technology
(CreaTE) at the University of Twente. CreaTe equips students with skills and
knowledge required to develop creative and innovative human-centered applica-
tions. Programming is an integral part of the curriculum. First-year students are
introduced to the Processing language, a recent derivative of Java for electronic
c© Springer Nature Switzerland AG 2019
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art, new media, and visual design. It is a good fit for first-year CreaTe students,
as its philosophy – as exemplified by a thriving community – is very close to the
design philosophy of CreaTe. It prepares the ground for teaching more generic
languages, such as Java and C++, as well as for teaching languages used in
physical computing, such as the Arduino sketch language.

For novices, programming is often difficult. At the end of the first-year, stu-
dents will be able to write code that effectively solves a given problem, but have
trouble with applying principles of good application design. As soon as they
have to build bigger applications, they find it difficult to understand, maintain
or extend their own or other students code. Lack of exposure to principles of
software design frustrates good students, who cannot progress beyond a certain
point, and hinders struggling students, who are facing unnecessary complexities
of their own making. An experiment with the block-based Scratch language has
shown that badly written code can lead to decreased system understanding by
programmers themselves but also for more experienced programmers that review
the code [1].

The field of software development has developed in the last decades a set
of principles and practices that guide good application design. Their aim is to
make code understandable, maintainable, and extendable. A design smell is an
indicator of poor design [2] that may negatively affect these aims. In programs
by novice programmers, these smells are often symptoms of not understanding
design principles or how to put them into practice. Giving quality feedback on
application design to these programmers is especially important, and justifies
the need for automated tools that assist programming educators.

This paper studies design smells in Processing, a language developed by
Casey Reas and Ben Fry in the 2000s for visual arts and new media [3]. Pro-
cessing lowers the bar to producing interactive applications and offers built-in
methods for 2D and 3D graphics and for handling user input events, and a host of
libraries for graphics, audio and video processing, and hardware I/O. It is a sub-
set of Java, and omits, for example, certain object-oriented concepts of the Java
language. These simplifications allow students to create a simple application in
just a few lines of code.

While Processing is a subset of Java, design smells that have been devel-
oped for Java do not always translate to Processing. One reason is that Pro-
cessing consciously omits certain features, such as a system of access control. In
Processing all fields are public by design, which by itself would be considered
a design smell in Java. Another reason is the established practice of the Pro-
cessing community. It is not uncommon in Processing programs for objects
to access and change fields of other objects directly. This would be considered
poor practice in Java.

However, just because the language does not explicitly enforce certain coding
practices, does not mean that students should not be exposed to the ideas behind
them. Processing is only an introductory language, and CreaTe students will
proceed to common general-purpose languages like Java, C# and C++. At that
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point, prior exposure to essential design concepts will be beneficial to understand
advanced language features in those languages.

The software development community has learned that certain practices lead
to poor code, regardless of language particularities. We have to strike a balance
between keeping the benefits of a simplified language while introducing well-
known object-oriented design principles. While it is technically possible to use
any Java keyword or syntax in Processing, and teach “Java by stealth”, we
choose instead to teach Processing as it is defined by its inventors, and intro-
duce design in the form of design smells that are to be avoided.

The definition of these smells in this paper is informed by a manual analysis of
Processing code from two different sources: student code, and community code.
This paper will introduce customisations of existing design smells to Process-
ing, and in addition, define design smells that are particular to Processing. All
Processing programs have a shared basic structure, with the same predefined
methods for event handling and status variables. This common structure makes
them suspectable to common violations of good design principles, violations you
usually will not find in Java programs.

The paper then describes how automated static analysis tools can be used
to detect these smells. The tool is applied to code from three sources: student
code, community code, and code examples used by textbooks and instructors.
This analysis gives a good sense of common design problems in Processing,
their prevalence in novice code, and the quality of resources that students use
for reference.

This paper is an extended version of the work presented in [4]. We refined the
definition of some of the Processing specific smells such that they fit better
with the accepted practice and extended the prior work with a discussion of
recommended refactorings.

The contributions of this paper are as follows:

1. Defining design smells for Processing code and assess to what extent these
occur the most in novices as well as publicly available code.

2. A static analysis tool that detects those smells automatically.
3. A discussion of proposed refactorings that will address these smells and

improve the overall design of the programs.

The next section discusses the background and work related to the subject.
Section 3 describes the design smells, Sect. 4 the results of the manual code anal-
ysis. Section 5 discusses the implementation of automated detection tools for the
earlier defined design smells. Section 6 validates the effectiveness these tools on
code from different sources. In Sect. 7 we discuss possible refactoring that address
the smells. The final section contains the conclusion and the discussion.

2 Background and Related Work

2.1 Processing

The Processing language was created to make programming of interactive
graphics easier since the creators noticed how difficult it was to create simple
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interactive programs in common programming languages such as Java and C++
[3]. It is based on Java, but hides certain language features such as access control
of field and methods, while providing a standard library for drawing interactively
on screen. Each program created in Processing has a draw() method which is
run in a loop to animate the drawings on the screen. Because the Processing
programs are primarily meant for creating interactive sketches, they are also
called sketches.

2.2 Code Smells

A code smell is defined as a surface indication which usually corresponds to a
deeper problem in the system. This means that a code smell only identifies a
code segment that most likely has some correspondence with a deeper problem in
the application design. The code smell itself is merely an indication for possibly
badly written code, hence the name code smell. An experienced programmer
would by seeing the code immediately suspect that something odd is happening,
without always directly knowing the exact cause of the problem.

Code smells are widely used in programming education to give feedback to
novice programmer code. Existing research has determined the most important
code smells defined by standard literature on professional programming [5]. The
code smells found in this study were used for the assessment of novice’s code.
This resulted in a framework that could be used for the assessment of novice’s
code in general. This framework covered nine criteria for code quality, of which
two are related to design: decomposition and modularization.

Most recently, studies were conducted on the occurrence of code smells in
block-based languages such as Microsoft Kodu and LEGO MINDSTORMS EV3.
In [6] it was reported that lazy class, duplicate code and dead code smells occur
the most. Another study on Scratch code from the community and on code of
children new to programming showed comparable results [7]. The duplicate code
smell is closely related to multiple design smells.

2.3 Design Smells

Design smells are structures in the design that indicate a violation of fundamental
design principles and negatively impact design quality [2]. Although design smells
seem to originate as part of code smells, design smells are usually more abstract.
Design smells imply a deeper problem with the application design itself. Design
smells are more difficult to detect using static code analysis, since design smells
are related to the application as a whole, as opposed to parts of the code.

There is only little research on design issues in programming education. In
2005, a large survey was conducted in order to gain a better understanding of
problems that students face when learning to program [8]. This study found
that abstract concepts in programming are not the only difficulty that novice
programmers are facing. Many problems arise when novices have to perform
program construction and have to design the program.
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2.4 Static Code Analysis

Static code analysis analyzes code without executing or compiling the code.
Static analysis is used in industry to find problems with the structure, semantics,
or style in software. This includes simple errors, like violations of programming
style, or uninitialized variables, to serious and often difficult to detect errors,
such as memory leaks, race conditions, or security vulnerabilities.

A popular automated feedback tool that is based on static code analysis is
PMD . PMD finds code style issues as well as code smell issues. PMD works for
multiple programming languages and custom rules can be implemented in Java.
PMD was used in [9] to investigate to what extent PMD covers 25 common errors
in novice’s code. It furthermore linked the common errors to misunderstood
concepts, in order to give students appropriate feedback on the root cause of the
error.

Keunig et al. reviewed 69 tools for providing feedback on programming exer-
cises [10]. They found that the majority of tools use testing based techniques,
and most often they point to programming mistakes, which could be called code
smells. They found only one tool that uses static analysis to explain misunder-
stood concepts. The tool, CourseMarker [11], offers a range of tools, among them
also a tool to analyse object-oriented diagrams for design issues.

This paper is an extended version of the work presented at the 10th Inter-
national Conference on Computer Supported Education (CSEDU) [4]. This
extended paper uses a refined definition of the Processing specific smells and
presents updated results. It elaborates, furthermore, in detail on how to refactor
code to achieve a better overall structure.

3 Design Smells for Processing

This section presents eight design smells as well as rules for good design that
apply to Processing. Four of these are specific to Processing. They are a
consequence of the predefined basic structure of Processing programs, which
leads to smells that will not appear in common Java programs.

The other four design smells are based on existing design smells in Java.
While Processing is a subset of Java, design smells that have been developed for
Java do not always translate directly. One reason is that Processing consciously
omits certain features, such as a system of access control. In Processing all
fields are public by design, which by itself would be considered a design smell
in Java. Another reason is the predefined basic structure of all Processing
program, with its predefined methods and status variables for event handling.
In Java event handlers that handle multiple tasks by branching are considered
a design smell [12], but in Processing, this is the only way to handle multiple
events.

3.1 Code Bases

The occurrence of the design smells in actual code is determined by manual and
semi-manual analysis of programs from two sources. The first source consists
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of two batches of code written by novice programmers of the degree Creative
Technology at the University of Twente. The first batch of 79 programs was
written for the final tutorial in the programming course, whilst the second batch
of 61 programs was written as the final project for the same course. Both batches
are written by the same group of students and all code is provided anonymously.

The second source is community written code. This batch of 178 programs
originates from www.openprocessing.org and was retrieved on the 20th of May
2017. We selected the most popular code, i.e. programs that received most likes
by community members since the community has been active. Sketches from
this source might contain professional code, but also poorly written code. This
source is of particular interest to us, as students will use the examples that they
find on this site for inspiration for their own project.

3.2 Processing Specific Design Smells

These design smells are specific to Processing and relate to best practices when
creating a sketch in Processing.

3.3 Pixel Hardcode Ignorance

The pixel hardcode ignorance smell refers to having no abstraction for position-
ing elements that are drawn in the sketch. Instead of modelling objects with a
position or size that can be represented on screen they treat Processing as an
advanced drawing tool for rectangles and ellipses.

In the following example, a rectangle and car are drawn, both hardcoded in
pixels.

void draw() {
//Pixels are hardcoded
rect(30, 40, 10, 20);
car.draw();

}

class Car {
//Partial class
PImage image;

void draw() {
//Position is hardcoded in pixels
car(image, 60, 60);

}
}

In this case, moving, scaling or animating the sketch is difficult and in more
involved sketches code duplication will occur. It will be difficult to impossible to
reuse the code in a different context or turn it into a proper object.

This smell is related to “magic numbers”, the use of literals instead of variables
and constants. This is considered a code smell in other languages, but both com-
munity code as well as standard textbooks on Processing use magic numbers

www.openprocessing.org
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liberally. This is in part simply because Processing does not use the concept
of user defined constants. Failure to abstract from the position of a graphical
element, however, will often prevent them from producing working, extendable
or maintainable animations. This elevates this smell to a design smell. Use of
magic number for other purposes, such as margins or sizes is accepted practice.

3.4 Jack-in-the-box Event Handling

The Jack-in-the-box event handling smell, a form of decentralised event handling,
occurs when a novice programmer uses the global event variables in processing
to perform event handling outside of dedicated event handling methods. Pro-
cessing defines global variables such as mouseX, mouseY, mouseButton, key or
keyPressed. These global variables can be requested from anywhere in the code,
but are meant to be used inside the event handling methods, such as keyTyped(),
mouseMoved(), or mousePressed().

A novice programmer may actually choose to not use these methods, and use
the variables directly from other parts of the code, such as:

void draw() {
if (keyPressed && key == ’B’) {

fill(0);
} else {

fill(255);
}

}
In this example, the fill(int) method changes the color of the drawings

as soon as the key ′B′ is pressed. Although this code will work perfectly, it is
smelly, since events can better be handled through the keyPressed() method,
as follows:
int color = 255;

void keyPressed() {
if (key == ’B’) color = 0;

}

void keyReleased() {
if (key == ’B’) color = 255;

}

void draw() {
fill(color);

}
This code has the same functionality but handles the keyboard event inside

the keyPressed() method, which is considered more readable and maintainable.
Programmers of Processing sketches should always use the methods for event
handling instead of putting event variables everywhere in the application.
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This smell often causes students to struggle with debugging, as it becomes
very difficult to trace changes on the screen to events, and vice versa. The name
of the smells refers to the surprise many students or teachers feel when they find
in some remote part of the program code that unexpectedly handles events. And
often is the cause of intricate bugs.

3.5 Drawing State Change

In Processing, the draw() method runs in a loop to redraw elements on the
screen, unless noLoop() is used in the setup() method. Although the draw()
method is meant for drawing objects on the screen as part of the sketch, it can
be used as any other method, which makes it possible to change the state of
the sketch during execution. While this should only be used to animate objects,
it is often used for calculations and updates. These which should happen in a
different place, preferably in methods that belong to an object and update its
state.

3.6 Decentralized Drawing

The decentralized drawing smell occurs in Processing sketches if drawing meth-
ods are called in methods that are not part of the call stack of the draw() method.
All things drawn on the screen should always be drawn in either the draw()
method itself, or in methods that are (indirectly) called by the draw() method.
They should not occur in methods like the setup() method or the event handling
methods. You might find that the event handler will directly draw something on
the screen, instead of changing the state of an object, which then changes the
representation of the object.

3.7 Object-Oriented Design Smells in Processing

The smell mentioned in this section are known smells of languages such a Java,
and are also common in Processing code. However, they may have to be
adapted to fit with the particularities and practices of Processing.

3.8 Stateless Class

A stateless class is a class that defines no fields. It only defines methods that
get data via parameters. In Java classes of this kind are sometimes called util-
ity classes and are perfectly allowed. They help moving out computations and
manipulators from stateful classes. This has some benefits, such as the stateless
classes being completely immutable and therefore thread safe [13].

In Processing, stateless classes are considered a design smell. Since Pro-
cessing allows having global methods in a sketch (which are defined in the hid-
den parent class of the sketch), utility methods should be defined here. Stateless
classes should rarely or never occur in a Processing sketch.
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3.9 Long Method

The long method design smell is a smell that is directly related to the method
length code smell. When a method exceeds a certain size, the method performs
too many actions and should be split or shortened. Methods that have this design
smell usually perform multiple algorithms or computations in one method, when
they actually should be split into multiple methods.

Table 1. Result of manual analysis for the three different sets of programs.

Set Number of
programs

LoC per
program

Smells per
program

Smells per
1000 LoC

Programs
with some
smell

Novices (tutorial) 79 154.4 2.0 13.1 88.6%
Novices (finals) 61 310.3 3.1 10.0 98.4%
Community code 178 162.7 1.9 11.4 86.0%

3.10 Long Parameter List

The Long Parameter List design smell occurs when a method accepts too many
parameters. When a method exceeds a certain amount of parameters, the method
either performs too many tasks, or a (sub)set of the parameters actually should
be abstracted as part of an object.

3.11 God Class

The God Class smell denotes complex classes that have too much responsibility in
an application. It is detected by combining three software metrics: the Weighted
Methods Count (WMC), the Access To Foreign Data (ATFD) metric and the
Tight Class Cohesion (TCC) metric. The God Class smell is defined more in-
depth in the book Object-Oriented Metrics in Practice [14].

In Processing, the parent class of the sketch has a great chance of being a
God class because programmers have access to all fields and functions defined
on the top-level at all times. This can cause child classes to interleave with the
parent class which causes the metrics to go bad quickly. A God class is considered
bad design since it reduces maintainability and readability.

4 Design Smells in Processing Code

In the previous section, eight design smells that apply to Processing are dis-
cussed. Analysis of code from publicly available sources as well as student code
has been done to determine how often these design smells actually occur. Table 1
shows the results of the manual analysis. They show the how many smells are
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present in a program. The results take to account whether a smell is present,
not how often. Programs often make the same mistake consistently; one novice
program, for example, had 106 instances of the pixel hardcode ignorance smell,
i.e. 106 graphics commands with hardcoded pixels. Here we count this as one
program exhibiting the pixel hardcode ignorance smell.

The results show that programs for the final project are about twice as large
as programs written for the tutorial, with 154.4 lines of code against 310.3 in the
finals. In the tutorial code, we find on average 2.0 of the eight considered smells,
in the final project 3.1. This is in part due to the fact that the final projects are
larger. The number of smells per line code decreases slightly in the code written
for the final project. Overall smells occur very frequently in novice code, with
close to 88.6% of all tutorial code, and even 98.4% of final projects containing
at least one smell.

Table 2. Percentages of programs in different sets that exhibit a given design smell.

Smell Novice (tutorial) Novice (finals) Community code

Pixel hardcode ignorance 29.1% 49.2% 33.7%

Jack-int-the-box event handling 62.0% 85.2% 32.0%

Drawing state change 20.3% 42.6% 55.6%

Decentralized drawing 5.1% 6.6% 5.6%

Stateless class 2.5% 9.8% 1.7%

God class 3.8% 16.4% 10.7%

Long method 72.2% 80.3% 36.5%

Long parameter list 7.6% 19.7% 10.1%

The results for novices may not be surprising since novices are still learning
how to program. Surprising is, however, the number of community programs
that do contain one or more smells. 160 out of 178 programs that were analyzed
contained one or more code smells. There could be multiple reasons causing
this. It could be that the community code is mostly written by inexperienced
programmers, but it is also likely that to Processing programmers the rules for
good design are unclear or less important. This is of course caused by Process-
ing being a language without the history and broad usage of other languages,
which led in those languages to widely accepted programming guidelines. Within
Processing the focus often lies on quickly producing visually appealing proto-
types, instead of on building software systems that will have to be extended and
maintained.

It is interesting to know is which design smells occur the most in the different
sets of programs. Table 2 has an overview of the occurrences of each analyzed
smell in each set. As we can see from this overview, the three most occurring
smells are the long method, pixel hardcode ignorance and Jack-in-the-box event
handling smells. Also, the drawing state change smell occurs in many community
programs, while this smell occurs less inside novices programs. This might be
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caused by the novices assessment. They are asked as part of the assessment to
implement classes, something that community programmers do not necessarily
have to do.

5 Automated Detection

This section discusses the implementation of rules used for automated detection
of the earlier discussed design smells. The PMD framework is used to implement
the rules, which means that each rule can be used in combination with PMD to
detect design smells in Processing code.

5.1 Processing Code Analysis in PMD

In order to make analysis of Processing code with PMD possible, the Pro-
cessing sketches are converted to Java code, using the processing-java binary.
Since PMD already has a grammar and supporting functions for Java, only the
rules still need to be implemented. The rules implemented as part of this study
detect the design smells inside the resulting Java files.

Converting the Processing code to Java has some important side effects.
For example, the sketch is converted to one Java class with all additional classes
inserted as inner classes of this class. This is because the additional classes need
access to the Processing standard library, which is defined by the class PApplet
in Java. The generated class extends PApplet to have access to all Processing
functions. These functions can then be used by the methods, but also by the
inner classes.

If a PMD rule is violated, a violation is added to the PMD report. The
rules implemented as part of this study detect when a design smell is found and
reports them as a violation to PMD.

5.2 Design Smell Detection

Each design smell in this study is implemented as one PMD rule. All rules are
implemented as an AbstractJavaRule, which means that PMD can execute
them on Java files. Each smell has a different implementation discussed in the
following sections.

5.3 Pixel Hardcode Ignorance

The pixel hardcode ignorance smell is implemented by checking each method
invocation expression. When an expression calls a method, this expression is com-
pared against the list of drawing functions in Processing. A function matches
the expression if and only if the name of the method is equal to the method name
called by the expression, the number of parameters specified in the expression
does match the number of parameters expected by the method, and the scope of
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the expression does not define another method with the same name and argu-
ments (e.g., the method is not overridden). When the expression matches the
method call of a drawing method, then all parameters that define the position
in pixels are checked for being a literal value. When the method is called with
a literal value for one parameter that is defined in pixels, a violation is created.
In that case, the program contains the pixel hardcode ignorance design smell.

This rule has been slightly modified since [4], to align with the common prac-
tice in Processing to define the size of graphical elements as literal values. The
definition used in this paper considers only whether the position of an element is
hardcoded, while it will not warn if, for example, the width or height is. Fehnker
et al. discussed in [15] three dimensions for assessing static analysis warnings:
severity, incidence, and correctness. While the definition in [4] was technically
correct, and pointed to a definite violation (in contrast to a potential violation),
it found many warnings that Processing programmers will not consider severe
enough to change the code. In this paper, we use a definition of the smell that
will not warn about these less severe instances of Pixel Hardcode Ignorance.

5.4 Jack-in-the-box Event Handling

The Jack-in-the-box Event Handling smell uses possible call stacks to determine
which methods are allowed to use global event variables. This smell required to
extend PMD with a detection algorithm. The detection algorithm of the smell
consists of two steps.

First, the rule checks which of the predefined Processing event methods are
implemented and used by the program. Of these methods, all possible method
call stacks are evaluated and saved, as long as the methods can only be called
from event handling methods. This detection is done by the exclusive call stack
as described in [16].

The second step of the detection algorithm goes over all expressions in the
code. If the expression is not defined inside one of the methods saved earlier, it
is checked for the usage of global event variables. If an expression uses the global
event variables, then a violation is created.

5.5 Drawing State Change

The drawing state change smell detection algorithm also consists of two steps.
In the first step of the algorithm, the algorithm determines all methods that are
called as part of the draw sequence. This is done by the non-exclusive call stack
algorithm as described in [16]. All methods that are part of this sequence are
saved for use in step 2.

In step 2 of the algorithm, each expression inside the draw sequence is checked
for the usage of variables that are defined in the top-level scope (e.g., the main
class of the program). If such a variable is used, and the expression is a self-
assignment or the variable is used as the left-hand side of an expression, then the
variable is mutated, indicating a drawing state change. In that case, a violation
is created because the state of the application has changed.
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5.6 Decentralized Drawing

The decentralized drawing smell detection rule is implemented using a similar
algorithm as the Jack-in-the-box Event Handling smell. In the first step of the
algorithm, all methods that are exclusively called as part of the draw sequence
are determined. This is done by the exclusive call stack algorithm as described
in [16]. These methods are saved for use in step 2.

In step 2 of the algorithm, for each expression in the program, it is checked
if it is called by a method that is part of the exclusive call stack as determined
in step 1. If the expression is not part of the draw sequence, it is checked if the
expression is a method call. When an expression calls a method, this expression
is compared against the list of predefined drawing functions of Processing.
Like the implementation of the pixel hardcode ignorance detection algorithm, a
function matches the expression if and only if the name of the method is equal to
the method name called by the expression, the number of parameters specified
in the expression does match the number of parameters expected by the method,
and the scope of the expression does not define another method with the same
name and arguments. When the expression matches the method call of a drawing
method, then a violation is created.

5.7 Stateless Class

The stateless class smell detection rule is implemented by going over all class
and interface definitions. When the definition is an inner class, not an interface,
and not defined abstract, then the fields declared in the class are checked. If
the class does not declare any fields, then a violation is created and the class is
considered stateless.

Please note that the algorithm only runs on inner classes, which are in Pro-
cessing, i.e. just the classes that are defined by the programmer. The top-level
class which declares the main program is not checked, since in the Processing
language, this is not seen as a class.

5.8 Long Method

The long method smell detection rule is implemented using the same algorithm
PMD uses to check the method count of Java classes. The rule uses the NCSS
(Non-Commenting Source Statements) algorithm to determine just the lines of
code in the method. When this exceeds 25, a violation is reported.

5.9 Long Parameter List

The Long Parameter List smell detection rule is implemented using the same
algorithm as PMD’s existing rule ExcessiveParameterList. For each method
definition, the amount of accepting parameters is counted. If this count exceeds
5, then a violation is reported.
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5.10 God Class

The God Class smell detection rule is re-implemented based on the rule that
was provided by PMD to detect the God class in Java files. A shortcoming of
this algorithm is that it calculates the needed metrics, the Weighted Methods
Count (WMC), the Access To Foreign Data (ATFD) metric and the Tight Class
Cohesion (TCC) metric, one time for the whole compilation unit. That means
the rule does not take into account inner classes as different classes. This makes
sense for Java programs, in which inner classes should not be used for defining
new standalone objects. In Processing, however, all classes are in the end
inner classes of the main program class. Therefore, these classes should be seen
as different objects and have their own calculated software metrics.

The new implementation calculates the WMC, ATFD and TCC metrics for
each inner class separately. If one of the inner classes violates these metrics, then
this class is considered a God class, as opposed to the whole file being a God
class. Then for this class, a violation is added.

5.11 Design Limitations

The usage of PMD as static code analysis framework introduces some design
limitations to the detection of design smells. This section discusses these limita-
tions.

An important limitation of PMD is the call stack detection. To determine
which methods are called from a certain method, PMD makes use of the name
of the method and the number of arguments that the method is called with.
Because PMD has very little knowledge about the type of each variable, it can-
not distinguish between different overloaded methods. Also, if a method is called
on an object, PMD might not always be able to detect the type of the object the
method is called on, which causes the method detection to fail. This limitation
affects the rules that actually try to detect method calls. The pixel hardcode
ignorance smell might not always report the right overloaded method in the
violation, for example. This is however not of great consequence. The feedback
is not entirely correct, but the smell detection is. In the Jack-in-the-box event
handling and decentralized drawing rule, this limitation might lead to false pos-
itives, since it was impossible to detect the entire event handling stack or draw
sequence respectively. For the drawing state change smell, it might lead to false
negatives because it was impossible to detect the entire draw sequence.

Another limitation of the proposed rules is the handling of object construc-
tors. Since constructors are handled differently than method definitions in PMD,
not all rules will work correctly on them. Constructors will, for example, never
be detected as part of the event handling stack or draw sequence. This means the
Jack-in-the-box event handling and decentralized drawing rule will always report
violations when using global event variables or drawing methods inside construc-
tors. For the same reason, the change of program variables from a constructor
will not cause the drawing state change rule to detect a violation.

Despite these limitations, it is expected that the detection will work fine on
most of the programs. This will be validated in the next section.
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Table 3. Results for the automated analysis, as checked by the proposed PMD rules.

Set Number of
programs

Lines of
code per
program

Smells per
program

Smells per
1000 lines

Programs
with some
smell

Novices (resit) 17 297.7 2.8 9.3 100.0%
Textbook examples 149 40.1 0.8 19.8 51.7%
Course material 31 82.1 0.5 5.9 29.0%

6 Validation

To assure that the proposed PMD rules can indeed detect design smells in Pro-
cessing applications, we consider two criteria. The first is if they are capable
to detect smells on a new set of programs. The second is the false positive rate
of the warnings.

6.1 Applicability

To assure the rules can be applied to a broader set of programs than the ones used
in the manual analysis performed earlier, the PMD rules were executed on three
new sets of programs that have different behaviour. The first set is a new set of
novices programs written for the same final project, as were the programs from
the set that we considered before. The difference is that these are submissions
for a resit. Students had to take the resit most commonly because their initial
submission was found to be lacking. The second set contains code examples from
our first year programming course that uses Processing; examples provided
by lecturers and assistants. The third set of code examples are taken from the
website learningprocessing.com. They are the example accompanying the first
10 chapter of the textbook Learning Processing [17]. These are the chapters that
are covered in the course.

Table 3 shows the results for the different sets as detected by the PMD rules.
It is apparent that novice’s code differs significantly from the course and textbook
example, not just because it contains many more lines of code. The code examples
for the course and code from the textbook do not contain as many smells as the
novice sets. However, it still seems striking that sketches from these sources
contain this many code smells.

The high number of smells is explained in part because both sets also contain
examples of “messy” code, which is effectively code that is meant to be improved
by the student. It also includes examples from the first weeks that illustrate basic
concepts, before more advanced concepts are taught. For example, canonical
Processing examples on the difference between global and local variables will
exhibit the Drawing state change smell, since drawing the state change is a very
visual illustration of the difference. However, the course material and textbook
examples contain also smells that should be improved. We will discuss some
possible refactorings in Sect. 7.
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Table 4. Percentages of programs in different sets that exhibit a given design smell.
Compare with Table 2.

Smell Novice (resit) Textbook examples Course material

Pixel hardcode ignorance 35.3% 23.5% 6.5%

Jack-int-the-box event handling 76.5% 18.1% 19.4%

Drawing state change 41.2% 21.5% 6.5%

Decentralized drawing 0.0% 13.4% 6.5%

Stateless class 29.4% 0.0% 0.0%

God class 0.0% 0.0% 0.0%

Long method 82.4% 2.7% 9.7%

Long parameter list 11.8% 0.0% 0.0%

Table 4 splits the results by smell. This table shows each of the PMD rules
on an untested set of programs. Only the God Class smell was not present in
the new sets. This is of course also in part because the code in the course and
textbook set are significantly smaller than the programs in the novice sets.

Interesting is that the Stateless Class smell occurs much more frequent in
programs submitted for the resit, than in any other set. Some students were told
that they have to use classes to structure the code; they introduced stateless
classes, to make a – somewhat misguided – effort towards this request.

6.2 False Positives

The false positive rate tells how many of the warnings were incorrect. This rate
is important because it determines the value that users will attach to a warning.
For this analysis, we consider a technical definition of correctness, as defined in
[15]. For example, the course material contains a program with a Long Method
smell. The method in questions has 27 instead of the specified maximum of 25
lines of code. While the warning is technically correct – the method is too long
– splitting the method into two part would feel artificial, as it draws one single,
slightly more complicated graphical element. The warning is not a false positive
and will be counted as a correct warning, even though an individual developer
may have good reasons not to act upon it.

The results in Table 5 show that there was one false positive for Pixel Hard-
code Ignorance. This student program used pushMatrix and popMatrix in com-
bination with translate and rotate to move and rotate a graphical element. In
Processing there is a practice to use pushMatrix and popMatrix as a pair to
define local blocks of code where the coordinate system is manipulated. Within
these local blocks the position can be considered to be relative.

However, semantically, pushMatrix refers to the global coordinate system
stack. It is just good practice to always use pushMatrix and popMatrix pairs
to make the effect local. The false positive arose because the student used
pushMatrix and popMatrix separated from the actual drawing. Closer inspec-
tion of the control flow showed that it was overall correct, despite the warning.
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To analyse this correctly would mean to have a full semantic model of coordinate
transformations, something that would exceed the capabilities of PMD.

The false positives found for the Decentralised Drawing smell are caused
by an idiom that caused the call stack to be incorrect. This idiom occurred in
particular in community code, which accounts for 18 of the 21 false positives.
The false positive rate for this checks seems high, unfortunately, addressing this
would require to modify the presentation of the call stack, as provided by PMD,
which is outside of the scope of this paper.

Table 5. Frequency of false positives per design smell.

Warnings False positives

Pixel hardcode ignorance 157 1 0.6%
Jack-int-the-box event handling 202 0 0.0%
Drawing state change 183 0 0.0%
Decentralized drawing 61 21 34.4%
Stateless class 16 0 0.0%
God class 6 0 0.0%
Long method 192 0 0.0%
Long parameter list 38 0 0.0%
Total 855 22 2.6%

Not counted as false positives were 3 instances of the Decentralised Event
Handling smell, that pointed to dead code. Technically the warning is correct, as
the code contains drawing instructions that are not part of call stack of the main
draw routine, simply because this code is not part of any call stack. Different
programmers may disagree whether this dead code is a problem that needs to
be addressed.

From this table, it is easy to see that the long parameter list, long method,
and stateless class smells are easy to detect. After all, they are just counting
rules. It is fairly easy to count lines of code or count the number of defined
parameters for a method. In the same way, counting the number of variables
defined for a class is fairly simple.

All things considered, the results are satisfying. Especially when compared to
the state of the art in static code analysis tools, as reported in [18], a rate of 2.6%
of false positives can be considered to be low. Our analysis is helped because we
can make certain assumptions about Processing code. For example, converting
Processing code to Java will make sure that all classes of a sketch are part of
one file, which means that all code definitions can be detected inside that file.
These assumptions can be exploited in the PMD rules to improve the analysis.
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7 Refactorings

The previous section defined the design smells and discussed how to detect them.
This section will discuss the causes as well make suggestions how to refactor
the code. The refactorings are meant to be practical and suitable for novice
programmers. This, for example, excludes patterns in the spirit of the Gang-
of-Four [19], since novice programmers are not yet familiar with the required
concepts to competently implement those patterns.

7.1 Pixel Hardcode Ignorance

In novice’s code, this smell occurs because there is no abstraction from drawing
elements having a location as opposed to an object having a location on the
screen. Students often view Processing as a type of scripting language for a
drawing application, instead of a fully fledged programming language. Graphical
objects still have a static position on the screen directly written as pixels inside
the program.

A typical example would be the following part of a program that is meant
to display parts of a hamburger.

stroke (0);
fill(#E80000);
rect(263, 254, 60, 8);
rect(200, 254, 60, 8);
rect(137, 254, 60, 8);
These line of code fail to capture that they are conceptually related to a

graphical object, a hamburger, and more importantly, that the position is deter-
mined by the position of the hamburger.

A basic refactoring would be to introduce position variables. For simple pro-
grams that consist only of the main class these would most likely be global
variables, such that they can be updated by other methods. The exercise to
introduce position variables will also clarify which drawing instruction belongs
to which graphical object in the animation. In the following example, all three
rectangles are part of the hamburger.

stroke (0);
fill(#E80000);
rect(hamburgerX+63, hamburgerY, 60, 8);
rect(hamburgerX, hamburgerY, 60, 8);
rect(hamburgerX-63, hamburgerY, 60, 8);
This prepares the ground for the next step, namely to determine which parts

deserve their own class. Once classes are introduced, global variables that relate
to the hamburger will become part of the Hamburger class. In the course we
use the following rule of thumb: if you can legitimately ask “Where is the ham-
burger?”, then the hamburger deserves variables modelling the position.

A more sophisticated refactoring uses pushMatrix and popMatrix. The com-
mand pushMatrix pushes the matrix representing current coordinate system
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onto a stack. The program can then use transformations and rotations to achieve
the desired result. Calling popMatrix will then restore the previous coordinate
system afterwards. The following would be the corresponding refactoring of the
hamburger code snippet:

stroke (0);
fill(#E80000);
pushMatrix();
translate(hamburgerX,hamburgerY);
rect(63, 0, 60, 8);
rect(0, 0, 60, 8);
rect(-63,0, 60, 8);
popMatrix();
Note, that in this code, the first two arguments of the call to rect are not

absolute positions, even though they are literals. They are relative to the new
origin after translation to the position of the hamburger. The width and height
however are literals. In other languages novices would usually be encouraged to
avoid such magic numbers, and be asked to introduce constants instead. However,
textbooks on Processing do not introduce constants; it is not a official feature
of the language. It is possible to use the final keyword from Java, however this
is then strictly speaking no longer Processing. In Processing it is accepted
and normal to use literals for dimensions of graphical elements.

It is important to note that pushMatrix and popMatrix work on a global
stack. This means that there is no syntactic requirement to use them in pairs.
However, it is established practice to have each pushMatrix matched by a
popMatrix in the same block. The single false positive for the Pixel Hard-
code Ignorance smell was caused by a program that separated pushMatrix,
popMatrix, and the drawing into different methods.

7.2 Drawing State Change

The drawing state change smell occurs for different reasons. One of the reasons
is the programmer wanting to animate an object by incrementing, decrementing
a global counter on each redraw. This is particularly the case for programs in
the very first weeks, that only contain the main class. In this case, it is usually
possible to replace the global variable by the predefined frameCount variable. In
most other cases this can be fixed because the calculated value should actually
be part of an object. This means the global variable should become a field, and
a method to update the object should take care of manipulating its value.

7.3 Jack-in-the-box Event Handling and Decentralized Drawing

We will deal with these together because they are other two aspects of the same
problem: not distinguishing between event handling, drawing, and updates of
the state.
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Main Processing Tab
global variables

Use for information concerning 
the entire update, and variables 
for important objects.

setup
Initialize the global variables, 
set size, create global objects

draw
All code that drives the display 
of objects, 
All code that drives the update

event handlers
This are predefined methods
such as mousePressed or 
keyPressed

utility methods
Useful methods that don’t 
belong to any particular class.

Class A
attributes

What’s important to 
know about an object 
of this class

constructor
Initializes the attributes 
for a new object

display methods
One or more methods 
to display the different 
parts

update methods
These methods will 
update attributes as 
time (frames) go by.

event handlers
Update attributes in 
response to events.

Class B
attributes

What’s important to 
know about an object 
of this class

constructor
Initializes the attributes 
for a new object

display methods
One or more methods 
to display the different 
parts

update methods
These methods will 
update attributes as 
time (frames) go by.

event handlers
Update attributes in 
response to events.

....

Fig. 1. Suggested structure for simple interactive Processing applications.

The Jack-in-the-box Event Handling smell occurs for two main reasons. The
first reason is the opportunity to decentralize event handling. Because Process-
ing has a multitude of global variables for event handling, it is tempting to work
around the event methods. This usually leads to code that is littered with small
bits of event handling.

Another reason for this to happen is drawing on the position of the mouse
pointer, which is done in many programs. The best solution is to use instead the
mouseMoved() method in combination with a position variable used for drawing.
Unfortunately, the easiest method, and the first students see in community code
and teaching material is to use the global variables mouseX and mouseY directly
and everywhere where it is convenient.

The Decentralized Drawing smell is happening for less obvious reasons. Some
novices treat Processing as a sophisticated drawing application, and do not
yet understand that Processing is a fully fledged programming language. Also,
some novice students have the misconception that drawing is a way to record a
state change.

To address these two smells we recommend distinguishing in the code between
the three main task of a Processing program: (1) Displaying a graphical object,
(2) updating the state of these object from frame to frame, (3) and handling
events. Figure 1 gives a recommended structure that will be applicable to most
interactive applications that are developed by novices.

Each interesting graphical object in the application should be modelled as a
class that encapsulates the relevant state and provides the methods to display,
update, and handle events that relate to object. The rule of thumb we give to
students is that “If you see a monster on the screen, we want to see a monster
class in the project.”
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The structure in Fig. 1 entails that drawing should ideally happen in draw
methods of the corresponding object. These should be only called from the main
draw method, or draw methods of other objects. Separate from these should
be update-methods that are executed with every frame of the animation. These
methods update the state in response to the passing of time. These have to be
called from the main draw method, or from other update methods.

Separate from draw- and update-methods should be event handling methods,
which should be called from the event handling methods in the main class, such
as mouseMoved(), or from other event handling methods. This ensures that it
is possible to track the calls from the main class to the relevant event handler,
which help during debugging. The event handling methods are ideally also the
only methods that use global event variables such as keyCode or keyPressed.

The structure given in Fig. 1 distinguishes between the model, the display,
and event handling, not unlike the Model-View-Controller pattern. However,
here we separate these horizontally within a class, instead of vertically into sep-
arate classes. Our structure is closer to the structure that is also present in
openFrameworks [20], a toolkit for interactive application based in C++. Note
also that this structure uses composition of objects as the main mechanism to
compose systems, instead of inheritance. In the first year of CreaTe inheritance
is only covered cursory; a more thorough treatment of inheritance takes place
when languages such as Java, or C++ are introduced.

7.4 Stateless Class

The stateless class smell is mostly caused by the programmer not understanding
the principle of object-oriented programming. The programmer moves out long
methods by putting them in separate classes which are used as utility classes,
which is considered bad design in Processing. It is also caused by the program-
mer failing to grasp a central object-oriented concept, namely that data should
be bundled with associated methods operating on that data. Refactoring means
to determine whether these methods belong to an object or are general purpose
methods. In the latter case, it is usually best to keep them in the main class of
the Processing application.

7.5 Long Method

In more than half of the programs, long methods are caused by drawing complex
structures that have to be split into different parts or even different objects. In
such cases it may be better to divide the code into smaller methods, however, as
mentioned in Sect. 6.2, this depends on the case. In most other cases, the long
method smell is caused by putting all application logic inside one method. This
is of course fundamentally bad design and should be changed.

7.6 Long Parameter List

Novice programs that contain the Long Parameter List smell mostly have this
smell because they define methods as a way to combine a set of methods into
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one. They want to repeatedly draw some structure with slightly different param-
eters, so they put the small sequence of functions inside a method with a lot of
parameters. In most cases, the best way to fix this is by creating an object out
of the structure that the programmer wants to draw.

7.7 God Class

The God Class smell only occurs in a small set of programs and is caused by the
programmer not understanding the responsibility of its defined classes. Each class
defined by the programmer has multiple responsibilities or one responsibility is
divided over multiple classes. This causes these classes to communicate heavily
with the global parent scope, pushing the metrics of the program to bad values.
It can be fixed by reconsidering the responsibilities of each class.

7.8 Application to Course Material

We applied these recommended refactorings to the course material that we devel-
oped ourselves. The main problem was Jack-in-the-box Event Handling. It was
in most cases easy to move the problematic code out to the predefined event
handling methods. This has two added advantages; one is that it gives more
attention this often neglected feature of Processing; the other is that it also
makes the code more readable. For example, instead of an object chasing the
mouse, it is now converging to an explicit target, and the target is changed
by moving the mouse. It makes the relation between the target and the mouse
explicit. Changing the code to having other events change the aim is now easily
accomplished. Other programs that were refactored contained the Long Method
and Pixel Hardcode Ignorance smell.

The 31 refactored programs now contain two “messy” programs that contain
combined 6 smells. These are intentionally poor programs that students have to
improve. It contains one program that explains the difference between value and
reference passing, which intentionally uses drawing to illustrate the difference,
and an example that illustrate an array algorithm, by manipulating and drawing
the content of a global array. Finally, it still contains one other example with a
long method as discussed before. It was decided not split this method, also to
convey that smells are just indicators of potential problems instead of manda-
tory guidelines. The number of programs with smells reduced from 9 to 5. This
includes the two messy programs. Instead of 0.5 smells per program (Table 3),
the examples now contain only 0.3 smells on average; or 0.15 if we take disregard
the two intentionally “messy” programs.

8 Conclusions and Future Work

This paper applied the concept of design smells to Processing. The new design
smells that we introduced relate to common practice by novice programmers,
as well as the Processing community. In addition, we identified and adapted
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relevant object-oriented smells, that also apply to Processing. We showed the
relevance of these new and existing smells to Processing code, by manual
analysis of novice code and code by the Processing community. We found
that a majority of programs by novices and by the community contain at least
some Processing related design smell. This is particularly true for the newly
proposed Processing specific smells.

For the eight identified design smells, we implemented customised checks in
PMD. These proposed rules were checked against the manually analyzed sets
of Processing sketches to estimate the false positive rate. They were then
applied to a new set of code to demonstrate their wide applicability. The results
show that the proposed way of detecting design smells performs well on the code
examples used in this study. This analysis also revealed that even course material
and textbook examples exhibit, to a somewhat surprising extent, design smells.

This led us to discuss suggested refactoring that will improve the overall
design of the application, and reduce the number of smells. We applied these
refactoring to the course material that we developed for the course.

This work produced along the way also the first static analysis tool for Pro-
cessing. It created an automated pipeline, defined new rules, and customized
existing rules, all to accommodate Processing specific requirements.

This study has introduced a selected set of design smells that apply to Pro-
cessing. In the future, more research on design smells will be needed to further
develop design guidelines for Processing. This paper made a start with dis-
cussing some potential refactorings, and by applying them to our own course
material. As such this made a first effort towards the future work discussed in
[4], which this paper extends. This paper refined the definition of some of the
Processing specific smells such that they match more closely the accepted
practice, and extended the prior work with a discussion of recommended refac-
torings. It will take more effort to review other publicly available material and to
initiate and contribute to the discussion on the importance of application design
within the Processing community.

This paper presents a tool for automated detection and discusses its accu-
racy and applicability. Future research has to investigate the most effective use
of these tools; whether students should use them directly, or only teaching assis-
tants, to help them with providing feedback, how frequently to use them, and if
and how to intergrade them into peer review, assessment, or grading.

In order to make novice programmers aware of design smells and good appli-
cation design, guidelines for application design should be provided. These guide-
lines can be used to give quality feedback on the code of novice programmers as
well as helping them understand the rules of application design.

In the recent years, a lot of research has been performed on automated feed-
back frameworks for students using static code analysis, which primarily look at
styling issues and possible bugs. Although successful in providing feedback on
these aspects of the code, few give feedback on the application design. Feedback
generated by industrial software development tool is mostly based on software
metrics, such as cyclomatic complexity. These concepts are, not surprisingly,
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poorly understood by novice programmers. They will not understand the feed-
back, nor will it help them to gain a deeper understanding of object-oriented
application design. The concept of design smell may prove to be easier for novices
to grasp.

The sources and analysed programs that were used in this paper will be
available at http://wwwhome.ewi.utwente.nl/~fehnkera/smell/.
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Abstract. This paper describes a computer-based approach to foster
embodied musical expression. The proposed system captures user’s hand
gestures through a Leap Motion controller, and the signals thus gen-
erated are sent to a software tool that converts movements into music
notes. When applied to an educational or a rehabilitation context, this
solution may foster the development of communication and motor skills
by using free-hand interaction. The conceptual framework was exper-
imented in two contexts: technologically-augmented music lessons in a
primary school, and music therapy sessions for the rehabilitation of phys-
ically and intellectually impaired people.

Keywords: Leap Motion · Music education ·
Embodied music expression · Music therapy ·
Computer-supported education

1 Introduction

The practice of a musical instrument may be challenging, above all for young
or impaired learners: it requires manual and listening skills, as well as the abil-
ity to face the threats typical of a learning environment, such as focusing on
a performance goal, gathering feedbacks to improve performance, reinforcing
self-confidence, and developing a psychological and behavioral toolkit against
pressure and problems [22]. In this sense, ad hoc music learning environments
can foster self-regulation abilities [20] by covering a 3-phase cyclical process:
forethought, performance or volitional control, and self-reflection [23]. Another
aspect related to music practice should not be ignored: the creation of a rela-
tionship between movement and the generation of sound [6].

All the mentioned aspects are particularly critical for young learners, who
do not master fundamental movement skills [2] and have not fully developed
c© Springer Nature Switzerland AG 2019
B. M. McLaren et al. (Eds.): CSEDU 2018, CCIS 1022, pp. 532–548, 2019.
https://doi.org/10.1007/978-3-030-21151-6_25
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Fig. 1. The Leap Motion controller (image taken from the official Web site).

higher-order thinking skills [13], and for people with disabilities, due to their
physical and intellectual impairment.

The mentioned aspects, which involve self-awareness and encourage self-
improvement, are crucial factors in the design and implementation of interfaces
to let people actively join music experiences; but, despite the increasing num-
ber of enabling technologies and support tools, music expression for untrained
people still presents a number of obstacles.

In this work we will analyze the impact of the Leap Motion controller on indi-
vidual music expression, specifically addressing two categories of users: primary
school children and impaired people.

First released in 2012, the Leap Motion is a computer hardware sensor device
able to track hand and finger motions as input, requiring no hand contact or
touching. This USB peripheral device was originally designed to be placed on
a physical desktop, facing upward (see Fig. 1). Using two monochromatic IR
cameras and three infrared LEDs, the device observes a roughly hemispherical
area to a distance of about 1 meter, catching about 200 frames per second.
Data are sent to the host computer, where 3D position of hands and fingers
are synthesized by comparing the 2D frames generated by the cameras (see
Fig. 2). As demonstrated by independent tests, the overall average accuracy of
the controller is about 0.7 mm [32].

In the following, we will discuss the effectiveness of the Leap Motion in order
to achieve an intuitive and embodied interaction with music. This approach aims
to foster, through music expression, the development of motor and intellectual
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Fig. 2. A software application that shows hand and finger tracking by the Leap Motion
(image taken from the official Web site).

skills and social aptitudes in musically untrained children and physically and/or
intellectually impaired people.

This work is an extension of the research results presented at the 10 th Inter-
national Conference on Computer Supported Education (CSEDU 2018) held in
Funchal, Madeira, Portugal on 15–17 March, 2018 [1]. In particular, the idea
of exporting the conceptual framework from a rehabilitation context to a class-
room environment emerged from the question-and-answer session following the
presentation.

The paper is structured as follows: Sect. 2 will describe some initiatives deal-
ing with the Leap Motion, Sect. 3 will outline the proposed approach, Sect. 4 will
introduce the analysis framework adopted to assess observations, Sects. 5 and 6
will discuss two specific experiences conducted in a classroom and a rehabilita-
tion environment respectively, and, finally, Sect. 7 will draw conclusions.

2 State of the Art

The Leap Motion controller has been already adopted in a number of medical
and therapeutic applications. In general, this tool is used to allow free-hand
interaction in the treatment of physical injuries, including applications for hand
rehabilitation [18,31], gesture recognition to recover the functionalities of upper
extremity [5], and stroke rehabilitation [16]. Other works – e.g., [14] and [33] –
explicitly address the possibility to treat cognitive and intellectual disabilities.
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In music research the potential of the Leap Motion to intuitively generate
and/or control a performance is currently under investigation. This technology
is seen as a new interface for music expression, as stated in [25], and implementa-
tions embrace fields such as sound synthesis and interactive live performance [10].

Much has been written about the sociocultural dimensions of the interface
between the human body and technologies. It is worth citing [7,8,11,24], to name
but a few. The introduction of new computer technologies such as augmented
and virtual reality has risen interest in how the ontology of bodily experience
and selfhood are altered via the human/machine interface [26]. Conversely, the
ways in which technologies can contribute to the meanings and experiences of
the lived body/self with disabilities has been explored to a lesser extent [21].

3 The Proposed Approach

The goal of this experimentation is to let users generate music – in terms of
pitch and rhythm – by playing a virtual instrument in a free-hand and no-
contact context. The sequence of notes provides a sort of leading voice that the
facilitator (either the teacher in a classroom environment or the music therapist
for rehabilitation) may accompany thanks to a traditional polyphonic musical
instrument, such as the piano or the guitar.

The computer-based system can be easily implemented with commonly avail-
able or low-cost hardware and software equipment. Concerning hardware, a com-
puter with a Leap Motion attached is the only requirement. Please note that
the Leap Motion controller is a low-cost device: at the moment of writing, it
is sold for less than 70e. The only software component required is a specially
designed browser application that integrates the LeapJS framework in order to
communicate with the hardware device. One of the design goals was to keep
both technological requirements and expenses to a minimum, so as to make the
implementation simple, cost-effective, and easily reproducible in a number of
contexts (e.g., schools, hospitals, etc.).

The browser application allows users to play a virtual musical instrument
with a hand movement from the bottom up and vice versa, providing a graphical
feedback of the relative position of the hand. The space above the controller is
vertically segmented into a number of rectangular areas, each one referring to
a different note pitch and represented on screen through a colored section (see
Fig. 3). When the distance between hand and controller exceeds a threshold
value, this gesture triggers the production of a new sound. If the hand remains
in a given area for a predefined amount of time, a new note with the same pitch
is performed.

User interaction is based on the use of colors and simple shapes. The inter-
face is deliberately simple and playful, so as to engage young learners (even
preschoolers) and to respond to the constraints posed by intellectual disabilities.
This is also the reason why tracking potentialities of the device have not been
fully exploited: for example, the horizontal position of the hand, the movements
produced by the second hand, and even single finger bones could be tracked as
well, but the interaction would be less intuitive.
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Fig. 3. The main window of the browser interface. Horizontal sections can be cus-
tomized in color, number and pitch association during the set-up phase. The cursor
provides a feedback on the current hand position (image taken from [1]). (Color figure
online)

Some parameters of the interface can be customized during the set-up phase,
in order to better meet specific needs. First, the capture range can be fine-tuned
by determining the minimum and maximum distance from sensors that each user
can cover with his/her gestures. The declared range of the device is 25 to 600 mm,
but often the movements of users, due to their young age or motor disabilities,
are more limited. Moreover, configuring the actual capture area allows to place
the device in a non-standard position and orientation.

Another parameter that can be fixed is the number of horizontal sections the
total area is divided into, or alternatively their height. This value sets the number
of different pitches supported by the interface. For example, preschoolers with
no music training can benefit, at an early stage, from a simplified environment.
Similarly, paraplegic patients and seriously injured people may experience great
difficulty in moving the limbs and pointing precisely. In these cases, it is possible
to adopt a setting with few but well-defined areas. Besides, giving the option to
perform only a limited number of notes can encourage beginners without causing
them a sense of frustration.

Please note that the mentioned parametrization, basically intended to pro-
vide the user with a comfortable interface, can be also turned into an instrument
of motivation and engagement. For instance, the experimentations described
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Fig. 4. The questions posed by the Lesson Analysis Framework.

later showed that, after an initial learning and adaptation phase, some users
were eager to play with richer and more complex configurations, implying a
higher number of notes.

Other customizable parameters were introduced to make such a music expe-
rience more engaging. For example, specific pitches can be associated to the hori-
zontal colored areas, thus supporting typical progressions and cadences (e.g., the
I-V or I-IV-V progression), scale models (e.g., the pentatonic or the whole tone
scale), and altered notes to play in specific keys. Another customization concerns
the timbre of the virtual instrument in use, even if in our experimentations we
always adopted piano sounds.

The graphical interface was designed keeping simplicity in mind. Imple-
mented as a browser application in HTML5 and JavaScript, the main page
presents a number of colored horizontal sections corresponding to pitches and
a hand-shaped cursor that provides visual feedback on the rough position of
the hand. It would be easy to track and graphically represent further or more
precise information: as mentioned above, the Leap Motion technology can track
both hands and single finger bones, and the extension framework called LeapJS
embeds a detailed 3D visualizer for the hand. Nevertheless, both teachers and
music therapists discouraged a finer level of granularity, at least in an early stage,
considering this kind of implementation less intuitive and potentially frustrating.

4 The Lesson Analysis Framework

All the experimental activities based on the Leap Motion were filmed and eval-
uated a posteriori in order to test the effectiveness of the proposal.
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The observation phase was conducted on the base of a methodology called
Lesson Analysis Framework [27]. Its conceptual framework centers the analysis
of teaching on classroom lessons, which represent natural units in the educational
process [12]. The methodology consists of a series of questions that guide teachers
through a process of lesson analysis, as shown in Fig. 4.

The first question (Q1) invites the observer to analyze the lesson learning
goals: What are the main ideas that students are supposed to understand through
this educational approach? Then, the analysis concentrates on student thinking
and learning (Q2): Did the students make progress toward the learning goals?
What evidence do we have that students made progress (or not)? Considering
these aspects leads to the next question, focusing on the impact of teachers’
decisions on student learning (Q3): Which instructional strategies supported
students’ progress toward the learning goals and which did not? Finally, starting
from the analysis of the cause-effect relationship between teaching and learning,
teachers are asked to improve their educational strategies (Q4): What alternative
strategies could the teacher use? How do you expect these strategies to impact
on students’ progress toward the lesson learning goals? If any evidence of student
learning was missing, how could the teacher collect such evidence?

The application of the Lesson Analysis Framework to the evaluation of inno-
vative classroom practices seems natural; conversely, its adoption in a rehabilita-
tion context may sound strange or inappropriate. Nevertheless, we believe that
also a music therapy session, even if different from a traditional lesson, can be
seen as an educational situation and can be assessed using tools from the teach-
ing domain. In this case, the concept of “computer-based education” assumes a
multiplicity of meanings: on the one hand, it implies the use of enabling tech-
nologies to teach/learn how to play a virtual musical instrument, on the other
it points out a technologically-assisted re-education process in the development
or recovery of physical and intellectual abilities.

The results emerging from the evaluation of the Leap Motion technology
applied to classroom teaching and music therapy will be detailed in the next
sections.

5 Experimentation in a Classroom Setting

The experimentation of the system described in Sect. 3 within a classroom setting
aimed to apply the idea of embodied music expression to young students without
a specific music training. The Leap Motion controller has been experimented
during music lessons in a third-grade class of a primary school.1 The class,
composed by 18 students, was split into two groups of 9 components each. This
allowed to design and implement three different didactic situations:

1. Free embodied music expression—Young learners belonging to the first group
experimented a free use of the virtual instrument, supported by the adaptive

1 The experimentation took place at the Scuola Elementare Del Centro, Via Cesare
Battisti 14, 22036 Erba (CO), Italy.
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accompaniment performed on the piano by the music teacher. This gesture-to-
sound process encouraged the exploration of musical instrument’s possibilities
and, after a short training, the development of creative processes;

2. Reconstruction of a simple music tune—Students belonging to the second
group were asked to follow a predefined melodic contour with their hand
gesture, in order to perform a known melody (see Fig. 5). The music frag-
ment to reproduce, short and easy, was expressed using both written note
names and the corresponding interface colors. This experiment aimed to
revert the gesture-to-sound relationship, encouraging the development of ana-
lytical, visual- and motor-memory skills to translate a music tune into move-
ment. In this case, the role of the facilitator was to help students by driving
their gesture and singing the tune;

3. Technologically augmented ensemble music—The Leap Motion was added to
the set of rhythmical instruments usually practiced to make music together.
Both groups were involved together in this didactic situation. The use of the
virtual instrument allowed the integration of a leading voice within a purely
rhythmic context, thus augmenting the expressive possibilities of the ensem-
ble. The music teacher accompanied the experience playing various instru-
ments, e.g., the piano or a percussion.

Concerning the first two experiences, groups were further subdivided into 2
smaller subgroups, made of 4 and 5 children respectively. The idea was to conduct
an uninformed experiment on the former subgroup (i.e. students were asked to
approach the system with no prior knowledge on its functions), and an informed
test on the latter (learners had the possibility to observe their schoolmates from
the other subgroup).

Recalling the Lesson Analysis Framework (see Sect. 4), the main learning goal
mentioned by question Q1 was apparently easy to identify: fostering the explo-
ration and use of a hand-controlled virtual musical instrument, whose computer-
based interface was new for all students. Nevertheless, the experiment presented
subtler goals other than developing music skills, such as acquiring awareness
about the relationship between sound production and gesture, developing motor
memory reinforced by music feedback, and encouraging peer-to-peer interaction
among schoolmates.

The second phase of the observation protocol, i.e. the analytical reflection on
students’ thinking and learning (question Q2), was based on their performances.
The tool, suitably configured,2 demonstrated to be intuitive enough to support
music creation processes, even for the “uninformed” subgroup who was admin-
istered the free music expression task. The second subgroup, benefiting from the
observation of their schoolmates, performed more conscious, controlled, and fluid
gestures. In this first didactic situation, the role of the teacher was fundamental
to sustain and encourage music expression by an ad hoc music accompaniment.
For instance, most students tried to trigger new notes by instinctively following
the underlying rhythm.

2 At first, only 3 pitches with clear tonal functions could be selected by users.
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Fig. 5. Performing a music tune through the Leap Motion. The melody to reproduce
is shown below the picture.

On the other side, learners approaching the music-tune reconstruction with
no prior knowledge experienced greater difficulties, even if guided by the facilita-
tor’s singing voice and gesture during an initial phase of exploration. A relevant
aspect that emerged during this didactic situation was the spontaneous involve-
ment of observing schoolmates, who tried to help their companion by singing
the tune. As we expected, the other subgroup proved to be more skilled, above
all regarding motor memory (i.e. the sequence of gestures to follow the melodic
contour) and the precise identification of hand positions to produce any given
pitch.

After completing the first two didactic situations, groups were switched and
could test their abilities by facing more challenging tasks (e.g., a higher number
of notes, a longer tune to reconstruct, etc.). Finally, the Leap Motion controller
was employed in the context of an ensemble music performance, and the new
virtual instrument was perfectly integrated with the percussions normally used
by young learners during music lessons.
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Question Q3 encourages the formulation of hypotheses about the effects of
the educational experimentation. The mentioned tasks were profitably completed
even by students who, according to the teacher, were usually less prone to react
to educational stimuli. Another aspect clearly emerging from video observations
was a noticeable level of attention paid not only by the current user, but also by
surrounding schoolmates. Finally, it is worth underlining the establishment of a
positive and somehow unexpected peer-cooperation climate, even in those didac-
tic situations that should not promote it. These considerations prove the effec-
tiveness of music as a means to foster interaction, inclusion, and self-reflection.

The final step of the Lesson Analysis Framework, namely question Q4, con-
cerns possible improvements in teaching strategies. In this context, such a reflec-
tion involved two aspects: on one side, how to improve the technological solution,
in order to better meet the requirements of a classroom setting; on the other
side, how to rethink traditional music lessons in primary school so as to take full
advantage of this and other computer-based educational tools.

6 Experimentation in a Rehabilitation Context

Scientific research has clearly identified the importance of music in the physical
and intellectual rehabilitation of disabled people. In this sense, it is worth men-
tioning some works that investigate the relationship between music and disability
in history, society, and culture, such as [17,19,30].

In literature, the term enabling technology designates a technology that alle-
viates the impact of disease or disability. According to [9], 4 categories can be
recognized, according to how their impact is distributed between the individual
and the surrounding society:

1. Therapeutic—Restoring the original biological function that has been lost or
preventing further losses;

2. Compensatory—Replacing, fully or partially, a lost biological function by a
new function of a general nature;

3. Assistive—Allowing to perform a task or activity despite an uncompensated
disability or lack of function;

4. Universal—Intended for general use.

The approach described below drew full benefit from the features of the Leap
Motion, combining its potential in the therapeutic and rehabilitative fields with
the possibility for disabled users to intuitively control the parameters of musical
expression.

The experimentation took place at an Italian rehabilitation center called Sim-
patia.3 Among other ongoing activities, including cognitive and logopedic thera-
pies, manual and creative tasks, etc., music therapy plays a key role at Sim-patia.
The disabled is invited to develop music-based communication skills through the

3 Cooperativa Sociale Sim-patia, Via G. Parini 180, 22070 Valmorea (CO), Italy,
http://www.sim-patia.it/.

http://www.sim-patia.it/
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Fig. 6. Music therapy at Sim-patia in a “traditional” setting.

interaction with the environment and non-competitive peer cooperation, in the
context of group activities guided by a music therapist. Scientific literature –
such as [15,28,29] – highlighted the effects of music on the development of mem-
ory, language, rhythm, attention, sense-perceptual skills, communication, and
relaxation. A traditional music-therapy session at Sim-patia is shown in Fig. 6.

In this framework, the solution based on the Leap Motion was experimented
in order to improve the interaction of disabled people with music during thera-
peutic sessions. This activity involved 3 groups of patients, with 8 to 10 partici-
pants per group, homogeneous for pathologies: the first group included users with
cognitive disabilities and some cases of moderate motor disability, the second
group was formed by people up to 25 years old with motor and cognitive disabil-
ities and autism, and the third group was constituted by users in a wheelchair
due to traffic accidents. The time schedule was approximatively one hour per
group, repeated once a week, organized as follows: 45 min of practical activities
plus 15 min of final discussion, open to educators’ and patients’ comments.

The music therapist working at Sim-patia played a key role both in the design
and test phases of the experimentation (see Fig. 7). Being a domain expert, his
remarks were fundamental to assess the educational valence in the context of
physical and intellectual stimulation of people with disabilities.
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Progresses in the rehabilitation of patients were assessed by the therapist
through the phenomenological-relational methodology by Cattaneo [3,4]. The
music therapist used an observation form to track improvements along the reha-
bilitation path. This document, compiled at the beginning and at the end of
each session, allowed to evaluate the evolution occurred in the psycho-physical,
affective-emotional and cognitive spheres by taking into consideration the three
main elements of musical language, i.e. rhythm, melody and harmony, and com-
bining them with the three main dimensions of the human system, namely move-
ment, emotion and thought. For further details, please refer to [1].

Since users had no previous music training and presented different levels of
disability, either motor/physical or cognitive/intellectual, the goal of creating
melodic awareness in them was not trivial. Rather than providing users with
a traditional diatonic scale (e.g., the eight-grade C major scale), the proposed
virtual instrument was configured to produce smaller sets of pitches. Even a min-
imal subset of natural notes – formed, e.g., by C and D – showed to be effective
in producing articulated melodic events. In fact, these two pitches can be intu-
itively associated to the ideas of tension/suspension and rest/conclusion, even
better when supported by the adaptive accompaniment of the music therapist.

Complexity, a concept that implies a higher level of difficulty but also an
improved expressive potential, was raised by adding notes adaptively, depending
on the aptitudes and responses shown by users during the therapy. Patients were
motivated to interact with the musical accompaniment, being rewarded by the
achievement of richer melodic tunes. Interaction with external musical stimuli
was fostered also through a suitable choice of the pitch set. For instance, the
pentatonic scale, presenting no halftone interval, is well known for being easily
adaptable to any accompaniment, consequently it was extensively used during
music-therapy sessions.

In addition to the subjective evaluation by the music therapist, this kind
of experience has been evaluated through the principles of the Lesson Analysis
Framework enunciated in Sect. 4.

As it regards learning goals (Q1), users were asked to interact with the
interface and produce music together with the therapist. The declared goal for
patients was to achieve music expression through gesture, but the underlying
purpose was to implement rehabilitation tasks by using music performance to
stimulate and motivate them.

Regarding the analysis of student thinking and learning (Q2), video observa-
tions demonstrated that all involved patients were able to complete their assign-
ments, even in early sessions. The progresses tracked by the therapist showed
noticeable improvements in almost all patients, concerning both physical and
intellectual rehabilitation. The computer-based system demonstrated to be not
only intuitive, but also engaging for impaired users, who, in some cases, asked
for more difficult assignments. The average number of notes proposed to users at
the end of the rehabilitation path was 5, a relevant result for people with motor
disabilities, who usually experience difficulties in precisely pointing an area, and
for users with intellectual disabilities, less prone to interact with music.
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Fig. 7. A disabled person interacting with the system.

Concerning the gesture range, it is worth underlining that some patients were
able to cover the full interval, spanning from 25–50 to 600 mm. In this sense,
patients with autism were particularly skilled, but – more surprisingly – also
some users with motor disability were able to achieve this remarkable result.
From video observations, other punctual results emerged: a user, despite his
motor disability, was able to cover the full range of distances and to play a whole
8-grade scale; a second user, affected by quadriplegia, obtained very encouraging
results in terms of motion ability; and another user, presenting autism spectrum
disorder, was successfully administered a non-trivial 5-grade scale. In general
terms, making autistic patients interact with the interface and produce music
together with the therapist was a remarkable success. Anyway, this category of
users showed innate musical abilities, being able to easily memorize tunes and
reproduce them.4

Then, the therapist is invited to construct hypotheses about the effects
achieved by the educational approach under evaluation (Q3). In this case,
the comparison is between music therapy in a traditional setting and a
technologically-augmented music experience. Probably, the most noticeable
effect was the possibility for users to intuitively perform a leading voice, namely
to produce a melodic (and rhythmic) note sequence instead of a purely rhythmic

4 For further details, please refer to [1].
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pattern. A supposed effect was to make patients protagonists of the music expe-
rience, and this hypothesis was corroborated by the results achieved in terms of
motor performance and level of engagement. Consequently, the adoption of the
Leap Motion controller seems very promising in a rehabilitation context.

Finally, some requests for changes and improvements emerged during music
therapy sessions (Q4). From this point of view, let us mention: the possibility
of managing multiple devices, in order to create a Leap Motion orchestra, thus
fostering a better integration among patients within a collaborative and non-
competitive environment; an option of track numeric outputs (e.g., the maximum
distance reached by patients’ hands from the device, the number of notes covered
in each session, etc.) in order to automatically integrate evaluation forms; the
possibility of introducing special timbres, such as the human voice, to allow
impaired users to express themselves by “singing”.

7 Conclusion

In this work, we have described a computer-based approach to encourage the
interaction of young learners and disabled people with music content. Starting
from educational roots and requirements, with the help of experts from different
domains (behavioral and rehabilitative medicine, music and musicology, com-
puter science), we have designed and released a framework that was tested in
both a school and a clinical context, showing encouraging results.

Based on the Leap Motion, the application implements a simplified and intu-
itive virtual instrument that gives musically-untrained users the chance to cre-
ate a music tune, picking available pitches from a user-tailored set. The musical
experience is highly customizable, depending not only on the educational or
rehabilitation goal to achieve, but also on the skills and motivation developed
by users during the experience.

The creation of musical patterns becomes a recognizable element that triggers
formal processes. Thanks to sound, the whole psychomotor sphere is stimulated:
through live interaction, a gesture produces a clearly recognizable sound feed-
back, and the effect is the feeling to play and achieve the desired musical result,
even in absence of a physical contact.

This computer-based project presented multiple educational meanings. First,
thanks to the Leap Motion, young learners and disabled people had the possi-
bility to learn and experience music concepts (e.g., melody, rhythm, harmony,
synchronization, etc.) in an intuitive way. Besides, they were encouraged to play
in front of their mates or even together in a non-competitive environment, where
forms of peer-to-peer cooperation and interaction naturally emerged. Another
educational achievement, fostered by engagement and motivation and appre-
ciated by both categories of users, was the desire to overcome one’s limits in
order to reach new goals, such as a more precise pointing or a higher number of
available notes.
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The results illustrated in this work should be further validated through
a more extensive experimentation, but early achievements are promising and
are pushing us to improve the computer-based solution and to implement new
functionalities.
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Abstract. In teaching mathematics, theorem provers have been used
only seldomly due to their technical nature. Theorem provers like Elfe

can bridge the gap between informal and formal reasoning by using auto-
mated theorem provers to verify intermediate steps in a proof that are
passed over when reasoning intuitively. In this paper we present the inner
workings of Elfe and how it can be used to prove lemmas in synthetic
geometry. We compare the system to other approaches to formalized
mathematics and give an outlook where the development may lead.
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1 Introduction

Everyday mathematical practice has been mostly untouched by the advance-
ments in formalized mathematics made in recent years. In particular, teaching
mathematics in university is generally still blackboard based. In order to under-
stand mathematical reasoning, students practice writing proofs on paper and
wait for the feedback of instructors to improve their understanding. Immediate
feedback would greatly increase the learning curve – it is often difficult to see
when a proof is complete or what steps are missing.

Such feedback could be provided by machines. And indeed, many attempts
have been made to formalize mathematics. Most prominently, the interactive
theorem provers Isabelle and Coq are advanced systems; for instance Coq was
used in proving the Four-color-theorem [1]. However, mathematical beginners are
overwhelmed by the capabilities of such systems since using them requires a deep
understanding of logical calculi.

The goal of this work is to provide users with a system that gives feedback
on proofs entered in a fairly natural Mathematical language. Thereby the users
are detached from the technicalities of automated theorem provers (ATP). The
Elfe system provides a proof of concept that this is feasible and sensible. In
the past years, several attempts have been made to create a proof verifier which
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accepts mathematical texts written in fair English, one of which System for

Automated Deduction (SAD) [2] was most influential and inspirational for
our work. The SAD provides an intuitive input language, called ForTheL.
However, the user still has to dig into the automated verification process to
understand why a proof does not work. The Elfe system in contrast processes
the output of background provers and tries to give countermodels to wrong
proofs.

Fig. 1. Exemplary Elfe text [3, p. 1].

Consider the exemplary proof in Fig. 1 which is in fact a valid Elfe text.
After including a background library and introducing specific sets A, B and C
and functions f and g, a lemma is proposed that if the composition of f and
g is injective, so the firstly applied f must be injective. This lemma is proven
by the reasoning that if f maps two elements x and x’ to the same element,
the composition of f and g must map them to the same elements. Since this
composition is injective, it follows that x and x’ are the same elements and f is
thus injective. Note that (g◦ f){x} denotes the function application of g◦ f which
is put in brackets to specify the precedence of the symbols. We will learn in the
following how the text is verified.

The remainder of the paper is structured as follows. We first give a brief
overview of the implementation in Sect. 2 before introducing the Elfe language
and proof structures and justify the correctness of the formalization in Sect. 3.
We demonstrate the flexibility of the system by formalizing geometry in Sect. 4.
We will evaluate our work in Sect. 5 and compare it with popular current theorem
provers in Sect. 6 before concluding with a short discussion in Sect. 7.

The system was first presented at CSEDU [3] and interested readers can find
an instance of it online1.

1 https://elfe-prover.org.

https://elfe-prover.org
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2 Implementation

The Elfe system can be accessed through a web interface or a command-line
interface (CLI) as shown in Fig. 2. The web interface provides an intuitive way
of accessing the system’s output, while the CLI offers more debugging function-
ality. After the text is entered via one of its interfaces, it will be parsed into
an intermediary representation in first-order logic. This proof representation is
presented in Sect. 3.2. The Verifier takes the intermediary proof representation
and checks it for correctness by calling several ATPs in parallel. If a proof obliga-
tion is wrong, the Verifier tries to extract a countermodel from the background
provers. The result of this verification process is then returned to the user via
the chosen interface.

CLI

Web server

Parser Verifier ATP

Fig. 2. Architecture of the Elfe system [3, p. 2].

The system is implemented in Haskell (its source code can be found
online2). In order to send proof obligations to the background provers, the syn-
tax standard TPTP [4] is used. Since the used ATP can be easily configured,
nearly all current systems can be interfaced.

So far, we have used the provers SPASS [5], E Prover [6] and Vampire

[7] due to their performance at the CADE System Competitions [8] along-
side the provers Beagle [9] and Z3 [10], which do theorem proving modulo
background theories. Different provers have varying strengths, for example, E
Prover turned out to be fast in proving lemmas with equality while Beagle

gave useful countermodels for wrong proof obligations. For this reason, it turned
out efficient to call several provers in parallel.

3 Elfe Language

The input language for Elfe is mathematical texts written in a subset of natural
mathematical language. We will not introduce the whole feature set in this paper
and only examine the exemplary proof of Fig. 1 in the following. Other language
constructs like case distinctions or subproofs, which make a text less monolithic,
are presented in [11].

In order to verify an Elfe text, we transform it into a special data-structure
which implies certain proof obligations. Since this internal proof representation

2 https://github.com/maxdore/elfe.

https://github.com/maxdore/elfe
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uses first-order logic, we will first introduce how to transform the Elfe lan-
guage into first-order logic. This preprocessing will be presented in Sect. 3.1.
Keywords like Then and Hence have special meanings in an Elfe proof and are
used to structure a mathematical proof. This structure is captured in an inter-
mediate proof representation which is introduced in Sect. 3.2. The intermediate
proof representation implies certain obligations which need to be checked by the
background provers. What these are will be explained in Sect. 3.3.

3.1 From Elfe to First-order Logic

First-order logic is used to encode mathematical statements. Most transforma-
tions are straightforward from Elfe to first-order logic, e.g., P implies f is injective
is transformed to P → injective(f). In order to make an Elfe text more legible,
three commands introduce meta-language features.

Fig. 3. Excerpt of the functions library [3, p. 4].

The command Include can be used to include the axioms of a background
theory. E.g., in our example in Fig. 1 we include the functions library with Include
functions. The user can easily create his own background theory since these are
written in the Elfe language as well. You can find an excerpt of the functions
library in Fig. 3.

The command Notation is used to introduce syntactic sugars. One can write
an arbitrary pattern of Unicode characters to define such a pattern, e.g., Notation
function: f: A → B. The alphabetical parts of the pattern, i.e., f, A and B are
treated as placeholders for arbitrary terms. Thus, all terms of the form

*: * → *

with * being arbitrary terms are subsequently considered instances of the pred-
icate function. For example, g: B → C will be transformed internally to the
first-order formula function(g,B,C). Similarly, the notation for composition is
defined as g ◦ f. Consider the version of our proof in raw first-order logic in
Fig. 4, where the first line of our exemplary Elfe proof Assume g ◦ f is injective is
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Fig. 4. The injectivity proof without syntactic sugar [3, p. 4].

transformed into Assume injective(composition(g, f)). Note that notations can
be used both for term and predicate symbols.

The command Let binds a predicate symbol to a variable, effectively assigning
a type to a symbol. By writing Let A,B, C be set, we ensure that in all following
statements A, B and C have the predicate symbol set. Consider Fig. 4 which
shows the injectivity proof after removing meta-level language features. A, B
and C are introduced universally quantified as sets in the lemma.

3.2 Statement Sequences

So far, we have only seen how single mathematical statements are transformed
into first-order formulas. In order to capture the structure of a proof, we propose
a special kind of data-structure, so-called statement sequences. Intuitively, a
statement holds a first-order formula with an identifier and a proof. A proof can
consist of other statements in order to represent complex proof objects.

Definition 1 (Statement Sequences)
A statement S is a tuple Id × Goal × Proof where

– Id is an alphanumeric string which is unique for each statement
– Goal is a formula in first-order logic
– Proof is either

Assumed or
ByContext or
BySubContext Id1, ..., Idn or
BySequence S1, ..., Sn or
BySplit S1, ..., Sn

A statement sequence is a finite list of statements S1, ..., Sn.
If a statement S is proved BySequence S1, ..., Sn or BySplit S1, ..., Sn,

we call S1, ..., Sn the children of S. If we want to access S from a child Si, we
write Si.Parent. On the top level, a statement has no parent, thus S.Parent
= Empty.
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Consider the example in Fig. 5. We will depict a statement visually in the
following as a box with its Id in the upper-left corner. The Goal of a statement
is written in the header of a statement, the Proof below. A Proof can take
different forms to capture complex proof structures. The axioms of a text how-
ever are simply annotated by Assumed. For instance, the statements Sfun and
Sinj depict the statements resulting from the definitions in Fig. 3. In the func-
tions library, numerous additional definitions are made which are omitted here.
Statements annotated with Assumed will be depicted green in the following.
Below the axioms, the statement S of the lemma of our text in Fig. 1 follows.
In order to prove this statement, we need more advanced proof structures which
will be introduced in Sect. 3.3. The statement is depicted red and with a dashed
border to indicate that its proof is not complete.

∀set(A), set(B), f.function(f,A,B) ↔ ∀x ∈ A.∃y ∈ B.
relapp(f, x, y) ∧ (∀y′ ∈ B.y = y′ ∨ ¬relapp(f, x, y′))

ASSUMED

Sfun

∀set(A), set(B), function(f,A,B).
injective(f) ↔ ∀x ∈ A, x′ ∈ A, y ∈ B.

relapp(f, x, y) ∧ relapp(f, x′, y) → x = x′

ASSUMED

Sinj

∀set(A), set(B), set(C),
function(f,A,B), function(g,B,C).

injective(composition(g, f)) → injective(f)

S

Fig. 5. Exemplary statement sequence [3, p. 5]. (Color figure online)

To give an overview of the other types of Proof: A proof BySequence and
BySplit makes it possible to nest more complex derivation sequences. A state-
ment annotated with ByContext will be checked by the background provers.
BySubContext is a special case of this proof type which allows for restricting
the context of the statement.

3.3 Proved Statements

Since we want to verify that a text is sound, we need to introduce a soundness
criterion for statements. The axioms of a text are entered freely and thus not
checked. Conjectures of a set of axioms, like the lemma in our our exemplary
proof in Fig. 1, need a more subtle criterion.

First we will define which axioms are considered relevant to a statement.
Intuitively, the context of a statement in a statement sequence are all statements
“above” it.



Intuitive Reasoning in Formalized Mathematics with Elfe 555

Definition 2 (Context of a Statement). Let S1, ...Sn be a statement
sequence. The context of a statement Sk, Γ (Sk), is inductively defined as

– Γ (Empty) = ∅,
– Γ (Sk) = {S1.Goal, ..., Sk−1.Goal} ∪ Γ (Sk.Parent).

For example, in Fig. 5, the context of statement S consists of the respective
goals of Sfun and Sinj (as well as other definitions of the library which are
omitted here). With that, we can define an appropriate soundness criterion for
statements.

Definition 3 (Proved Statement). Let S be a statement with S.Goal = φ.
We call S proved iff Γ (S) � φ.

In other words, a statement is considered proved if it already followed from
the theory created by its context. The statements Sfun and Sinj in Fig. 5 are not
proved since they build up the axioms of our theory. The statement S however
should follow from these axioms, i.e., should be a proved statement. In order
to show that S is proved, we will create a more complex proof object in the
following such that correctness of the proof object implies that S followed from
its context.

We start by unfolding the outer implication of the lemma. More specifically,
we fix specific sets A, B and C and functions f, g. As we see in Fig. 6, this is
captured in our data-structure by introducing another statement S1 such that
the proof of S is BySequence S1. We represent proofs BySequence by putting
the proof inside the statement to prove. The difference between S and S1 is that
we removed the quantifiers and replaced the variables with constants (depicted
in blue and with an overline Ā in case the color does not show up).

In order to prove the new goal of S1, we do a so-called unfolding of the
implication. The left hand side is put in the statement S2 and annotated with
Assumed such that it is in the context of S3, which holds the right hand side of
the implication.

The whole reduction from S to S3 is done automatically by the system. It
detects if meta-variables are contained in the goal and injects the proof auto-
matically.

With this, we have reduced the problem of showing that S is proved to
showing that S3 is proved. In order to convince us that S3 is proved indeed
implies that S is proved, we will first see that it is sound to fix an universally
quantified variable to a constant. This can be done by natural deduction which
has been shown to be sound [12]. Concretely, our construction is analogous to
the following deduction rule:

(∀I) :
P (a)

∀x.P (x)
with a not occurring in P (x)

We use this deduction rule in showing the soundness of our construction in
Lemma 1.
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∀set(A), set(B), set(C),
function(f,A,B), function(g,B,C).

injective(composition(g, f)) → injective(f)

S

(set(Ā) ∧ set(B̄) ∧ set(C̄)∧
function(f̄ , Ā, B̄) ∧ function(ḡ, B̄, C̄)) →

(injective(composition(ḡ, f̄)) → injective(f̄))

S1

set(Ā) ∧ set(B̄) ∧ set(C̄)∧
function(f̄ , Ā, B̄) ∧ function(ḡ, B̄, C̄)

ASSUMED

S2

injective(composition(ḡ, f̄)) → injective(f̄)
S3

Fig. 6. Unfolding meta-variables [3, p. 6]. (Color figure online)

Lemma 1 (∀ Introduction). Let S be a statement such that S.Goal =
∀x.P (x) and a not occurring in S.Goal, S.Proof = BySequence S1,
S1.Goal = P (a) and S1 is proved:

∀x.P (x) (a not occurring)

S

P (a)
S1

Then S is proved.

Proof. Since S1 is proved and Γ (S) = Γ (S1), we have Γ (S) � P (a). With (∀I)
it follows that Γ (S) � ∀x.P (x) since a does not occur in P (x).

Next we have to show that it is sound to assume the left hand side of an
implication and deduce the right hand side. Again, this is analogous to a natural
deduction rule:

(→ I) :
P � Q

P → Q

This rule is used in the soundness proof in Lemma 2.

Lemma 2 (→ Introduction). Let S be a statement such that S.Goal = P →
Q, S.Proof = BySequence S1,S2, S1.Goal = P , S2.Goal = Q and S2 is
proved:
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P → Q

S

P

S1

Q

S2

Then S is proved.

Proof. We have Γ (S2) = Γ (S) ∪ {P}. Since S2 is proved, Γ (S) ∪ P � Q. With
(→ I) it follows Γ (S) � P → Q.

Now we will construct the proof of S3 as shown in Fig. 7. In the proof text
in Fig. 1, we explicitly wrote Assume injective(composition(g, f)). [...] Hence
injective(f). Analogous to the unfolding of the implication of S1 in Fig. 6, we
assume the left hand side and now have to prove the right hand side. Again, this
is sound as proved in Lemma 2.

injective(composition(ḡ, f̄)) → injective(f̄)

S3

injective(composition(ḡ, f̄))
ASSUMED

S4

injective(f̄)
S5

Fig. 7. Unfolding an implication [3, p. 6].

Now, we have to prove that injective(f) holds. In order to do that,
the proof in Fig. 1 uses the definition of injectivity: Assume funApp(f, x) =
funApp(f, x′)∧ in(x,A)∧ in(x′, A). [...] Hence x = x′. In other words, we prove
an alternative goal. In order to retain a sound construction, we have to show
two things: First, that the alternative goal indeed implies the original goal and
second, that the alternative goal holds. This is represented in Fig. 8 by putting
two statements S6 and S7 below the goal of S5. This depicts that the Proof of
S5 is BySplit S6, S7. Note that a proof BySplit leads to a division of contexts,
i.e., the derived goal of S6 will not be put into the context of S7. Thus, the proof
BySplit allows for a finer scoping of statements.

The statement S6 contains the soundness check. Its proof is ByContext

which means that it will be sent to the background provers. If some ATP finds
a proof, a statement annotated with ByContext is considered proved. This
is here the case if our definition of injectivity indeed allows us to prove this
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alternative goal. We will depict statements proved ByContext in orange in
the following.

Statement S7 contains the proof of the alternative goal. Again, the universally
quantified variables x and x′ are fixed to constants. Afterwards, the implication
is unfolded. As shown in Lemmas 1 and 2, this construction is sound.

injective(f̄)

S5

(∀x, x′.funApp(f̄ , x) = funApp(f̄ , x′)
∧in(x, Ā) ∧ in(x′, Ā) → x = x′)

→ injective(f̄)
BYCONTEXT

S6

∀x, x′.funApp(f̄ , x) = funApp(f̄ , x′)
∧in(x, Ā) ∧ in(x′, Ā) → x = x′

S7

funApp(f̄ , x̄) = funApp(f̄ , x̄′)
∧in(x̄, Ā) ∧ in(x̄′, Ā) → x̄ = x̄′

S8

funApp(f̄ , x̄) = funApp(f̄ , x̄′)
∧in(x̄, Ā) ∧ in(x̄′, Ā)

ASSUMED

S9

x̄ = x̄′
S10

Fig. 8. Proving an alternative goal [3, p. 8]. (Color figure online)

To convince us that a proof constructed BySplit is sound, we have to use
two additional natural deduction rules:

(∧I) :
P Q

P ∧ Q
(→ E) :

P → Q P

Q

These rules will be used in the proof of Lemma 3 which is an abstract case
of our approach in Fig. 8.

Lemma 3 (Splitting a Goal). Let S be a statement such that S.Goal = P ,
S.Proof = BySplit S0,S1, ...,Sn , S0.Goal = Q1 ∧ ... ∧ Qn → P , Si .Goal

= Qi and Si is proved for i = 1, ..., n:

P

S

Q1 ∧ ... ∧ Qn → P

S0

Q1

S1

... Qn

Sn

Then S is proved.
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Proof. We have Γ (S) = Γ (Si) for i = 0, . . . , n. With Si proved for i = 1, . . . , n
we have Γ (S) � Qi for i = 1, . . . , n. With (∧I) it follows Γ (S) � Q1 ∧ · · · ∧ Qn.

With S0 proved we also have Γ (S) � Q1 ∧ ...∧Qn → P . Thus, we can deduce
with (→ E) that Γ (S) � P .

The remaining bit to prove is the goal of S10, i.e., that x = x′ follows from
the context. However, in the text in Fig. 1 the next derivation step is Then
funApp(composition(g, f), x) = funApp(composition(g, f), x′).. This state-
ment does not change the overall goal we want to prove, but gives a cornerstone
to how one can derive the goal. As depicted in Fig. 9, this additional finding will
first be verified by annotating statement S11 with ByContext. Afterwards, the
actual goal is proved. Since the user gave no additional proving methods, we send
the final goal x = x′ to the background provers as well.

x̄ = x̄′

S10

funApp(composition(ḡ, f̄), x̄) =
funApp(composition(ḡ, f̄), x̄′)

BYCONTEXT

S11

x̄ = x̄′

BYCONTEXT

S12

Fig. 9. Giving a cornerstone to a proof [3, p. 7].

If S11 can be derived by the background provers already, the theory created
by the context of S12 is not extended by adding S11. This is formally reflected
in Lemma 4.

Lemma 4 (Deriving a Cornerstone). Let S be a statement such that
S.Goal = P , S.Proof = BySequence S1,S2, S1.Goal = Q, S2.Goal =
P and S1 is proved:

P

S

Q

S1

P

S2

Then S is proved.

Proof. Since S1 is proved, we have Γ (S1) � Q. Because of Γ (S) = Γ (S1) already
Γ (S) � Q. Hence, with S2 proved we have Γ (S2) � P and thus Γ (S) � P .
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This completes our construction of the internal proof representation of the
lemma in Fig. 1. Three statements S6, S11 and S12 are annotated ByContext

and will be sent to the background provers. If each of these three statements can
be derived from their respective contexts, we can conclude that the original goal
of S already followed from its context. The proof of the lemma is then considered
sound.

4 Geometry in Elfe

During the development of Elfe, we primarily formalized proofs in discrete
mathematics. In this case study we will show that the system can straightfor-
wardly be used to formalize a domain different from sets and relations: Euclidean
geometry. We will use an axiomatization of geometry by [13] to create an Elfe

library in Sect. 4.1. On this basis, we will formalize a geometry text and compare
it to a formalization in Coq in Sect. 4.2 and discuss our findings in Sect. 4.3.

4.1 Tarski’s Axiomatization

Tarskis’s axiomatization [13] is a formalization of elementary Euclidean geom-
etry. The axiomatization considers points as basic elements and introduces two
predicates:

– a-b-c stands for: the points a, b and c are collinear, with b lying between a
and c.

– a-b ≡ c-d stands for: the line spanned by the points a and b has the same
length as the line spanned by the points c and d.

The axioms can be formalized as depicted in Fig. 10. Introducing new nota-
tions in Elfe can be done right away so that writing the axioms is more intuitive
than in the original formalization, e.g., a-b-c for collinearity is more concise than
B(abc) as used in [13].

The first three axioms for the congruence relation CongrSymm, CongrIdent
and CongrITrans ensure that ≡ is an equivalence relation. The Pasch axiom states
that in a quadrangle a, b, p and q, the two diagonals a-q and b-p must have an
intersection x, compare Fig. 11.

The axiom BetwIdent assures that if a point b is enclosed by the same point
a from both sides, the points must in fact be equal.

Tarski’s axiomatization models Euclidean geometry of an arbitrary dimen-
sion. In order to limit its models to specific dimensions, the axioms LowerDim
and UpperDim can be used. We only want to prove lemmas in two dimensions,
therefore we need to exclude interpretations with other dimensions. LowerDim
ensures that there exists at least one proper triangle and therefore the dimension
of our interpretation must have more than one dimension. UpperDim closes the
dimension of possible interpretations upwards: Three points equidistant from
two points must form a line and cannot leave the two dimensional plane. Thus,
it is not possible to construct a three-dimensional model of our axioms.

The other axioms shown in Fig. 10 are not directly used in the following, we
refer to [13] for a further explanation.
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Fig. 10. Tarski’s axiomatization of geometry in Elfe.

a b

c

p q
x

Fig. 11. Axiom of Pasch.

4.2 A Geometrical Proof Text

We will present in the following the proof of a conjecture of Tarski’s axiomati-
zation in Elfe and Coq.

The Proof in Elfe. Consider the text in Fig. 12 which states a proof text in
geometry by using the previously developed library. The text consists of three
lemmas, with the first two being interim observations to derive the third lemma.

The first lemma BetwEquality states that if two collinearities a-b-c and b-a-c
hold, then a and b must in fact be equal. Intuitively, we can make this clear with
the following diagram, which illustrates the situation in which both collinearities
hold:

a b a c
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Fig. 12. An exemplary geometry text.

Therefore, b must lie between a on both sides and a and b collapse to the same
point. This exact reasoning is used in the Elfe proof. At first, the antecedent
of the main implication of the lemma is assumed. Then it is observed that a-
b-a must hold as well. In this case, we have given explicitly which axioms are
needed to prove this observation, BetwIdent and Pasch. The restriction of the
context can be omitted, in which case the whole background library is given to
the ATP. Restricting the context can however clarify why a derivation holds. In
our case, the derivation holds as we can retrace with the following reasoning: By
instantiating the Pasch axiom with p = b and a = q, we can derive that there
exists an x such that b-x-b and a-x-a. With BetwIdent we can derive that b = x
and therefore especially a-b-a holds.

The proof of the second lemma ThreeCong is entirely left to the background
provers. For our purposes an intuitive account of the lemma is sufficient: If three
points a, b and c are collinear, and their respective distances are equal to the
distances between three other points a’, b’ and c’, then the latter points cannot
span a triangle. Thus, they must be collinear as well.

With these two lemmas we can derive the main lemma of the text: If the
point b lies between a and c, and the distances between a and b respectively a
and c are equal, then the points b and c are in fact equal. Intuitively, we can
elucidate this observation with the following illustration:

a b c
l

l′
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If the two distances l and l′ are equally long, then b and c collapse. In the
formal proof shown in Fig. 12, we employ the two previously derived lemmas. At
first, two other congruences of lines are observed. Note that we restrict the con-
text for the background provers by specifying that our proof should be done only
using CongrSymm and CongrITrans. These lemmas imply that ≡ is an equivalence
relation, therefore the congruences hold.

Including the assumption, we now have the three congruences a-b ≡ a-c, a-c
≡ a-b and b-c ≡ c-b such that we can employ the lemma ThreeCong with a’ =
a, b’ = c and c’ = b. Hence, we observe that also c lies between a and b.

We now have a-b-c and a-c-b. We cannot directly apply BetwEquality but
only after observing that also c-b-a and b-c-a hold. This is due to the symme-
try of collinearity, i.e., a-b-c implies that c-b-a. This symmetry property, even
though obvious from an intuitive point of view, is not straightforward to prove
and involves invoking Pasch, BetwIdent, CongrIdent and SegmentConstr. We can
however leave this work the background provers and directly observe that we
can apply BetwEquality to finally prove that c and b collapse to the same point.

The Proof in Coq. The last lemma BetweenCong we have just shown is also
formalized in Coq in [14, p. 147]. In Fig. 13 you can find an adaption of their
proof. The two basic predicates for betweenness and congruence are called Bet
and Cong.

We do not give a proof of the intermediate lemmas BetwEquality and Three-
Cong and will take them as given. Other properties like symmetry of the between-
ness relation BetwSymm, i.e., that Bet A B C → Bet C B A holds, need to be
proven prior to the lemma. We refer to the GeoCoq

3 project for a complete
formalization of these preliminaries.

The proof idea is similar to the proof we gave in Elfe in Fig. 12. The univer-
sally quantified variables and the antecedent of the implication are introduced
as assumptions with intros. Then two other congruences Cong B C C B and Cong
A B A C are derived. By employing ThreeCong, the collinearity Bet A C B can
be deduced. It is necessary to explicitly state from which axioms and interme-
diate derivations a goal follows by using apply. Finally, we can use the lemma
BetwEquality, which is analogous to the one in Elfe in Fig. 12, to prove the final
goal C = B. When entering the proof gradually in the command line interface of
Coq, all relevant hypotheses and goals are prompted to the user. We use this to
illustrate the subproof of H3: Bet A C B. After entering eapply ThreeCong, Coq

yields the following proof state:

1 Coq < eapply ThreeCong.
2

3 2 subgoals
4 A, B, C : Tpoint
5 H : Bet A B C
6 H0 : Cong A C A B
7 H1 : Cong B C C B
8 H2 : Cong A B A C

9 ============================
10 Bet A C B
11

12 subgoal 2 is:
13 C = B
14

15 3 focused subgoals
16 A, B, C : Tpoint

3 http://geocoq.github.io/GeoCoq/.

http://geocoq.github.io/GeoCoq/
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Fig. 13. The exemplary proof in Coq.

17 H : Bet A B C
18 H0 : Cong A C A B
19 H1 : Cong B C C B
20 H2 : Cong A B A C
21 ============================
22 Bet ?A ?B ?C
23

24 subgoal 2 is:
25 Cong ?A ?B A C /\ Cong ?B ?C C B
26 /\ Cong ?A ?C A B
27

28 subgoal 3 is:
29 C = B

The two goals we want to prove, Bet A C B and C = B, are depicted in lines
2–13, including the set of hypotheses from lines 4–8. In order to prove the first
goal Bet A C B, we applied the lemma ThreeCong. Therefore instead of showing
Bet A C B, we have to prove the antecedent of the lemma ThreeCong, i.e., that
Bet ?A ?B ?C and Cong ?A ?B A C /\ Cong ?B ?C C B /\ Cong ?A ?C A B
hold for some appropriate ?A, ?B, ?C. This results in three focused subgoals
we need to prove, depicted in lines 15–29.

Next, we apply the hypothesis H: Bet A B C:

1 Coq < apply H.
2 2 subgoals
3

4 A, B, C : Tpoint
5 H : Bet A B C
6 H0 : Cong A C A B
7 H1 : Cong B C C B
8 H2 : Cong A B A C
9 ============================

10 Cong A B A C /\ Cong B C C B /\ Cong A C A B



Intuitive Reasoning in Formalized Mathematics with Elfe 565

11

12 subgoal 2 is:
13 C = B

By applying the hypothesis, we fix the ?A, ?B, ?C such that the subgoal
Bet ?A ?B ?C is proven with ?A = A, ?B = B, ?C = C. We still have to prove
the second subgoal with the three congruences. Since the variables are fixed now,
this leads to the new goal Cong A B A C /\ Cong B C C B /\ Cong A C A B.
The unification procedure makes it apparent in which way exactly the lemmas
are applied, the user can thereby retrace which variables are instantiated in
which way.

4.3 Discussion

We have seen how geometry can be formalized in Elfe and how it compares to
a formalization in Coq. The proof in Elfe captures more intuitive reasoning
and allows a user to let the background provers figure out the details. However,
this also leads to losing some information why a proof works. In which manner
exactly the lemma ThreeCong is applied is not apparent in the Elfe proof. For
future work it can be interesting to extract such unifications from the background
provers. Currently, the user can restrict the context to allow the background
provers to use only some axioms for a derivation. It could be interesting to
recover this restricted context by analysing the proofs of the ATP; similar to
what the extension Sledgehammer does for Isabelle.

Notably, our proof resembles the informal proof given in [14], while the proof
formalized in Coq is more cumbersome. The authors note that “some intuitively
simple properties are hard to prove in this context” [14, p. 154]. Our approach
allows for entrusting ATP with proving laborious lemmas as the lemma Three-
Cong. The user therefore can focus on the interesting bits and employ a rather
intuitive way of proving. The notations allow for an elegant representation of
the axioms and deductions.

5 Evaluation

The Elfe system is currently being tested by students in a discrete mathematics
course, we will introduce the didactic practice in Sect. 5.1. We also formalized
some more advanced theorems in the system, e.g., Cantor’s theorem and the
Knaster-Tarski theorem, and will discuss our experiences as well as the system’s
inherent limitations in Sect. 5.2.

5.1 User Feedback

The system was initially tested with 12 undergraduates of Computing, Math-
ematics and Electrical Engineering at Imperial College London. Following
CSEDU, we are currently evaluating the system with 80 students of the Univer-
sidad El Bosque in Colombia. In a course about discrete mathematics they learn



566 M. Doré and K. Broda

Fig. 14. Task of tutorial.

about relations. The students are introduced to the notions and concepts of the
domain in a lecture. Then they are asked to complete a training session at home.
For this purpose, the web interface of Elfe was extended so the students can
test their proofs at home. A task of the tutorial is depicted in Fig. 14.

The lemma proves transitivity of subrelations. The students are given a scaf-
folding of the proof, so they only have to insert that also S[x,y] holds. With
several examples of this kind, they get to know the proof structures usable in
Elfe. In a final task, they are asked to complete a more complex proof on their
own, i.e., the statement R ⊆ S and S is symmetric implies (R ∪ (R−1)) ⊆ S.

We plan to compare the learning progress with a control group that has not
worked with the Elfe system but solved the tasks analogously. The final results
of our study are pending as we are still conducting it.

5.2 Limits of the Current System

Since first-order logic is an intuitive way to write down proofs in set theory and
relations, proofs in these domains could be written down easily. The Notation
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command has turned out to be a very powerful construct to ease the readability
of proofs. As shown in the geometry case study in Sect. 4, new notations can be
introduced easily and make a proof look quite intuitive. Working with the func-
tions library was more complex. Some additional lemmas and function symbols
which were introduced to make a proof more readable for humans increase the
difficulty for the background provers. If the background provers take too long in
proof search, it is hard to assess if a proof itself is wrong or only takes a long
time to prove.

Debugging a failing proof is still difficult with the user interface provided by
Elfe. In most cases, the raw proof obligations given to the background provers
were more helpful in finding bugs by manually deleting and changing the given
premises. This is due to constructions like Let which shorten a proof, but also hide
what is going on inside the system. Beagle was able to provide countermodels
to a wrong proof only if the number of premises was limited. Restricting the
context of a derivation step increased the success rate significantly. However, for
new users it is certainly difficult to relate a countermodel to the entered text
since it is given in the raw TPTP format.

Another problem that occurred was that the background provers were too
clever. They sometimes found intermediate steps that are not at all obvious
for a human reader. This cleverness is particularly problematic with proofs by
contradiction. If the background provers find the inconsistency caused by the
assumption, all derivations a user may make are trivially also true, even though
they do not make sense in the proof.

Writing larger proof texts in straightforward domains as set theory can be
easily done in Elfe. However, some properties like well-foundedness are not
expressible at all in first-order logic, so it might be expedient for future versions
to use higher-order logic at the core of statement sequences.

6 Related Work

The Elfe system is closely related to the System for Automated Deduc-

tion, which we will introduce in the following. Afterwards, we will take a look
at the Naproche system, another project aiming at the verification of natural
mathematical language. Most influential for formal mathematics are the interac-
tive theorem provers Isabelle and Coq, we will conclude with presenting both
systems as well as their formalizations of the injectivity proof of Fig. 1.

System for Automated Deduction (SAD). The SAD was developed
at the University Paris and the Taras Shevchenko National University of Kyiv. It
continues the project “Algoritm Ochevidnosti” (algorithm of obviousness) which
was initiated by the soviet researcher Victor Glushkov in the 1960s. His goal was
to develop a tool that shortens long but “obvious” proofs to users. These omitted
parts should be verified by automated theorem provers [15].

SAD uses the input language ForTheL which allows for expressing mathe-
matical statements intuitively. ForTheL texts are converted to an ordered set
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of first-order formulas. The structure of the initial text is preserved such that
necessary proof tasks can be defined. These tasks are then given to an ATP. The
internal reasoner may simplify tasks and omit trivial statements. Afterwards,
the verification status of the text is given to the user. For each proof task, the
result of the used ATP is returned. This allows to inspect possible sources of
failing tasks, but requires knowledge of how the background provers work [2].

Currently, it is not possible to work with functions in SAD due to the lack
of background libraries. Thus, we could not implement the injectivity proof of
Fig. 1 in SAD.

Naproche.TheNaproche systemwas a joint project betweenmathematicians
at theUniversity ofBonn and linguists at theUniversity ofDuisburg-Essen. Its cen-
tral goal was to develop a controlled natural language (CNL) which checks semi-
formal mathematical texts. The input are texts in aLatex style language, consist-
ing of mathematical formulas embedded in a controlled natural language [16].

To extract the semantics of a CNL text, Naproche adapts a concept from
computational linguistics: Proof Representation Structures (PRS) enrich the lin-
guistic concept of Discourse Representation Structures in such a way that they
can represent mathematical statements and their relations. The semantics of
PRS have been researched extensively; however, the project is not continued
and has no working version available.

Isabelle. Isabelle is a joint project of Cambridge University and the Tech-
nical University Munich. It supports polymorphic higher-order logic, augmented
with axiomatic type classes. At present it provides useful proof procedures for
Constructive Type Theory, various first-order logics, Zermelo-Fraenkel set theory
and higher-order logic [17].

Consider the injectivity proof written in Isabelle in Fig. 15. The predicate
inj_on f A expresses that function f is injective on the domain A. The proof
structure is close to the one used in Elfe: We introduce arbitrary x and x’
which f maps to the same element and conclude that they must have been the
same. One has to specify the automated proof tactics and used premises: In our
example, the derivations are made by term rewriting using definitions comp_def
and inj_on_def from the background library.

In comparison to Elfe, the user is therefore more involved in the automated
verification process. Since 2007, Isabelle offers the extension Sledgehammer.
By calling several ATP, Sledgehammer tries to determine which premises are
important to a goal. It then tries to reconstruct the automated proofs with meth-
ods implemented in Isabelle. In fact, the mechanical prove methods needed in
Fig. 15 can be found by invoking Sledgehammer.

In a recent study, 34% of nontrivial goals contained in representative
Isabelle texts could be proved by Sledgehammer. With this extension,
Isabelle allows beginners to prove challenging theorems. The creators note
that Sledgehammer was not designed as a tool to teach Isabelle since it
focused primarily on experienced users. However, it changed the way Isabelle
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Fig. 15. Proof in Isabelle [3, p. 10].

Fig. 16. Proof in Coq [3, p. 11].

is taught. Beginners do not have to learn about low level proving tactics and
how they work but can focus on the proof from a higher level [18].

Coq. Coq is an interactive theorem prover initially developed 1984 at INRIA.
It is based on the Curry–Howard correspondence which relates types to classical
logic. In order to prove a proposition, one has to construct a term with the type
corresponding to the proposition.

Consider the injectivity proof implemented in Fig. 16. Again, the idea of the
proof is to show that f x = f x’ implies x = x’. However, we have to explicitly
apply rewrite techniques to make the derivation steps. The tactic intuition says
that we can assume a left hand side of an implication and then prove the right
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hand side. Afterwards, we want to make sure that we can just apply g on both
sides. We have to rewrite both sides of H0, which stands for f x = f x’, in order
to get to our assertion. The final goal x = x’ is then derived by applying the
rewrite technique auto.

As we see, the translation process of mathematical texts to functional pro-
grams requires a good understanding of type theory and is not suitable for
mathematical beginners.

Consequently, the most prominent current interactive theorem provers are of
a deeply technical natural. They are thought of as programming languages that
happen to prove theorems, and not digitisations of mathematical language.

7 Discussion

This paper presented Elfe, a system that checks proofs in discrete mathematics.
Entered texts are transformed to statement sequences, a special data-structure
of first-order formulas. Remaining proof obligations are then checked by back-
ground provers. Statement sequences are a powerful intermediate proof represen-
tation which can hold manifold proof techniques. The clear soundness criterion
allows for extending the proof techniques easily. For example, it might be inter-
esting to allow for proofs via mathematical induction based on the automation
of induction [19].

Formalizing domains like geometry is straightforward in Elfe. Proofs can
be done in a fairly intuitive manner and are significantly shorter than formal
proofs in interactive theorem provers like Coq. This however also leads to a loss
of detail. Many ATP return information about the proof of a conjecture which
could be used to fill in some of the missing details. The challenge is to present the
technical output of the background provers via an intuitive interface. Information
that could be given rather easily is which axioms and lemmas were used in a
proof. The restriction of a context could thereby be filled in automatically.

Elfe uses ATP as oracles and trusts their results. An extension of Elfe

could try to reconstruct proofs found by the background provers. This can be
used to gain more trust in the automatic proofs and moreover yielded to the
users to give an idea of why a proof works.

One acknowledged structural limitation of Elfe is that it internally uses first-
order logic. For example, it is therefore not possible to express well-foundedness
of a relation. The recent years have seen interesting advances in automated
theorem proving of typed higher-order logic. A new standard for typed higher-
order-logic has been added to TPTP which is used by several provers like Leo-

III [20] and Satallax [21]. A next version of Elfe could use this development
in order to provide a more powerful way of expressing mathematics. This requires
to introduce a meaningful type system for Elfe.
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Abstract. Discussion which consists of several Q&A segments (question and
answer pairs) is often considered as one of the most familiar types of intellectual
and creative activities at meetings. Evaluating students’ answer-quality of Q&A
segments in discussion and giving them feedback can effectively help them
improve their discussion skills. Considering that the discussion process is a type
of cognitive activity, which could result in changes in certain physiological data,
such as heart rate (HR) variability (HRV). In this study, we argue that students’
HR data can be used to effectively evaluate the answer-quality of their Q&A
segments and as a method of automatic evaluation of students’ discussion-skill
compared with using traditional NLP such as semantic analysis. In order to
confirm this, we used a non-invasive device, i.e., Apple Watch, to collect real-
time updated HR data of students during their discussions in our lab-seminar
environment, their HR data were analyzed based on Q&A segments, and three
machine-learning models were generated for evaluation: logistic regression,
support vector machine, and random forest. The significant HR and HRV fea-
tures (metrics) were also discussed using a feature selection method. Compar-
ative experiments were conducted involving semantic data of Q&A statements
alone and a combination of HR and semantic data. We also gave an experi-
mental investigation on HR and HRV features robustness on the new data set we
collected additionally.

Keywords: Evaluation of discussion skills � Machine learning �
Heart rate variability � Learning analytics

1 Introduction

Discussion is one of the most common effective active learning cycle activities in
academia by presenter-students organizing and explaining their current research and
future plans, participants involving peers and instructors who raising questions and
presenter-students answering them, we call question and answer pairs Q&A segments,
a way to enhance the interaction with peers and teachers, to generate useful feedback
about the presenter-students’ learning performance status relating to their specific goals
and facilitate knowledge discovery and exchange. There is great significance in ana-
lyzing discussion in a scientific way and evaluating its quality to improve students’
discussion skills and help them carry out future research activities.
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Making full use of discussion data such as audio-and-video, facial expressions, and
semantic information can help us evaluate the students’ discussion skills. Previously,
our lab developed a system called “discussion-mining (DM)’’ system [1, 2] which
provide us with analyzable discussion data, it generates multimedia meeting minutes of
lab discussions containing audio-visual and semantic information of Q&A segments
given by participants and answered by the discussion presenter-students.

We think that these questions given by participants are useful for helping presenter-
students troubleshoot problems that have not been resolved or are ignored at the present
stage, at the same time, participants could understand and learn well about the presenter-
students’ research content through the process of raising questions to them. Given the
crucial importance of the questions asked by the participants, ideally we want the
presenter-students to give answers that are close to the correct answer, in other words
give a high-quality answer. Many high-quality answers given by presenter-students
indicates a better discussion ability. Evaluation of answer-quality of Q&A segments is
common in the study of high quality answers selection or prediction on the social
question-and-answer sites (Q&A site), such as Yahoo! Answers and Answer.com. The
aim of this research topic is to automatically categorize answers as good or bad to help
users decrease answer searching time. This specific topic has always been analyzed as a
Nature Language Processing (NLP) task. Patil and Lee [3] analyzed certain linguistic
features to identify expert answers, some previous studies described using contextual
features, such as n-gram, to predict the answer quality of Yahoo! Answers [4]. However,
the personal characteristics of responders or recorders inevitably decrease the general-
ization performance of the answer-quality evaluation of Q&A segments.

Considering that the discussion process is a kind of cognitive activity, which could
result in changes in certain psychophysiological data, such as heart rate (HR) variability
(HRV), several studies have proven that HR is an important index of the autonomic
nervous system regulation of the cardiovascular system [5]. Therefore, there has been
increasing focus on observing the correlation between HR data and cognitive activities.
A study on measuring the HR during three cognitive tasks [6] revealed the affection of
cognitive processing on HRV. The stress level also has been assessed during Trier
social stress test tasks, a type of cognitive activity, by using HR and HRV metrics [7].
Judging from the large amount of evidence presented, we argue that the HR data of the
participants of a meeting can be used to effectively evaluate the answer-quality of Q&A
segments, which is helpful in improving participants’ discussion skills [8].

In this paper, our starting point is categorizing the answer-quality of Q&A seg-
ments of discussions into low quality and high quality according to how correctly a
presenter-student answered participants’ questions. To validate our argument, we first
introduce our proposal systems which generate lab-seminar style meeting data and
collect participants’ HR during a discussion in real time. We then introduce our
evaluation and comparative experiments which adopt three types of binary classifica-
tion machine-learning methods: logistic regression (LR), support vector machine
(SVM), and random forest (RF), as well as the HRV features (metrics), and discuss the
evaluation results. Finally, we will describe the system we are going to generate for
training and improving students’ discussion-skills by taking advantage of the results we
made in this study.
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2 Discussion Mining System

Seminar-style meetings that are regularly held at university laboratories are places
where exchanges of opinions on research occur. Many comments on future work are
included in the meeting records. However, as discussions at meetings are generally not
recorded in detail, it is difficult to use them for discovering useful knowledge. Our
laboratory developed and uses a discussion mining (DM) system that records the
content of face-to-face meetings while providing metadata [1, 2]. Looking back on the
challenges presented in remarks is essential for setting new goals in activities, but their
existence may be buried in many other remarks in the minutes.

In our laboratory at Nagoya University, we have used this DM system to record
detailed meetings in the laboratory for over 10 years. The system enables all partici-
pants to cooperate together to create and use structured minutes. It is not fully auto-
mated, i.e., a secretary manually writes down the contents of speech, and each speaker
tags his/her speech. Therefore, we can generate data with high accuracy.

The meeting style supported by the DM system is one in which a presenter explains
a topic while displaying slides, and Q&A with the meeting participants is either con-
ducted during or at the end of the presentation.

Specifically, using multiple cameras and microphones installed in a discussion
room, as shown in Fig. 1, and a presenter/secretary tool we created, we record dis-
cussion content. In the center of the discussion room, there is also a main screen that
displays presentation materials and demonstration videos, and on both sides, there are
sub screens for displaying information on and images of the participants who are
currently speaking.

The DM system records slide presentations and Q&A sessions including partici-
pants while segmenting them in time. As a result, content (discussion content), as
shown in Fig. 2, is recorded and generated.

Fig. 1. Overview of discussion mining (DM) system [8].

574 S. Peng et al.



Every participant inputs metadata about his/her speech by using a dedicated device
that is called a “discussion commander”, as shown in the lower right of Fig. 1, Par-
ticipants who specifically ask questions or make comments on new topics assign start-up
tags to their statements. Also, if they want to speak in more detail on topics related to the
immediately preceding statement, they provide a follow-up tag. Furthermore, the system
records pointer coordinates, the location of figures and texts in a slide, and information
on a button pressed to indicate that one is for or against a statement during a presentation
and Q&A session. Information marked on important statements is also recorded.

We also developed a system for searching and viewing recorded data. In this
system for browsing discussion content, a user can search the contents of an agenda
from a date and participant information, view past discussions similar to the ongoing
debate, and effectively visualize the state of a discussion, as shown in Fig. 3.

Fig. 2. Structured meeting content [8].

Fig. 3. Discussion browser [8].
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The discussion view presents the semantic structures of discussion content and
shows all of the recorded questions given by the participants and corresponding
answers given by the presenter, which we call Q&A segments, as shown in Fig. 4.

In addition, we also focus on pointing and “referring to” behaviors during meetings.
Speakers usually refer to something when making a statement, e.g., “this opinion is
based on the previous comment” or “this is about this part of the slide” (while pointing
to an image or text in the slide). We assume that a statement with a reference to an
object in a slide is strongly related to the topic corresponding to the object. We also
assume that two statements during which the speakers point to the same object are
about the same topic. Therefore, we concluded that acquiring and recording informa-
tion on pointing to objects in a slide would facilitate topic segmentation and lead to
more precise semantic structuring of discussions. We call an object pointed to in
presentation material a “visual referent”. We thus developed a system for pointing to
and selecting objects in slides that uses the discussion commander mentioned earlier
and created a mechanism for acquiring and recording information on pointing to
objects in relation to participants’ statements.

This system can also extract any part of a figure in a slide and refer to it. In addition,
selected or extracted image objects can be moved and magnified by using the dis-
cussion commander.

3 Discussion Participants’Heart Rate Data Acquisition System

In recent years, smart phones, smart watches, wireless smart trackers have been widely
used in health care systems which depends on recording activities and monitoring vital
signs such as calories burned, fitness activity, pulse, weight, HR, oxygen level, and
sleep patterns [9]. There are several famous wireless smart trackers, such as Apple
Watch, Fitbit series, Microsoft Bands, Jawbone Up, Samsung Galaxy Gear. These
devices use light-emitting diode (LED) to measure the frequency at which the blood
pumps [10]. Fatema investigated and compared the accuracy difference on monitoring
HR data between Apple Watch and other smart trackers such as, Samsung Gear with a
professional HR monitor device, and found that Apple Watch showed the highest
accuracy and precision [10]. Taking into account the high accuracy of Apple Watch on
HR data measurement, and the wide range of uses in the market. In our study, we used

Fig. 4. Q&A segments in discussion [8].
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Apple Watch to collect participants’ HR data based on our DM system and visualize
their HR information during discussions.

3.1 Heart Rate Data Acquisition

In our lab-seminar discussion environment, we asked discussion participants to wear the
Apple Watch on their left hand before the discussion as showed in Fig. 5, they should
choose their own ID and press the “start” button to start their HR data monitor during the
whole discussion, and pressed the “stop” button at the end of the discussion. Through the
HealthKit framework onAppleWatch, participants’HRdatawere acquired almost in real
time in 5–7 s intervals. The collectedHR and participants’ information is displayed on the
Apple Watch screen as well as synchronously presented on the HR browser.

3.2 Heart Rate Browser

The participant’s HR information which was accumulated during the heart-rate-data
acquisition was presented synchronously in the heart-rate browser with the time line of
the corresponding discussion. As shown in Fig. 6, the heart-rate browser consists of
three parts: search menu, HR graph, and HR records.

Participants’ heart-rate browser has the following three components:
Search menu: The historical HR data and user information can be searched through

this search menu at the top of the browser.
HR graph: The graph provides an intuitive way to observe participant’s HR data

changes throughout the discussion.
HR records: The HR data at each point of the discussion with which the partici-

pant’s information can be checked.

4 Discussion-Skill Evaluation Based on Participants’
Heart Rate

As explained in the previous sections, the DM system we developed records the
statements of each participant consist of several Q&A segments during a meeting as the
discussion content, including video/audio data and text minutes. As well as, our Heart-

Fig. 5. Discussion participants’ heart rate (HR) acquisition [8].
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rate data acquisition system collects participants’ heart rate data during the discussion.
Therefore, we can analyze participants’ heart rate data based on their Q&A segments
generated in discussion and validate our argument that HR of participants can be used
to effectively evaluate the answer-quality of Q&A segments during discussions and as
an automatic evaluation method in discussion skills evaluation.

4.1 Heart-Rate Data Analysis

The complete HR information of a presenter-student during one discussion is displayed
in a graph, as shown in Fig. 7, with the Abscissa representing the relative timeline of a
discussion, often about 1.5–2 h, the vertical axis showing the corresponding HR value
in this discussion. Since we aimed to use participants’ HR data to evaluate their
discussion skills by analyzing the Q&A segments of discussion. We extracted HR
segments corresponding to each Q&A segment from discussion, and described the HR
data during three periods as shown in Fig. 8: HR data during question period (blue
line), HR data during answer period (orange line), as well as the question and answer
periods.

We then computed 18 h and HRV features from all Q&A segments as well as the
question and answer periods separately. The HR and HRV features include mean,
standard deviation (std.), and root mean square successive difference (RMSSD) from
these three periods, which has been proven as an important metric for understanding
HRV differences under cognitive activities [11]. The trends in the HR of these three

Fig. 6. Discussion participants’ heart rate (HR) browser [8].
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periods were also computed by calculating the difference between two adjacent HR
points. If the number of positive differences was more than the negative one, we
assumed this HR period shows an upward trend, if not, this HR period shows a
downward trend, as shown in the Fig. 8. We used a quadratic curve (red line) to more
clearly present the HR trend for readers. We can see that HR during the question period
shows a downward trend and an upward trend during answer period.

We also divided the HR data of these three periods into the following nine ranges:
less than 60 bpm, 60–70 bpm, 71–80 bpm, 81–90 bpm, 91–100 bpm, 101–110 bpm,
111–120 bpm, 121–130 bpm and more than 130 bpm. The mean and std. were cal-
culated to describe the HR appearance-frequency distribution in each range. Table 1
summarizes these 18 features.

Fig. 7. A participant’s complete HR information during a discussion [8].

Fig. 8. A participant’s HR during one Q&A segment [8]. (Color figure online)
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4.2 Evaluation Experiments

We performed experimental discussion data collection a total of two times, the first
time collecting data for establishing the initial evaluation models based on HR data and
the second collecting data for investigating the robustness of HR and HRV features [7].
At first, We collected discussion data from 9 presenter-students from 9 lab-seminar
discussions in 4 months, and 12 undergraduate and graduate students and 3 professors
made up the participants, the discussions were carried out following the presenter-
students’ research contents report with the participants asking questions related to the
discussion topic then answered by the presenters. There were 117 complete Q&A
segments extracted from these 9 discussions, and the answer-quality of these Q&A
segments were evaluated by the corresponding participants who asked the questions by
gave a score based on a five-point scale; 1 = very poor, 2 = poor, 3 = acceptable,
4 = good, 5 = very good. We obtained 66 high-quality answers with scores from 4–5,
and 51 low-quality answers with scores from 1–3.

There were three machine learning models adopted: logistic regression (LR),
support vector machine (SVM), and random forest (RF), to carry out binary classifi-
cation of the Q&A segments’ answer quality. About 80% of Q&A segments were
randomly selected as a training data set and the remaining 20% as a test data set.

Feature Selection. It would be possible to use all the 18 h and HRV features for these
three evaluation models, however this may decrease the performance of the classifiers,
particularly because of dimensionality. Therefore, we tried to find the subset of HR and
HRV features which could be used to discriminate the two classes with the highest
classification accuracy which indicates the highest F-measure. Therefore, on our
training data set we used recursive features elimination (RFE) [12], which ranks the
features according their importance to the different evaluation models. To determine the
best size of the feature subset, we used the RFE with 5-fold cross-validation (RFECV)
method. By calculating the F-measure (or F1 score that is the harmonic mean of
precision and recall), we extracted the best performing feature subset that could achieve
the best evaluation performance for the corresponding models.

For the LR model, we obtained a 0.790 F-measure by using an eight-feature
candidate subset and an F-measure of 0.740 by using a seven-feature candidate subset;
therefore, we used the eight-feature subset to train our LR model. We obtained an F-

Table 1. HR and HRV features (metrics) [8].

HR period HR and HRV features

Both periods mean, std., RMSSD, trend
Freq. all mean, Freq. all std.

Question period mean, std., RMSSD, trend
Freq. question mean
Freq. question std.

Answer period mean, std., RMSSD, trend
Freq. answer mean
Freq. answer std.
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measure of 0.805 for the SVM model with 10 h and HRV features we selected in
advance. For the RF model, when there were 36 trees (sub-models of RF) and 19
terminal nodes on each tree, we obtained the highest F-measure of 0.870. In this case,
we chose an eight-feature subset. Figure 9 lists the evaluation results for each model.

Figure 9 shows three sub-graphs that separately illustrate the best subset of all the
HR and HRV features for each model at the top and the feature-importance-ranking
results at the bottom. The highest F-measure was obtained when seven or eight key
features were included in the subsets for the LR model; therefore, the first seven or
eight features surrounded by the red rectangle were considered as two candidate feature
subsets for the LR model. Similarly, the first ten features comprised the candidate
subset for the SVM model, and there were two candidate feature subsets for the RF
model which involved seven or eight features in the ranking list counted from the top.

Evaluation Results. For the LR model, we obtained a 0.790 F-measure by using the
eight-feature candidate subset and an F-measure of 0.740 when using the seven-feature
candidate subset; therefore, we used the eight-feature subset to train our LR model. We
obtained an F-measure of 0.805 for the SVM model with the ten HR and HRV features
we selected in advance. For the RF model, when there were 36 trees and 19 terminal
nodes on each tree we obtained the highest F-measure of 0.870. In this case, we chose
an eight-feature subset. Table 2 lists the evaluation results for each model.

Comparing the F-measures of each model, the RF model exhibited superior eval-
uation performance compared with the LR and SVM models. Considering all three

Fig. 9. HR and HRV feature selection for each evaluation model [8]. (Color figure online)

Table 2. Evaluation results of each learning model [8].

Evaluation model F-measure

LR 0.790
SVM 0.805
RF 0.870
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models, the HRV data of participants showed an outstanding performance in evaluating
Q&A segments’ answer quality. Meanwhile, we focused on seven HRV features: all
mean, answer trend, all RMSSD, freq. answer std., answer std., question trend, and all
trend, which exhibited the largest effect on all three models.

4.3 Comparative Experiments

In order to further argue that whether the HR and HRV features of discussion partici-
pants show better discrimination performance regarding the Q&A segments’ answer-
quality evaluation than semantic features extracted from participants’ statements, we
conducted two comparative experiments by generating LR, SVM, RF models based on
the semantic features of Q&A statements alone and the combination of them.

We took advantage of 1246 Q&A segments data recorded before in our lab
environment and evaluated the answer-quality with the same method as we introduced
in Sect. 4.2, 993 high-quality and 253 low-quality Q&A segments were obtained.
Morpheme bigram was generated based on these survey Q&A segments and several
bigrams were extracted as the certain semantic features if their occurrences were much
higher than 0.15%, there were 14 semantic features selected for evaluating the Q&A
segments’ answer-quality.

The results are shown as Table 3, all of the models received low F-measure when
used semantic features alone and RF model obtained a relative higher F-measure even
though only 0.583. If compares the evaluation performance of HRV and semantic
features. We can clearly see that participants’ HR and HRV features brought out
excellent discrimination ability regarding Q&A segments’ answer quality compared
with semantic features in all evaluation models. These results provide favourable
evidence regarding our original argument that using participants’ HR and HRV features
can effectively evaluate the answer-quality of Q&A segments in discussions.

However, we were surprised find that combining the HR data of presenters and
semantic data of Q&A statements clearly increased evaluation ability than using each
type of data alone. The SVM and RF models obtained a 3 and 4% increase in F-measure,
respectively, but there was no obvious increase for the LR model.

Heart Rate Data Robustness Investigation Experiment. To verify the robustness of
HR and HRV features, we collected another 8 times’ presentation data and extracted a
total of 66 Q&A segments. 20% Q&A segments were randomly selected from the new

Table 3. Evaluation-performance comparison of HRV and semantic features
and their combination for each evaluation model [8].

Evaluation
model

F-measure
HR and HRV
features

Semantic
features

Combination of HR
and semantic features

LR 0.790 0.500 0.790
SVM 0.805 0.540 0.833
RF 0.870 0.583 0.916

582 S. Peng et al.



dataset and the previous test dataset together to become new test dataset, remaining
Q&A segments with the previous training dataset were used as new training dataset.
We generated new evaluation models of LR, SVM, and RF by using the 7 meaningful
HRV features, we got a 0.756 F-measure of LR model, a 0.810 F-measure of SVM
model and a 0.837 F-measure of RF model. From the evaluation results, HRV data of
participants still show a well discrimination performance on new dataset even though
has a slight decline of F-measure. We take insight into the Recall score on low answer-
quality reorganization in these three HRV models, we achieved a 0.560 Recall of LR
model, a 0.780 Recall of SVM model, a 0.650 Recall of RF model, which provides us
with favorable evidence that HRV features can be used to effectively recognize the low
answer-quality and as a discussion performance evaluation method.

We also verified the robustness of semantic features on this new dataset. We got a
similar F-measure with the results on old dataset, however, we got a really low Recall
scores, such as 0.060 Recall of LR model, 0.240 Recall of SVM model and 0.480
Recall of RF model, which indicated that the semantic features cannot recognize the
low quality Q&A segments.

5 Further Application for Discussion-Skill Training

In this study, we have validated and explained our argument that discussion partici-
pants’ HR data can be used to effectively evaluate Q&A segments’ answer quality in
discussion and as discussion-skill automatic evaluation indicators for measuring par-
ticipants’ discussion ability. In order to make our findings applicable, we are going to
combine physiological with acoustics and linguistics data of discussion participants to
design an effective discussion-skill assessment mechanism to rank their discussion
ability and implement a discussion-skill training system to help students improve their
discussion ability.

Discussion-Skill Assessment Mechanism. Let the weighted average value of the
value of each indicator be the evaluation of one statement, and let the sum of the
evaluation values of all statements of a participant be the numerical value expressing
that participant’s speaking ability in discussions at a meeting. By looking at the
changes for each discussion in each meeting, participants will be able to judge whether
their discussion skills are rising or stagnating.

Discussion-Skill Training System. We have offer some powerful evaluation indica-
tors regarding participants’ answer-quality in discussion which can let us measure
participants discussion skills, but, of course, they should be used not only for mea-
surement but also for extending their ability. One way to do this is to visualize the
results in an easy-to-understand manner and feed them back to the participants at just
the right time.

Participants should make an effort to raise their discussion ability. For that purpose,
we are going to generate a training system to evaluate discussion participants’ state-
ments during a meeting, points out the problems, and encourages improvement. There
are various ways to point this out. Such as display a message on the main screen during
or shortly after speaking to let participants calm down and give a more reasonable
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answer. There is another way to give feedback which regarding low-quality Q&A
segments to presenter-students after discussions to encourage them to spend more time
on re-understanding the questions, to sort out their research to find more accurate
answers, and to strengthen the communication skills to give participants a more
understandable description, in the long run, to effectively improve students’ discussion
performance.

To train the discussion ability, it is necessary to record evaluation results over a
considerably long span of time. Changes in short-term evaluation results are effective
as a clue to evaluating and improving the performance of the developed system, but
this will not be enough to judge whether a person certainly has improved their dis-
cussion ability. This is similar to the fact that local optimal solutions do not necessarily
become true optimal solutions when optimizing the parameters of machine learning
models.

It is often said that human education takes time. We think that discussion skills as
well as basic academic ability need to be firmly acquired over the long term. To that
end, we believe that we must have a clear guide that becomes a signpost. Without good,
clear, and factual guidance, people will lose confidence in themselves. The system for
acquiring and evaluating data that we developed is useful for clarifying what can be
done to improve what kind of ability.

We believe that discussion ability is a fundamental and important skill that human
beings use to perform intellectual activities. Improving this ability is a task that can be
said to be essential for many people. However, if visible growth does not appear,
people will get bored with such training. We are planning to introduce gamification
techniques to solve this problem.

6 Conclusion

In this study, we argued that participants’ HR data can be used to effectively evaluate
Q&A segments’ answer quality in discussion and as a discussion-skill evaluation
method compared to using NLP such as semantic analysis.

In order to confirm our argument, we set and implemented two goals. Our first goal
was employing a non-invasive device Apple Watch to build a participants’ HR data
real-time acquisition system and HR data visual browser based on our DM system
which generates a multimedia meeting minutes and provides us with analyzable Q&A
segment data which make up discussions. Our second goal was to hold an experimental
investigation into the use of a participants’ HR data collected by our HR acquisition
system, to determine whether it can more effectively evaluate answer-quality of Q&A
segments than using semantic information from Q&A segments’ statements alone.

In order to achieve our second goal, we generated three binary classification models
for evaluation: LR, SVM, and RF, and selected the seven most significant features out
of all 18 h and HRV features: All mean, Answer trend, All RMSSD, Freq answer std.,
Answer std., Question trend, and All trend, which had the largest effect on all three
models. We obtained an F-measure of 0.790 for the LR model, 0.810 for the SVM
model, and 0.870 for the RF model. These results indicate that HR data of participants
can be used to evaluate the answer-quality of Q&A segments of discussions. Two kinds
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of comparative experiments also been done and the results revealed that HR data of
participants can exhibit more effective evaluation on the answer-quality of Q&A
segments than semantic data, and the combination of two kinds of data could improve
the discussion performance evaluation ability to some extent.

Future tasks include long-term participant-based experiments on evaluating dis-
cussion skills and on training and on extending the training process to motivate stu-
dents to continue training on the basis of gamification techniques.
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