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Abstract. Face re-identification is an essential task in automatic video
surveillance where the identity of the person is known previously. It
aims to verify if other cameras have observed a specific face detected
by a camera. However, this is a challenging task because of the reduced
resolution, and changes in lighting and background available in surveil-
lance video sequences. Furthermore, the face to get re-identified suffers
changes in appearance due to expression, pose, and scale. Algorithms
need robust descriptors to perform re-identification under these challeng-
ing conditions. Among various types of approaches available, correlation
filters have properties that can be exploited to achieve a successful re-
identification. Our proposal makes use of this approach to exploit both
the shape and content of more representative facial images captured by
a camera in a field of view. The resulting correlation filters can charac-
terize the face of a person in a field of view; they are good at discrim-
inating faces of different people, tolerant to variable illumination and
slight variations in the rotation (in/out of plane) and scale. Further, they
allow identifying a person from the first time that has appeared in the
camera network. Matching the correlation filters generated in the field
of views allows establishing a correspondence between the faces of the
same person viewed by different cameras. These results show that facial
re-identification under real-world surveillance conditions and biometric
context can be successfully performed using correlation filters adequately
designed.
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1 Introduction

The goal of person re-identification is to determine if disjoint field-of-views have
observed a specific person already detected in another field-of-view (FoV) [9,28].
It can get performed after the events by processing stored videos and (or) images.
That is useful, for example, to know where a person has been in previous time.
On the other hand, the re-identification can be performed in real time, i.e., while
the person crosses a camera network that belongs to a video surveillance system.

Person re-identification (Re-Id) is a primordial task for many critical appli-
cations, such as public safety, multi-camera tracking, and legal forensic search
[9,28]. However, it is an inherently challenging task because of the visual appear-
ance of a person may change dramatically in camera views from different loca-
tions due to unknown changes in human pose, viewpoint, illumination, occlusion,
cloth, and background clutter [10,28].

Re-identification task requires person detection, tracking, synthesis, and
matching task on digital images. In this sense, computer vision is a feasible
technology as it can provide the image of a person in a discrete, remote, and
non-intrusive way. The synthesis and matching are the most crucial task for
a successful re-identification. Different views of the person in an FoV must be
synthesized to generate the descriptor while matching task must compare the
descriptors to determinate correspondences.

Descriptors can be generated using cues such as face [19,23]; the full image
of the person’s body [13,20]; walking pattern (gait) [11]; height and build [5];
and head, torso, and limbs of a person [25]. Although the visual appearance of
the whole body is the most exploited in the person re-identification, the face
of the person allows a discreet, remote, and non-intrusive re-identification. Fur-
thermore, the face allows a stable re-identification by a long time slot. For this
reason, in this work, we propose to perform the re-identification by using corre-
lation filters that synthesize face images detected in the FoVs.

The rest of the paper is organized as follows. Section 2 describes some related
works; Sect. 3 presents the basics of correlation filters; Sect. 4 describes the pro-
posed algorithm; Sect. 5 presents the results of experimental evaluation; and
finally, the main conclusions of this work.

2 Related Work

Existing approaches for re-identification mainly focus on developing robust
descriptors to capture the invariant appearance of a person’s face in different
camera views. For this purpose, it can be exploited from the face either the full
image or a set of features extracted from it.

A significant challenge in re-identification is class imbalance. In some FoVs,
the number of faces captured from a person-of-interest gets outnumbered by
the face images of other people. Two-class classification systems designed using
imbalanced data tend to recognize better the class with the most significant
number of samples. A learning algorithm named Progressive Boosting (PBoost)
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can address this problem, which progressively inserts uncorrelated samples into
a Boosting procedure to avoid losing information while generating a diverse pool
of classifiers [17].

The face images captured in an FoV could appear in arbitrary poses, res-
olutions in different lighting conditions, noise and blurriness. That problem
got addressed with a Dynamic Bayesian Network (DBN) that incorporates the
information from different cameras, proposed in [1]. In [3], given a set of face
images captured under realistic surveillance scenarios, they train a Support Vec-
tor Machine (SVM) as the descriptor of the person. In [19], the authors proposed
to overcome the variability of facial images by embedding a distance metric learn-
ing into set-based image matching. The distance metric learning scheme learns
a feature-space by mapping to a discriminative subspace. Person identification
in video data is naturally performed on tracks, not on individual frames, to
average out noise and errors under the assumption that all frames belong to
the same person [4]. In [7] they propose a framework based on Convolutional
Neural Network (CNN). First, a set of attributes is learned by a CNN to model
attribute patterns related to different body parts, and whose output gets fused
with low-level robust Local Maximal Occurrence (LOMO) features to address
the problem of the large variety of visual appearance.

The person re-identification systems are computationally expensive. In order
to obtain results in real-time, powerful computing equipment is a must in the
implementation of existing approaches. That allows systems to re-identify a
person from hundreds, even thousands, of potential candidates in a matter of
seconds.

As can be seen in the related work, the approaches for re-identification focus
their effort on characterizing the facial variations into a descriptor. However, no
effective re-identification exists in uncontrollable environments. That raises the
need to develop new strategies in order to obtain a robust re-identification.

3 Correlation Filters

Correlation pattern recognition is based on selecting or defining a reference sig-
nal h(x, y), called a correlation filter, and then on determining the degree of
similarity between the reference and test signals [18]. Correlation filters can be
designed in either the spatial domain or frequency domain by Fourier Transform
(FT). The correlation process using the FT is given by:

g(x, y) = F−1{F (k, l) · H∗(k, l)}, (1)

where g(x, y) is the correlation output; F−1 is the inverse of FT; F (k, l) and
H(k, l) are the FT of the test signal f(x, y) and reference signal h(x, y), respec-
tively; “·” is an element-wise multiplication; and “∗” represents the complex
conjugate operation. The correlation output g(x, y) should exhibit a bright-
ness, named correlation peak, when f(x, y) is similar to h(x, y). This process
is depicted by Fig. 1a.
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Fig. 1. Scheme of the correlation process the Fourier domain.

The sharpness of the correlation peak indicates a similarity degree between
the test and reference signals. A correlation output for signals of the same class
could contain a sharp high peak, as in Fig. 1c; while in another case, the cor-
relation output only contains noise and no prominent peak, as in Fig. 1b. The
peak-to-sidelobe ratio (psr) can measure the sharpness of the peak:

psr =
(peak − μarea)

σarea
, (2)

where μarea and σarea, respectively, are the mean and standard deviation of some
area or neighborhood around, but not including, the correlation peak. Consider
th as a recognition threshold; thus psr ≥ th means that f(x, y) and h(x, y) belong
to the same class.

3.1 Synthetic Discriminant Function

A Synthetic Discriminant Function (SDF) filter is a linear combination of MFs
[6]. They design this filter by using a training set, T , composed of images with
general distortions expected for the object of interest, and it is, therefore, robust
at recognizing an object that presents distortions similar to those found in T .

Let T = {f1(x, y), f2(x, y), . . . , fN (x, y)} be the training set, and xj the
column-vector form of fj(x, y). The vector xj is constructed by lexicographic
scanning, in which each image is scanned from left to right and from top to bot-
tom. Each vector is a column of the training data matrix, X = [x1,x2, . . . ,xN ].
The SDF correlation filter is given by:

h = X(X+X)−1u, (3)

where X+ is the complex conjugate transpose, and u = [u1,u2, . . . ,uN ]+ is a
vector of size N that contains the expected values at the origin of the correlation
output for each training image. Typical values for u are 1 for true class, and 0
for false class.
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3.2 Unconstrained Optimal Tradeoff Synthetic Discriminant
Function

The Unconstrained Optimal Trade-off Synthetic Discriminant Function
(UOTSDF) filter was designed to produce sharp, high peaks in the presence
of noise and low-light conditions. This filter is given by:

h = (αD +
√−1α)−1, (4)

where α is the normalizing factor, and D =
1

N · d

∑N
i=1(XiX

∗
i ). The symbols d

and X are the amount of pixels in fi(x, y) and FT of fi(x, y).

3.3 Maximum Average Correlation Height

Maximum Average Correlation Height (MACH) filter is designed to be tolerant
to noise and distortion while addressing the issue of sensor noise and background
clutter. MACH filter is given by:

h = α(S + C)−1m, (5)

where α is a normalizing coefficient,

S =
1

N · d

N∑

i=1

(Xi − X)(Xi − X)∗, (6)

where Xi is FT of the i-th training image, C is the covariance matrix of the
input noise, and m is a vector containing the average of the training images.

In recent years, correlation filters have achieved impressive results in discrim-
ination, efficiency, location accuracy, and robustness [22].

Furthermore, correlation filters could be designed for reliable recognition of
partially occluded objects as is described in [14] and [15]. The SDF, UOTSDF,
and MACH correlation filters described in this section were used to test the
proposed algorithm for re-identifying persons by their facial images captured in
disjoints FoVs.

4 Correlation Filters Based Algorithm for Facial
Re-identification

This section describes the proposed algorithm for re-identifying a person by their
face images by using correlation filters. Since it is all about a video-based person,
re-identification must perform in a discreet remote non-intrusive way; the face
recognition process makes that possible and allows the proposed algorithm to
work in a biometric context.
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4.1 Framework for Facial Re-identification

Here is described the proposed framework for facial re-identification in an uncon-
strained environment. Let G(V,E) be a graph that represents a camera network,
where V is the set of FoVs, and E is the set of edges between them. To re-identify
a person by their face image on this camera network, necessarily different tasks
must work in collaboration: the face detection, identification, tracking, synthesis,
and matching.

Figure 2 shows the correlation-filters-based algorithm for re-identifying a per-
son by their face images. A facial descriptor gets synthesized from a set of face
images captured in the FoVs, where the person gets last seen. Then, the facial
descriptors will correlate (match) for determining correspondence. As one can
see in Fig. 2, the person gets identified by using the set of face images, recorded
in the FoV, where seen for the first time.

Fig. 2. Basic scheme of proposed algorithm for re-identifying persons by their face
images.

The facial identification, synthesis, and matching modules details are in the
next subsections.

4.2 Facial Identification

In the traditional face recognition task, only a few samples per subject are nec-
essary to identify face images [2,8]. However, face images in uncontrollable envi-
ronments are usually accompanied with appearance changes in lighting, pose,
expression, resolution, and occlusion. As a result, the person gets identified by
using only the most representative face images, i.e., using only the images that
contribute to their recognition.

The proposed identification process is depicted in Fig. 3a. Before the identi-
fication, we must build a gallery of biometric templates Gbt.
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Given a sequence S recorded in the i-th FoV, and where appears the person-
of-interest, p; each frame is searched for face images to generate the set Fp,i. This
set could contain face images with different distortions, and not all are suitable
for using them to generate the biometric template. That raises the need for
selecting only the most representative face images from Fp,i. That is why we used
the approach proposed in [16]. The selected set must contain face images that
best describe the set Fp,i. Images with variable illumination and noise may not
be considered in the training set since image processing algorithms can remove
them successfully.

A UOTSDF filter is synthesized with the set selected from Fp,i and used
as the biometric template H(k, l) for p. For each known person, a biometric
template must get synthesized and stored in Gbt. Once the gallery Gbt is ready,
the identification works as follows. Face images Fq,j of person q, detected in the
j-th FoV, are correlated with the biometric template Hi(k, l) ∈ Gbt for calculat-
ing the average similarity score psr. The person-of-interest’s ID corresponds to
the biometric template with the highest average similarity score.

Fig. 3. Facial identification scheme for the proposed re-identification algorithm.

The gallery of biometric templates is generated once and updated eventually
to adapt to changes of the face, while the identification performs each time that
a person gets detected for the first time. The filters of the identification module
are different from those used in the re-identification that we describe below.

4.3 Facial Synthesis

A robust facial descriptor must allow a re-identification either inter/intra FoVs
and short/long intervals of time. The algorithm for synthesizing correlation filter
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as a facial descriptor in the i-th FoV is in Fig. 3b. First, the most frontal faces
in each video frame get detected. Second, the region of the detected faces must
get extracted from the video frames. Let Fp,i = {f1(x, y), . . . , fN (x, y)} be a
set of those face images. Third, face images in Fp,v contain variations concern-
ing illumination conditions, pose, sharpness, as well as size because the person
moves away or approaches to the camera. Using all these images may lower the
performance of re-identification algorithms, and it is computationally expen-
sive. Therefore, it is more appropriate to choose a subset Tp,i ⊂ Fp,i that best
describes the faces in i. Fourth, Tp,i ⊂ Fp,i is used to train a UOTSDF filter
Hp,i(k, l), which in turn works as a descriptor of the person. Any correlation
filter described in Sect. 3 or another reported in the literature could be suitable
for this purpose. This module generates a filter in each FoV, where a person gets
viewed and use them in the matching module.

4.4 Descriptors Matching

Descriptors matching could be performed in two ways: (a) once a person has
left the camera network, and (b) while a person walks through the network of
cameras. In this work, the descriptors matching task runs while the person walks
through the camera network for real-time face Re-Id, as depicted by Algorithm1.

Given the sequence S of the current FoV, a facial descriptor Hi−1(k, l) gen-
erated in a previous FoV, a recognition threshold th, and a binary vector of
matching results; the algorithm works as follows. First, build a facial descriptor
Hi(k, l) for faces in S, as described in Sect. 4.3. Later, calculate the psr of the
correlation between Hi(k, l) and Hi−1(k, l), according to (2). Then, put 1 to
vector c if psri,j ≥ th, which means that there is a correspondence. Otherwise,
put 0 to c. Finally, return Hi(k, l) and c.

Algorithm 1. Facial descriptors matching.
Data: videoi, Hi−1(k, l), th, c
Result: Hi(k, l), c

1 Hi(k, l) = BuildFacialDescriptor(videoi)
2 psri,j = AverageSimilarity(Hi(k, l), Hi(k, l))

3 if psri,j ≥ th then
4 c = [c, 1]
5 else
6 c = [c, 0]
7 end
8 return Hi(k, l), c

Once the person leaves the camera network, the binary vector c contains
all the matches. If all values in c are 1, then it means that the compared
facial descriptor belongs to the same person identified in the first FoV. We
performed experiments under real-world surveillance conditions to verify the
proposed algorithm.
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5 Experimental Evaluation

This section presents the performance of the proposed correlation-filter-based
algorithm for re-identifying a person by their face images regarding Detection
and Identification Rate (DIR), Verification Rate (VR), Mean Reciprocal Rank
(MRR), and the correctness of the descriptors matching. In a first experiment,
we tested the facial identification module in DIR, VR and MRR metrics by using
UOTSDF filter. In a second experiment, the facial descriptors matching module
got tested by using UOTSDF, SDF, and MACH correlation filters. In this section,
we compare the performances for correlation filters and LBP images [27] at face
re-identification. We used the psr measure as the similarity score in correlation
filters, while for LBP images we used the Structural Similarity (SSIM) in [24].
Both in identification and correspondence modules, the subsets were selected by
using the approach proposed in [16].

5.1 Data Set Configuration

The experimental evaluation of the proposed algorithm got conducted on the
publicly available ChokePoint1 video dataset. This dataset consists of 25 subjects
(19 males and six females) in Portal 1 and 29 subjects (23 males and six females)
in Portal 2 such as described in [26]. The recording of Portal 1 and Portal 2 are
one month apart. The dataset has a frame rate of 30 fps, and the image resolution
is 800 × 600 pixels.

Three case studies (see Table 1) were used to evaluate the performance of
the proposed algorithm under different environments and time interval between
recording. These case studies contain the most frontal faces, and they are from
the ChokePoint website. Case Study 1 was recorded in a short time interval and
indoor scene, while Case Study 2 got recorded both indoor and outdoor scenes
and with short time interval as well. Similarly, Case Study 3 got recorded in
both indoor and outdoor scenes although with a long time interval.

Face images in ChokePoint video dataset have variations regarding illumina-
tion conditions, pose, sharpness, as well as scale since the person can approach or
move away from the camera. For evaluation purpose, we re-sized the face images
to 32 by 32 pixels, and we averaged ten executions to achieve the results.

5.2 Numerical Results

Suppose that an operator visually recognizes the person on the video and thus it
is only necessary to verify the person’s identity. Now suppose that the operator
can not visually identify the person, so the algorithm has to search the gallery
for the identity of such person. The performance in the first case gets measured
by VR metric, while in the second case by the DIR metric.

Table 2 shows the performance of the facial recognition module. Regarding
DIR and MRR metrics, the correlation filters obtained the best performance of

1 http://arma.sourceforge.net/chokepoint/.

http://arma.sourceforge.net/chokepoint/
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Table 1. Case studies used in the experimental evaluation.

Case study 1 Case study 2 Case study 3

P1E S1 C1 P2E S2 C2 P1E S1 C1 P1E S3 C3

P1L S1 C1 P2L S2 C2 P1E S2 C2 P1E S4 C1

P1E S3 C3 P2E S4 C2 P1L S1 C1 P1L S3 C3

P1L S3 C3 P2L S4 C2 P1L S2 C2 P1L S4 C1

P1E S2 C2 P2E S1 C3 P2E S2 C2 P2E S4 C2

P1L S2 C2 P2L S1 C1 P2E S1 C3 P2E S3 C1

P1E S4 C1 P2E S3 C1 P2L S2 C2 P2L S4 C2

P1L S4 C1 P2L S3 C3 P2L S1 C1 P2L S3 C3

Table 2. Performance of the facial identification module using correlation filters and
LBP images.

Case study Descriptor DIR VR MRR

1 CF 0.85 0.99 0.91

LBPi 0.89 1.00 0.93

2 CF 0.86 0.96 0.89

LBPi 0.80 0.99 0.86

3 CF 0.81 0.97 0.91

LBPi 0.79 1.00 0.85

both indoor/outdoor scenarios and short/long time interval (Case Studies 2 and
3). These results are evidence that the correlations filters are suitable for facial
identification under re-identification conditions. The LBP images obtained the
best performance under indoor scenarios and in short time interval–Case Study
1. Moreover, regarding VR metric, LBP images obtained the best performance
in three case studies of person re-identification.

In the identification task, each element of the set Fp,i gets compared against
N = |Gbt| biometric templates. This process could produce a list of possible
matches. Thus, the biometric template must be able to produce a similarity
score higher than other possible matches for the authentic person. The MRR
metric measures the performance of the correlation filter to produce a similarity
score higher than other possible matches.

The performance of facial descriptors matching module was calculated using
the UOTSDF, SDF, and MACH filters. We measured the ability of the descriptor
generated in the i-th FoV to match with the descriptor generated in the j-th
FoV. As one can see in Table 1, each person appears in eight, eight, and 16 FoVs
in the case studies 1, 2, and 3, respectively. Thus, M = |Vp| becomes the number
of FoVs, where the p-th person appears, so are performed M − 1 comparisons.
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The performance of the descriptor matching module was calculated in terms
of the number of successful matches between the total numbers of matches. We
executed a total of seven matches for case studies 1 and 2, while 15 for case study
3. Both correlation filters and LBP images obtained 100% of effectiveness, which
shows the competitiveness of the correlation filters against other approaches in
face Re-Id.

5.3 Discussion

Although LBP image obtained similar performance to correlation filters in some
cases, it does not allow to synthesize a set of images into a single signal. So, both
recognition and matching are computationally expensive and thus not suitable
for real-time systems. Furthermore, LBP image requires a big set of images for
obtaining good performance. On the other hand, correlation filters can synthesize
several images into a single signal. This synthesis improves the speed of the
proposed algorithm for re-identifying a person by their facial images.

The results achieved by our proposed algorithm in the recognition module
are competitive with those reported in the literature. In [26] they tested the
LBP+ Multi-Region Histogram (MRH) and Average MRH, obtaining VR =
86.7% and VR = 87.7%, respectively, on the ChokePoint dataset. Our proposed
method outperforms these results in all case studies. In [12] they proposed a
covariance descriptor based on bio-inspired features, getting VR = 87% in the
best case; although that result is on a different dataset, our proposed algorithm
achieved better results in the same metric. The descriptor matching module
achieved results competitive with those approaches that use facial images for
re-identification, reported in [17] and [21,23].

6 Conclusion

In this paper, we propose a correlation-filter-based algorithm for re-identifying
people by their face images. We tested the proposed algorithm with the UOTSDF
filter in the facial identification module, achieving the best performance in the
DIR metric for indoor/outdoor scenes. We assessed the matching module by
using UOTSDF, SDF, and MATCH filters. Although they all scored perfect
matches, we observed that the SDF filter does not affect the speed of the pro-
posed algorithm. On the other hand, the UOTSDF and MATCH filters require
a matrix inversion, which slows down the re-identification process.

We can highlight at least four strengths of the proposed algorithm. First,
correlation filters can be successfully applied to facial re-identification as shown
by the results previously presented. Second, since correlation filters synthesize
the training sets into a single signal, it helps to maintain or even to improve
the speed of re-identification algorithms. Third, the identification task in the
re-identification algorithm avoids the need for using an operator and allows the
development of intelligent re-identification systems. Fourth, the selection of a
subset of the most representative face images, in the identification and matching
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modules, improves their precision. Due to these four strengths, the proposed
algorithm is suitable for re-identifying a person by their face images in a camera
network, and it also promises further results in future work for both intelligent
and big-data processes.
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