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Preface

The Mexican Conference on Pattern Recognition 2019 (MCPR 2019) was the 11th
event in the series organized by the Computer Science Department of the National
Institute for Astrophysics Optics and Electronics (INAOE) of Mexico and the National
Polytechnic Institute (IPN) of Mexico, under the auspices of the Mexican Association
for Computer Vision, Neurocomputing and Robotics (MACVNR), which is a member
society of the International Association for Pattern Recognition (IAPR). MCPR 2019
was held in Queretaro, Mexico, during June 26-29, 2019.

This conference aims to provide a forum for the exchange of scientific results,
practice, and new knowledge, as well as promoting collaboration among research
groups in pattern recognition and related areas in Mexico and around the world.

In this edition, as in previous years, MCPR 2019 attracted not only Mexican
researchers but it also included worldwide participation. We received contributions
from ten countries. In total, 86 manuscripts were submitted, out of which 40 were
accepted for publication in these proceedings and for presentation at the conference.
Each of these submissions was strictly peer-reviewed by at least two members of the
Program Committee, all of them experts in their respective fields of pattern recognition,
resulting in these excellent conference proceedings.

Beside the presentation of the selected contributions, we were very honored to have
three outstanding invited speakers:

— Prof. Roberto Manduchi, Department of Computer Engineering, University of
California at Santa Cruz, USA.

— Prof. Sertac Karaman, Laboratory of Information and Decision Systems,
Massachusetts Institute of Technology, USA.

— Prof. Adolfo Guzmén Arenas, Center for Computing Research, National
Polytechnic Institute, Mexico.

These distinguished researchers gave keynote addresses on various pattern recog-
nition topics and also presented enlightening tutorials during the conference. To all
of them, we express our appreciation for these presentations.

We would like to thank all the people who devoted so much time and effort to the
successful running of the conference. In particular, we extend our gratitude to all the
authors who contributed to the conference. We are also very grateful for the efforts and
the quality of the reviews of all Program Committee members and additional reviewers.
Their work allowed us to maintain the high quality of the conference and provided a
conference program of high standard.
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We are sure that MCPR 2019 provided a fruitful forum for the Mexican pattern
recognition researchers and the broader international pattern recognition community.

June 2019 Jesus Ariel Carrasco-Ochoa
José Francisco Martinez-Trinidad

José Arturo Olvera-Lopez

Joaquin Salas



Organization

MCPR 2019 was sponsored by the Computer Science Department of the National
Institute of Astrophysics, Optics and Electronics (INAOE) and the National Polytech-
nic Institute (IPN) of Mexico.

General Conference Co-chairs

Jesus Ariel Carrasco-Ochoa  National Institute of Astrophysics,
Optics and Electronics (INAOE), Mexico

José Francisco National Institute of Astrophysics,
Martinez-Trinidad Optics and Electronics (INAOE), Mexico

José Arturo Olvera-Lopez Autonomous University of Puebla (BUAP), Mexico

Joaquin Salas Research Center on Applied Science and Advanced

Technology (CICATA) of National Polytechnic
Institute (IPN) of Mexico, Mexico

Local Arrangements Committee

Brenda Cervantes
Marisol Alvarado
Daniela Basurto
Lucero Flores
Alejandro Gémez
Héctor Hernandez
Alejandro Lozano
Pedro Martinez
Omar Montoya
Edith Mufoz
Dagoberto Pulido
Héctor Sanchez
Pablo Vera

Scientific Committee

Alexandre, L. A. Universidade da Beira Interior, Portugal
Alonso-Fernandez, F. Halmstad University, Sweden

Araujo, A. Universidade da Beira Interior, Brazil
Asano, A. Kansai University, Japan

Benedi, J. M. Universidad Politécnica de Valencia, Spain
Borges, D. L. Universidade de Brasilia, Brazil

Calderita-Estévez, L. V. University of Extremadura, Spain



viii Organization

Camargo, J. Universidad Nacional de Colombia, Colombia

Castellanos, G. Universidad Nacional de Colombia, Colombia

Chellappa, R. University of Maryland, USA

Das, A. Inria Sophia Antipolis, France

Diaz, M. Universidad del Atlantico Medio, Spain

Dos-Santos, J. A. Universidade Federal de Minas Gerais, Brazil

Escalante-Balderas, H. J. INAOE, Mexico

Facon, J. Pontificia Universidade Catolica do Parana, Brazil

Fontanella, F. Universita degli studi di Cassino e del Lazio
Meridionale, Italy

Furnari, A. Universita degli Studi di Catania, Italy

Gatica, D. Idiap Research Institute, Switzerland

Godoy, D. UNICEN, Argentina

Goldfarb, L. University of New Brunswick, Canada

Gomez-Barrero, M. Darmstadt University of Applied Sciences, Germany

Grafia, M. University of the Basque Country, Spain

Grau, A. Universitat Politécnica de Catalunya, Spain

Guevara, M. R. Universidad de Playa Ancha, Chile

Haindl, M. Institute of Information Theory and Automation,
Czech Republic

Heutte, L. Université de Rouen, France

Hurtado-Ramos, J. B. CICATA-IPN, Mexico

Jiang, X. University of Miinster, Germany

Kampel, M. Vienna University of Technology, Austria

Klette, R. University of Auckland, New Zealand

Kober, V. CICESE, Mexico

Laurendeau, D. Université Laval, Canada

Lazo-Cortés, M. S. INAOE, Mexico

Levano, M. A. Universidad Catolica de Temuco, Chile

Lorenzo-Ginori, J. V. Universidad Central de Las Villas, Cuba

Malmberg, F. Uppsala University, Sweden

Marfil, R. Universidad de Malaga, Spain

Mendoza, M. Universidad Técnica Federico Santa Maria, Chile

Menotti, D. Universidade Federal do Parana, Brazil

Montes-Y-Gomez, M. INAOE, Mexico

Morales, A. Universidad Auténoma de Madrid, Spain

Morales, E. INAOE, Mexico

Moreno, S. Universidad Adolfo Ibafez, Chile

Nappi, M. Universita degli Studi di Salerno, Italy

Oliveira, J. L. Universidade de Aveiro, Portugal

Palagyi, K. University of Szeged, Hungary

Pedrosa, G. V. Universidade de Brasilia, Brazil

Perez-Suay, A. Universitat de Valéncia, Spain

Pina, P. Instituto Superior Técnico, Portugal

Pinho, A. University of Aveiro, Portugal

Pinto, J. Instituto Superior Técnico, Portugal



Pistori, H.

Ponzoni, 1.
Quiros-Ramirez, M. A.
Raducanu, B.

Real, P.

Ross, A.
Ruiz-Shulcloper, J.
Sanchez-Cortes, D.
Sanchez-Salmeron, A. J.
Sansone, C.

Sappa, A.
Sossa-Azuela, J. H.
Spyridonos, P.

Sucar, L. E.

Tolosana, R.

Turki, T.

Valev, V.

Velastin, S. A.

Vitria, J.

Yera-Toledo, R.

Additional Reviewers

Aragon, M. E.

Cilia, N. D.

Dhiman, A.
Diaz-Del-Rio, F.
Ferreira-Soares, J.
Fouzia, S.
Garcia-Hernandez, R. A.
Hernandez-Farias, D. L.
Laroca, R.

Sponsoring Institutions

Organization

Dom Bosco Catholic University, Brazil
Universidad Nacional del Sur, Argentina
University of Konstanz, Germany
Universitat Autonoma de Barcelona, Spain
University of Seville, Spain

West Virginia University, USA

UCI, Cuba

HES-SO Valais-Wallis, Switzerland
Universitat Politécnica de Valéncia, Spain
Universita di Napoli, Italy

Universitat Autonoma de Barcelona, Spain
CIC-IPN, Mexico

University of Ioannina, Greece

INAOE, Mexico

Universidad Auténoma de Madrid, Spain
King Abdulaziz University, Saudi Arabia
University of North Florida, USA
Universidad Carlos III de Madrid, Spain
University of Barcelona, Spain

UCI, Cuba

Molina-Abril, H.
Oliveira, H.
Ortega-Mendoza, R. M.
Pereira, E.

Pereira, M.
Pérez-Sansalvador, J. C.
Rivas, J. J.

Saleem, N.

Solorio, S.

Instituto Nacional de Astrofisica, Optica y Electronica (INAOE)
Instituto Politécnico Nacional of Mexico (IPN)

Mexican Association for

(MACVNR)

National Council of Science and Technology of Mexico (CONACYT)
Queretaro State Council of Science and Technology (CONCYTEQ)

ix

Computer Vision, Neurocomputing and Robotics



Contents

Artificial Intelligence Techniques and Recognition

A Supervised Filter Feature Selection Method for Mixed Data Based

on the Spectral Gap Score . . .. ... .. ...

Saul Solorio-Fernandez, José Fco. Martinez-Trinidad,
and Jesus Ariel Carrasco-Ochoa

Motor Imagery Task Classification in EEG Signals with Spiking

Neural Network . . . ... e

Carlos D. Virgilio G, Humberto Sossa, Javier M. Antelis,
and Luis E. Falcon

A Comprehensive Methodology to Find Closed Mathematical Models

from Experimental Data. . . .. ... ... ... ... ... ..

Angel Kuri-Morales

Novel Leak Location Approach in Water Distribution Networks with Zone

Clustering and Classification . ............ ... ... ... ... ........

Marcos Quinones-Grueiro, Cristina Verde, and Orestes Llanes-Santiago

Convolutional Genetic Programming . . .. ............. ... .. ......

Lino Rodriguez-Coayahuitl, Alicia Morales-Reyes,
and Hugo Jair Escalante

Methods for Procedural Terrain Generation: A Review . ... ............

Luis Oswaldo Valencia-Rosado and Oleg Starostenko

Some Variations of Upper Confidence Bound for General Game Playing. . . .

Ivan Francisco-Valencia, José Raymundo Marcial-Romero,
and Rosa Maria Valdovinos-Rosas

Dendrite Ellipsoidal Neuron Trained by Stochastic Gradient Descent

for Motor Imagery Classification. . .. ........ ... ... ... ... ... .....

Fernando Arce, Omar Mendoza-Montoya, Erik Zamora,
Javier M. Antelis, Humberto Sossa, Jessica Cantillo-Negrete,
Ruben I. Carino-Escobar, Luis G. Hernandez, and Luis Eduardo Falcon

An Improved Convolutional Neural Network Architecture

for Image Classification. . .. ... ... . .. .

A. Ferreyra-Ramirez, C. Aviles-Cruz, E. Rodriguez-Martinez,
J. Villegas-Cortez, and A. Zuiiiga-Lopez

14

25

37

47

58

68

80

&9



Xii Contents

Computer Vision

Estimation of Forest Carbon from Aerial Photogrammetry . . ... ......... 105
Dagoberto Pulido, Klaus Puettmann, and Joaquin Salas

Using Synthetic Images for Deep Learning Recognition Process

on Automatic License Plate Recognition . . ... ..... ... ... ... ... .... 115
Saulo Cardoso Barreto, Jorge Albuquerque Lambert,
and Flavio de Barros Vidal

A Review of Local Feature Algorithms and Deep Learning Approaches
in Facial Expression Recognition with Tensorflow and Keras. .. ......... 127
Kennedy Chengeta

Detection and Tracking of Motorcycles in Congested Urban Environments
Using Deep Learning and Markov Decision Processes. . .. ............. 139
Jorge E. Espinosa, Sergio A. Velastin, and John W. Branch

Rock Detection in a Mars-Like Environment Using a CNN .. ........... 149
Federico Furlan, Elsa Rubio, Humberto Sossa, and Victor Ponce

Towards a Rodent Tracking and Behaviour Detection System
inReal Time . . ... ... ... 159
José Arturo Cocoma-Ortega and Jose Martinez-Carranza

Facial Re-identification on Non-overlapping Cameras

and in Uncontrolled Environments . .. ........................... 170
Everardo Santiago Ramirez, J. C. Acosta-Guadarrama,
Jose Manuel Mejia Murioz, Josue Dominguez Guerrero,
and J. A. Gonzalez-Fraga

Thermal Radiation Dynamics of Soil Surfaces with Unmanned

Aerial SyStemSs . . . . .. 183
Othon Gonzalez, Mariano 1. Lizarraga, Sertac Karaman,
and Joaquin Salas

Industrial and Medical Applications of Pattern Recognition

Intra-patient Arrhythmia Heartbeat Modeling by Gibbs Sampling . ... ... .. 195
Ethery Ramirez-Robles, Miguel Angel Jara-Maldonado,
and Gibran Etcheverry

Non-invasive Glucose Level Estimation: A Comparison of Regression

Models Using the MFCC as Feature Extractor . ..................... 206
Victor Francisco-Garcia, Iris P. Guzman-Guzman,
Rodolfo Salgado-Rivera, Gustavo A. Alonso-Silverio,
and Antonio Alarcon-Paredes



Contents

Non-parametric Brain Tissues Segmentation via a Parallel

Architecture of CNINS . . . . ... e

Dante Mujica-Vargas, Alicia Martinez, Manuel Matuz-Cruz,
Antonio Luna-Alvarez, and Mildred Morales-Xicohtencatl

Automatic Detection and Classification of Hearing Loss Conditions

Using an Artificial Neural Network Approach. . . ... ... ... ... ... . ...

Edgar Mosqueda Cardenas, José P. de la Rosa Gutiérrez,
Lina Maria Aguilar Lobo, and Gilberto Ochoa Ruiz

Asymmetry Level in Cleft Lip Children Using Dendrite

Morphological Neural Network. . . . ....... .. .. ... . . . .. ...

Griselda Cortés, Fabiola Villalobos, and Mercedes Flores

Novel SSVEP Processing Method Based on Correlation and Feedforward

Neural Network for Embedded Brain Computer Interface. . .. ...........

Juan Ramirez-Quintana, Jose Macias-Macias, Alma Corral-Saenz,
and Mario Chacon-Murguia

Image Processing and Analysis

Polygonal Approximation Using a Multiresolution Method

and a Context-free Grammar. . . .. .. ...... ..

Hermilo Sanchez-Cruz, Osvaldo A. Tapia-Duenias,
and Francisco Cuevas

A Binary Descriptor Invariant to Rotation and Robust to Noise (BIRRN)

for Floor Recognition . ... ........ . .. .. .. ..

J. A. de Jesus Osuna-Coutifio and Jose Martinez-Carranza

Automatic Contrast Enhancement with Differential Evolution

for Leukemia Cell Identification . . . .. ......... ... . ... . . ... u....

R. Ochoa-Montiel, O. Flores-Castillo, Humberto Sossa,
and Gustavo Olague

Enhanced Parallel Generation of Tree Structures for the Recognition

of 3D Images . . . . ..o

P. Real, H. Molina-Abril, F. Diaz-del-Rio, S. Blanco-Trejo,
and D. Onchis

Blood Vessel Analysis on High Resolution Fundus Retinal Images . . . ... ..

Gemma S. Parra-Dominguez, Raul E. Sanchez-Yanez,
and S. Ivvan Valdez

Xiii



X1v Contents

Pattern Recognition Techniques

The Mexican Conference on Pattern Recognition After Ten Editions:

A Scientometric Study. . . ... ... 315
Octavio Loyola-Gonzdlez, Miguel Angel Medina-Pérez,
José Fco. Martinez-Trinidad, and Jesus Ariel Carrasco-Ochoa

On the Use of Constructs for Rule-Based Classification: A Case Study . . . .. 327
Manuel S. Lazo-Cortés, José Fco. Martinez-Trinidad,
and Jesus A. Carrasco-Ochoa

Recognizing 3-colorable Basic Patterns on Planar Graphs. . . ... ......... 336
Guillermo De Ita Luna and Cristina Lopez-Ramirez

Inference Algorithm with Falsifying Patterns for Belief Revision. . . . ... ... 347
P. Bello and G. De Ita

Analytical Hierarchy Process Based Model for Safety Assessment

of Coastal Touristic Locations . ... ........ ... ... ... ... ... . ...... 357
Alberto Daniel Davila—Lamas, José J. Carbajal-Herndndez,
Luis P. Sanchez—Fernandez, and César A. Hoil-Rosas

Signal Processing and Analysis

Modeling of a Simplified 2D Cardiac Valve by Means

of System Identification. . .. ....... ... ... ... .. .. 371
Carlos Duran-Hernandez, Rogelio Perez-Santiago,
Gibran Etcheverry, and Rene Ledesma-Alonso

Sound Source Localization Using Beamforming and Its Representation
in a Mixed Reality Embedded Device . . ... ...... ... .. .. .. ... .... 381
Aldo Valencia-Palma and Diana-Margarita Cordova-Esparza

Using Morphological-Linear Neural Network for Upper Limb Movement

Intention Recognition from EEG Signals . .. ......... ... ... ... .... 389
Gerardo Hernandez, Luis G. Hernandez, Erik Zamora, Humberto Sossa,
Javier M. Antelis, Omar Mendoza-Montoya, and Luis E. Falcon

Evaluation of Five Classifiers for Children Activity Recognition with

Sound as Information Source and Akaike Criterion for Feature Selection. ... 398
Antonio Garcia-Dominguez, Laura A. Zanella-Calzada,
Carlos E. Galvan-Tejada, Jorge 1. Galvan-Tejada,
and José M. Celaya-Padilla



Contents

Natural Language Processing and Recognition

Exploring the Use of Psycholinguistic Information in Author Profiling . . . ..
Delia Irazu Hernandez Farias, Rosa Maria Ortega-Mendoza,
and Manuel Montes-y-Gomez

Abstractive Multi-Document Text Summarization

Using a Genetic Algorithm. . .. ... ... .. .. . . .
Veronica Neri Mendoza, Yulia Ledeneva,
and René Arnulfo Garcia-Herndndez

Soft Bigram Similarity to Identify Confusable Drug Names . . ... ........
Christian Eduardo Millan-Herndandez, René Arnulfo Garcia-Hernandez,
Yulia Ledeneva, and Angel Hernandez-Castarieda

Author Index . ... ... ... . . . ... e

XV



Artificial Intelligence Techniques and
Recognition



®

Check for
updates

A Supervised Filter Feature Selection
Method for Mixed Data Based
on the Spectral Gap Score

Sal Solorio-Fernandez®) | José Fco. Martinez-Trinidad,
and Jesuis Ariel Carrasco-Ochoa

Computer Sciences Department, Instituto Nacional de Astrofisica,
Optica y Electrénica, Luis Enrique Erro # 1, Santa Maria Tonantzintla,
72840 Puebla, Mexico
sausolofer@inaoep.mx

Abstract. Feature Selection for supervised classification plays a fun-
damental role in pattern recognition, data mining, machine learning,
among other areas. However, most supervised feature selection methods
have been designed for handling exclusively numerical or non-numerical
data; so, in practical problems of fields such as medicine, economy, busi-
ness, and social sciences, where the objects of study are usually described
by both numerical and non-numerical features (mixed data), traditional
supervised feature selection methods cannot be directly applied. This
paper introduces a supervised filter feature selection method for mixed
data based on the spectral gap score and a new kernel capable of model-
ing the data structure in a supervised way. To demonstrate the effective-
ness of the proposed method, we conducted some experiments on public
real-world mixed datasets.

Keywords: Supervised feature selection - Spectral feature selection -
Mixed data - Feature ranking + Feature subset selection

1 Introduction

In areas such as pattern recognition, data mining, machine learning, statistical
analysis, and in general, in tasks involving data analysis or knowledge discovery
from datasets, it is common to process collections of objects' characterized by
many features. In this situation, it is reasonable to assume that by retaining all
features we will get better knowledge about the objects of study. However, in
practice, this is usually not true, because many features could be either irrelevant
or redundant. Indeed, it is well-known that irrelevant and redundant features
may have an adverse impact on learning algorithms, decreasing the performance

1 Also called instances, samples, tuples or observations.

© Springer Nature Switzerland AG 2019
J. A. Carrasco-Ochoa et al. (Eds.): MCPR 2019, LNCS 11524, pp. 3-13, 2019.
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of supervised classifiers and producing biases or even incorrect models [1]. Fea-
ture selection methods [2,3] have shown to be a useful tool for alleviating this
problem; where the aim is to identify and eliminate irrelevant and/or redundant
features in the data without significantly decreasing the prediction accuracy of a
classifier built using only the selected features. Moreover, feature selection, not
only reduces the dimensionality of the data facilitating their visualization and
understanding; but also, it commonly leads to more compact models with better
generalization ability [4].

In the literature of feature selection for supervised classification most fea-
ture selection methods (selectors) have been designed for either numeric or
non-numeric data. However, these methods cannot be directly applied to mixed
datasets where objects are simultaneously described by both numerical and non-
numerical features. Mixed data [5] is very common, and it appears in many
real-world problems; for example, in biomedical and health-care applications,
socio-economic and business, software cost estimations, and so on.

In practice, for using supervised feature selection methods developed exclu-
sively for numerical or non-numerical data on mixed data problems, it is common
to apply feature transformations. The process of transforming non-numerical
features to numerical ones is called encoding; nevertheless, this transformation
has as a main drawback that the categories of a non-numerical feature should
be coded as numerical values. This codification introduces an artificial order
between feature values which does not necessarily reflect its original nature.
Moreover, some mathematical operations such as addition and multiplication by
a scalar do not make sense over the transformed data [6,7]. Conversely, when
the feature selection methods require non-numerical data as input, an a priori
data discretization for converting numerical features into non-numerical ones is
needed. However, this discretization brings with it an inherent loss of information
due to the binning process [7], and consequently, the results of feature selection
become highly dependent on the applied discretization method. Another solu-
tion that has been considered in some supervised feature selection methods [7,8]
is to analyze the numerical and non-numerical features separately, and then to
merge the two set of results. However, as [5] have noted, using this solution,
the associations that exist between numerical and non-numerical features are
ignored.

Based on the results reported in [9], where the spectral gap score combined
with a kernel function was successfully used for feature selection in unsupervised
mixed datasets. In this paper, we propose an extension of the aforementioned
method and show how using a supervised kernel and a simple leave-one-out
search strategy results in a filter feature selection method useful to be applied for
selecting relevant features in supervised mixed datasets. The proposed method
does not transform the original space of features or process the data separately,
and it can produce both a feature raking or a feature subset composed of only
relevant features. Experimental results on real-world datasets show that the
proposed method achieves outstanding performance compared to the state-of-
the-art methods.
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The rest of this paper is organized as follows. In Sect. 2, we provide a brief
review of the related work, in Sect. 3, we describe the proposed method. Exper-
iments will be presented and discussed in Sect. 4. Finally, Sect.5 will conclude
this paper and enunciate further research on this topic.

2 Related Work

In the literature, many supervised feature selection methods have been proposed
[10,11], and according to the feature selection approach they can be categorized
as filter, wrapper, or hybrid. Among the more classical and relevant filter fea-
ture selection methods for supervised classification we can mention: Information
Gain (IG) [12], Fisher Score [13], Gini index [14], Relieff [15], and CFS [16]. IG,
Fisher score, Gini index, and Relieff are univariate filter methods (also called
ranking-based methods) that evaluate features according to some quality crite-
rion that quantifies the relevance of features individually; meanwhile, CFS is a
multivariate feature selection method that quantifies the relevancy of features
jointly, therefore it provides a feature subset as a result. IG was designed to
work on non-numerical features, while Fisher score and Gini index can only pro-
cess numerical features. On the other hand both CFS and Relieff, according to
their respective authors, can process mixed data, CFS processes numerical and
non-numerical features as non-numerical (numerical features are discretized).
Meanwhile, Relief deals with this problem by using the Hamming distance for
non-numerical features and the Euclidean distance for numerical ones.

On the other hand, some supervised feature selection methods developed
exclusively for mixed data have also been introduced, and they can be classified
into four main approaches: Statistic/Probabilistic [8,17,18], Information Theory
[7,19-22], Fuzzy/Rough set theory [23-26], and kernel-based [27,28] methods. In
the former, the basic idea is to evaluate the relevancy of features using measures
such as the join error probability or using different correlation measures (one
for each type of feature) to quantify the degree of association among features.
Information theory based methods, evaluate features using measures such as
mutual information or entropy. On the other hand, Fuzzy/Rough set theory
methods evaluate features based on fuzzy relations or equivalence classes (also
called granules). Finally, kernel-based methods perform feature selection using
three components: a dedicated kernel that can handle mixed data, a feature
search strategy, and a classifier (usually SVM) which allows quantifying the
importance of each feature through the objective function using the dedicated
kernel.

3 Proposed Method

The proposed method is inspired by the previous Unsupervised Spectral Feature
Selection Method for mixed data (USFSM) introduced in [9], which is based on
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Spectral Feature Selection [1]. USFSM proposes to quantify the feature consis-
tency? by analyzing the changes in the spectrum distribution (spectral gaps)
of the Symmetrical Normalized Laplacian matrix when each feature is excluded
separately.

Formally, given a collection of m objects Xp = {1, Z2,..., &}, described
by a set of n numerical or non-numerical features F' = {f1, fo,..., f,.}, a target
concept T' = {t1,ta,...,tn} indicating the object’s class labels, and a m x m

similarity (kernel) matrix S, containing the similarities s;; > 0 between all pairs
of objects z;, ; € Xp. Structural information from Xr can be obtained from
the eigensystem of the Symmetrical Normalized Laplacian matrix £(.S) [29]
(Laplacian graph) derived from S. Specifically, the first ¢ + 1 eigenvalues of
L(S) (arranged in ascending order) and the corresponding eigenvectors contain
information for separating the data X in ¢ classes [1]. Nevertheless, to quantify
the feature consistency using the spectral gap score [9] in a supervised context,
we need to specify a good similarity function that uses both, the information
contained the features in F', and the information provided by the target objec-
tive T'. For doing this, we propose to build the object’s similarity matrix S using
the following supervised kernel function:
_ K(zi,z;) + D(ti,t))
Sij = 5 (1)

where D(¢;,t;) = 1 if ¢; = t;; otherwise D(t;,t;) = 0, and K(z;, ;) is the
Clinical kernel defined as in [9]. With this kernel function, we are modeling the
data structure in a supervised way, and at the same time, we are taking into
account the contribution of each feature in the objects’ similarity.

To quantify the consistency of each feature f, € F, we measure the changes
that could be produced when f, is eliminated from the dataset Xp using a
leave-one-out search strategy, i.e.:

e(fi) =7(Xr,¢) =7(XF, 0) (2)

where X, denotes the dataset described by the set of features F;, which contains
all features except f,, and ~(-,-) is the spectral gap score defined as:

c+1 c+2

'V(Xac) = Z Z

i=2 j=i+1

B ®)

T

where \;, i = 2,...c+2 are the first ¢+ 1 nontrivial eigenvalues of the spectrum
of L(S), being S the similarity matrix from X, ¢ the number of classes in the
dataset, and 7 = Zfi; A; a normalization term. In this score, the bigger the gap
of the first ¢+ 1 eigenvalues of £(.5), the best will be the separation between the
classes.

Our proposed method begins with the construction of the similarity matrix
S from the original dataset X along with the class label information contained

2 A feature is consistent (relevant), if it takes similar values for objects that are close
to each other, and takes dissimilar values for objects that are far apart.
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Input : Xp:an m X n dataset, with m objects and n features
T : label information for each object
c: the number of classes in the dataset
Output: Frank, Fsup: Feature ranking and feature subset respectively

F:{flv.fQ?"'afn};
Build S, the similarity matrix from Xz using (1);

Compute £(S) and get its spectrum;
vr — v(XF, c)//Computing the spectral gap score for X using 3;
for i — 1 to n do
Build ', the similarity matrix from X, using (1);
Compute £(S’) and get its spectrum;
Compute the feature relevancy of f, (¢(f;)) using (2);
wi] — o(f);
end
Sort w in descending order and build Frank according this order;
13 Get the feature subset Fs,p consisting of those feature with w[i] > 0;

© N0 A W N

= e
N = O

Algorithm 1: Supervised Spectral Feature Selection Method for mixed
data (SSFSM).

in T using 1. Then, we construct the Symmetrical Normalized Laplacian matrix
L(S) and obtain its spectrum. Afterwards, using (3), the spectral gap score (-, -)
for X is computed. This procedure is repeated n times using a leave-one-out
feature elimination strategy over F' to quantify the relevance of each feature
f; through (2). Finally, features in F' are ranked from the most to the least
consistent according to the feature weights w[é], ¢ = 1,2, ..., n corresponding to
each feature f; € F, and a feature subset Fs,; consisting of those features with
wli] > 0 (relevant features) is obtained. The pseudocode of our filter method,
named Supervised Spectral Feature Selection method for Mixed data (SSFSM),
is described in Algorithm 1.

4 Experiment Results

In this section, we first describe the experimental setup in Sect.4.1, and later,
the results obtained from the evaluation of the supervised filter methods over
the used datasets are presented in Sect. 4.2.

4.1 Experimental Setup

To evaluate the effectiveness of our method, some experiments were done on real-
world mixed datasets taken from the UCI Machine Learning repository [30];
detailed information about these datasets is summarized in Table1l. We have
compared our proposal against two feature subset selectors of the state-of-the-
art that can handle mixed data, namely, CFS [16] and the Fuzzy Rough Set
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theory-based method introduced by Zhang et al. in [24]. Moreover, in order to
contrast our method against more classical and relevant based-on-ranking filter
supervised feature selection methods of the state-of-the-art, we also have made
a comparison with IG [12], Relieff [15], Fisher [13], and Gini index [14].

Following the standard way for assessing supervised feature selection meth-
ods, for the comparison among all selectors, we evaluate the quality of feature
selection results using the classification accuracy (ACC) of the well-known and
broadly used SVM [31] classifier. For the evaluation against the feature subset
selectors (CFS and Zhang et al. method), we applied stratified ten-fold cross-
validation, and the final classification performance is reported as the average
accuracy over the ten folds. For each fold, each feature selection method is
first applied on the training set to obtain a feature subset. Then, after train-
ing the classifier using the selected features, the respective test sets are used
for assessing the classifier through its accuracy. Meanwhile, for the comparison
against the ranking-based methods (IG, Relieff, Fisher, and Gini), we compute
the aggregated accuracy [32]. The aggregated accuracy is obtained by averaging
the average accuracy achieved by the classifiers using the top 1,2,....,n —1,n
features according to the ranking produced by each selector, in this way, we can
evaluate how good is the feature ranking obtained by each selector. In order to
measure the statistical significance of the results of our method, the Wilcoxon
test [33] was employed over the results obtained in each dataset, and we have
marked with the “4” symbol those datasets where there is a statistically signif-
icant difference of the results of the corresponding method against the results of
our method.

The implementation of ranking-based methods was taken from the Matlab
Feature Selection package available in the ASU Feature Selection repository [34].
Meanwhile for CFS and Zhang et al. methods we used the author’s implementa-
tion with the parameters recommended by their respective authors. For SSFSM,
the Apache Commons Math? library was used for matrix operations and eigen-
system computation. All experiments were run in Matlab® R2018a with Java
9.04, using a computer with an Intel Core i7-2600 3.40 GHz x 8 processor with
32GB DDR4 RAM, running 64-bit Ubuntu 16.04 LTS (GNU/Linux 4.13.0-38
generic) operating system.

4.2 Experimental Results and Comparisons

In Tables2 and 3, the classification accuracy reached by using the evaluated
feature subset methods and the aggregated accuracy of ranking-based methods
using SVM on the datasets of Table1 are shown, respectively. In these tables,
the last row shows the overall average results obtained on all tested datasets.
Additionally, in the last column of Table 2, the classification accuracy using the
whole set of features of each dataset is included.

As we can see in Table 2, regarding the methods for mixed data that select
subsets of features, the best average results were obtained by our method, out-

3 http://commons.apache.org/proper/commons-math /.
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Table 1. Details of the real-world mixed datasets used in our experiments.

# | Dataset No. of | Features No. of
objects classes
Numerical | Non-numerical | All
1 | Acute-inflammations 120 1 5 6 |2
2 | Automovile 205 15 10 25 |6
3 | Flags 194 10 19 29 |8
4 | Horse-colic 368 7 16 23 |2
5 | Post-operative 90 1 3
6 | Teaching-assistant-evaluation | 151 1 4 3
7 | Thoracic-surgery 470 3 13 16 |2
8 | Credit-approval 690 6 9 15 |2
9 | Cylinder-bands 540 18 21 39 |2
10 | Heart-statlog 270 6 7 13 |2

Table 2. Classification accuracy of SVM on the feature subsets produced by SSFSM,
CFS, and Zhang et al. on the mixed datasets of Table 1.

Dataset SSFSM | CFS Zhang et al. | Original
Acute-inflammations 1.000 |1.000 1.000 1.000
Automovile 0.683 | 0.5892+ | 0.698 0.717
Flags 0.624 | 0.692 0.3094+ 0.603
Horse-colic 0.831 0.823 0.826 0.810
Post-operative 0.711 0.678 0.689 0.678
Teaching-assistant-evaluation | 0.530 | 0.458 0.543 0.543
Thoracic-surgery 0.845 0.845 0.845 0.845
Credit-approval 0.858 1 0.858 0.849 0.849
Cylinder-bands 0.804 |0.72404 | 0.774 0.815
Heart-statlog 0.844 10.830 0.833 0.833
Average 0.773 |0.750 |0.737 0.769

performing the CFS and Zhang et al. selectors, and having a statistically better
performance in Automovile, Cylinder-bands, and Flags datasets. Moreover, as
we can observe in this table, our method was the only one that got an average
result better than those obtained using the whole set of features.

On the other hand, regarding the ranking-based methods, in Table 3, we
can observe that again our method got the best results on average (average
aggregated accuracy), and it was significantly better than Gini index, and Fisher
score on the Acute-inflammation, Horse-colic, credit-approval, and Automovil
datasets. This indicates that the ranking produced by our method is, on average,
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Table 3. Aggregated accuracy of SVM on the feature ranking produced by SSFSM,
IG, Gini index, Relieff and Fisher score on the datasets of Table 1.

Dataset SSFSM | IG Gini index | Relieff | Fisher score
Acute-inflammations 0.9583 |0.9569 |0.9013+ 0.9444 |0.9569
Automovile 0.6830 |0.6496 |0.6419 0.6753 |0.6015+
Flags 0.6223 |0.6215 |0.6457 0.6250 |0.6320
Horse-colic 0.8253 |0.8217 |0.7193+ 0.8266 | 0.8305
Post-operative 0.7069 |0.6833 |0.6889 0.6986 | 0.6819
Teaching-assistant-evaluation | 0.5033 | 0.5062 |0.4833 0.4880 |0.4836
Thoracic-surgery 0.8464 |0.8454 | 0.8507 0.8456 | 0.8460
Credit-approval 0.8537 10.8539 | 0.7598+ 0.8517 |0.8240
Cylinder-bands 0.8067 |0.7934 |0.6686 0.7905 |0.7946
Heart-statlog 0.8165 |0.8128 | 0.8145 0.8148 |0.8131
Average 0.7623 | 0.7545 | 0.7174 0.7561 | 0.7464
08 09 0.85
§0.7 §0.85 § 08
<06 <075 <
S s § 07
Sos ~-ssFsM g o7 5
= ——I1G = =0.65
2 —#—Gini index $0.65 &
g 04 -S-Eiz‘r‘:: score g 0.6 g 06
03 055 0.55
0 5 10 15 20 25 0 2 4 6 8 10 12 1415 0 10 20 30 40
Number of features Number of features Number of features
(a) Automovile (b) Credict-aproval (c) Cilinder-bands
08 1
085 PR
3 07 oo g %
<2 fo8 Sos
So6s § 5
§ -6-SSFSM 30_7 ’§
:E 06 :gniindex ? P75
L‘_Jﬂ 0.55 -e-rF:iilrl::frf score: (_“; 08 §
05 05 07
0 2 4 6 8 1 2 3 4 5 6 0 2 4 6 8 10 12 1415
Number of features Number of features Number of features
(d) Post-operative (e) Accute-inflammations (f) Heart-statlog

Fig. 1. Classification accuracy of SVM on the feature ranking produced by SSFSM,
IG, Gini index, Relieff and Fisher score on six datasets of Table 1. The x-axis is the
number of selected features. The y-axis is the classification accuracy.
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better than the ranking produced by the other evaluated ranking-based selectors,
as we can corroborate in most of the feature ranking plots* shown in Fig. 1.

5 Conclusions and Future Work

To solve the feature selection problem in mixed data, in this paper we introduce a
new supervised filter feature selection method. Our method is based on Spectral
Feature Selection (spectral gap score) combined with a new supervised kernel
and a simple leave-one-out search strategy. It results in ranking-based/feature
subset selector that can effectively solve feature selection problems in supervised
mixed datasets. To show the effectiveness of our method, we tested it on several
public mixed datasets. The results have shown that our method, is better than
CFS [16] and the method introduced by Zhang et al. in [24], two filter feature
subset selectors that can handle mixed data. Furthermore, our method achieves
better results than popular filter based-on raking feature selection methods of
the state-of-the-art, such as IG, Relieff, Fisher score and Gini index.

A comparison using other classifiers and selectors is mandatory, and it is
part of the future work of this research. Another interesting research direction
is to perform a broader study about wrapper strategies that combined with our
method allow to improve its performance in terms of accuracy.

Acknowledgements. The first author gratefully acknowledges to the National Coun-
cil of Science and Technology of Mexico (CONACyT) for his Ph.D. fellowship, through
the scholarship 224490.
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Abstract. We report the development and evaluation of brain signal
classifiers, specifically Spiking Neuron based classifiers. The proposal
consists of two main stages: feature extraction and pattern classification.
The EEG signals used represent four motor imagery tasks: Left Hand,
Right Hand, Foot and Tongue movements. In addition, one more class
was added: Rest. These EEG signals were obtained from a database pro-
vided by the Technological University of Graz. Feature extraction stage
was carried out by applying two algorithms: Power Spectral Density and
Wavelet Decomposition. The tested algorithms were: K-Nearest Neigh-
bors, Multilayer Perceptron, Single Spiking Neuron and Spiking Neural
Network. All of them were evaluated in the classification between two
Motor Imagery tasks; all possible pairings were made with the 5 mental
tasks (Rest, Left Hand, Right Hand, Tongue and Foot). In the end, a
performance comparison was made between a Multilayer Perceptron and
Spiking Neural Network.

Keywords: EEG signals - Motor Imagery + Power Spectral Density -
Wavelet Decomposition - Neural networks - Multi layer perceptron -
Spiking Neural Network

1 Introduction

Spiking Neural Networks (SNN) are a special class of artificial neural network,
where neurons communicate by sequences of pulses. This type of neuron mod-
els provide a powerful tool for spatio-temporal analysis due to its functionality
based on neuronal biological models. It has been shown that SNN can be applied
not only to all problems solvable by non-spiking neural networks, also SNN are
in fact computationally more powerful than perceptrons and sigmoidal gates
© Springer Nature Switzerland AG 2019
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[10]. Although they offer solutions to different problems in applied engineering,
as is such as fast signal-processing, event detection, classification, speech recog-
nition, currently, they are not very popular in the field of pattern recognition.
Brain-Computer Interfaces (BCI) is a promising research field which provides
a communication between humans and computers by analyzing electrical brain
activity, recorded at the surface of the scalp with electroencephalography. The
key part of a BCI system is how to recognize the mental tasks that a subject
performs by analyzing EEG signals.

In this work we propose using SNN models in the classification of Motor
Imagery (MI [12]) EEG signals. SNN are models with a high degree of realism
and with the advantage of performing an analysis of spatio-temporal information.
A systematic evaluation procedure was carried out to assess the performance of
SNN to differentiate two motor imagery tasks from EEG signals. The results
show that the proposed model achieves an accuracy on average of 81.36% which
is 11.14%, 0.82%, 1.91% superior to the accuracy achieved with MLP (2,1), MLP
(2n+ 1,1), and KNN, respectively.

1.1 Acquisition of EEG Signals

The dataset used in this work was provided by the Institute for Knowl-
edge Discovery (Laboratory of Brain-Computer Interfaces) of the Graz Uni-
versity of Technology, in the event called “BCI Competition IV” (www.bbci.
de/competition/iv/). Figurel shows the location of the monopolar electrodes,
in addition to the selection of the 12 channels that were used to carry out the
classification process mentioned in this work. Likewise, detailed information of
the used dataset is shown.

Dataset Details

Subjects 9

o) Electrodes 22 EEG channels

G 3 EOG channels

[CRONONONO) Sampling Frequency 250 Hz

O] 0 ® c @ @c ® Filters Bandpass 0,5\HZ -;Ugi
o g * Notch 5

® 006 Classes Left Hand MI

00 Right Hand MI

Foot MI
Tongue MI

®

Fig. 1. Technical details of the EEG dataset from the BCI competition IV used in this
work

The dataset is made up of 144 trials from each of the four classes: Left Hand
MI, Right Hand MI, Foot MI and Tongue MI. In addition to this, we took the
initial time window with a duration of 2s to generate a fifth class, this is called
Rest. MI EEG were extracted from ¢t = 3s to ¢t = 5s while Rest were extracted
from ¢t = 0s to t = 2s. Having at the end five mental tasks with which the
process of classification will be carried out.
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2 Feature Extraction

In this work, two feature extraction methods were used: Power Spectral Density
(PSD) and Wavelet Decomposition (WD). Each trial is composed of 22 EEG
channels. From these we selected only 12. The theoretical basis of each of these
methods is explained below.

2.1 Power Spectral Density (PSD)

The Power Spectral Density (PSD) of the EEG signals have been used as fea-
tures to recognize among movement phases. This is because it has been well
established the spectral power changes in the motor-related brain rhythms dur-
ing execution, imagination o attempt to perform movements [2,11,14]. In addi-
tion, PSD is one of the most robust methods to estimate the spectral power
and one of the standard approaches to compute frequency-based features from
EEG signals recorded during motor tasks [13]. The PSD was computed based on
the Welch’s averaged modified periodogram method in five band of frequency:
1-4Hz, 5-8Hz, 9-12Hz, 13-30Hz and 1-30 Hz at a resolution of 1Hz using
Hanning-windowed. After this, a PSD matrix is obtained where the number of
rows corresponds to each frequency analyzed and each column corresponds to
each electrode (PpreqNoXChannelsNo)- The values of this matrix were normalized
in a range of 0 to 1. To reduce the number of PSD values, the following operation
was performed: features = PT f; where f is a vector that contains the frequency
values (fpreqno). Therefore, the number of the features for each electrode is 60.

2.2 Discrete Wavelet Transform (DWT)

The DWT method is a method of decoding subbands using a wavelet type func-
tion, in this work we used the wavelet function known as Symlet 5. The discrete
signal to be decomposed is passed through filters with different frequency of cut
and a process of decimation. When a signal passes through these filters, it is
split into two bands. The low pass filter extracts the common information of
the signal. The high pass filter extracts the detail information of the signal. The
output of the low pass filter is then decimated by two. The DWT is computed
by successive low pass and high pass filtering of the discrete time-domain sig-
nal. This decomposition process was carried out up to level 5 to each channel
in each of the trials. At the end, 6 new signals were obtained from each of the
channels (D1, D2, D3, D4, D5 and A5), so 72 signals were obtained. In order
to reduce the number of features, the variance was calculated in each of these
signals, obtaining at the end, 72 features.

3 Classification

Five different classification models were employed in this work, K-Nearest Neigh-
bors (KNN), two models of Multilayer Perceptron (MLP), Single Spiking Neu-
ron (SSN) and Spiking Neural Network (SNN). Below we explain how the SNN
works, it is a method that is not commonly used with brain signals.
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3.1 Spiking Neurons

At present, it is known that biological neurons communicate through the gener-
ation and propagation of electrical pulses also called action potentials or spikes.
This feature is the central paradigm of a theory of spiking neural models (SNN).
In the work of Ponulak et al. [15] show that the spiking models present three
main properties: (1) Information coming from many inputs and only produce a
single spiking output; (2) Their probability of firing is increasing by excitatory
inputs and decreased by inhibitory inputs; (3) Its dynamics are characterized
by state variables, when they reach a certain state, the model generates one or
more pulses. The spiking neuron model described by Izhikevich (IZ) was selected
for the SNN. This model has a good biological realism as well as low computa-
tional cost. The IZ model is described by two differential equations as [7], Euler’s
method was used for solving the model and its parameters were set in order to
reproduce the behaviour of regular spiking neurons:
k(v—v)(v—v) —u+1

o = - (1)

' =a(b(v—v,) —u) (2)

if v > Upeak, then v «—c,u «—u+d

where v is the membrane potential, u is the recovery current, I is a vector with
the input current arriving to the neuron, C' is the membrane capacitance, v, is
resting membrane potential, v; is the instantaneous threshold potential, k is the
rheobase resistance, vpeqr is the spike cutoff value, a is a recovery time constant,
b is the input resistance, c is the voltage reset value and d is the outwards minus
inwards currents during spike which affect the after-spike behavior of the model
[7]. In this work, a behavior of regular spiking neurons is used for the SN model
[7]. In order to achieve this, IZ parameters are set according to Fig. 2.

regular spiking (RS) Parameter Value

k 0.7
vy -60
v -40
C 100
a 0.03
b -2

v(t) ¢ 50
d 100
Upeak 35

I(!_!) 50

Fig. 2. Description of the Izhiquevich model parameters

In this type of neuronal models, the simulation must be performed using
numerical methods to solve the differential equations that compose it.

Two of the proposed classification models use Spiking Neurons: the model
called Single Spiking Neuron uses only one neuron to perform classification
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Fig. 3. Arquitecture of the two Spiking models used to classify MI from EEG

(Fig. 3a), the second model called Spiking Neural Network uses a small net-
work of neurons formed by a hidden layer with two neurons and a single output
neuron (Fig. 3b).

These models were optimized using the Particle Swarm Optimization (PSO)
algorithm [8]. In this method each particle of a population is taken as a set of
possible weights for the SNN model, with this we proceed to make a certain
number of iterations and at the end we take the best solution (set of weights)
found during this process.

3.2 Multilayer Perceptron (MLP)

The multilayer perceptron is an artificial neural network formed by multiple
layers, this allows solving non-linear separable problems. The MLP consists of
L layers, without counting the input layer, each layer contains a certain number
of perceptrons, it is not necessary that all the layers have the same number of
perceptrons, this is known as the structure of the neural network, It is considered
a hyperparameter. Each perceptron is consists of two parts: (1) The dot product
and (2) The activation function. This transfer function can be different in each
layer and when using the delta rule as a base, this function must be differentiable
without having to be linear. We used two models of MLP, both with a single
hidden layer, the first of them only has two neurons in the hidden layer and the
second uses 2n + 1 neurons in the hidden layer, n is the number of features.
Figure 4 shows the configuration of the proposed neural network models.

0. 0. 0 @ 0 0 0 0 0.0 0.0 000 o

(a) [2,1] (b) [2n+1,1]

Fig. 4. Arquitecture of the two MLP models used to classify MI from EEG
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3.3 Evaluation Procedure

For each subject, the set of trials was randomly partitioned in 75% for training
and 25% for testing. To measure performance, the metrics Accuracy, Cohen’s
Kappa score and F1-score were computed. Accuracy was computed as:

B TP +TN
 TP+TN+FP+FN

Acc

where TP, TN, FP and FN are true positives, true negatives, false positives,
and false negatives, respectively. F1 is the weighted average of the precision and
recall and was computed as [5]:

precision X recall

fr=2x precision + recall
where precision = TP/(TP + FP) and recall = TP/(TP + FN).

Cohen’s kappa measures the agreement between two raters who each classify
N items into C mutually exclusive categories. The definition of k is: k = Ii“_;lf.?
where P, is the relative observed agreement among raters (identical to accu-
racy), and P. is the hypothetical probability of chance agreement, using the
observed data to calculate the probabilities of each observer randomly seeing
each category.

4 Recognition of Motor Imagery Tasks from EEG Signals

The binary classification process was implemented with the four mentioned clas-
sifiers, in all possible pairs using the five mental tasks. This dataset consists of 9

Table 1. Classification results for subject “A09”

Accuracy (%)

MLP (2,1] MLP [2n+1,1]
PSD Wavelet D PSD Wavelet D
Classes Acc  Kappa  F1 Kappa  F1 Acc  Kappa  Fl Acc  Kappa  Fl
Rest vs  Left H. 8333 067 083 056  0.80 8472 0.69 085 7917 058 0.7
Rest vs  Right H. 80.56  0.61  0.81 031 0.72 8333 0.67  0.84 7222 044 073
Rest vs Foot 8611 072 0.86 042 0.70 8472 0.69 085 7222 044 0.70
Rest vs  Tongue 70.83 042 0.68 0.19 059 7500 050 0.74 6111 022 0.60
Left H.  vs Right H. T8 056 0.78 075 0.89 7917 058 0.79 7500  0.50  0.75
Left H.  vs Foot 84.72 069 085 086 0.93 8194  0.64  0.82 8472 0.69 085
Left H.  vs  Tongue 8611 072 0.85 075 0.88 86.11  0.72  0.84 8889 078 0.90
Right H. vs  Foot 7361 047 0.72 050  0.74 76.39  0.53  0.74 69.44 039 0.72
Right H. vs  Tongue 86.11 0.72  0.86 053 0.7 86.11 0.72  0.86 75.00 050  0.76
Foot  vs  Tongue 70.83 042 0.72 050  0.74 7361 047 0.74 7222 044 075
SNN [2,1]
PSD Wavelet D PSD Wavelet D
Classes Acc  Kappa  Fl1 Acc  Kappa  F1 Acc  Kappa  Fl1 Acc  Kappa  F1
Rest vs  Left H. 8472 0.69 085 8750  0.75  0.86 90.28  0.81  0.90 8333 0.67  0.84
Rest vs  Right H. 83.33 067 083 68.06 036 0.63 90.28  0.81  0.90 68.06 036 0.68
Rest vs  Foot 7917 058 0.76 87.50  0.75  0.87 86.11 072 0.86 87.50 0.75  0.87
Rest vs  Tongue 8333 067  0.84 7639 053 0.69 86.11 0.72  0.84 79.17 058 0.7
Left H.  vs  Right H. 8333 067 081 80.56  0.61  0.83 8333 0.67  0.84 88.89  0.78  0.90
Left H. vs  Foot 93.06 086 0.93 91.67 083 092 93.06  0.86  0.93 94.44 0.89  0.95
Left H.  vs  Tongue 90.28 081 0.90 86.11 072 085 93.06 0.86 0.93 91.67 083 091
Right H. vs  Foot 6380 028  0.63 6528 031 0.60 66.67 033 0.66 66.67 033 0.63
Right H. vs  Tongue 7917 058 0.75 73.61 047 0.68 7778 056 0.76 7778 056 0.75

Foot vs Tongue 73.61 0.47 0.72 76.39 0.53 0.75 75.00 0.50 0.76 76.39 0.53 0.76
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subjects (A01 to A09). In this stage, the performance of the SSN and SNN was
compared against accuracy of the MLP models.

In the BCI area, it has been found that the best way to perform the recog-
nition of MI tasks in EEG signals is to carry it out for each of the subjects [16].
At present, the way to generalize the recognition of patterns in signals of this
type has not been found. This can be attributed to the differences in the neural
connections that the brain of each subject presents. Therefore, it is important
to start with the analysis of a test subject. Table 1 shows the accuracy values
obtained with the EEG signals of the A01 Subject for each pair of classes in the
four classification methods.

The best results obtained for each pair of classes are highlighted, in most of
the classification scenarios an accuracy above 90% was obtained, the best results
are observed with the SNN models; only in the Left H. vs Right H. scenario the
MLP showed the best performance. The best result obtained with the Spiking
Neuron was 97.22% for the Right H. vs Tongue scenario, this occurs when a single
neuron or a network of neurons of the Spiking type is used. In the case of the
data from this test subject it can be seen that the feature extraction algorithm
called PSD shows better results, however this does not always happen.

The same classification process was carried out with the data of each one
of the test subjects. Table 2 shows a summary of the accuracy results obtained
with each proposed method. The best results obtained in each test subject are
again highlighted in this table.

In most scenarios, the models based on Spiking neurons presented the best
results, in 7 of the 9 participants they surpass the performance of the MLP
models, however, in the two remaining subjects the Spiking Neurons show results
close to MLP models. It should be noted that in this work a basic Spiking neuron
model is used, since it does not receive pulse trains, only the features in a constant
way over the simulation time of the neuronal activity.

Below is the average across all subjects (Table3) for each classifier in each
classification scenario.

Similarly, in 7 of 10 classification scenarios, the SNN exceeded the MLP
models, in most cases with the 80% accuracy. The best classification scenario
was Rest vs. Right Hand where an average performance of 89.20% was obtained
with the Single Spiking Neuron.

One aspect to highlight is that state of the art just reports the classification
of two specific mental tasks: Left Hand VS. Right Hand [1,3,4,6,9]. So the binary
classification of each possible pair with the five mental tasks together with the
using of the SNN in the area of the classification of biological signals, are the
two main contributions of this paper, we want to emphasize that there is the
possibility of using another type of MI tasks, not only of the superior members.

Below in Table4 is a comparison with the classification results presented
in the state of the art, it is necessary to clarify that the subject in each work
is not the same, therefore the performance of the proposed models can not be
compared directly. The same thing happens with the number of trials used to
train and evaluate.
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Table 3. Mean Accuracy across all subjects

Accuracy (%)

KNN MLP MLP SNN
Classes k=9) 21 oy SN p
Rest Vs Left H. 75.15 86.11 84.88 88.58  87.96
Rest vs  Right H. 74.54 86.11 86.73 89.20 86.73
Rest Vs Foot 72.07 83.02 82.10 88.89 87.81
Rest vs Tongue 74.38 82.41 82.56 87.65  88.43
Left H. vs  Right H. 62.96 75.62 71.76 72.84 73.92
Left H. vs Foot 69.44 80.71 79.32 80.25 = 80.71
Left H. vs Tongue 71.30 81.17 78.70 80.09 = 81.64
Right H.  vs Foot 66.51 78.86 78.24 75.31 73.77
Right H.  vs Tongue 71.60 79.94 78.40 79.94 = 80.56
Foot vs Tongue 64.20 71.45 71.76 70.83 70.22
Mean 70.22 80.54 79.44 81.36  81.17
Table 4. State of art (Motor Imagery)
Left Hand vs Right Hand
Feature extraction Classifier Accuracy (%)
Ahangi2013 [1] Wavelet Decomposition KNN 84.28%
Naive Bayes | 68.75%
MLP 74%
LDA 87.86%
SVM 88.57%
Han2013 [6] Wavelet + CSP (10 channels) | FLDA 93%
SVM 90.9%
KNN 92.9%
AsensioCubero2013 [3] LDB + CSP FLDA 75%
DBI 63%
LDB + LCT FLDA 64%
DBI 1%
Belhadj2016 [4] CSP (2 features) FLDA 89.4%
CSP (10 features) 89.4%
Ma2016 [9] RCSP Decision Tree | 79.8%
KNN 92.5%
LDA 95.4%
PSO - SVM | 97%
Virgilio2018 [16] CSP KNN 90.6%
SVM 87.8%
MLP 93.3%
DMNN 87.2%
Proposal methods (A09) | PSD/DWT MLP [2,1] 87.50%
MLP [20+1,1] | 79.17%
SSN 83.33%
SNN 88.89%
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One of the main objectives of this work is to show the potential of the SNN
as a model for classifying signals of this type. As can be seen, the performance
of Spiking neural models competes with the results shown in the state of the art,
although they do not have patterns with enough spatio-temporal information.
It is important to note that these models are conformed with a neuron (SSN)
and with 3 neurons (SNN).

5 Conclusions and Further Work

This work provides an approach to perform the classification of five different
mental tasks, showing the binary discrimination between each pair of classes
using two methods of feature extraction commonly used in the BCI area. Also,
the use of SNN provided favorable results, showing that with a small number of
neurons, an acceptable discrimination process can be obtained for the efficiently
implementation of systems controlled by EEG signals.

It was observed that it is not possible to distinguish which feature extrac-
tion method provides better results. The cause of this may be the characteristics
of each test subject, each test subject responds differently to the mental tasks
evaluated. Another point to emphasize is that this type of neurons show accept-
able results even when the features used do not contain enough spatio-temporal
information, which, as mentioned above, this kind of neurons have the ability to
analyse spatial-temporal information.
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Abstract. A method which allows us to find a polynomial model of an
unknown function from a set of tuples with n independent variables and m tuples
is presented. A plausible model of an explicit approximation is found. The
number of monomials of the model is determined by a previously trained neural
network (NNt). The degrees of the monomials are bounded from the Universal
Approximation Theorem yielding a reduced polynomial form. The coefficients
of the model are found by exploring the space of possible monomials with a
genetic algorithm (GA). The polynomial defined by every training pair is
approximated by the Ascent Algorithm which yields the coefficients of best fit
with the Lo, norm. The L2 error corresponding to these coefficients is calculated
and becomes the fitness function of the GA. A detailed example for a well
known experimental data set is presented. It is shown that the model derived
from the method yields a classification error of <7% for the cross-validation data
set. A detailed description of the NNt is included. The approximation to 46
datasets tackled with our method is discussed. In all these cases the approxi-
mation accuracy was better than 94%. The tool described herein yields general
models with explanatory characteristics not found in other methods.

Keywords: Universal Approximation Theorem - Neural networks *
Genetic algorithms - Non-linear regression

1 Introduction

In this paper we address the problem of obtaining a general algebraic model for a set of
given data pairs (¥,y). By “model” we mean a function F(¥) derived from a set of
n independent variables and m given data pairs assumed to stem from an unknown
function y = f(X), such that the error ¢ = ||f(X) — F(X)||, is minimized.

In a previous work [1] a methodology is proposed to find a multivariate polynomial
model to fit a dataset in which, instead of generating the full range of terms in (1),
generates the combination of a preselected number of them. This is accomplished by
the ensemble of a genetic algorithm and a regression algorithm, where the individuals
of the genetic algorithm represent a set of monomials with different combination of
variables and their exponents. The regression algorithm computes the coefficients of the
terms in such way that the minimax error norm (or L) is minimized. The current work
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J. A. Carrasco-Ochoa et al. (Eds.): MCPR 2019, LNCS 11524, pp. 25-36, 2019.
https://doi.org/10.1007/978-3-030-21077-9_3


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21077-9_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21077-9_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21077-9_3&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21077-9_3

26 A. Kuri-Morales

is based on this methodology. We complement it by finding a neural network
(NNt) which yields the minimum needed number of terms.
The rest of the paper is organized as follows. In Sect. 2 we describe

How to select the model’s form
. How to approximate, from an arbitrary training set of pairs (X,y), a polynomial
model.
3. How to avoid the exponential number of terms as the number of variables and the
maximum degrees considered increases
4. How to determine the degrees dj, ..., d, of (1) needed for F(X) to be a universal
approximator.

N —

In Sect. 3 we focus on the problem of how to determine the minimum number of
terms in F(X). In Sect. 4 we present the application of the methodology to a case of
study. In Sect. 5 we present our conclusions.

2 Previous Results

In order to obtain a comprehensive methodology leading to the goal of finding closed
mathematical (polynomial) models from experimental data we rely, at the offset, on
previous works. The reader interested in the details is encouraged to dwell on the
references.

2.1 Selecting the Model’s Form

A basic issue to be considered is how to select the form of F(X). One possible approach
to determine such form is suggested by the Weierstrass approximation theorem (WAT),
which states that every continuous function defined on a closed interval [a, b] can be
uniformly approximated as closely as desired by a polynomial function [2].

From the WAT we assume that there exists a full polynomial approximation

di  dy d,
Z Z Z Ciiiy.. lnxl xz l" (1)
Z05,=0  i,=0

We consider all possible linear combinations of the products of the independent
variables x;, ..., x,, raised to a given degree d;, ..., d,,. The set of allowed degrees d;, ...,
d, will be denoted with D, the set of coefficients c;;, ; Wwill be denoted with C, the
number of terms of the polynomial will be denoted by T. The purpose of the algorithm
we implemented is to express F(X) as a more compact polynomial. By “algebraic
model”, therefore, we mean a function of the form

Z le x2 X (2)
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2.2 Approximation of a Polynomial Model

The number of monomials in (1) is M = (d; + 1)...(d,, + 1). Consider, for example, the
well known (number of web hits = 1,020,829) classification problem in [3]. The data
pairs in it (n = 13 and m = 178) may be accommodated in a 178 x 14 data base. This is
a classification problem where the values of the tuples determine one of three classes.
For convenience we shall assume that the number of the class (the dependent variable
y) is denoted with 0, 1 and 2 and, furthermore, that it is placed on the last column of the
matrix. Even assuming the conservative d;=..=d;3=2 we find that
M = 43 = 67,108,864. The exponential growth of M has been referred to as “the curse
of dimensionality” [4]. With the development of NNs this problem has been suc-
cessfully circumvented [5] albeit without yielding an explicit model, i.e. one in which
the relation between the independent variables is exposed. NNs are frequently cited as
suffering from the “black box” disadvantage. The main motivation in this work is to
solve this kind of problems without losing the explanatory advantages of an algebraic
model. To achieve this we apply a method where the model of (1) is replaced by the
one in (3), where the monomials (or “terms”) in (1) are selectively retained/discarded.

di dy d,

F(X) = Z : Z Hiiy.oi, Cirio iy X165 X0 (3)

il =0 i2:0 l,,ZO

where

(4)

] 0 if ciiy..i, is not retained

His i = 1 1 if cii,..i, is retained
The basic idea is to set T and D which, immediately, allows us to avoid the curse of
dimensionality. The way in which T and D are determined is discussed in what follows.

2.3 Determining the Coefficients of the Monomials

Once D and T are determined we may determine the p; ;, ; indirectly by applying the
genetic algorithm (EGA) described in [6], as follows. The individuals of the population
of the EGA represent the combination of powers iy, . . ., i, corresponding to each of the
T monomials in (2) for which the ;. ;, are retained. This is exemplified in Fig. 1
where n =3, 0 < d; < 9 and T = 5. For simplicity, the coefficients c;,;,. ;, in (2)
have been replaced with C;, ..., Cs.

Every individual of the EGA represents a polynomial consisting of 7 monomials.
From them we find a data base of size T x m where every one of its tuples is a map
from the original X into the monomials proposed by the EGA plus the value of the
dependent variable, as illustrated in Fig. 2. The data base from which this figure is
originated consists of 50 (X,y) pairs, in this case of the form (x;,x,,x3, F).

From the original data a mapping analogous to the one illustrated in Fig. 2 is
obtained.
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An Individual of EGA

Term representing

/ \
Cixtx? — QEDIEBIE 178 (1206 [62[4)

[3[718] (s[6[3] [o14]7] [o[4[8] [8[s[7] 1 ﬁopulation
[7s[S] (6[114 (61518 615T3) (788) | £oa

nividual represorina~> 112 5T116] B[4 [2816) (71T

Cx;x3x2 +Cyx; 13X 5 +Cox) x5 x5 +C x; x5x8 + Cyx) x3x7

Fig. 1. Illustration of a set of polynomials in EGA

Original Data
— (partial view)
(n=3)

Maximum
—  allowed
Degrees

Selected
Powers for
one hypotetical
individual

with T=6

Data mapping
for the selected
monomials
(partial view)

Fig. 2. Example of mapping for one individual of the EGA

To find C we implemented an approximation algorithm known as the Ascent
Algorithm (AA) [7]. Cj; is the coefficient induced by the i-th individual during the j-th
generation. Using the AA, we find C; and its associated fit error ¢;. After the evolu-
tionary process the coefficients of the best individual (corresponding to &;) will yield
F(X). The p; ,, , are never explicitly obtained. The C resulting from the EGA tacitly
determines the T retained monomials whose coefficients minimize e.

2.4 Degree of the Terms in the Polynomial

In [1] it was shown that, from the Universal Approximation Theorem [8], any unknown
function f(X¥) may be approximated with a polynomial of the form of (5)
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F(X) =k+ Y ci (Hﬂf) (5)
i=1 j=1
if
Y djeL v (6)

where Y dj € L means that the maximum degree (maxdeg) of any term (the summation
of the degrees associated to each of the independent variables) must belong to set
L=1{I 3579 11, 15 21, 25, 33, 35, 37, 45, 49, 55, 63, 77, 81, 99, 121}.

The way in which L was arrived at may be found in [1]. Notice, however, that even
if maxdeg of the i-th monomial is odd, the powers of the variables in it may take any
value leading to one of those in L.

The algebraic model of (1) is thusly simplified and the EGA can be made to include
in its population only individuals whose coefficients comply with (6). To illustrate this
fact, the data of Fig. 1 [consisting of 50 pairs (¥, y)] was approximated with the EGA
now considering Eq. (5). The resulting coefficients are as shown in Fig. 3. In an
“indexed coefficient” like Ci;, ..., i,, the indices denote the degrees associated to the
i-th variable. The degree of the term is shown on the first column.

Degree of Indexed
the Term Coefficient Coefficient

Coo,0o,0m -0.05065249
Coo01 oo 1.22841977
co1,01,0 0.02744421
Co1,02,00 -0.31612161
Co5,00,00 0.251055819
Coo03 02 -0.40850124
00,0205 -0.56140460

€ 0.00000015

- MM W= =

Fig. 3. Approximation coefficients for the data in Fig. 2

3 Minimum Number of Terms

Once we have a method to determine, via EGA, the most adequate coefficient for every
term in (5) it only remains to specify the most adequate value for T. The solution to this
problem completes the specification of the method. An attempt to solve this problem is
to appeal to statistical criteria.

The first step was to set lower and upper practical limits on the number of terms.
We reasoned that we were not interested in very small values for T. Very low values
are hardly prone to yield good models. Therefore, we set a lower value of T = 3. On
the other side of the spectrum we decided to focus on T < 3. Higher values are
seldom of practical interest since large sets of coefficients are cumbersome and difficult
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to analyze. At the end of the day algebraic models allow us to search for patterns in the
relations which are exposed by the monomials and the possible relations embedded.
Very large Ts will make this search too complex in general.

Therefore, we collected 46 datasets from the University of California Machine
Learning dataset repository [9] and the Knowledge Extraction Evolutionary Learning
dataset repository [10]. To begin with, 32 of these datasets were chosen and were
subjected to the procedure outlined above. For every T € [3,13] a polynomial was
found and the number of terms corresponding to the best fit was recorded. A total of
352 (11 x 32) polynomials, therefore, were calculated. Table 1 shows the values of
best T from the 32 selected data sets. For every one of the 32 datasets 11 polynomials
(T = 3, ..., 13) were found. From these the lower bound of the number of terms was
determined. The best values of T were then used to train NNt. The polynomials were
calculated as a function of the following variables: (a) Number of attributes,
(b) Number tuples, (c) Optimally encoded size, (d) Compression ratio [the quotient of
the (dataset’s original size)/(optimally compressed size)]. These attributes were selected
from a much larger original subset of such attributes. The ones we selected were shown
to be the more relevant from a Principal Components Analysis.

The remaining 14 datasets were used as cross validation data for the trained NN
model. The corresponding results are shown in Table 2. From the results a statistically
highly significant lower bound on 7 may be inferred. NNt may be fully specified from:
(a) Its architecture, (b) The associated weights, (c) The definition of the activation
function.

We can calculate the average RMS error and the standard deviation. From P(uT —
koT <T <uT +koT) > 1 — 1/k*> (Chebyshev’s theorem [13]). Making k = 3, the
probability of finding the smallest expected value of T above the average value at
k = —3 standard deviations is ~88%. Thereafter the mathematical model for the
minimum number of terms as a function of the RMS error within the indicated limits
may be calculated. We trained a NN from these data yielding NNt. The architecture of
NNt is shown in Fig. 4.

bias fl\ w01

Attributes

T =f(Attributes, Tuples,
Size,Ratio)

N

Fig. 4. Architecture of NNt (the NN which yields the value of T)
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Table 1. Table of the best values of T for the selected datasets

ID | Dataset name # Attributes | # Tuples | Size Comp Comp Expected T
size ratio
1 | Breast cancer 10 364 38121 1003 | 38.007 8
wisconsin
2 | Protein localization 7 336 28140 | 7548 3.7281 7
sites
3 | Servomechanism 13 167 22610 771 |29.3256 6
4 | Yeast 9 1484 140066 | 32021 4.3742 7
5 | Abalone 11 3133 360864 | 39891 9.0463 6
6 | Car evaluation 22 1728 216384 | 34636 6.2474 |10
7 |CPU 36 209 28398 | 5348 5.31 9
8 | Hepatitis 16 125 30384 5906 5.1446 7
9 | Wine 14 125 25986 | 8876 2.9277 |13
10 | IRIS 4 150 9120 | 2685 3.3966 5
11 | Facebook 21 500 55200 14521 3.8014 6
12 | Whole sale 10 440 46112 | 13649 3.3784 8
13 | 3D rood network 2 871 53261 | 15941 3.34 10
14 | Air quality 8 1200 217522 | 52252 4.16 6
15 | Air foil self noise 5 1503 182089 | 43915 4.15 4
16 | Concrete strength 8 1030 18752 | 52062 3.59 8
17 | Auto mpg 6 398 64368 | 14798 4.35 5
18 | Credit approval 15 690 215937 | 42663 5.06 6
19 | Gas turbine 2 1000 966816 | 259129 3.73 5
propulsion
20 | Energy efficiency 11 768 185506 | 36553 5.07 9

NNt was trained using the backpropagation algorithm. To improve convergence the
learning rate is set in the hidden and output layers. The learning rate was tested in the
hidden layer with the values .1, .2, .3 and .25; the learning rate in the output layer was
tested for the values .1, .01 and .001.

Activation Function. Every neuron is a perceptron whose activation function is
1/(14¢7).

Momentum. Amomentum term was added, which allows the adjustments on the
weights to depend also on the previous changes. If the momentum is equal to 0, the
change depends only on the error gradient, while a value of 1 means that the change
will only depend on the last change. The value of the momentum in the hidden and
output layers was tested for values 0.3, 0.5 and .8. The weights were initialized with
uniform random numbers in the range [—0.1, 0.1] € R. The learning strategy used was
stochastic in which each input creates a weight adjustment. The NN was trained for
10,000 epochs with a test every 100 epochs. NNt was validated vs. the remaining 14
data sets.
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Table 2. Validation stage models

ID | DB name # Attributes | # Tuples | Compressed Compression
size ratio
1 Pima indian diabetes 8 768 32,360 3.227688
database
Yacht hydrodynamics 6 308 9,174 3.558752
3 Image segmentation 20 2310 2,13,221 3.42
4 Analizing categorical 7 900 25,627 4.249424
data
5 Appendicitis 7 106 3,024 3.189815
6 Balance 4 625 10,881 4.365407
7 Baseball salaries 13 337 21,125 3.366011
8 Hayes-roth 4 160 298 22.013422
9 House prices 15 1300 1,11,601 2.807322
10 | Laser 4 993 21,357 3.533642
11 | Mv synthetic 10 1300 75,388 2.862524
12 Phonems 5 1200 38,677 2.823383
13 | Treasury 5 1049 36,651 2.60454
14 | Weather izmir 7 1461 53,229 3.32114

The above information was fed to NNt to get T. In Table 3 we see the estimated
T which are expected to be near the optimum fit. RMS(7-i) denotes the RMS error
when NNt yields i for the value of T. The actual best value of T was always within
i £ 2 of the T suggested by NNt.

Table 3. Terms calculated by NNt for the validation sets

ID | Estimated T | Rounded T | RMS(T-2) | RMS(T-1) | RMS(T) RMS(T+1) | RMS(T+2)
1| 8.6634990936 | 9 0.412718594 | 0.406120106 | 0.4200713649 | 0.410491696 | 0.418528407
2 | 7.4266991038 | 7 0.037526053 | 0.061839319 | 0.03250066 | 0.031067453 | 0.032766126
3| 2.8167562596 | 3 0.207598173 | 0.214679407 | 0.229129966 | 0.224681547 | 0.225307872
48477513871 |8 0.067469116 | 0.050167953 | 0.04093897 | 0.043811914 | 0.04796777
5 | 7.2928672806 | 7 0.337443754 | 0319763624 | 0.318348383 | 0.313419036 | 0.313209334
6 | 77389574277 | 8 0.340522415 | 0325661129 | 0.334526005 | 0.308926934 | 0324996133
7| 7.7052644686 | 8 0.119055026 | 0.11559727 | 0.108739684 | 0.124787914 | 0.117380777
8 | 6.2126030641 | 6 0.258552437 | 0.245556743 | 0.241290077 | 0.26038423 | 0.269854381
9 | 8.0014918908 | 8 0.101553883 | 0.096687173 | 0.101330919 | 0.102006909 | 0.100162057
10 | 8.5616749213 | 9 0.086605404 | 0.0839230232 | 0.082046364 | 0.078676946 | 0.076810137
11| 7.5255321089 | 8 0.074918077 | 0.063573936 | 0.076393697 | 0056997275 | 0.06215833
12 | 7.0866960532 | 7 0.395806995 | 0.400738082 | 0.405261065 | 0.392372343 | 0.399877438
13 | 8.6697108438 | 9 0.068657151 | 0.068666017 | 0.062620414 | 0061057446 | 0.062685869
14 | 57585208346 | 6 0.14429961 | 0.137041337 | 0.130248103 | 0.140362715 | 0.135891573

The weights of NNt are shown in Fig. 5. Every neuron is, as stated, a perceptron
whose activation function is 1/(1 4 ¢™*). Because of this the input values were scaled
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into [0, 1). Given the values of the 4 input attributes a simple spreadsheet may easily
calculate the suggested number of terms. An example is shown in Fig. 6.

e Since the values must be scaled the upper and lower values of the variables are
needed. These are shown in the lines titled “Max” and “Min”. The corresponding
scaled values are shown in the line “Scaled_01".

e “Compressed size” refers to the size (bytes) of the original dataset after it is
compressed using the PPMZ Algorithm [11]. This yields a practical approximation
to the information contained in the dataset'.

First Layer

| Weights | Values |
wo,1 9.93878
Wo,2 —1.277238 Second Layer
W11 12.794103 | Weights | Values |
1,2 2149855 |=ug, | —0.018833
wy,; | —32.754846 w?’l D.AEo16T
w2 9.336392 w,l’l 0531239
w31 1.290772 2,1 :
w3 —8.214893
w1 8.711606
Wy2 —21.087847

Fig. 5. Weights of NNt

B11 X A =B5*B7+C5*C7+D5*D7+E5*E7+F5*F7
\ A \ B [ G [ D \ E [ F [ G \
LN Number of Tuples Number of Attributes Compres
2 {Original i : i 9
3 |Max 3,134.5324 36.2564 258,920.2939 38.0070 13.02073
4 Min 59.4136 1.35639 5,305.1796 2.26812 1.00635
5 &
16 | wo1 w21 w31 w41
17 | 9.93878 12.794103 -32.754846 1.290772 8.711606
8 w02 w12 w22 w32 w42
19 | -1.277238 2.149855 9.336392 -8.214893 -21.087847
10 | Input to HN1 Input to HN2
11 [ 0,63851394] 1.121575388
13 Output from HN1 Qutput from HN2
14 | 0.65441745748 0.75428081777
15 | w01 w'1 w21
16 | -0.018833 0.452167 0.531239
17 | Input to OutN
18 0.677776366
20 | Output From OutN
21| 0.663242225
22 8.974794649

Fig. 6. Calculation of T from a spreadsheet’s implementation of NNt

! The true amount of information in a data set is exactly expressible by Kolmogorov’s Complexity
(KC) which corresponds to the most compact representation of the set under scrutiny. Since KC is
known to be incomputable [12] we have chosen the PPM (Prediction by Partial Matching) algorithm
as our compression standard; a good practical approximation to KC.
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4 Case of Study

To illustrate the process we take the data base from the U.S. Census [14]. From the web
page we get the data illustrated in Fig. 7.

Census Income Data Set

Abstract: Predict whether income exceeds $50K/yr based on census data.
Also known as "Adult" dataset.

Data Set Characteristics: || Multivariate

Attribute Characteristics: || Categorical, Integer

Associated Tasks: Classification

Number of Instances: || 48842 || Area: Social
Number of Attributes: || 14 Date Donated 1996-05-01
Missing Values? Yes Number of Web Hits: || 319785

Fig. 7. Characteristics of the census database

A partial view of the data set is shown in Fig. 8. This data is both numerical and
categorical (i.e. non-numerical). The numerical attributes are scaled into [0, 1) and,
subsequently, the non-numerical attributes were encoded into [0, 1) using the
CESAMO algorithm [15]. The original DB is illustrated in Fig. 8. The corresponding
encoded DB is illustrated in Fig. 9. This DB was further divided into a training data
(TRN) set and a test data set (TST).

TRN was used to train (find) a polynomial and cross validated with TST. The
number of terms T of the polynomial, as illustrated in Fig. 6, was originally determined
to be 9. The actual resulting polynomial is illustrated in Fig. 10.

EpsiTh denotes the worst case approximation error in TST. In every column
starting with the second row we find (a) The degree of the monomial, (b) The powers of
the independent variables in every monomial, (c) The coefficient associated to the
monomial. The value of T is 7 because the EGA may yield monomials of identical

Workclass Fnlwgt | Education Edunum | Marstat
Private 146338.000000000 Bachelors 13.000000000000, Never-maried
_42|Prvate | 255667.000000000] Some-colege | 10.000000000000 Married-civ-spouse  |Crafttepar

| 44iPrvate | 188331.000000000; Some-colege | 10
35 Private | 54353 0000000000 HS-grad | 3,000000000000 Mastied-civ-spouse :

43/State-gov m4muu0mooo Somecolege _| 10.000000000000!Divorced ___|Adm
38 Prvate { 3.000000000000 Married-civ- spouse
| 20Private |4

43| State-gov ‘

_17/Sekempinc

| 0 000000 Mt o :
| 176867.000000000/Doctorate | 16.000000000000  Maried civ-spouse | Profspecialy |

Fig. 8. Partial view of the data base
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orkclas{ Fniwgt | Education Edunum | Marstat | 0

. eegliviny]  0.73371)  0.0343676131440000 028353/  0.8000000000000000 0.84681 0.88823|

| 0.3424657534250000.  0.73371)  0.1754388424570000 081658  0.6000000000000000! 0.57252] 017091}
| 0.3698530136930000/ 0.73871) 01 255024808620000! 081658  0.6000000000000000 0.541 26' 0 35263‘
| 02465753424650000, 0.73371] 0.0264705401 320000 060314]  0.5333333333330000 0.57252] 0.17091}]
| 03561643835620000, 0.81183 0.0085543732180000 081658  0.6000000000000000| 054126 0.85300
| 0.2876712328770000) 073871 01 245654572480000| 060314  0.5333333333330000} 0.57252] 0.02011
| 0.0410858304110000, 073871 0.01 63748925240000| 081658  0.6000000000000000! 0.84681/ 0.88823)
| o 3561643835620000)  0.81183 0.1038856712640000 060314]  0.5333333333330000 0.54125' 0 352533'
1 0.0000000000000000'  0.61321] 0.12051071 48850000/ 025855  0.3333333333330000 0.84681/ 0 "7273>
| 01 232876712330000°  0.73371]  0.1046897205120000! 060314]  0.5333333333330000 0.71330; 0.95631 ‘
1 0.2876712328770000°  0.73371]  0.0857489148500000 081658  0.6000000000000000 0.57252] 0.35263|
0.6164333561640000 0.65325! 0.1371336810260000! 081658  0.6000000000000000 0.57252 011727

Fig. 9. Partial view of the encoded data base

monomials are odd (1, 3, 5, 7). The genetic algorithm was allowed to choose from any
combination of the degrees in set L. It may be seen that it picked terms whose highest
power for any one variable is 3 and the corresponding highest degree is 7.

degrees and these are merged in the end. As specified, the degrees of every one of
the are odd (1, 3 ,5, 7). The genetic algorithm was allowed to choose from any
combination of the degrees in set L. It may be seen that it picked terms whose highest
power for any one variable is 3 and the corresponding highest degree is 7.

When the polynomial was evaluated on the test data we determined that, of the 235
tuples of TST, 231 were correctly classified for an effectiveness ratio of 93.83%.

EpsiTh 0.385073
1.C00,00,00,00,00,00,00,00,01,00,00 0.067318
1:C01,00,00,00,00,00,00,00,00,00,00  0.602544
3 C00,02,00,00,00,00,00,01,00,00,00 0.232134
3 C00,00,00,00,03,00,00,00,00,00,00  0.362339
5 C00,00,01,01,00,00,02,00,01,00,00 = 3.821144
5 C00,00,00,00,03,00,00,00,00,02,00 |-0.233319
7.C01,00,03,00,00,00,00,03,00,00,00 -3.679192

Fig. 10. Coefficients and degrees of the multivariate polynomial.

5 Conclusions

A method allowing us to find a polynomial model of an unknown function from a set of
experimental tuples was explored. The allowed powers of the monomials in such
polynomial were derived from the Universal Approximation Theorem. The coefficients
of the monomials were gotten by exploring the space of such monomials with the EGA.
Every individual’s represented polynomial is found by the Ascent Algorithm. The AA
yields the coefficients of best fit with the Loo norm. From these coefficients the L2 error
is calculated and becomes the fitness function of the GA. In it, every individual rep-
resents a plausible polynomial in which the number of terms (T) is determined by a
trained neural network (NNt) with the best value of T (3 < T < 13) for 32 repre-
sentative real world data sets, i.e. 352 (11 x 32) polynomials were calculated. NNt
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yields T when the number of tuples, the number of attributes, the size of the com-
pressed data set and the compression ratio are input. The method was used to solve a
case study where the evaluated polynomial over the test data set yielded an effec-
tiveness ratio of 93.83%. This illustrates a method which yields the number of terms
and the coefficients and degree of every one of the independent variables for each term
purely by machine learning.
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Abstract. A novel leak location approach for large-scale water distri-
bution networks (WDNs) is discussed in this paper. The location task is
formulated as a classification problem, and it is simplified by applying
a clustering strategy. Data from each class are formed by measurements
associated with leakages that occur within a specific zone of the WDN. A
zone is defined as a set of nodes that share similar topological properties.
Therefore, clustering is performed for network partitioning. Sensors are
then placed within the network for maximizing leak detection coverage,
and data of each class are generated by using the EPANET hydraulic
simulator. The robustness of the proposal is demonstrated for different
kinds of uncertainties and measurements’ noise. A real-life network is
used as case study with synthetically generated field data. The proposal
achieves an improved performance for the different scenarios in compar-
ison with the node location approach.

Keywords: Leak location - Clustering - Classification - Uncertainties

1 Introduction

Water preservation is important for the future of humanity. Water distribution
networks are complex nonlinear dynamic systems continuously delivering drink-
ing water to different types of consumers. Leakages cause a significant loss in the
fluid transportation system as well as additional effects, such as low pressure, for
final consumers. Therefore, leakage monitoring has stimulated many researchers
in recent years [9,10,13,14].

Leak location approaches have been proposed by using analytic, data-driven
and mixed models. Leakages are located by analyzing the difference between
measurements and synthetic data generated through a model. Analytic models
of the network consider the main physical laws that describe the system’s oper-
ation. Data-driven models capture the network behavior from a representative
© Springer Nature Switzerland AG 2019
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sample of measurements obtained over varying conditions. Mixed approaches
are formalized by using an analytic model and a data-driven decision tool. The
latter has shown promising results recently [9].

Since it is usually considered that leaks occur in nodes, the goal of tradi-
tional location approaches is to find the leakage node [9]. Depending on the
number of sensors, there can be many indistinguishable leak signatures for dif-
ferent nodes because of uncertainties of the model and measurement noise. As
a consequence, the location problem may require many sensors for achieving
a satisfactory performance in large-scale networks. Researchers have proposed
as an alternative solution forming the classes by grouping nodes into zones of
the network [10,13,14]. The idea of locating leaks in predefined network zones
is appealing from a practical point of view because it allows the operators to
narrow down the leakage location to a bounded area. Therefore, leakage search
with specialized equipment is faster because there is certainty about the zone
where the leak is located.

Wachla et al. proposed a set of classifiers for locating leaks in sub areas [10].
In their work, flow meters are installed at different nodes, and areas are defined
by domain experts. Zhang et al. solved the zone location problem with sup-
port vector machines by considering pressure measurements [14]. Network zones
are defined according to the network variables’ response to leakages in different
nodes. Therefore, their results depend on the network operating conditions. A
similar approach was put forward by Xie et al., but linear classifiers are com-
bined with a sparse representation for improved results [13]. The latter research
explores the influence of uncertainty in the measurements and concludes that
selecting the sensors’ number depends on the measurement precision for a desired
location accuracy. In realistic conditions, there are several sources of uncertainty
associated with the hydraulic model parameters, consumers’ demand and mea-
surements’ noise. None of the previously mentioned works, however, explores the
impact of all these uncertainties in the location performance. Moreover, the zone
partitioning results depend on the network operating conditions and leakage sizes
simulated.

The main contribution of this paper is a novel leak location approach for
WDNs that combines a topological clustering strategy with classification tools.
Operational zones are defined by using the k-medoids method, which considers
the topological parameters of the network nodes. Pressure sensors are placed
for guaranteeing the detection of small leakages. Classification tools selected for
the leak location task are Random Forests (RFs) and Support Vector Machines
(SVMs). Both classifiers were selected because of their successful results in many
papers and their different working principles. The proposed approach allows
selecting a reliable and robust leak location by setting the trade-off among the
number of zones, the number of sensors and the location accuracy under realis-
tic conditions. A real large-scale network, the Modena WDN, is considered for
demonstrating the advantages of the proposal against different uncertainties in
comparison with recent node location approaches.
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The structure of the paper is the following. The modeling framework of the
WDN is introduced in Sect. 2. The zone clustering strategy is described in Sect. 3.
The classification approach is outlined in Sect. 4. For demonstrating the advan-
tages of the proposal, the Modena WDN is introduced, and the uncertain sce-
narios considered are detailed in Sect. 5. The results and discussion are presented
in Sect. 6. Finally, conclusions and directions for future work are proposed.

2 Water Distribution Networks

Water networks are formed by np junctions and no nodes spatially distributed
across a geographical area. Two main physical laws that govern the behavior of
demand-driven WDNs are as follows: (1) the net inflow must be equal to the net
outflow for any node of the network, and (2) the sum of pressure heads around
any loop of the network is equal to zero. In general, leakages are considered as
extra demands that occur at existing nodes according to the following equation

Z ani(t) = di(t) + L (1) Li(t) = Cehy(t)” (1)

ni=1

where h;(t) is the pressure head, [; is the leakage outflow, d; is the total demand,
Ni is the number of branches connected to the node i, ¢,;(t) denotes the flow of
the branch ni, C, is the emitter coefficient size and v = 0.5 [7]. To distinguish a
leak from a demand deviation, some properties for the demand must be known.
Therefore, leakage location is generally performed by monitoring flows or pres-
sure heads during minimum night flow conditions because the demand behavior
is easy to characterize.

3 Zone Clustering

The zone partitioning for WDNSs is performed for many purposes. In particular, it
is commonly formulated to establish district metered areas (DMAs). Clustering
is usually applied to define the shape and dimension of network zones. Given
a data set of topological parameters D = {c}?_; of n nodes with ¢ € R™, the
clustering task can be formulated as finding the z clusters of nodes G3_; =
C1,..vs Cn, that maximize/minimize an optimization function. The three main
variables considered for the ¢ vector are the geographical coordinates (X,Y) and
the topological height of each node. Different methods have been applied for zone
division in WDNs [5]. Since uniformity is the main concern within the scope of
this paper, the k-medoids clustering algorithm will be used. The optimization
problem is the following

min(SSE(G)) = Zchn]—c*iu2 (2)

=1 j=1
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where ¢*; is the vector of parameters of a specific node and >>7_, |G| = n.
Partitioning around medoids is the algorithm used in this paper for solving this
optimization problem. Further details can be found in [4].

Network partitioning can be performed by using hydraulic and topological
indicators to form the c¢ vector. Hydraulic indicators require a hydraulic model
of the network [5]. Topological indicators are normally easy for computation
and use. Moreover, the shape of the network partitions obtained by employing
topological