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Chapter 1
Overview of Visuospatial Processing 
for Education in Health and Natural 
Sciences

Juan C. Castro-Alonso

Visuospatial processing can be defined as the ability of working memory to generate 
and transform visual and spatial information, presented as both static and dynamic 
displays (see McGrew 2009; Ness et al. 2017). This ability is a key asset to study 
and understand concepts of the health and natural sciences disciplines (e.g., Wai and 
Kell 2017), as these fields use visual and spatial resources for explanation and com-
munication (see Mathewson 2005). Because these disciplines are more visuospa-
tially demanding at the university than at the school level (see Oliver-Hoyo and 
Babilonia-Rosa 2017), the focus of this book is on university students learning 
about health and natural sciences.

The goal of this first chapter is to provide a brief overview of the chapters of this 
volume, in which I had the privilege and honor of being a coauthor with leading 
international researchers in educational psychology, science learning, and visuospa-
tial processing.

1.1  �Organization of This Volume

The following sections, which describe the other seven chapters of this volume, 
obey this similar structure:

•	 a table showing the main structure of the chapter;
•	 a text summarizing the main themes per chapter; and
•	 a wordcloud (generated in Wordclouds.com) depicting the most frequent words 

selected per chapter.

J. C. Castro-Alonso (*) 
Center for Advanced Research in Education, Universidad de Chile, Santiago, Chile
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1.1.1  �Chapter 2 – Different Abilities Controlled by Visuospatial 
Processing

The structure of Chap. 2 is shown in Table 1.1.
In Chap. 2, Castro-Alonso and Atit (this volume) review several abilities con-

trolled by the visuospatial processor, one of the systems in the multicomponent 
model of working memory by Baddeley and Hitch (1974; see Baddeley 1992). As a 
relatively independent component, the visuospatial processor tends to process infor-
mation separately from the other components (e.g., the verbal processor, see Bruyer 
and Scailquin 1998; Shah and Miyake 1996).

The scale of the visuospatial information that this component manages allows a 
dichotomic categorization between (a) environmental or large-scale spatial abili-
ties, and (b) object or small-scale spatial abilities (see Hegarty and Waller 2004; 
Kozhevnikov and Hegarty 2001). The focus of Chap. 2 (and this volume) is on the 
abilities most investigated in health and natural science education, namely, the 
small-scale abilities (e.g., Castro-Alonso and Uttal 2019; Wai et al. 2009).

Small-scale visuospatial processing abilities can also be subdivided into two 
groups, according to research traditions. One tradition has typically investigated 
pen-and-paper spatial ability tests (e.g., Michael et al. 1957). The other research 
tradition has employed visuospatial stimuli for working memory tasks (e.g., Milner 
1971). As both types of tasks are processed by the same subcomponent of working 
memory, they usually show significant interactions and correlations (e.g., Miyake 
et al. 2001; Stericker and LeVesconte 1982; Vandenberg and Kuse 1978).

From the tradition of spatial ability research, the abilities described include men-
tal rotation, in both three-dimensional and two-dimensional forms (e.g., Castro-
Alonso et al. 2014; Fiorella and Mayer 2017; Shepard and Metzler 1971; Stull et al. 
2018a), mental folding or spatial visualization (e.g., Atit et  al. 2013; Eitel et  al. 
2019; Pilegard and Mayer 2018; Shepard and Feng 1972), and field independence 
(e.g., Berney et al. 2015; Stericker and LeVesconte 1982; Wiegmann et al. 1992).

From the tradition of working memory research, the tasks include spatial 
working memory (e.g., Castro-Alonso et  al. 2018b; Lejbak et  al. 2011; Smirni 
et al. 1983; Wong et al. 2018), visual working memory (e.g., Blacker et al. 2014; 
Hammond et  al. 2019; Wilson et  al. 1987), and dual tasks of working memory 
(e.g., Foster et al. 2017; Minear et al. 2016; Örün and Akbulut 2019).

Table 1.1  Structure of Chap. 2 Section

Visuospatial Processing by Working 
Memory
Two Scales of Visuospatial Processing
Small-Scale Visuospatial Processing 
Abilities
Interactions Between Visuospatial 
Processing Abilities
Discussion

J. C. Castro-Alonso
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Several of the instruments to measure these diverse tasks are the Mental 
Rotations Test (e.g., Peters et al. 1995), Card Rotations Test (e.g., Sanchez 2012), 
Paper Folding Test (e.g., Ekstrom et  al. 1976), Hidden Figures Test (e.g., Gold 
et al. 2018), Corsi Block Tapping Test (e.g., Milner 1971), Spatial N-Back Task 
(e.g., Kirchner 1958), Visual Patterns Test (e.g., Della Sala et  al. 1999), Object 
Location Memory (e.g., Eals and Silverman 1994), Rotation Span (e.g., Shah and 
Miyake 1996), and Symmetry Span (e.g., Kane et al. 2004). These and many other 
tests are fully described in Chap. 2.

The chapter ends by offering instructional implications for health and natural 
sciences, and future research directions. The most frequent words of this chapter, 
which includes 130 references, are shown in the wordcloud of Fig. 1.1.

1.1.2  �Chapter 3 – Science Education and Visuospatial 
Processing

The divisions of Chap. 3 are shown in Table 1.2.
In Chap. 3, Castro-Alonso and Uttal (this volume) discuss the relation between 

science education and visuospatial processing. This relationship stems from the fact 
that health and natural science communication and education rely on presenting 
visual and spatial representations (see Mathewson 2005).

The relation between visuospatial processing and science education has two 
directions (see also Castro-Alonso and Uttal 2019). One direction predicts that 
visuospatial processing will enhance science learning. The evidence is abundant in 
studies supporting this prediction, from science areas such as medicine, anatomy, 
surgery, biology, chemistry, and physics (e.g., Barrett and Hegarty 2016; Fiorella 
and Mayer 2017; Loftus et al. 2017). A common finding is that visuospatial process-
ing is more influential in the earlier rather than the later phases of science learning 

Fig. 1.1  Wordcloud for Chap. 2

1  Overview of Visuospatial Processing for Education in Health and Natural Sciences
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and competency (see Uttal and Cohen 2012). In other words, science knowledge 
eventually becomes more critical than visuospatial abilities.

The other direction of the reciprocal relationship predicts that learning science 
topics will aid in visuospatial processing tasks. Correlational and experimental evi-
dence supporting this prediction has been observed in science areas as diverse as 
dentistry, anatomy, veterinary medicine, biology, chemistry, and physics (e.g., 
Gutierrez et al. 2017; Langlois et al. 2019; Lufler et al. 2012).

Besides the improvement of visuospatial abilities due to learning science con-
cepts, another method to enhance these abilities involves training. Moreover, the 
goal of visuospatial training is that, by practicing with visuospatial tests, improve-
ment in these tasks would ultimately lead to improvement in science tasks and gen-
eral academic achievement. This transfer of visuospatial processing has been more 
difficult to obtain than its training (Stieff and Uttal 2015).

Nonetheless, there is experimental evidence encouraging to pursue transfer of 
visuospatial processing (see Stieff and Uttal 2015). The degree of transfer obtained 
can be classified as near, intermediate, and far (Uttal and Cohen 2012). Near trans-
fer is, basically, training (e.g., practicing mental folding with certain shapes to 
improve in mental folding with similar shapes). Intermediate transfer entails a more 
substantial leap (e.g., practicing mental folding to improve in mental rotation). Far 
transfer is the most difficult to obtain (e.g., practicing mental folding to improve in 
molecular chemistry understanding).

The current educational efforts are oriented toward achieving far transfer. As 
criticized by several authors (see Langlois et al. 2019; Redick et al. 2015; Simons 
et  al. 2016), some studies claiming to obtain far transfer have not gone that far. 
Sometimes their positive results can also be attributed to problems in methodology, 
such as lacking control groups or proper control conditions. Only by avoiding these 
issues, the future experiments on visuospatial training and transfer may provide 
more reliable results.

Chapter 3 ends by discussing implications for educators in health and natural 
sciences and offering possible future directions for research. The most frequent 
words selected for this chapter, which includes 113 references, are provided in the 
cloud of Fig. 1.2.

Table 1.2  Structure of Chap. 3 Section

Visuospatial Processing Influencing 
Science Learning and Achievement
Science Education Influencing 
Visuospatial Processing
Visuospatial Training
Discussion

J. C. Castro-Alonso
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1.1.3  �Chapter 4 – Sex Differences in Visuospatial Processing

The four divisions of Chap. 4 are shown in Table 1.3.
In Chap. 4, Castro-Alonso and Jansen (this volume) describe the sex differences 

reported for various visuospatial processing tests, remarking that these differences 
do not always show the same degrees. For example, the most consistent finding is 
that men outperform women in mental rotation tests, chiefly in mental rotation tests 
with three-dimensional shapes (e.g., Peters et al. 1995; Reilly et al. 2016).

However, the differences in other tests tend to favor men to a smaller degree, 
as shown by mental rotation tests with two-dimensional shapes, mental folding 
tests, and other visuospatial working memory tasks (see Linn and Petersen 1985; 
Voyer et al. 2017).

A notable exception for the superior performance of men over women in visuo-
spatial tests is one task in which women surpass men. This is the visual working 
memory task known as Object Location Memory (e.g., Eals and Silverman 1994; cf. 
Hammond et al. 2019).

A sociocultural cause to explain the sex differences in visuospatial processing is 
visuospatial experience. The evidence shows that men have more training than 

Table 1.3  Structure of Chap. 4 Section

Sex Differences in Different 
Visuospatial Processing Abilities
Sociocultural and Biological 
Explanations
Visuospatial Training to Reduce 
Sex Differences
Discussion

Fig. 1.2  Wordcloud for Chap. 3

1  Overview of Visuospatial Processing for Education in Health and Natural Sciences
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women on spatial sports and hobbies, as well as videogames and visuospatial toys 
(e.g., Jirout and Newcombe 2015; Voyer and Jansen 2017).

A second sociocultural explanation has been called stereotype threat (see Spencer 
et al. 2016). The stereotyped situation in which women fail in a visuospatial task, 
makes them attempt these tasks with concerns about confirming the negative out-
come. In this scenario, the working memory resources are wasted in overthinking 
instead of being invested in solving the visuospatial task (Schmader and Johns 
2003; Schmader et al. 2008). As a result of this divergence of cognitive resources, 
women fail in the visuospatial assessment.

A biological explanation for these sex differences is related to hormones, chiefly 
the male hormone of testosterone. The chapter describes studies with prenatal and 
adult participants. Prenatal studies with twins (e.g., Heil et  al. 2011; Vuoksimaa 
et al. 2010) tend to support that testosterone enable female performance in visuo-
spatial tasks. However, hormone studies, especially those with adults, have not 
shown consistent evidence (e.g., Courvoisier et al. 2013; Hausmann et al. 2009).

To reduce the sex differences, visuospatial training activities are recommended 
(see Newcombe 2016; Wai and Kell 2017). Although there is encouraging evidence 
showing how practicing a visuospatial test can help women (e.g., Guimarães et al. 
2019; Wright et al. 2008), there are also less promising findings indicating that the 
initial sex gap does not always diminish with training (e.g., Peters et al. 1995).

Chapter 4 finishes by discussing implications for science educators, and future 
directions of inquiry for researchers. The most frequent words of this chapter, which 
includes 122 references, are provided in the cloud of Fig. 1.3.

Fig. 1.3  Wordcloud for Chap. 4

J. C. Castro-Alonso
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1.1.4  �Chapter 5 – Instructional Visualizations, Cognitive Load 
Theory, and Visuospatial Processing

The nine sections of Chap. 5 are shown in Table 1.4.
In Chap. 5, Castro-Alonso et al. (this volume-b) discuss optimization strategies 

for science instructional visualizations, based on cognitive load theory. This theory 
investigates how the human cognitive architecture works for learning (see Sweller 
et al. 2011; see also Sweller et al. 2019). Currently, cognitive load theory has incor-
porated evolutionary principles that predict learning performance, for both novices 
and experts, in different scenarios and for diverse educational materials (see Sweller 
and Sweller 2006).

Chap. 5 mainly concerns university novices learning science topics through 
instructional visualizations. The cognitive load theory rationale most relevant to this 
scenario is that on the limitations of working memory to process novel information 
(see Cowan 2001). The visuospatial processor, being a component of working mem-
ory, is also severely limited (e.g., Luck and Vogel 1997). Under these circumstances, 
there are five effects or strategies that the theory has investigated with the aim to 
optimize visualizations (see Sweller et al. 2011; see also Mayer 2014).

Firstly, the split-attention effect predicts that learning from two visual elements 
(e.g., visualizations plus text) that are far from each other will be less effective than 
studying displays that are spatially contiguous (see Ayres and Sweller 2014; see also 
Mayer and Fiorella 2014). The strategy is particularly useful for low visuospatial 
students (e.g., Fenesi et al. 2016; Wiegmann et al. 1992).

Secondly, the modality effect predicts that studying visualizations supplemented 
with written texts will be less effective than learning through visualizations supple-
mented with auditory texts (see Low and Sweller 2014).

Thirdly, the redundancy effect predicts that learning from visualizations that con-
tain more visual information than the primordial for the task will be less effective 

Table 1.4  Structure of Chap. 5 Section

Science Learning Optimized through 
Instructional Visualizations
Cognitive Load Theory
Cognitive Load Theory Effects for 
Science Visualizations
Split-Attention Effect and Spatial 
Contiguity Principle
Modality Effect or Modality Principle
Redundancy Effect and Coherence 
Principle
Signaling Principle
Transient Information Effect
Discussion

1  Overview of Visuospatial Processing for Education in Health and Natural Sciences
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than studying only the necessary information (see Kalyuga and Sweller 2014; see 
also Mayer and Fiorella 2014). The inclusion of extra visual information is more 
problematical for low rather than high visuospatial processing students (e.g., 
Korbach et al. 2016; Levinson et al. 2007).

Fourthly, the signaling principle predicts that learning from visualizations with-
out visual signals will be less effective than studying visualizations that include cues 
to signal the essential learning elements and their relationships (see van Gog 2014).

Lastly, the transient information effect predicts that studying transient visualiza-
tions (e.g., videos and animations) will be less effective than learning through static 
images (see Ayres and Paas 2007). Diverse studies have supported this prediction 
(e.g., Castro-Alonso et al. 2014, 2018b; Höffler and Schwartz 2011; Rey et al. 2019).

The authors of Chap. 5 also discuss instructional implications and future research 
directions for science education. The most frequent words of this chapter, which 
includes 117 references, are shown in Fig. 1.4.

1.1.5  �Chapter 6 – Interactive Science Multimedia 
and Visuospatial Processing

The structure of Chap. 6 is provided in Table 1.5.
In Chap. 6, Castro-Alonso and Fiorella (this volume) discuss the relationship 

between interactive multimedia and visuospatial processing. An interactive multi-
media learning situation is defined as an exchange between the students’ cognitive 
engagement and the multimedia’s feedback as response (see Domagk et al. 2010).

High-level cognitive engagement is obtained from interactive and constructive 
actions, compared to active or passive activity (see the ICAP framework in Chi and 
Wylie 2014). Research on health and natural science multimedia provides several 

Fig. 1.4  Wordcloud for Chap. 5

J. C. Castro-Alonso
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examples of meaningful learning with these highest levels of engagement by the 
student (e.g., Erhel and Jamet 2006; Schwartz and Plass 2014).

Similarly, high-level feedback given by the multimedia in response to the stu-
dents’ actions is preferable over low-level feedback (see Hattie and Timperley 
2007). Evidence of science multimedia studies support these higher levels of feed-
back (e.g., D. B. Clark et al. 2016; Van der Kleij et al. 2015).

However, as predicted by cognitive load theory (see Sweller et al. 2011), too 
much cognitive engagement (e.g., Fiorella and Mayer 2012; Stull and Mayer 2007) 
and visual feedback (e.g., Fiorella et al. 2012; Lin and Li 2018) can be problem-
atic. These scenarios where too much visuospatial information is involved can 
overload the limited working memory capacity of the students, particularly those 
with less visuospatial processing capacity (see also the coherence principle in 
Mayer and Fiorella 2014).

Provided this overload problem is controlled, two multimedia resources that 
allow high-level engagement and feedback are simulations and videogames. Notable 
advantages of simulations over real-world laboratories are their lower costs and 
faster data management (Triona and Klahr 2003). The positive learning effects of 
simulations have been observed in studies about health sciences (e.g., Donovan 
et al. 2018; Kostusiak et al. 2017) and natural sciences (e.g., Blackburn et al. 2019; 
Parong and Mayer 2018). Similarly, various examples of science simulations show 
that these multimedia are more effective for students with high visuospatial process-
ing, for example, high mental rotation ability (e.g., Huk 2006; Loftus et al. 2017).

Regarding videogames, they have also shown encouraging learning results for 
health and natural science topics (e.g., Cheng et al. 2014; D. B. Clark et al. 2016; 
Mayer 2019). Moreover, correlational and experimental evidence has supported 
the effectiveness of videogame playing, particularly action videogames, in train-
ing visuospatial processing (e.g., Blacker et al. 2014; Green and Bavelier 2007; 
Spence and Feng 2010).

Chapter 6 ends by discussing instructional implications of employing simula-
tions and videogames for health and natural science education. The chapter also 
offers future directions for research in these areas. The most frequent words selected 
for Chap. 6, which includes 114 references, are provided in Fig. 1.5.

Table 1.5  Structure of Chap. 6 Section

Research Perspectives 
on Fostering Effective 
Interactivity
Simulations
Videogames
Discussion

1  Overview of Visuospatial Processing for Education in Health and Natural Sciences
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1.1.6  �Chapter 7 – Embodied Cognition, Science Education, 
and Visuospatial Processing

The six sections of Chap. 7 are shown in Table 1.6.
In Chap. 7, Castro-Alonso et al. (this volume-c) describe relationships between 

embodied cognition, health and natural science education, and visuospatial process-
ing. Embodied cognition can be presented as a framework in which brain, body, and 
environment are regarded as agents of cognitive processes (e.g., Barsalou 2008; 
A. Clark and Chalmers 1998).

At least six non-mutually exclusive research perspectives can explain the embod-
ied cognition phenomena. The first three perspectives, which concern research 
where students execute body actions, can be called: (a) offloaded cognition (e.g., 
Ginns and Kydd 2019; Macken and Ginns 2014); (b) generative learning (see 
Fiorella and Mayer 2016b; Wittrock 1989); and (c) physical activity (e.g., Fenesi 
et al. 2018; Oppezzo and Schwartz 2014).

The other three perspectives, which concern students executing or observing body 
actions, are called: (a) survival cognition (e.g., Nairne et al. 2012; Paas and Sweller 

Table 1.6  Structure of Chap. 7 Section

Executing Body Actions
Executing or Observing Body Actions
Embodied Cognition in Manipulations 
and Gestures
Manipulations
Gestures
Discussion

Fig. 1.5  Wordcloud for Chap. 6

J. C. Castro-Alonso
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2012; see also Sweller et al. 2019); (b) social cognition (e.g., Pi et al. 2019; Stull et al. 
2018a); and (c) signaling (e.g., Fiorella and Mayer 2016a; Pi et al. 2019).

The two most investigated embodied actions for science topics and visuospatial 
processing are manipulations and gestures. As described in Castro-Alonso et  al. 
(2015), both manipulations and gestures are instances of human hand actions, the 
difference being that manipulations depend on objects (and not as much on hands) 
and gestures depend on hands (and not as much on objects).

Manipulations sometimes share resources with mental manipulations, as it has 
been shown for mental rotation (e.g., Shepard and Metzler 1971; Wexler et al. 1998; 
Wohlschläger and Wohlschläger 1998) and mental folding (Shepard and Feng 
1972). Due to this relationship, when using manipulatives to learn science concepts, 
usually having high visuospatial processing is advantageous (e.g., Barrett and 
Hegarty 2016; Huk 2006).

Concerning the research on gestures, the type of gesture known as pointing has 
provided consistent findings. When pointing is toward visual areas outside the 
learning elements, learning and memory is hampered (e.g., Hale et  al. 1996; 
Lawrence et al. 2001), whereas pointing toward the learning elements can enhance 
learning and memory performance (e.g., Göksun et al. 2013; Li et al. 2019). There 
is also accumulating research showing that gestures are helpful to assist students 
with low visuospatial abilities.

Studies have compared the instructional effectiveness of executing versus 
observing gestures and manipulations. Most findings support that is more advanta-
geous to execute than to solely observe these human hand actions (e.g., Jang et al. 
2017; Kontra et al. 2015; Stull et al. 2018b).

Chapter 7 also discusses instructional implications and future directions for 
research. The most frequent words selected for Chap. 7, which contains 117 refer-
ences, are provided in Fig. 1.6.

Fig. 1.6  Wordcloud for Chap. 7

1  Overview of Visuospatial Processing for Education in Health and Natural Sciences
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1.1.7  �Chapter 8 – VAR: A Battery of Computer-Based 
Instruments to Measure Visuospatial Processing

The structure of Chap. 8 is provided in Table 1.7.
In Chap. 8, Castro-Alonso et  al. (this volume-a) describe VAR (visuospatial 

adaptable resources), a recently developed battery of seven computer-based instru-
ments to measure different visuospatial processing abilities. The instruments have 
been optimized to run through the Internet in desktop computers, laptops, tablets, 
and mobile phones.

The battery includes an Internet administrative tool that launches, configures, 
and saves the data for all the instruments in VAR. This tool allows adding and delet-
ing tests, configuring whether practices will be included or not before the actual 
testing, and choosing between English and Spanish languages for the instructions 
and texts, among other adjustments.

VAR contains two mental rotation instruments. The test measuring three-
dimensional mental rotation is based on the pen-and-paper Mental Rotations Test 
(Peters et al. 1995; Vandenberg and Kuse 1978), which uses abstract shapes made 
with connected cubes. The test measuring two-dimensional mental rotation is based 
on the pen-and-paper Card Rotations Test (Ekstrom et al. 1976). The current version 
includes classical simple abstract figures plus 20 novel shapes (see Castro-Alonso 
et al. 2018a). Some variables that can be adjusted in these mental rotation instru-
ments include: the type and number of shapes to show, their rotations, their format, 
and the time to answer the tests.

VAR also incorporates two spatial working memory instruments. One is based 
on the Corsi Block Tapping Test, initially developed for wooden blocks (as cited in 
Milner 1971), but currently produced with on-screen squares (e.g., Pilegard and 
Mayer 2018). The other spatial instrument is based on the n-back tests by Kirchner 
(1958). Three common adaptable variables in these spatial working memory tests 
are: the lengths of the sequence shown, the number of sequences per level, and the 
speed of presentation.

Our battery also includes two visual working memory instruments. One is 
adapted from the Visual Patterns Test (Della Sala et al. 1999). The other one con-
tains two subtests, the Object Location Memory task and the Object Identity 

Table 1.7  Structure of Chap. 8 Section

Administrative Tool to Manage the 
Instruments in VAR
Mental Rotation Instruments
Spatial Working Memory Instruments
Visual Working Memory Instruments
Dual Visuospatial Instruments of 
Working Memory
Discussion

J. C. Castro-Alonso
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Memory task (e.g., Eals and Silverman 1994). All these visual tests show simultane-
ous stimuli that can be adjusted in variables such as: size of the visual stimuli, 
number of trials per level, and waiting interval time.

The last instrument of VAR can be set with different combinations of memory 
and processing tasks of dual instruments of working memory. These are based on 
the original test by Daneman and Carpenter (1980), and several visuospatial tests 
that followed (e.g., Kane et al. 2004; Shah and Miyake 1996). Variables that can be 
adjusted in these tasks include: the number of trials, time to present the stimuli, 
inter-stimuli time, starting difficulty level, and ending difficulty level.

The common data that the administrative tool records for the seven tests in VAR 
include, among others: the configuration of the instruments, the answers of the par-
ticipants (compared with the correct answers), the total scores and correct percent-
ages, and the time taken to solve the tests. This data can be exported to spreadsheets 
for later analyses.

Chapter 8 ends by discussing instructional implications and future directions for 
research. The most frequent words of Chap. 8, which contains 119 references, are 
provided in the cloud of Fig. 1.7.

1.2  �Conclusion

This chapter provides an overview of the present volume, which is composed of 
seven additional chapters describing variables that affect the relationship between 
visuospatial processing and university education in health and natural sciences. As 
such, Chap. 2 discusses several small-scale abilities controlled by the visuospatial 
components of working memory. Chapter 3 describes the reciprocal relationship 
between visuospatial processing and science education and training. Chapter 4 pres-
ents the relationship between sex and visuospatial processing. Chapter 5 describes 

Fig. 1.7  Wordcloud for Chap. 8
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cognitive load theory and how it can be applied to optimize instructional visualiza-
tions, also considering the influence of visuospatial processing. Chapter 6 presents 
the effects of simulations, videogames, and interactive multimedia on science learn-
ing and visuospatial processing. Chapter 7 describes how manipulations and ges-
tures affect science learning and visuospatial processing. Finally, Chap. 8 presents 
VAR, a novel battery of computer-adapted tests that can be tailored to measure dif-
ferent visuospatial processing abilities and moderating variables. In conclusion, the 
present book, coauthored with leading international academics, is expected to con-
tribute to research about visuospatial processing and science education.
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Chapter 2
Different Abilities Controlled 
by Visuospatial Processing

Juan C. Castro-Alonso and Kinnari Atit

Visuospatial processing in working memory allows the control of diverse cognitive 
abilities. In fact, these visuospatial abilities are so varied that their categorization 
has proven difficult. For example, in a review published four decades ago, McGee 
(1979) noted that the studies on spatial abilities, which had been accumulating from 
the 1930s, could not reach a standard classification. Nowadays, although there are 
attempts to categorize spatial and visuospatial abilities (e.g., Buckley et al. 2018; 
Uttal et al. 2013), the puzzle is still not fully solved, nor do we try to solve it here.

In contrast to a classification goal, the aim of this chapter is to show the diversity 
of cognitive abilities that are controlled by the visuospatial processor of working 
memory, and to describe some of the common tests to measure them in adult univer-
sity students. As the same processor controls these different abilities, they share 
many features and tend to be correlated. However, they also have crucial differ-
ences. Acknowledging these differences could help future research on the most suit-
able abilities for learning about health and natural sciences in different educational 
scenarios. To attain this goal, in the next section we describe working memory and 
their allocated components to deal with visuospatial ability tasks.

2.1  �Visuospatial Processing by Working Memory

Recently, Könen et al. (2016) defined working memory as a system with limited 
capacity, which allows the brief storage and processing of information for higher-
level cognition. The latter includes cognitive activities such as science learning 
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and visuospatial processing. The multicomponent model of Baddeley and Hitch 
(1974; see Baddeley 1992) describes working memory in more detail. In this 
model, there is a central attentional controller, the central executive, which com-
mands two slave storage systems.

One of these slave systems is the phonological loop, which processes verbal 
and auditory information. The other slave system is the visuospatial sketch 
pad, which processes visual and spatial information (see Fig. 2.1). The model 
predicts that the phonological loop and the visuospatial sketch pad process 
information separately (e.g., Bruyer and Scailquin 1998; Shah and Miyake 
1996). Furthermore, there is also a degree of independence inside the visuo-
spatial sketch pad, as visual and spatial information tend to be processed sepa-
rately within the system (e.g., Darling et  al. 2006; Della Sala et  al. 1999; 
Kozhevnikov et al. 2010).

As visuospatial processing is the focus of this chapter (and this book), the empha-
sis is outside the boundaries of the phonological loop and the processing of verbal 
and auditory information. More specifically, the focus is placed: (a) primarily, on 
the visuospatial sketch pad, the system for storage of visual and spatial information; 
and (b) secondarily, on the central executive, the system for processing and manipu-
lating this visuospatial information.

As visuospatial processing entails managing visual and spatial information in 
working memory, it comprises a myriad of different cognitive abilities. Building 
from the definitions of visual processing (McGrew 2009) and spatial thinking 
(Ness et  al. 2017), we define visuospatial processing as the ability to generate, 
recognize, transform, store, and retrieve visuospatial information, in both static 
and dynamic displays. In more detail, visuospatial processing entails the following 
tasks (see also Ness et al. 2017):

•	 visualizing and recognizing relationships;
•	 observing and predicting the behavior of objects, in both static and dynamic 

systems;

Fig. 2.1  The different components of Baddeley’s working memory model
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•	 transforming visuospatial information from two to three dimensions, and vice 
versa;

•	 conceptualizing space; and
•	 using geometric models and other visuospatial instruments.

In short, visuospatial processing in working memory allows one to carry out 
many visual and spatial tasks, such as the object-based versus the environmental 
tasks described next.

2.2  �Two Scales of Visuospatial Processing

In his description of the different kinds of intellectual abilities, Thurstone (1950) 
defined seven visual thinking abilities, three of which involved spatial thinking. Two 
of the spatial factors were described as abilities to solve spatial problems of objects, 
independent of the orientation of the solver. The third factor was defined as an abil-
ity to solve spatial problems in which the orientation of the solver’s body was perti-
nent. As such, the third factor was differentiated from the other two.

More recent literature follows this separation. On the one hand, there are the 
abilities that have been called object manipulation (e.g., Kozhevnikov and Hegarty 
2001), within-object manipulation (e.g., Sanchez and Wiley 2017), object-based 
(e.g., Hegarty and Waller 2004), allocentric (e.g., Kozhevnikov et  al. 2013), or 
small-scale (Hegarty et al. 2006) spatial abilities; on the other hand, there are those 
termed as environmental, large-scale (e.g., Hegarty et al. 2006), or egocentric (e.g., 
Hegarty and Waller 2004) spatial abilities.

Evidence suggests that these two groups of abilities (i.e., small-scale spatial abil-
ities versus large-scale spatial abilities) are separable, but still somehow interre-
lated. For example, in a study with 353 psychology university students (56% 
females), Pearson and Ialongo (1986) measured four standard small-scale spatial 
abilities and two new large-scale environmental skills. Results showed that mea-
sures of small-scale spatial ability were more correlated with each other than with 
the tests of large-scale spatial ability. A factor analysis for the six tasks supported 
this observation, as a two-factor solution emerged, revealing one factor for the four 
small-scale tasks and another factor for the environmental tests. Even though the 
small-scale tasks were a distinct factor from the large-scale tasks, the two factors 
were still significantly correlated (r = .37, p < .001), showing a shared variance of 
more than 13%.

Additionally, in two experiments with a total of 203 participants (55% females), 
Allen et al. (1996) reported the relation between three small-scale abilities, assessed 
using standardized measures, and the environmental ability of route learning. 
Kozhevnikov and Hegarty (2001) developed two original tests to measure environ-
mental spatial ability, called the Object Perspective Test and the Map Perspective 
Test, and contrasted these tests with known instruments of small-scale object spatial 
ability. Employing the data of undergraduate students who had completed the two 
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types of spatial ability tests, the authors conducted confirmatory factor analyses. 
They observed that a two-factor model was a better fit for the data than a one-factor 
solution.

In a follow-up study with undergraduate participants, Hegarty and Waller (2004) 
measured large-scale spatial ability with a more difficult Object Perspective Test 
and a novel Pictures Test. For small-scale spatial ability, they used several tests of 
mental rotation (see Sect. 2.3.1). They replicated the main finding that a two-factor 
model, which separated object and environmental spatial abilities, was better than a 
solution with one global spatial ability factor. However, both studies showed sub-
stantial correlations between the small and large spatial factors, sharing from 50% 
to 65% of the variance.

In another study with 221 adults (62% females), Hegarty et al. (2006) assessed 
the relationship between small-scale tasks, such as mental rotation and field inde-
pendence tests (see Sect. 2.3.3), and large-scale navigational tasks. They observed 
that small-scale spatial ability was not strongly connected to large-scale ability. The 
results supported a partial dissociation model between the two scales, as they relied 
on common processes but each one also depended on unique processes that they did 
not share.

Lastly, a more comprehensive finding was provided by the meta-analysis of 91 
effect sizes (from 15 studies) and more than 13,000 participants by Wang et  al. 
(2014). The study revealed a significant correlation (r =  .27) between small and 
environmental spatial abilities, sharing approximately 7% of the common variance. 
According to Cohen (1988), this correlation corresponds to an overall small to 
medium effect.

In conclusion, these studies show that small-scale and large-scale spatial abilities 
are separate abilities, although they share elements in common. Here we will focus 
and describe in detail small-scale visuospatial abilities as they play a pivotal educa-
tional role in health and natural sciences (see Castro-Alonso and Uttal this volume, 
Chap. 3; see also Castro-Alonso and Uttal 2019).

2.3  �Small-Scale Visuospatial Processing Abilities

As described by Hegarty et al. (2006), two different research traditions typically 
measure small-scale visuospatial abilities. On the one hand, there are the object or 
small-scale spatial ability tests (e.g., Michael et al. 1957). On the other hand, there 
are the visual and spatial working memory tasks (e.g., Milner 1971). Since both the 
spatial ability and the working memory research lines measure cognitive abilities in 
representing, memorizing, and transforming information that is visual and spatial, 
performance in these different visuospatial processing tasks is generally related (see 
Sect. 2.4).

In this chapter, both research streams are combined and jointly termed small-scale 
visuospatial processing abilities. From both research categories, the most common 
visuospatial tasks and standard tests are described below. A summary is presented in 
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Table 2.1. Additional descriptions of several of these tasks can be found in Castro-
Alonso et al. (this volume-a, Chap. 8) and in Castro-Alonso et al. (2018a).

2.3.1  �Mental Rotation

Mental rotation (also termed spatial relations or speeded rotation) is one of the two 
small-scale space factors defined by Thurstone (1950). Mental rotation involves 
perceiving a whole figure and visualizing its rotation in the mind (e.g., Ekstrom 
et  al. 1976). Shepard and Metzler (1971) reported what has been a landmark of 
mental rotation: In a study with eight adults comparing pairs of abstract shapes in 
different rotations, the authors observed that the greater the angular difference 
between both shapes, the longer it took to do the comparison task. In other words, it 
appears that mental rotation is the mental equivalent of a physical “real world” rota-
tion (see also Castro-Alonso et al. this volume-c, Chap. 7).

Several studies have shown that mental rotation needs the visuospatial sketch 
pad. What is less conclusive is whether mental rotation is more reliant on visual or 
spatial resources. For example, in two experiments totaling 30 adult participants 
(80% females), Hyun and Luck (2007) observed that mental rotation of letters was 
disrupted by a visual task but not by a spatial task. In contrast, in an experiment with 
16 undergraduates (50% females), Bruyer and Scailquin (1998) employed dual 
tasking to observe that mental rotation was disrupted by both spatial and central 
executive secondary tasks. Hence, the evidence shows that mental rotation is pro-
cessed by the visuospatial sketch pad and the central executive, but whether it is 
more dependent on visual or spatial processing is still unclear.

Table 2.1  Small-scale visuospatial processing abilities and common tests to their measurement

Research 
tradition Visuospatial ability Common tests

Spatial 
ability

3D mental rotation Mental Rotations Test, Purdue Visualization of 
Rotations, Cube Comparisons Test, Tube Figures 
Test

2D mental rotation Card Rotations Test, Flags Test, Mirror Pictures
Mental folding Paper Folding Test, Surface Development Test, 

Form Board Test, Spatial Visualization
Field independence Hidden Figures Test, Hidden Patterns Test, 

Group Embedded Figures Test, Find A Shape 
Puzzle

Working 
memory

Spatial working memory Corsi Block Tapping Test, Spatial N-Back Task
Visual working memory 
(Square patterns)

Visual Patterns Test, Visual Span Test, Grid 
Locations

Visual working memory 
(Identity or position of 
objects)

Object Identity Memory, Object Location 
Memory

Dual visuospatial tasks of 
working memory

Counting Span, Rotation Span, Symmetry Span, 
Dot Matrix, Alignment Span
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As shown in Table 2.1, mental rotation can be further divided into three-dimensional 
(3D) and two-dimensional (2D) tasks. For the former, 3D objects are rotated, thus 
employing three axes of rotation. In the latter, 2D shapes are rotated, which needs only 
two axes of rotation. For both 3D and 2D versions, the instruments that measure mental 
rotation typically involve comparing a target shape against “same” (rotated) or “differ-
ent” (mirrored and rotated) figures. A key difference between 3D and 2D mental rota-
tion is that the instruments with 3D shapes tend to show larger sex differences favoring 
males over females (see Castro-Alonso and Jansen this volume, Chap. 4). Possibly due 
to this interesting difference, the research on mental rotation, including its relationship 
to science education, has tended to employ more the 3D than the 2D instruments.

Common or standard tests that measure mental rotation with shapes in 3D are: 
(a) the Mental Rotations Test, (b) the Purdue Visualization of Rotations, (c) the 
Cube Comparisons Test, and (d) the Tube Figures Test. The Mental Rotations Test 
was originally developed by Vandenberg and Kuse (1978) from the abstract shapes 
used by Shepard and Metzler (1971) in their seminal study. The modern version by 
Peters et al. (1995) is the most popular pen-and-paper version and is still commonly 
used today. In every item of the Mental Rotations Test, participants are given one 
abstract 3D shape made of ten connected unit cubes (resembling the shapes in the 
videogame Tetris™), and four comparable 3D images at the side. The task is to find 
the two figures that are rotated versions of the given shape. The other two shapes in 
the four shapes provided are rotated and mirrored and must be left blank in the paper 
test (see Fig. 2.2a).

Fig. 2.2  Adapted items from (a) the Mental Rotations Test, and (b) the Purdue Visualization of 
Rotations. The correct answer in each case is given. Note that these are not actual items, but 
adaptations
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The Mental Rotations Test is probably the most common test of mental rota-
tion and possibly of spatial ability in general. Arguably, it has been used in stud-
ies examining spatial cognition in all science disciplines, including: (a) human 
anatomy (Berney et al. 2015; Garg et al. 2001; Jang et al. 2017; Stull et al. 2009); 
(b) human dentistry (Hegarty et al. 2009; Kozhevnikov et al. 2013); (c) human 
surgery (Wanzel et al. 2002); (d) zoology (Imhof et al. 2013); (e) general chem-
istry (Hinze et al. 2013); (f) organic chemistry (Stull et al. 2018); (g) physics 
(Kozhevnikov and Thornton 2006; Peters et  al. 1995); and (h) geology (Atit 
et al. 2013; I. Resnick and Shipley 2013).

In the Purdue Visualization of Rotations test (e.g., Pribyl and Bodner 1987; see 
also Bodner and Guay 1997), participants are given two identical 3D shapes, in 
which one has been rotated in relation to the other. The task is to determine how the 
shape was rotated, and then apply the same rotation to a new shape from five pos-
sible alternatives (see Fig. 2.2b). The Purdue Visualization of Rotations test has also 
been utilized in studies examining spatial cognition in different science disciplines, 
such as: animal anatomy (Provo et al. 2002), general chemistry (Hinze et al. 2013), 
organic chemistry (Aldahmash and Abraham 2009), and geology (Gold et al. 2018).

The Cube Comparisons Test was produced by Ekstrom et al. (1976). The test 
involves comparing two cubes with different letters on their faces, and answering if 
both cubes are rotated depictions of each other or completely different. The Cube 
Comparisons Test has been used in studies about science topics such as: micro-
scopic and macroscopic biology (Fiorella and Mayer 2017; Lord 1990), physics 
(Lee and Shin 2011), and geology (Piburn et al. 2005).

The last common 3D mental rotation test is the Tube Figures Test, in which the 
participant must compare two side-by-side photographs of a flexible tube in different 
positions, and determine the side from which the right image is presented in compari-
son to the left depiction. The Tube Figures Test has been investigated in relation to 
achievement in diverse biology topics (e.g., Huk and Steinke 2007; Huk et al. 2010).

In contrast to 3D instruments, regular tests that measure mental rotation in 2D 
are: (a) the Card Rotations Test, (b) the Flags Test, and (c) Mirror Pictures. The 
Card Rotations Test was developed by Ekstrom et al. (1976). In every item of the 
test, participants are given one abstract shape, and eight different depictions of it on 
the side. They must determine which of these depictions are the same shape, only 
rotated, and which are both rotated and mirrored. Examples of science studies using 
the Card Rotations Test include contents as diverse as: medicine (Kalet et al. 2012), 
biology (Seufert et  al. 2009), and geology (Sanchez 2012). Among non-science 
examples, there is research with object manipulations (Wong et  al. 2018) and 
abstract tasks (Castro-Alonso et al. 2014, 2018b).

The Flags Test (e.g., Hegarty and Waller 2004; Miyake et al. 2001a) involves 
judging which six rotated flags can be matched to the test flag. Concerning the 
Mirror Pictures (e.g., Hausmann et al. 2009), participants are shown four simple 
line illustrations that are only rotated, plus a fifth drawing that is also mirrored, and 
they must find each of these reflected images. In addition to these common tests, 
there are several mental rotation instruments that have been used with customized 
2D shapes, such as: abstract geometric shapes (Heil and Jansen-Osmann 2008), 
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molecular diagrams (Stieff 2007), alphanumeric characters (Kail 1986), and grid 
patterns (Bethell-Fox and Shepard 1988).

2.3.2  �Mental Folding

Mental folding (also termed spatial visualization) is the second of the two small-
scale factors defined by Thurstone (1950). This category of spatial ability comprises 
mental rotation and also involves processes such as mental restructuring and serial 
operations (e.g., Ekstrom et al. 1976). Because mental folding relies partially on 
mental rotation, both spatial abilities share similarities. For example, in the nomen-
clature about spatial abilities by Uttal et al. (2013), both were considered intrinsic 
and dynamic abilities. Both mental folding and mental rotation are categorized as 
intrinsic spatial abilities because they both involve the mental transformation of the 
properties of a single object by itself, not considering other surrounding objects. 
They are also regarded as dynamic spatial abilities because they both involve imag-
ining the object in motion, such as imagining rotations or folds.

Possibly due to the similarity between these spatial abilities, mental folding 
scores are usually correlated with mental rotation scores (see Sect. 2.4). Also, as 
observed by Shepard and Feng (1972), tasks involving more steps of mental folding 
(or unfolding) will take longer than tasks that involve fewer folds. Hence, as in 
mental rotation, mental folding is a mental simulation of the task with real physical 
manipulations (see also Castro-Alonso et al. this volume-c, Chap. 7).

Nevertheless, mental folding and mental rotation also have differences. For 
example, Thurstone (1950) described mental rotation as transformations on rigid 
objects, whereas mental folding was defined as transformations where objects could 
change their configurations. Similarly, Thomas F. Shipley and colleagues have cat-
egorized mental rotation as a rigid mental transformation, because the distances 
between the points of the processed visualizations are preserved. In contrast, they 
called mental folding a non-rigid mental transformation, as the distances between 
the points of the processed visualizations are not maintained (Atit et  al. 2013; 
I. Resnick and Shipley 2013).

There are also some indications that these two abilities differ in recruiting work-
ing memory resources. For example, in a study with 167 undergraduates, Miyake 
et al. (2001a) reported that more investment of the central executive was needed for 
mental folding than for mental rotation. Also, one of the most consistent differences 
between both spatial abilities is that the effect of sex or gender, favoring males, is 
larger for mental rotation (chiefly in 3D mental rotation) than for mental folding 
(see Castro-Alonso and Jansen this volume, Chap. 4).

Common tests that measure mental folding are: (a) the Paper Folding Test, (b) 
the Surface Development Test, (c) the Form Board Test, and (d) Spatial Visualization. 
The Paper Folding Test (see also Punched Holes in Michael et al. 1957) was devel-
oped by Ekstrom et  al. (1976). Every item of the Paper Folding Test shows a 
sequence of folds made to a sheet of paper, and then how the folded paper was 

J. C. Castro-Alonso and K. Atit



31

punctured. The participants must determine what the paper would look like unfolded 
after the holes were punched (see Fig. 2.3a). Results of this test have been related to 
performance in science tasks involving: (a) surgery (Keehner et al. 2004); (b) biol-
ogy (Fiorella and Mayer 2017; Lord 1990; Seufert et  al. 2009); (c) physics 
(Kozhevnikov et al. 2007; Kozhevnikov and Thornton 2006; Lee and Shin 2011); 
(d) astronomy (Kühl et al. 2018); and (e) geoscience (Atit et al. 2013; Eitel et al. 
2019; Hambrick et al. 2012; Wiley 2019). It has also been used in relation to abstract 
tasks of memorizing the positions of symbols (Castro-Alonso et al. 2014).

The Surface Development Test (see also Pattern Comprehension in Michael 
et al. 1957) was also included in the battery of Ekstrom et al. (1976). The partici-
pants must imagine how a 2D depiction would fold into a given 3D object (see 
Fig. 2.3b). This test has been used in diverse scenarios, including learning topics of 
health and natural sciences (Piburn et  al. 2005; Ruisoto et  al. 2014), attempting 
visuospatial processing tasks (Allen et al. 1996; Hunt et al. 1988), and training with 
spatial videogames (Terlecki et al. 2008).

The task in the Form Board Test (see Ekstrom et al. 1976) is to determine which 
smaller shapes from five alternatives are needed to make a larger shape. This test has 
been linked to performance in tasks such as: physics problems of motion 
(Kozhevnikov et al. 2007), geological bedrock mapping (Hambrick et al. 2012), and 
Tetris videogame training (Pilegard and Mayer 2018).

Lastly, the test of Spatial Visualization (e.g., Michael et al. 1957) involves imag-
ining how folded and cut pieces of paper would look when unfolded. There are also 

Fig. 2.3  Adapted items from (a) the Paper Folding Test, and (b) the Surface Development Test. 
The correct answer in each case is given. Note that these are not actual items, but adaptations
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less common tests to measure mental folding, such as: the Mental Paper-Folding 
Task (e.g., Shepard and Feng 1972; Wright et al. 2008), and the Paper Folding and 
Cutting subtest (e.g., Jaušovec and Jaušovec 2012).

2.3.3  �Field Independence

The third construct from the spatial ability research tradition is field independence. Arguably, 
the seminal work in this ability was conducted by Witkin and colleagues in the late 1940s. 
For example, Witkin (1949) described tests in real environments and a related pen-and-
paper instrument that measured the capacity to perceive an object independently of its con-
text. When defining the seven primary visual thinking abilities, Thurstone (1950) described 
two closure factors, with the second one being directly related to field independence.

Similar to mental rotation and mental folding, field independence may also rely 
both on the visuospatial sketch pad and the central executive of working memory. 
Support for this notion is given by Miyake et al. (2001b) in a study with 75 under-
graduate students attempting a field independence task (the Hidden Figures Test) in 
different dual task conditions. It was observed that the performance on the Hidden 
Figures Test was only disrupted when the secondary tasks involved the visuospatial 
or the executive components of working memory.

Standard or common tests that measure field independence are: (a) the Hidden 
Figures Test, (b) the Hidden Patterns Test, (c) the Group Embedded Figures Test, 
and (d) the Find A Shape Puzzle. The Hidden Figures Test, developed by Ekstrom 
et al. (1976), asks to decide which of five simple geometrical shapes is taken from a 
complex image (see Fig. 2.4). This test has been used, for examples, in: investigat-
ing correlations with surgical skills (Gibbons et al. 1986), assessing undergraduate 
biology students (Lord 1990), measuring spatial training in geology undergraduates 
(Gold et  al. 2018), comparing performance of professors of different disciplines 
(I. Resnick and Shipley 2013), and measuring adults in small-scale and large-scale 
spatial abilities (Allen et al. 1996).

In the Hidden Patterns Test, also included in the battery by Ekstrom et al. (1976), 
each item shows a simple pattern and participants must determine whether ten com-

Fig. 2.4  Adapted item from the Hidden Figures Test. The correct answer is shown
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plex figures hide this pattern or not. This test was employed in the seminal report for 
the Mental Rotations Test (Vandenberg and Kuse 1978), where the mental rotation 
instrument showed significant correlations with the Hidden Patterns Test. Another 
study that used this test was S. M. Resnick et al. (1986), who investigated hormone 
influence on visuospatial processing.

Similarly, the Group Embedded Figures Test entails finding a simple figure from 
more complex shapes. Studies using this test have reported: relationships between 
field independence and both small and larger scale visuospatial abilities (Hegarty 
et al. 2006; Stericker and LeVesconte 1982); and correlations between this test and 
scores in human anatomy tasks (Berney et al. 2015) or in concept maps about the 
autonomic nervous system (Wiegmann et al. 1992).

Regarding the Find A Shape Puzzle, an instrument developed initially by Linn 
and Kyllonen (1981), the participants must find a simple shape inside five com-
plex images. Examples of uses of the Find A Shape Puzzle include: examining 
the relations between field independence and chemistry results in university stu-
dents (Pribyl and Bodner 1987), and investigating the effects of visuospatial pro-
cessing on learning organic chemistry from static and animated visualizations 
(Aldahmash and Abraham 2009).

2.3.4  �Spatial Working Memory

As described in Sect. 2.1, there is a degree of independent working memory pro-
cessing between spatial and visual information. Following this separation, there are 
standard tests designed to investigate these different cognitive resources. Usually, 
tests that measure spatial working memory involve presenting visual elements 
sequentially (e.g., the Corsi Block Tapping Test, see Milner 1971); in contrast, tests 
that measure visual working memory present the elements simultaneously (e.g., 
Ashkenazi and Shapira 2017). In other words, and as cautioned by Darling et al. 
(2006), sometimes is not simple to determine if a test is measuring either the pro-
cessing of spatial or of sequential information, as is not easy to conclude if another 
instrument is measuring either visual or simultaneous stimuli.

As such, the following tests, measuring mostly the spatial component of visuo-
spatial working memory, can also be categorized as measures of sequential (and not 
simultaneous) visual stimuli. Common tests measuring this ability from the work-
ing memory tradition (see Table 2.1) are: (a) the Corsi Block Tapping Test, and (b) 
the Spatial N-Back Task.

The Corsi Block Tapping Test was developed originally by Corsi (as cited in 
Milner 1971), in a physical version with nine wooden blocks distributed on a board. 
In this traditional wooden version of the Corsi test, the participants must tap the same 
sequence of blocks as shown by the experimenter. Usually, the sequences start shorter, 
such as a 3-Block series, and increase in length, for example finishing in a 9-Block 
sequence (e.g., Smirni et al. 1983), thus increasing in difficulty. In contrast to the use 
of 3D volumetric blocks, nowadays the Corsi test is used in virtual versions with 2D 
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squares on the screen (e.g., Ashkenazi and Shapira 2017; Cornoldi and Mammarella 
2008; Pilegard and Mayer 2018; Wong et al. 2018). For example, Fig. 2.5 shows an 
adaptation of the virtual version that was used by Castro-Alonso et al. (2018b).

In both the wooden or computer versions of the test, the participant can be tasked 
with reproducing the sequence in either the forward or backward direction. When 
providing a backward response, the sequence must be copied in the reverse order. 
As this backward direction is more challenging, it may recruit more central execu-
tive resources (e.g., Miyake et  al. 2001a) and be more strongly related to other 
visuospatial processing skills (e.g., Cornoldi and Mammarella 2008), compared to 
the traditional or forward direction.

When solving the Corsi Block Tapping Test, students employ the visuospatial 
component of working memory, but they also get assistance from the central execu-
tive. For example, Vecchi and Richardson (2001) assessed the performance of 20 
adult participants (50% females) in the test, while performing either visuospatial, 
verbal, or central executive interfering tasks. The study revealed that simultaneous 
visuospatial or central executive tasks hindered performance on the Corsi test. 
Comparable results were observed by Vandierendonck et al. (2004) in three experi-
ments with a total of 86 psychology undergraduates, where visuospatial interfer-
ence negatively affected test performance on all levels and central executive 
interference diminished performance only on the difficult trials. Analogously, after 
three experiments with a sum of 56 university students (57% females), Rudkin et al. 
(2007) concluded that sequential tests such as the Corsi Block Tapping Test invested 
more central executive resources than simultaneous tests (e.g., the Visual Patterns 
Test, see Sect. 2.3.5). In conclusion, the Corsi Block Tapping Test is a visuospatial 
instrument that measures: (a) mostly spatial working memory; and (b) also central 
executive resources, particularly in its backward direction.

Other instruments of spatial working memory follow the n-back paradigm, intro-
duced by Kirchner (1958) using sequences of flashing lights. Several visuospatial 
versions of the paradigm have been developed, and we categorized them as different 

Fig. 2.5  A square highlighted in a 2D virtual version of the Corsi Block Tapping Test
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instances of the Spatial N-Back Task. In every trial of these tasks, participants must 
determine if a specific visuospatial stimulus has already been presented. For exam-
ple, for a Spatial 2-Back Task, participants are presented with Stimulus X, blank 
interval, Stimulus Y, blank interval, and Test Stimulus. Then, participants must 
answer if the Test Stimulus is the same or different to the one presented two stimuli 
back (i.e., Stimulus X). There are several examples of these 2-back tests (e.g., Hautzel 
et al. 2002; Lejbak et al. 2011; see also Castro-Alonso et al. this volume-a, Chap. 8).

To develop more difficult n-back tasks, the length can be increased to 3-back 
(e.g., McEvoy et al. 1998; Schmiedek et al. 2009) and reach extremes such as 8-back 
(Schwarb et al. 2016). Another way to increase difficulty is by increasing the com-
plexity of the stimuli. Typically, the Spatial N-Back Task uses patterns of squares, 
in which one of the squares in the pattern is randomly marked. Thus, to increase the 
difficulty of the patterns, the versions that use a 3 × 3 diagram of nine squares (e.g., 
Minear et al. 2016; Stephenson and Halpern 2013) can be made more difficult by 
increasing the size of the diagram. For example, a more difficult task may use pat-
terns of 4 × 3 (McEvoy et al. 1998), 4 × 4 (Schmiedek et al. 2009), or 5 × 5 squares 
(Schwarb et al. 2016). A third form to increase difficulty is to present the stimuli 
more rapidly (e.g., Schmiedek et al. 2009).

2.3.5  �Visual Working Memory

In this second construct from the working memory research, these instruments, 
which measure mostly the visual component of visuospatial working memory, can 
also be categorized as measures of simultaneous (and not sequential) visual stimuli 
(see Darling et al. 2006). We consider two types of instruments, as shown in Table 2.1: 
(a) square patterns, and (b) identity or position of objects. In the first category of tests 
that imply memorizing positions in square patterns, we include three instruments: (a) 
the Visual Patterns Test, (b) the Visual Span Test, and (c) Grid Locations.

The Visual Patterns Test is arguably the most popular in this group. It was devel-
oped by Della Sala et  al. (1999), based on the previous work by Phillips and 
Baddeley (1971) who devised grids of 5 × 5 squares, randomly half blank and half 
filled. This first attempt incorporated later the option to increase the difficulty by 
adding squares to the grids (e.g., Wilson et al. 1987). The Visual Patterns Test (Della 
Sala et al. 1999) starts with easier grids of four squares (2 × 2 patterns), and increases 
difficulty by adding two squares per level, until the most difficult trials of 30 squares 
(6 × 5 patterns; see Fig. 2.6). In every trial, participants must memorize which are 
the filled squares, so then from memory they fill the squares in an empty test grid.

In an experiment with 16 undergraduates (44% females), Della Sala et al. (1999) 
employed interfering visual and spatial tasks to test how these would hinder perfor-
mance on a visual test (the Visual Patterns Test) versus a spatial test (the Corsi Block 
Tapping Test). As the results showed selective interferences, it was concluded that 
the Visual Patterns Test was an instrument tailored to measure the visual component 
of visuospatial working memory, whereas the Corsi Block Tapping Test was more 
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appropriate for the spatial part of the visuospatial processor. An application of the 
Visual Patterns Test to science education was reported by Bauhoff et al. (2012) who 
investigated how performance on this test was related to visually detecting faulty 
pendulum clocks (see details in Castro-Alonso et al. this volume-b, Chap. 5).

The second instrument of this group is the Visual Span Test. It was originally 
developed by Ashkenazi and Shapira (2017). This instrument shows squares placed 
on the screen, similar to a computerized Corsi Block Tapping Test. However, it does 
not highlight the squares in sequences, but shows all simultaneously in different 
colors. The levels of difficulty range from two to nine colored squares. The task is 
to memorize the colors in all the positions and judge if a square changed color after 
a blank screen of a certain interval.

To mention two examples applying the Visual Span Test, Blacker et al. (2014) 
observed that performance on this instrument could be enhanced by action video-
game training (see Castro-Alonso and Fiorella this volume, Chap. 6), but Harrison 
et al. (2013) reported that training in dual working memory tasks (see Sect. 2.3.6) 
did not enhance performance in a visual span test.

The last common instrument in this group, named the Grid Locations, was used by 
Berka et al. (2007). It shows square grids of 9–36 contained squares, in which randomly 
some of them include a mark, and participants must memorize the signaled positions.

The second category of visual working memory tests includes those that imply 
memorizing identity or position of objects. From the seven primary visual think-
ing abilities described by Thurstone (1950), the one called visual memory is the 
ability that later was termed object identity memory, to distinguish it from object 
location memory. Eals and Silverman (1994) measured both abilities in a study 
of university students given arrays with illustrated uncommon objects (see also 
Epting and Overman 1998).

In the Object Identity Memory task, a stimulus array of several illustrated objects 
was shown on paper before the test display, which contained more objects. Without 

Fig. 2.6  Examples of (a) easy and (b) difficult trials of the Visual Patterns Test
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watching the stimulus array, the task was to determine which were the added objects 
in the test array. In the Object Location Memory task, the test array contained the 
same objects as the stimulus array, but some were displaced. The task was to mark 
on the paper which objects stayed in position and which had been moved. 

More current studies have used similar tasks of object locations (e.g., Choi and 
L’Hirondelle 2005; Hammond et al. 2019; Postma et al. 2004). In these tasks, par-
ticipants must memorize arrays of images, and then from memory, attempt to place 
the pictures in the correct positions. To measure performance, typically a negative 
score of displacement or distance error is obtained by comparing the answered posi-
tions to the correct positions.

An interesting finding of these visual working memory instruments is the effect 
of gender or sex (see Castro-Alonso and Jansen this volume, Chap. 4): As compared 
to the other tasks described here (notably 3D mental rotation), which tend to be 
more favorable to men, Object Location Memory is usually outperformed by women 
(see Eals and Silverman 1994; Silverman et al. 2007; but see Postma et al. 2004).

As stated above, tests measuring mostly the visual subcomponent of visuospatial 
working memory can also be categorized as instruments of simultaneous (and not 
sequential) visual stimuli. Since these tests show stimuli where participants must 
not follow a given sequence, this freedom of choice could explain why visual work-
ing memory tests are generally easier than spatial working memory tests. In line 
with this difference, in three experiments with university students, Rudkin et  al. 
(2007) reported that spatial tasks involving sequences (e.g., the Corsi Block Tapping 
Test) were more disrupted by concurrent central executive tasks, as compared to 
simultaneous visual tasks. In other words, since the spatial or sequential tasks are 
more challenging, they recruit more cognitive resources from the central executive, 
compared to the easier visual or simultaneous tasks.

2.3.6  �Dual Visuospatial Tasks of Working Memory

Dual or complex working memory tasks include two tasks, a memory task that 
is interrupted by a processing task. In the memory task, different stimuli are 
shown in a specific order. The participants’ job is to memorize  the stimuli 
and  the order in which the stimuli were presented. For example, the seminal 
study of dual tasks by Daneman and Carpenter (1980) incorporated the Reading 
Span Task, a verbal dual task in which the memory task involves remembering 
the last words of the sentences presented, and the processing task is to read or 
listen to following sentences. Thus, the memorization of the last words in every 
sentence is interrupted by reading or listening to new sentences. Rising in dif-
ficulty as the task progresses, the Reading Span Task typically starts with two 
sentences, and increases by one after every trial, to finish with a maximum of 
six sentences.

In addition to the Reading Span Task and other verbal tests, several visuospatial 
dual tasks have been developed, such as: (a) the Counting Span (e.g., Kane et al. 
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2004), (b) the Rotation Span (Shah and Miyake 1996), (c) the Symmetry Span 
(Kane et al. 2004), (d) the Dot Matrix Task (Law et al. 1995), and (e) the Alignment 
Span (Hale et al. 2011).

In the Counting Span task (e.g., Schmiedek et al. 2009), the memory task is to 
count and memorize the number of blue circles shown, in a display that also includes 
green circles and blue squares. The processing task involves judging if the number 
memorized is even or odd. In the Rotation Span (e.g., Foster et al. 2017; Miller and 
Halpern 2013), the memory stimuli comprise arrows in different rotations, usually 
in increments of 45°. The processing task involves determining if rotated (generally 
in steps of 45°) capital letters are normal or mirror-reversed.

In the Symmetry Span (e.g., Minear et al. 2016), the memory stimuli comprise 
patterns of empty squares in which, randomly, one square is filled in color (or 
includes a colored shape). The processing task usually involves determining if dif-
ferent patterns of squares are symmetrical or not. The Dot Matrix Task (e.g., Law 
et al. 1995; Miyake et al. 2001a; Örün and Akbulut 2019) has a memory component 
as that on the symmetry span, with patterns of colored squares or shapes, but it 
includes a different processing task, which involves estimating if dot matrix equa-
tions of additions and subtractions are correct or incorrect.

Lastly, the Alignment Span (e.g., Minear et al. 2016) also includes a memory 
task involving patterns of squares. The processing task is to judge if the colored 
shapes in the squares form a line or not. There are also examples of instruments that 
allow different combinations of memory and processing tasks (see, e.g., Castro-
Alonso et al. this volume-a, Chap. 8; see also Castro-Alonso et al. 2018a).

When scoring dual visuospatial working memory tasks, Unsworth et al. (2005) 
recommended to include the performance of both the memory and the processing 
tasks, as this could give more information than solely considering the scores in the 
memory task. As such, we also recommend scoring: (a) the memory task, by sum-
ming each of the correctly recalled items (following the sequence order); and (b) the 
processing task, by summing each correctly answered processing item.

Much of the evidence for separate processing of verbal and visuospatial informa-
tion in working memory has been obtained with studies employing dual visuospa-
tial instruments, such as the two experiments reported by Shah and Miyake (1996). 
In Experiment 1, 54 undergraduates completed measures of both verbal and spatial 
ability (involving mental rotation and mental folding). Additionally, they completed 
two dual working memory tasks, a verbal and a visuospatial. It was observed that 
the correlation between verbal ability and the dual verbal task (r = .45) was signifi-
cantly larger than that between the verbal ability and the visuospatial dual task 
(r = .07). In a similar way, the correlation between the composite spatial ability and 
the dual visuospatial task (r = .66) was significantly larger than that for the spatial 
ability and the dual verbal task (r = .12).

In Experiment 2 with 60 undergraduates, the results were replicated with novel 
verbal and visuospatial dual tasks. In addition, the authors compared the interfer-
ences in dual tasks when the memory task was either verbal or visuospatial and the 
interrupting processing task was also either verbal or visuospatial. Results showed 
a double dissociation: the score in the verbal dual task was lower when the inter-
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spaced processing task was verbal, as compared to visuospatial, whereas the score 
in the visuospatial dual task was lower when the processing task was visuospatial, 
as compared to verbal.

Further support for the verbal and visuospatial separability was provided by Hale 
et al. (2011) in a study with 388 adults attempting different verbal and visuospatial 
tasks, including dual complex tests. The authors concluded that the best fitting 
structural equation models for the results were those in which the verbal and visuo-
spatial domains were separated.

While there is much supporting evidence for distinct verbal and spatial pro-
cesses, there are some findings where the visuospatial and verbal formats are not as 
independent. For example, Vergauwe et al. (2010) randomly assigned 96 psychol-
ogy undergraduates (91% females) to four experimental groups. The groups were 
obtained by crossing two memory task formats (verbal vs. visuospatial) and two 
processing task domains (verbal vs. visuospatial). It was observed that at the most 
challenging levels, both the verbal and the visuospatial processing tasks produced 
impairments to the verbal memory task. Similarly, both the most difficult verbal or 
visuospatial processing tasks impaired the visuospatial memory task.

In conclusion, although there is a separability between verbal and visuospatial 
processing, which can be observed in selective interferences in dual tasks, there is 
still some degree of overlapping between the formats, as they both share common 
working memory resources. As such, there are interferences between verbal and 
visuospatial tasks, although they are smaller than the interferences between, for 
example, visuospatial memory and visuospatial processing tasks.

2.4  �Interactions Between Visuospatial Processing Abilities

As expected, although these visuospatial processing abilities are different, they tend 
to be associated because they all rely on the visuospatial sketch pad and the central 
executive of working memory. As summarized in Table  2.2, three research lines 
show associations between visuospatial processing tasks. Firstly, correlational stud-
ies show significant, and usually medium to large, correlations between the scores of 
different visuospatial processing tasks. Secondly, selected samples research involves 
selecting the top scorers in a visuospatial task in order to test them in another visuo-
spatial task. The findings tend to show that these selected participants also perform 
well in the new task. Thirdly, the transfer effect studies show that training for a 

Table 2.2  Research lines showing relationships between small-scale visuospatial processing tasks

Research line Findings

Correlational  
studies

Medium to large correlations between visuospatial tasks

Selected samples Top scorers in a visuospatial task are selected to perform in another 
visuospatial task, and they perform well in both

Transfer effects Training certain visuospatial task also enhances another visuospatial task
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visuospatial task or ability not only leads to improvement in that task but also in 
another visuospatial task (see also Castro-Alonso and Uttal this volume, Chap. 3).

Concerning correlations between the abilities, they are generally larger inside the 
same constructs. For example, large correlations can be observed for different 
instruments that measure mental rotation, and also large correlations are revealed 
among different tests of mental folding. Miyake et  al. (2001a) reported that 167 
undergraduate students showed a large correlation (r = .67, p < .05) between two 
different 2D mental rotation tests (the Card Rotations Test and the Flags Tests), and 
also a large correlation (r = .71, p < .05) between two mental folding tasks (includ-
ing the Paper-Folding Test).

These correlations can also be observed between 2D and 3D mental rotation 
instruments. For example, in two experiments with undergraduate students, Hegarty 
and Waller (2004) reported medium correlations (all rs > .38, all ps < .01) between 
3D and 2D mental rotation instruments (Mental Rotation Test, Cube Comparisons 
Test, Card Rotations Test, and Flags Test).

Also, several studies have shown correlations between different dual visuospatial 
tasks. For example, investigating 150 adults, Hale et al. (2011) reported large cor-
relations (rs > .66) between three dual visuospatial working memory tests, includ-
ing the Alignment Span. Somewhat smaller effects were observed by Schmiedek 
et al. (2009), who investigated 96 adult participants (47% females), and reported a 
medium sized correlation (r = .28, p < .01) between two dual visuospatial working 
memory tasks (Counting Span and Rotation Span).

Similarly, in a study with 116 university students (64% females), Minear et al. 
(2016) reported that the Symmetry Span was not correlated with the Rotation Span 
(r  =  .14), but that the Symmetry Span showed a medium correlation with the 
Alignment Span (r = .32, p < .01), and that the Rotation Span showed a medium to 
large correlation with the Alignment Span (r = .38, p < .01).

In addition to effects in the same construct, significant correlations can also be 
observed between different visuospatial tasks. For example, with a sample larger 
than 3,400 individuals aged 14–60, Vandenberg and Kuse (1978) reported medium 
to large correlations (all rs > .39) between tests of 3D mental rotation, 2D mental 
rotation, mental folding, and field independence. Similarly, in the study with 170 
adults by Hunt et al. (1988), there were medium to large correlations (all rs > .45, 
all ps < .01) between instruments measuring 3D mental rotation, 2D mental rota-
tion, and mental folding. Moreover, there were medium correlations (all rs > .25, all 
ps < .01) between these three pen-and-paper instruments and two computer tests, 
each recording 2D mental rotation and mental folding.

Atit et al. (2013) observed in 116 psychology undergraduates (67% females) a 
medium to large correlation (r = .46) between a 3D mental rotation test (the Mental 
Rotations Test) and a mental folding test (the Paper Folding Test). Allen et al. (1996) 
reported two experiments with a total of 203 participants (55% females). In both 
studies, medium to large correlations (all rs > .42) were observed between tests of 
3D mental rotation (the Cube Comparisons Test), mental folding (the Surface 
Development Test), and field independence (the Hidden Figures Test). Also, in an 
experiment with 167 undergraduates, Miyake et al. (2001a) reported: (a) small to 
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medium correlations (both rs  >  .22, p  <  .05) between two mental folding tasks 
(including the Paper-Folding Test) and a spatial working memory task (the Corsi 
Block Tapping Test); (b) medium correlations (both rs > .32, p < .05) between two 
2D mental rotation tasks (the Card Rotations Test and the Flags Tests) and the spa-
tial working memory test; and (c) medium correlations (all four rs > .39, p < .05) 
between these two 2D mental rotation tasks and the two mental folding tasks.

In the investigation with 116 participants by Minear et al. (2016), medium to 
large correlations (rs > .28, ps < .01) were found between a spatial working memory 
task (Object N-Back Task) and three dual working memory tests (Symmetry Span, 
Rotation Span, and Alignment Span). In their study with 96 adults (47% females), 
Schmiedek et al. (2009) observed a large correlation (r = .51, p < .01) between a 
dual task of working memory (Rotation Span) and a spatial working memory task 
(N-Back Task). Interestingly, another dual task (Counting Span), did not corre-
late significantly (r = .17) with the same spatial N-Back Task.

Addressing the research line of selected samples, Cornoldi and Mammarella 
(2008) measured the performance of psychology undergraduates on the Mental 
Rotations Test. From the test results, the authors selected the 20 students (90% 
females) who were the top 10% achievers, and the 20 participants (95% females) 
in the bottom 10%. Then, these 40 undergraduates attempted a spatial working 
memory task (the Corsi Block Tapping Test) in different formats, including for-
ward and backward directions. When comparing performance in the Corsi Block 
Tapping Test between the top and bottom scorers of the Mental Rotations Test, it 
was observed that top mental rotators presented higher scores in the most demand-
ing formats of the Corsi Block Tapping Test, that is, when it presented sequences 
of 5–6 and 7–8 blocks.

Foster et al. (2017) calculated a composite score with the data of adult partici-
pants in three dual tasks of working memory. From this global score, the authors 
selected those in the top and the bottom thirds. Top and bottom achievers were 
compared in a battery of 15 ability tests, including dual visuospatial tasks of work-
ing memory and the Paper Folding Test of mental folding. The top scorers in the 
dual tasks presented a significantly higher performance in other dual tasks and in the 
Paper Folding Test, compared to the low dual task achievers.

Considering investigations measuring transfer effects, Stericker and LeVesconte 
(1982) trained 45 psychology undergraduates (53% females) with three different 
tests, respectively measuring 3D mental rotation, mental folding, and field indepen-
dence. After the six training sessions, besides the expected increase on the tasks, there 
was also a significantly higher performance on an untrained 2D mental rotation task.

Wright et al. (2008) investigated if mental rotation training could assist mental 
folding performance, and vice versa. In a study with 38 adults (47% females), the 
authors observed the expected higher performance after training, for both a 3D 
mental rotation task and a mental folding task with paper cubes. Interestingly, train-
ing in the mental rotation task was also productive for the mental folding task. An 
equivalent intermediate transfer effect was reported for the mental folding task 
affecting the mental rotation test.
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Similarly, Stephenson and Halpern (2013) examined the effects of Spatial 
N-Back Task training on 3D mental rotation and mental folding in 29 adults (52% 
females). They observed that n-back was an effective visuospatial task to increase 
performance on both the mental rotation and the mental folding tests.

Nevertheless, there are studies failing to show transfer effects between different 
visuospatial tasks. For example, in an investigation with 24 adults (58% females), 
Redick et al. (2013) observed that training with a spatial and auditory n-back task 
was not effective for improving scores in mental folding or dual visuospatial work-
ing memory tasks. Similarly, with a sample of 69 adults (45% females), Schwarb 
et al. (2016) also showed that training with a Spatial N-Back Task did not enhance 
performance in a dual visuospatial task.

2.5  �Discussion

In this review chapter, we described the subdivisions of working memory and con-
centrated on the visuospatial sketch pad and the central executive, as the processors 
of visuospatial information that allow performance on different tasks. A classifica-
tion of these tasks discriminates between larger spatial abilities and small or object 
spatial abilities. Concentrating on the most relevant for education in health and 
natural sciences, we further described several small-scale spatial abilities and related 
tasks employing visual and spatial working memory. We presented various common 
tests to measure these abilities. Lastly, based on the results of three research lines, 
namely correlational studies, selected samples, and transfer effects, we showed that 
the small-scale visuospatial abilities were interrelated.

2.5.1  �Instructional Implications for Health and Natural 
Sciences

A first instructional implication of this chapter is to foster visuospatial processing in 
science students. A strategy to attain this is to stimulate visuospatial processing in 
science classes by including activities that trigger the visuospatial working memory, 
such as visualization of relationships between science depictions, predicting the 
behavior of objects in static and dynamic systems, transforming visuospatial infor-
mation, and employing models to manipulate science depictions.

A second implication, arguably the most important, is that different small-scale 
visuospatial abilities will be more or less suitable for different science learning sce-
narios. For example, mental rotation seems to be more critical for chemistry exams 
that imply the rotation of molecules. Field independence could be more effective 
when working with microscopic preparations in biology. Consequently, it will be 
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beneficial to consider these abilities separately, instead of integrating them in an 
overall spatial ability construct.

2.5.2  �Future Research Directions

As criticized by Darling et al. (2006), sometimes the distinction between a visual 
and a spatial working memory tests is also a distinction between a simultaneous and 
a sequential presentation of visual stimuli. In other words, some tests confound the 
properties of visual with simultaneous, and similarly, others do not discriminate 
between spatial and sequential. Novel tests should measure separately the visual 
and the simultaneous, or the spatial and the sequential properties of visuospatial 
working memory. Future directions of research with these four separate properties 
for testing may provide evidence to support which of them is a better resource to 
learn certain science topics.

Small-scale visuospatial abilities require visuospatial processing of working 
memory, but there are also different strategies to deal with the tests presented in this 
chapter. For example, Hegarty (2018) reported more and less effective strategies 
that university students used to answer the Mental Rotations Test. Future research 
should investigate not only performance on visuospatial processing tests, but also 
the strategies used to solve these tests.

Although we provided the most common visuospatial abilities investigated in 
university education concerning health and natural sciences, other visuospatial abil-
ities and tests were not included in this chapter. Future research could show interac-
tions between the abilities in this chapter and some other skills, such as those 
required for dynamic (e.g., Sanchez and Wiley 2014), large-scale (e.g., Hegarty 
et al. 2006) or non-rigid (e.g., Atit et al. 2013) spatial transformations.

2.5.3  �Conclusion

Visuospatial processing of working memory controls different abilities. Several of 
the small-scale abilities controlled by this cognitive processor—including mental 
rotation, mental folding, field independence, visual working memory, spatial work-
ing memory, and dual visuospatial working memory—can be beneficial to learn 
concepts about health and natural sciences. Knowing the differences and similari-
ties between these abilities will help future research about its specific features and 
which of these characteristics could be the most suitable for a given instructional 
task within science education.
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Chapter 3
Science Education and Visuospatial 
Processing

Juan C. Castro-Alonso and David H. Uttal

Success in the disciplines of health and natural sciences requires many different 
cognitive abilities, including verbal, social, mathematical, and visuospatial abilities 
(cf. Halpern et al. 2007). The focus of this chapter is on the importance of visuospa-
tial abilities in learning and thriving in science (see Wai et al. 2009; see also Khine 
2017; Stieff and Uttal 2015).

There are two critical reasons why visuospatial processing is required to succeed 
in health and natural sciences. The first is that science phenomena are typically 
described and explained with visuospatial representations. For example, Mathewson 
(1999) reported core visuospatial representations that are shared among diverse sci-
entific disciplines to explain phenomena of their concern (see also Mathewson 
2005). The visuospatial representation of a boundary, for example, is employed in 
different scientific disciplines. In the discipline of botany, a boundary is shown to 
describe and explain a chloroplast membrane; in oceanography, it depicts the ocean 
surface. Four of these visuospatial representations shared by the sciences are shown 
in Fig. 3.1. A more detailed description of these and other representations from dif-
ferent health and natural sciences is given in Table 3.1.

The second reason why visuospatial processing is a requirement for science is 
that communication among science professionals often depends on visual and spa-
tial information. Examples of these communicative tools are (see Mathewson 1999, 
2005):

•	 data display: chart, graph, map, table, scale;
•	 data manipulation: comparison, conversion, distortion, extrapolation;
•	 ordering: category, hierarchy, timeline;
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•	 perceptual extension: magnification, scanning, time-lapse; and
•	 sign: code, icon, index, symbol.

In short, visuospatial processing is key for achievement in health and natural sci-
ences. The main goal of this chapter is to show that importance. In the first sections 
of this chapter we provide evidence of two directions of effects between visuospa-
tial processing and science education (see also Castro-Alonso and Uttal 2019): (a) 
visuospatial processing is an aid to learn science topics (Sect. 3.1), and (b) becom-
ing more knowledgeable in science topics can help performance on visuospatial 
tasks (Sect. 3.2). In Sect. 3.3, we describe the potential of visuospatial training as a 
likely strategy to enhance learning and succeeding in the science disciplines. We 
end the chapter by discussing instructional implications and future directions for 
this reciprocal link between visuospatial processing and science performance.

Fig. 3.1  Four core scientific visuospatial representations and examples of how they are instanti-
ated in diverse science disciplines. The representations are (a) branching, (b) coil, (c) cycle, and 
(d) unit
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Table 3.1  Common 
visuospatial representations 
and examples of how they are 
instantiated in different  
science disciplines

Common 
representation Science discipline Example

Boundary Botany Chloroplast 
membrane

Meteorology, 
oceanography

Ocean surface

Branching Meteorology Lightning
Botany, 
microbiology, 
zoology

Phylogenetic tree

Coil Biology, genetics DNA strand
Biochemistry, 
genetics

Protein alpha helix

Circuit Anatomy, physiology, 
zoology

Circulatory system

Electrochemistry, 
physics

Electrical battery

Cycle Biochemistry, 
physiology

Citric acid cycle

Biology, botany, 
zoology

Diplontic life cycle

Ecology, meteorology Water cycle
Gradient Cellular biology, 

neurology
Membrane 
potential

Group Ecology Population
Path Astronomy Planetary orbit

Oceanography Tidal current
Structure Anatomy, zoology Body plan
Unit Biology, cellular 

biology
Cell

Bioengineering, 
genetics

Codon

Chemistry Molecule

3.1  �Visuospatial Processing Influencing Science Learning 
and Achievement

Results from different tests illustrate the importance of visuospatial processing in 
learning and succeeding in health and natural sciences. Details of most of the visuo-
spatial tests described in this chapter can be found in Castro-Alonso and Atit (this 
volume, Chap. 2), and also in Castro-Alonso et  al. (this volume-a, Chap. 8) and 
Castro-Alonso et al. (2018a).
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The usual finding is that visuospatial processing is less influential in the advanced 
stages of science proficiency (see Uttal and Cohen 2012; see also Langlois et al. 
2015; Stieff et al. 2018). In other words, the expertise acquired later in training is 
more relevant than visuospatial processing to thrive in the science fields. This means 
that when students do not have the necessary scientific knowledge, they rely more 
on visuospatial abilities to succeed in their disciplines. Later, they reach a point in 
which science expertise is more influential. In the next subsections, we provide 
examples of the importance of visuospatial processing in novice university students 
of diverse science areas (see summary in Table 3.2).

3.1.1  �Anatomy and Medicine

Several correlational studies have investigated the effects of different visuospatial 
abilities on academic achievement in anatomy. An example of the ability of mental 
rotation in three-dimensions (3D) is provided by Garg et al. (2001), who investi-
gated 146 university participants (50% females) studying the bones of the human 
hand through a computer visualization model. Findings showed that the scores in a 
3D mental rotation instruments (the Mental Rotations Test) were significant predic-
tors of success in the hand bones examination. Similarly, Lufler et al. (2012) used 
the Mental Rotations Test on 352 first-year medicine undergraduates. Students in 
the top 25% of Mental Rotations Test scores surpassed those in the bottom 25%, in 
both practical and written examinations of a gross anatomy course. Last, Loftus 

Table 3.2  Examples of science areas and learning topics where different visuospatial abilities 
have been effective

Science area Learning topic Visuospatial ability

Anatomy Hand bones 3D mental rotation
Anatomy Gross anatomy 3D mental rotation
Medicine Respiratory system 2D mental rotation and mental folding
Medicine Autonomic nervous 

system
Field independence

Surgery Laparoscopic skills 3D mental rotation and field independence
Surgery Surgical skills Mental folding
Biology Classification of plants Mental rotation and field independence
Biology Functioning of an 

enzyme
2D mental rotation and mental folding

Chemistry Organic chemistry 
molecules

3D mental rotation

Chemistry General chemistry 3D mental rotation and field independence
Physics Pulley systems 3D mental rotation and mental folding
Astronomy Planetary orbits Mental folding
Geology Structure of a mountain 

area
3D mental rotation, mental folding, dual tasks of 
working memory

Meteorology El Niño phenomenon Mental folding
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et al. (2017) also employed the scores of the Mental Rotations Test, in this case, to 
perform a median split of their sample of 29 adult participants (35% females). 
Students with higher 3D mental rotation outperformed their lower-scoring counter-
parts in solving thorax and ankle anatomy tests that involved mental rotations, 
cross-sections, and intersecting planes.

In addition to 3D mental rotation and anatomy, other visuospatial abilities have 
been influential to learn other health science topics. For example, Fiorella and 
Mayer (2017) reported two studies with a total of 202 undergraduates (64% females) 
learning about the respiratory system from text-only passages. Combining the 
scores of a 3D mental rotation test and a mental folding instrument, the authors 
calculated a composite score of spatial ability. This measure of spatial ability was a 
significant predictor of learning about the respiratory system, as measured in reten-
tion, transfer, and drawing of facts and concepts. Mayer and Sims (1994, Experiment 
2) used a two-dimensional (2D) test of mental rotation and a test of mental folding 
in a study with 97 university participants. With the data of both instruments, an 
aggregated spatial ability score was calculated. The participants studied a multime-
dia presentation of the respiratory system, where a short animation and concurrent 
narration explained processes such as inhaling and exhaling. Results revealed that 
high spatial ability students outperformed low spatial participants. Also, in two 
experiments totaling 68 psychology undergraduates, Wiegmann et  al. (1992) 
observed small to medium correlations (values from r =  .24 to r =  .32) between 
scores on a field independence test (the Group Embedded Figures Test) and scores 
on learning tests about the autonomic nervous system.

3.1.2  �Surgery

Mental rotation in 3D has also been related to surgery tasks. For example, Wanzel 
et al. (2002) observed significant correlations in 37 surgical residents between the 
Mental Rotations Test and complex surgical skills. Keehner et al. (2006) investigated 
44 non-medicine university students training laparoscopic surgical skills through a 
virtual reality system. Results revealed that, for both the beginning and ending train-
ing sessions, 3D mental rotation scores were correlated with performance in these 
laparoscopic tasks. Similarly, Risucci et al. (2001) investigated 94 surgeons partici-
pating in a basic laparoscopic skills course. Findings showed that 3D mental rotation 
and field independence were correlated to speed for doing the surgery drills.

Also concerning field independence is the study by Gibbons et al. (1986), where 
58 general surgery residents showed large correlations (r = .55 and r = .60) between 
technical surgical skills and scores in the Hidden Figures Test, a field independence 
measure. Keehner et al. (2004) investigated the relationship between surgical and 
mental folding abilities of 93 surgeons (10% females). Results showed a significant 
correlation between these abilities (r = .39), but only for the novice surgeons. More 
experienced professionals did not show this relationship (r  =  .02), echoing that 
visuospatial processing is most important in the novice stages of scientific 
competence.

3  Science Education and Visuospatial Processing
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3.1.3  �Biology

Mental rotation and other visuospatial abilities have also been influential in learning 
biology contents. For example, Bartholomé and Bromme (2009) described a corre-
lational  study of 84 university participants (77% females) learning botany from 
multimedia modules. Spatial ability was measured by combining mental rotation 
and field independence scores. This aggregated spatial ability score was signifi-
cantly correlated with different multimedia learning achievements, including the 
classification of parts of plants (r  =  .42, p  <  .01) and of whole plants (r  =  .45, 
p < .01). In Seufert et al. (2009, Experiment 2), 78 education and psychology uni-
versity participants (74% females) studied multimedia material about the structure 
and function of the enzyme ATP-Synthase. Mental rotation in 2D was measured 
with half of the Card Rotations Test, and mental folding was assessed with half of 
the Paper Folding Test. The mean of both tests scores was used as their aggregated 
spatial ability score. Results in the comprehension and transfer tests showed that the 
composite spatial ability was a significant predictor for learning.

In an experimental approach, Lord (1990) employed three spatial ability tests 
with the Ekstrom et al. (1976) battery to measure 250 university students in a biol-
ogy class. Students in the lowest third of these spatial abilities were allocated to 
control and treatment groups for the rest of the year. The training involved weekly 
spatial tasks requiring imagining slices of 3D objects that led to 2D shapes. At the 
end of the class, the students were assessed in a written final exam with items about 
the interpretation of charts, graphs, and diagrams, and a final laboratory exam 
involving macroscopic and microscopic biology. Results revealed that participants 
in the spatial training group outperformed those in the control group in these bio-
logical tasks.

3.1.4  �Chemistry

In two experiments with university students, Barrett and Hegarty (2016) assessed the 
role of 3D mental rotation in the manipulation of virtual organic chemistry mole-
cules. In Experiment 1, 125 students (51% females) aligned 3D molecules to 2D 
diagrams, whereas in Experiment 2, 142 participants (51% females) aligned two 3D 
models. In both experiments, individuals with higher scores in the Mental Rotations 
Tests outperformed students scoring low mental rotations in these virtual chemistry 
tasks. Similarly, Stull and Hegarty (2016) reported two experiments with under-
graduate chemistry participants attempting translations of chemical representations, 
where 3D mental rotation was measured using an online Mental Rotations Test. Both 
Experiment 1 (105 students, 54% females) and Experiment 2 (104 students, 65% 
females) showed that 3D mental rotation was a significant predictor of task achieve-
ment, although this spatial ability effect was reduced when the tasks were executed 
using manipulative models (see also Castro-Alonso et al. this volume-c, Chap. 7).
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Carter et al. (1987) used two different visuospatial tests in science and engineer-
ing undergraduates: (a) the Purdue Visualization of Rotations, a 3D mental rotation 
test; and (b) the Find A Shape Puzzle, a field independence test. With the data from 
both measures, the authors divided the sample in three (high, medium, and low 
spatial ability students) and compared the performance of these groups in multiple-
choice chemistry exams. Globally, high spatial ability students outperformed low 
spatial students in the written exams, which covered different chemistry topics (e.g., 
molecular geometry, atomic structure, gas laws, and stoichiometry). Pribyl and 
Bodner (1987) employed the same two tests to measure 3D mental rotation and field 
independence in university students of four organic chemistry courses. The authors 
combined the two tests scores, and then compared chemistry exam performance 
between “low spatial students” (who scored ≤0.5 standard deviations from the 
mean) and “high spatial students” (scoring ≥0.5 standard deviations from the mean). 
High spatial students outperformed low spatial students. This spatial ability effect 
was observed in exam items that required the mental manipulation of 2D molecules 
and to solve other general chemistry problems, but was not present when the ques-
tions could be answered by rote memory.

3.1.5  �Physics and Astronomy

For physics topics, we highlight research employing the Paper Folding Test, a mea-
sure of mental folding. For example, in three experiments with university students, 
Hegarty and Sims (1994) investigated the effects of 3D mental rotation (the Mental 
Rotations Test) and mental folding (the Paper Folding Test) on mental animation 
performance (inference of movements) from static images of pulley systems. 
Results showed that high visuospatial processing students outperformed the lower 
visuospatial achievers in these mechanical tasks. Similar findings were reported by 
Schweppe et al. (2015) in two experiments with a total of 253 undergraduates (75% 
females), where a computer shortened version of the Paper Folding Test was used. 
Findings revealed that the scores in mental folding were positively correlated with 
retention and comprehension of the structure and functioning of pulley systems 
shown in multimedia presentations.

Kozhevnikov et al. (2007, Study 3) investigated 15 university students solving 
kinematics problems about the motion of objects shown in graphs. Using the results 
of the first half of the Paper Folding Test, students were classified as low or high in 
mental folding. Students who scored highly on the mental folding test could solve 
motion graph tasks better than students who scored poorly on the folding test. As the 
eye-tracking analysis showed, this difference was partially explained by the fact that 
students who scored well on the mental folding test could better integrate the infor-
mation in both graphical axes.

Kühl et al. (2018) found similar results in astronomy, in an experiment with 198 
university students (76% females) asked to learn about planets orbiting the sun. 
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When the topic was shown as a static depiction, students with higher results on the 
Paper Folding Test outperformed the lower visuospatial processing peers (see also 
Castro-Alonso et al. this volume-b, Chap. 5).

3.1.6  �Geology and Meteorology

Piburn et al. (2005) investigated 103 geology university participants (53% females) 
studying topographic maps. Mental folding (measured with an adapted Surface 
Development Test) was a significant predictor of learning, but 3D mental rotation 
(modified Cubes Rotation Test) was not. Hambrick et al. (2012) studied the perfor-
mance of 67 adult participants (46% females) in inferring the structure of a moun-
tainous area. Participants took six tests of visuospatial processing (including 3D 
mental rotation, mental folding, and dual tasks of working memory), from which a 
composite score was calculated. For geology novices, visuospatial processing was a 
significant predictor of performance in the task. However, in yet another example of 
the scientific expertise factor, the effect of visuospatial processing was not signifi-
cant among geology experts and advanced students.

The common Paper Folding Test has also been employed in research about mete-
orology topics. Jaeger et al. (2016) reported two experiments with university par-
ticipants studying text-only passages describing the Pacific Ocean weather 
phenomenon of El Niño. Experiment 1 investigated 72 participants (62% females) 
and used the whole Paper Folding Test, whereas Experiment 2 investigated 72 stu-
dents (66% females) and used half of the test. Both experiments showed that the 
mental folding scores predicted comprehension, employing different learning mea-
sures. Last, in an experiment with 84 adults (69% females) studying booklets about 
the formation of lightning, Eitel et al. (2019) compared seductive to non-seductive 
designs (see also Castro-Alonso et  al. this volume-b, Chap. 5). Mental folding 
scores were significantly correlated with performance scores of recall (r  =  .26, 
p = .02) and transfer (r = .42, p < .001). In other words, mental folding ability sup-
ported the learning of this meteorology topic, independent of the booklet design.

In short, studies with different visuospatial processing tests and diverse fields of 
health and natural sciences show that visuospatial abilities are key assets to thrive in 
science education and practice. Although much of the evidence is correlational, 
there are also some experimental findings that have shown these beneficial effects 
of visuospatial processing on science learning and achievement.

3.2  �Science Education Influencing Visuospatial Processing

As noted above, the relation between science education and visuospatial processing 
is reciprocal. Thus far we have considered how visuospatial processing supports 
learning about health and natural sciences. Now we consider the other side of the 
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relation: How does learning about health and natural sciences influence different 
visuospatial abilities.

Although this side of the relation has received less attention, there are several 
examples of correlations between enrollment in health and natural sciences and 
performance on visuospatial processing. For example, Peters et al. (1995) compared 
scores on the Mental Rotations Test between 312 students (43% females) in science 
areas (engineering, biology, and physics) and 324 students (69% females) in arts, 
social sciences, and humanities. The science students outperformed the participants 
from the other areas in the visuospatial task. Employing a larger sample of univer-
sity students (N > 2000), Peters et al. (2006) reported significantly higher scores on 
the Mental Rotations Test in science students than in social science participants.

These studies are only correlational, and thus the direction of causality cannot be 
assessed. However, there is also experimental evidence that indicates that learning 
health or natural science can improve visuospatial reasoning (see Table 3.3).

As Table 3.3 shows, generally, these studies have been conducted on a single 
science discipline. For example, a recent meta-analysis by Langlois et al. (2019) 
showed that anatomy education provided an effective training for visuospatial pro-
cessing, notably mental rotation. The following subsections describe additional 
experimental evidence for different science disciplines.

3.2.1  �Anatomy and Dentistry

The study by Lufler et  al. (2012), described in Sect. 3.1.1, measured the perfor-
mance of 255 first-year medical students on the Mental Rotations Test. The study 
compared 3D mental rotation scores before and after a one-semester gross anatomy 
course. The class required dissections of cadavers and the study of 2D anatomical 
pictures from textbooks. The mental rotation scores of students of both genders 
increased significantly by the end of the semester.

Table 3.3  Examples of visuospatial abilities that have been enhanced by different science learning 
experiences

Science area Visuospatial ability Learning experience

Anatomy 3D mental rotation Gross anatomy
Anatomy 3D mental rotation Virtual anatomy
Dentistry Cross sections on 3D shapes Dental expertise
Biology 2D mental rotation and mental folding Biology classes
Biology Field independence Microbiology
Veterinary 3D mental rotation Canine anatomy
Chemistry 3D mental rotation Chemistry expertise
Physics Mental rotation, mental folding, field 

independence
Physics classes and labs

Geology 3D mental rotation Geology expertise

3  Science Education and Visuospatial Processing



62

Similarly, Vorstenbosch et al. (2013) reported findings with first-year university 
students of medicine (experimental group, n  =  242, 67% females) and first-year 
students of education (control group, n = 258, 95% females) attempting the Mental 
Rotations Test. The treatment given to the students of medicine consisted of 160 h 
(4  weeks) of study of the gross anatomy of the thorax, abdomen, and pelvis. 
Instruction utilized visualizations and cross-sections. For the control group of edu-
cation students, a course lasting 4 weeks presented topics of social science research 
methods. Medical students learning from the anatomy materials improved more on 
the Mental Rotations Test than the education participants learning about research 
methods. The treatment showed an effect size of d = 0.12. According to the bench-
marks by Cohen (1988), this value represents a small-sized effect.

Recently, Guimarães et al. (2019) investigated 611 medicine university students 
(65% females) training with three different regimes of virtual anatomy: cardiovas-
cular, musculoskeletal, and cardiovascular plus musculoskeletal. Scores in the 
Mental Rotations Test were higher after all the types of anatomy training, compared 
to the scores before the treatments. The effect size was large (d = 1.57) for the three 
training regimes. However, as the authors acknowledged, the study included the 
limitation of not including a control group. Hence, these results should be inter-
preted with caution (see also Sect. 3.3.4, below).

Hegarty et al. (2009) investigated the spatial skills of novice and more advanced 
dentistry students. Two of the spatial tests were novel and involved performing men-
tal horizontal or vertical cross sections on 3D objects, a skill useful for professional 
dentists. The only significant difference between the two groups of different exper-
tise was observed in the test of cross sections from 3D teeth. There were no differ-
ences in cross sections from abstract 3D objects or in the more general mental 
rotation tests. These findings suggest that dentistry training facilitates the develop-
ment of specific visuospatial skills relevant to the profession but does not help per-
formance in more general visuospatial tasks. In other words, this training did not 
produce transfer to related tasks (see below, Sect. 3.3).

3.2.2  �Biology and Veterinary Medicine

For biology education, we describe two examples, involving correlational and 
quasi-experimental designs. The correlational evidence is provided by Macnab and 
Johnstone (1990), who measured spatial skills in participants of different ages, 
ranging from primary school children to the postgraduate levels. Three different 
visuospatial skills were measured, which in order of difficulty were: (a) the ability 
to use different 2D sections to mentally construct a 3D object; (b) mental rotations 
with 2D figures; and (c) the ability to imagine a 2D slice taken from a cut surface of 
a 3D object. Results showed that these visuospatial skills tended to be higher in the 
students who had taken biology classes, compared to participants lacking this area 
of studies.
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Concerning the quasi-experiment, Lennon (2000) investigated 59 microbiology 
undergraduates performing a 20 min weekly training of visuospatial activities with 
clay bacteria models. After this regime of 10  weeks, the experimental group 
improved on a field independence instrument (the Hidden Figures Test), but not on 
the other two spatial abilities measured, namely 3D mental rotation (Cube 
Comparisons Test) and mental folding (Paper Folding Test).

In the related field of veterinary medicine, Provo et al. (2002) investigated 128 
undergraduates (75% females) learning a canine anatomy course. The course was 
effective in improving scores in a test of mental rotation with 3D figures. The 
authors suggested that this improvement was to be expected, as the learning activi-
ties involved visualizing cross sections and images of the 3D anatomy of the dog.

Similar results were observed in a study by Gutierrez et al. (2017) with 81 veteri-
nary medicine undergraduates (86% females). The students completed 32 weeks of 
an integrated veterinary anatomy curriculum, which entailed an average of 57 h of 
anatomy laboratories. Results showed that this course was effective to improve the 
scores in the Mental Rotations Test.

3.2.3  �Chemistry, Physics, and Geology

Concerning chemistry knowledge, we provide an example of correlational evidence. 
In two studies with 88 and 96 undergraduates (50% females in each), Hausmann 
(2014) investigated science (chemistry and engineering) and non-science students 
(philosophy and English). Science students outperformed non-science participants 
on the Mental Rotation Test. The effects favoring chemistry and engineering areas 
were large, both in Experiment 1 (ηP

2
 = .28) and Experiment 2 (ηP

2
 = .39).

Burnett and Lane (1980) investigated the effects of taking four academic semes-
ters of physics on the mental rotation of 142 university students. The participants in 
the fields of humanities and social sciences improved less in mental rotation ability 
than did those in the physics and mathematics programs. Likewise, Pallrand and 
Seeber (1984) showed that 10 weeks of university physics classes and laboratories 
could enhance the visuospatial abilities of mental rotation, mental folding, and field 
independence.

Lastly, there is also correlational evidence that studying geology can affect 
visuospatial processing. Resnick and Shipley (2013) investigated 37 doctorate pro-
fessionals from three different fields, namely geology (47% females), organic 
chemistry (18% females), and English (50% females). Both geologists and chemists 
performed significantly better than the English experts on the Mental Rotations 
Test. However, there were no subject-area differences in the test of field indepen-
dence (Hidden Figures Test) and the dual visuospatial task of working memory 
(Symmetry Span Task).

Concluding this section, both the correlational and the stricter experimental evi-
dence support the relation between being more knowledgeable or learning in differ-
ent science areas and scoring high in different visuospatial processing tests.

3  Science Education and Visuospatial Processing



64

3.3  �Visuospatial Training

In a recent meta-analysis of 42 effect sizes in twin studies, King et  al. (2019) 
reported that visuospatial processing was largely heritable. However, the study also 
showed that environmental factors played a role, although smaller than the genetic 
variables. In other words, although visuospatial processing is inherited as a fixed 
feature, it is also dependent on the environment, and, thus, it can be trained.

Due to the relation between visuospatial processing and science academic 
achievement, researchers are looking for ways to train visuospatial abilities, to 
enhance science learning and performance (e.g., Cheng 2017; Stieff and Uttal 2015; 
Uttal et al. 2013). Since visuospatial processing develops through childhood, there 
is substantial time available for children’s instructors to include activities inside and 
outside the classroom to foster visuospatial processing, and eventually boost sci-
ence achievement (see Newcombe and Frick 2010).

However, the link between training in visuospatial activities and increasing sci-
ence performance scores is not always straightforward. In fact, this link involves 
two assumptions (see Stieff and Uttal 2015): (a) visuospatial processing can be 
trained (see also Baenninger and Newcombe 1989), and thus practicing a visuospa-
tial task allows improvement in that specific task and in very similar ones; and (b) 
visuospatial processing can also be transferred, and thus practicing a visuospatial 
task allows that its improvement does also affect an untrained scientific task. The 
second assumption has been much harder to prove (Stieff and Uttal 2015; see also 
Barnett and Ceci 2002).

In a similar demarcation, Wright et  al. (2008) distinguish between instance-
based and process-based spatial training. The instance-based perspective predicts 
that training specific visuospatial processes will develop only similar processes. In 
contrast, process-based training predicts a more general impact, where training can 
develop similar and relatively different processes, so, transfer to new visuospatial 
and science tasks could occur.

Considering these classifications and the literature on working memory and spa-
tial training (e.g., Könen et al. 2016; Melby-Lervåg et al. 2016; Uttal and Cohen 
2012), we describe three categories to order visuospatial training, as follows:

	1.	 near transfer: includes mostly training, instance-based, practice, or retest effects. 
For example, training in one visuospatial process (e.g., 2D mental rotation) 
transfers to that same process or a similar process but with minor differences 
(e.g., the same type of 2D mental rotation with new shapes; see Fig. 3.2a);

	2.	 intermediate transfer: includes more transfer and certain process-based effects. 
For example, training in one visuospatial process (e.g., 2D mental rotation) 
transfers to a similar process with some differences (e.g., 3D mental rotation or 
mental folding; see Fig. 3.2b); and

	3.	 far transfer: includes an even larger degree of transfer and process-based effects. 
For example, training in one visuospatial process (e.g., 2D mental rotation) 
transfers to a different process with more differences (e.g., visuospatial working 
memory tasks or science topics; see Fig. 3.2c).
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3.3.1  �Near Transfer Effects

Uttal et al. (2013) conducted a meta-analysis of 206 studies and 1,038 effect sizes, 
in order to investigate training in spatial abilities. The overall effect size favoring 
this near transfer was medium-sized (g = 0.47), supporting the claim that spatial 
ability can be improved with practice.

Individual studies have also shown these near transfer effects. For example, con-
cerning 3D mental rotation, Meneghetti et al. (2017) investigated 72 female univer-
sity students training 35  min weekly (for 5  weeks) on this visuospatial ability. 
Accuracy and speed of the mental rotations improved after the training sessions. 
Roach et  al. (2019) selected 33 science university students (73% females) who 
scored poorly on the pen-and-paper Mental Rotations Test. The participants trained 
with an electronic version of this test and improved their performance.

Also, both studies promoted other techniques to improve these training effects. 
Meneghetti et al. (2017) showed that giving the students an additional rotation strat-
egy led to better training results. Roach et al. (2019) reported a method in which the 
participants observed the positions at which experts had looked while solving the 
mental rotations. This signaling by experts was more effective than only training 
with the instrument.

Fig. 3.2  Three degrees of transfer effects. The example shows 2D mental rotation training show-
ing effects categorized as (a) near, (b) intermediate, and (c) far transfer
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Hoyek et al. (2009) investigated 16 physical education students (38% females) 
receiving 240 min (12 sessions of 20 min each) of mental rotation training. The 
training involved mental rotations with familiar and abstract 3D and 2D figures. A 
near transfer was revealed when the training produced a significantly higher perfor-
mance on the Mental Rotation Test, a 3D instrument that had not been practiced.

Kail (1986) reported an effective training of 2D mental rotations with alphanu-
meric characters. Eight adults (50% females) participated in 16 sessions of 240 tri-
als each, totaling 3,840 training trials. At the end of the sessions, participants were 
25% faster than before the treatment. Likewise, Goldstein and Chance (1965) 
reported that 26 undergraduates (50% females) improved their scores on the 
Embedded Figures Test of field independence after eight blocks of trials.

Spatial working memory can also be trained. Li et al. (2008) investigated the 
effects of 15-min training for 45 days of two Spatial 2-Back Tasks. For both imme-
diate and delayed (3 months later) testing, participants demonstrated near transfer to 
other n-back working memory tasks, but not larger transfer effects to dual tasks of 
working memory. Similarly, in a study with psychology undergraduates, Chooi and 
Thompson (2012) observed that daily training (30 min, 4 days a week) in n-back 
tasks showed near transfer, but not intermediate transfer to another working mem-
ory task (the dual task known as the Operation Span Task), nor far transfer to mental 
rotation or other functions of visuospatial memory.

Also, Redick et al. (2013) and Colom et al. (2013) reported that visuospatial and 
auditory stimuli in n-back tasks were effective for training but not for transfer. 
Redick and colleagues did not find an intermediate transfer to two dual tasks of 
working memory (the Symmetry Span Task and the Running Letter Span), nor a far 
transfer to 15 separate measures of verbal and nonverbal tasks (assessing multitask-
ing, fluid and crystallized intelligence, and perceptual speed). Colom et al. did not 
observe an intermediate transfer to three dual tasks of working memory, nor far 
transfer to the fluid intelligence factor.

Similarly, other studies (e.g., Owen et al. 2010; von Bastian and Eschen 2016) 
have shown near transfer effects for visuospatial working memory tasks but have 
failed to show more transfer to other cognitive and academic tests.

3.3.2  �Intermediate Transfer Effects

There is evidence that mental rotation training can lead to intermediate transfer. 
Sometimes this transfer is observed in a change of dimensionality between the men-
tal rotation tasks. For example, Moreau (2012) investigated 46 university students 
(52% females) receiving videogame training with Tetris-type blocks, in both 3D and 
2D versions. Task performance was measured with mental rotation tests that varied 
both in stimulus type (human body or polygon) and in dimensionality (3D or 2D). 
Training with the 2D block videogame led to near transfer, that is, better perfor-
mance in mental rotations of 2D polygons and 2D bodies. However, training with 
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the 3D videogame produced an intermediate transfer, leading to better mental rota-
tions of 3D polygons, 3D bodies, 2D polygons, and 2D bodies.

Other forms of spatial training have also shown intermediate transfer. For exam-
ple, Stericker and LeVesconte (1982) trained 45 introductory psychology students 
(53% females) on three different tests, which measured 3D mental rotation, mental 
folding, and field independence, respectively. There were six weekly training ses-
sions, each one lasting approximately 20 min per test. Training led to improvement 
on the three tests as well as on an untrained 2D mental rotation instrument.

Similarly, Lord (1985) divided a sample of 84 undergraduate biology students 
into experimental and control conditions. The treatment for the experimental group 
included weekly training with abstract spatial tasks that required imagining 2D sur-
faces taken from bisections of 3D objects. At post-test, the experimental group, but 
not the control group, showed an intermediate transfer to a mental rotation test and 
a mental folding test.

As with spatial abilities, visuospatial working memory tasks can also show inter-
mediate transfer effects to other working memory tests. Although the meta-analysis 
of 145 experiments (87 studies) by Melby-Lervåg et al. (2016) revealed a lack of 
intermediate and far transfer for general working memory tasks, the effects were 
more encouraging when the tests involved visuospatial stimuli. In fact, for visuo-
spatial working memory training, the meta-analysis showed small to medium inter-
mediate effects, both for immediate measures (g = 0.28) and delayed post-tests after 
months (g = 0.40).

The n-back paradigm has been also employed to investigate intermediate transfer 
of visuospatial working memory tasks. For example, Soveri et al. (2017) conducted 
a meta-analysis of training on different formats of this task. This analysis of 41 
experiments (N = 2,105 participants) showed a medium effect size (g = 0.59), in 
which training in one format of the N-Back Task showed a near transfer to similar 
formats. Although there was intermediate transfer to different visuospatial working 
memory tasks, it was small (g = 0.18).

Analogously, Minear et al. (2016) trained 31 university students (74% females) 
on the Spatial N-Back Task for a total of 20 sessions (20 min each). The training 
showed a medium to large near transfer effect (ηP

2
 = 0.09). It also showed large 

intermediate transfer effects to the Object N-Back Task (ηP
2

 = 0.40), and two dual 
tasks of working memory, namely the Symmetry Span (ηP

2
 = 0.20) and the Rotation 

Span (ηP
2

 = 0.15).
An example of visual working memory producing intermediate transfer is pro-

vided in Adam and Vogel (2018). They investigated 101 adult participants (69% 
females) training in a visual working memory task with colored squares. The six 
training sessions (1 h each) showed training effects on the working memory task, 
and intermediate transfer to a different task that used the same colored stimuli. 
However, there was no evidence of far transfer to other visual tasks or a fluid intel-
ligence measure.
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3.3.3  �Far Transfer Effects

The challenge of transferring knowledge or abilities from one area to another less 
similar area has interested researchers for a long time (e.g., Thorndike and 
Woodworth 1901). However, many current studies and reviews, mostly with work-
ing memory training paradigms (e.g., Gathercole et al. 2019; Sala and Gobet 2017; 
Simons et al. 2016), show that far transfer is rarely obtained.

Similarly, the evidence that visuospatial training can lead to far transfer is scarcer 
than that supporting near and intermediate transfer (see Gathercole et  al. 2019; 
Simons et al. 2016; Stieff and Uttal 2015). An experiment by Lord (1990) with uni-
versity students (see Sect. 3.1.3) provides an example of effective far transfer. He 
reported that weekly training with tasks of imagining 2D surfaces taken from 3D 
objects improved performance in a biology course.

Stephenson and Halpern (2013) reported a study with university students train-
ing 5 days a week for 4 weeks (for approximately 20 min each day). Visuospatial 
working memory training showed intermediate transfer that led to higher scores on 
the Paper Folding Test of mental folding. They also demonstrated some far transfer, 
with two of four tests of fluid intelligence improving as a result of the visuospatial 
memory training.

Also, Sanchez (2012) compared 60 university students (38% females) randomly 
allocated to two different videogame training groups, namely, a visuospatial first-
person shooter or a verbal word-making condition (see also Castro-Alonso and 
Fiorella this volume, Chap. 6). The visuospatial training group outperformed the 
verbal condition on the task of writing an essay about volcanic eruptions. In other 
words, for this geology task, visuospatial training was more effective than verbal 
training.

A summary of these near, intermediate, and transfer effects of visuospatial train-
ing is provided in Table 3.4.

3.3.4  �Methodological Shortcomings in Training Studies

Although we showed evidence of transfer from visuospatial training, these effects 
were usually in the near or intermediate degrees. In other words, the literature shows 
infrequent far transfer that reaches the academic fields of health and natural 
sciences.

In addition, many studies that show the transfer of visuospatial abilities and 
working memory training to academic outcomes, have methodological shortcom-
ings, as summarized n Table 3.5.

A recurring issue reported by different researchers (e.g., Könen et  al. 2016; 
Melby-Lervåg and Hulme 2013; Redick et al. 2015; Shipstead et al. 2012; Simons 
et al. 2016; von Bastian and Oberauer 2014) is the quality of the control groups 
employed. In addition, as shown in the meta-analysis by Langlois et  al. (2019), 
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Table 3.4  Examples of visuospatial training regimes showing near (N), intermediate (I), and far 
(F) degrees of transfer

Visuospatial training Did transfer to Did not transfer to References

3D mental rotation 3D mental rotation (N) Meneghetti et al. 
(2017) and Roach 
et al. (2019)

3D and 2D mental 
rotation

Novel 3D mental rotation 
(N)

Hoyek et al. 
(2009)

2D mental rotation 2D mental rotation (N) Kail (1986)
Spatial 2-Back Tasks Novel n-back tasks (N) Dual tasks of working 

memory (I)
Li et al. (2008)

N-back tasks Novel n-back tasks (N) Dual tasks of working 
memory (I), mental 
rotation (F), visuospatial 
memory (F)

Chooi and 
Thompson (2012)

Visuospatial n-back 
tasks

Novel visuospatial n-back 
tasks (N)

Dual tasks of working 
memory (I), fluid 
intelligence (F)

Colom et al. 
(2013) and Redick 
et al. (2013)

2D block mental 
rotation videogame

Novel 2D mental 
rotations (N)

Novel 3D mental 
rotations (I)

Moreau (2012)

3D block mental 
rotation videogame

Novel 3D (N) and 
novel 2D (I) mental 
rotations

Moreau (2012)

3D mental rotation, 
mental folding, field 
independence

Novel 2D mental rotation 
(I)

Stericker and 
LeVesconte 
(1982)

Imagining 2D 
surfaces from 3D 
objects

Mental rotation (I), 
mental folding (I)

Lord (1985)

N-back task Novel n-back tasks (N), 
visuospatial working 
memory tasks (I)

Soveri et al. 
(2017)

Spatial N-Back Task Spatial N-Back Task (N), 
Object N-Back Task (I), 
dual tasks of working 
memory (I)

Minear et al. 
(2016)

Visual working 
memory

Visual working memory 
and similar tasks (N, I)

Novel visual tasks (F), 
fluid intelligence (F)

Adam and Vogel 
(2018)

Imagining 2D 
surfaces from 3D 
objects

Biology course (F) Lord (1990)

Visuospatial working 
memory

Mental folding (I), fluid 
intelligence (F)

Fluid intelligence (F) Stephenson and 
Halpern (2013)

First-person shooter 
videogame

Volcanic eruption essay 
(F)

Sanchez (2012)
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studies sometimes do not include any control group. Of course, studies without 
proper controls cannot unambiguously demonstrate training effects, as the 
improvement could be due to many different confounds (cf. about confounding 
variables for multimedia design in Castro-Alonso et al. 2016).

As agreed by many authors (e.g., Melby-Lervåg and Hulme 2013; Redick et al. 
2015; Simons et al. 2016), the gold standard for a control group is an active control, 
which performs cognitive and engaging activities like the treatment group. In con-
trast, a passive control performs non-equivalent actions and sometimes no activity 
at all. The problem of using passive controls is that they are usually much less 
engaged than active controls, so they could artificially inflate the treatment effect.

Consider the following example with an n-back training paradigm. The meta-
analysis of 20 studies by Au et  al. (2015) reported a small but significant effect 
(g = 0.24) of n-back training on far transfer to fluid intelligence. However, a Bayesian 
reanalysis by Dougherty et al. (2016), which considered the effects of passive ver-
sus active controls separately, revealed that the far transfer was only present with 
passive controls. In other words, the studies that used a design including active 
controls did not show the far transfer effects of n-back training.

In addition to the control group problem, two other issues, regarded as severe by 
Simons et al. (2016), are: (a) failing to assign the participants randomly to the treat-
ment and control conditions, and (b) failing to assess all conditions at pretest (see 
also discussion in Melby-Lervåg and Hulme 2013; Redick et al. 2015). These prob-
lems can produce effects that might be attributed to the visuospatial treatment when 
in fact they could correspond to individual differences between the treatment and 
control groups.

A less problematic issue, regarded as substantial by Simons et al. (2016), is the 
small number of participants in the experimental and control conditions. Redick 
et al. (2015) recommend 20 participants per compared groups as the absolute mini-
mum for reliable statistical power.

Another problem mentioned by researchers (e.g., Melby-Lervåg and Hulme 
2013; Redick et al. 2015) is that visuospatial training that shows far transfer (e.g., to 
academic measures) should also show intermediate transfer (e.g., to working mem-

Table 3.5  Problematic methodologic approaches and suggested solutions in research of 
visuospatial and working memory training

Problem Suggested solution

No control group Incorporate a control condition
Passive control group Use an active control group
Non-random assignment to conditions Randomly assign participants to every condition
Not measuring a pretest baseline Assess all conditions at pretest
Small sample sizes Use at least 20 participants per condition
Far transfer without intermediate 
transfer

Pilot the instruments to measure far and intermediate 
transfer

Immediate testing only Include also delayed testing (e.g., after a month)
A single far transfer measure Use multiple far transfer measures
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ory tests). By showing these two degrees of transfer simultaneously, it would be 
safer to conclude that the training improved academic performance because the 
relevant variable (e.g., visuospatial working memory) was also enhanced.

Finally, Redick et al. (2015) also made two suggestions for future research on 
visuospatial training. The first is to include delayed testing after months of training, 
to see if the transfer effects that are recorded in immediate testing are durable. The 
second is to use multiple measures of far or intermediate transfer, rather than one 
instrument only.

3.4  �Discussion

Science phenomena are usually represented and communicated using visual and 
spatial information. Thus, visuospatial processing is a crucial aspect of understand-
ing and communicating topics of health and natural sciences. In this chapter we 
provided evidence of a two-way relationship between visuospatial processing and 
science education. One side of the coin shows that visuospatial processing helps 
learning about science topics. The other side shows that education in science can 
enhance different visuospatial abilities.

The examples we provided included diverse visuospatial abilities (e.g., 3D men-
tal rotation, 2D mental rotation, mental folding, spatial working memory, and dual 
tasks of working memory), measured by different instruments (e.g., the Mental 
Rotations Test and the Paper Folding Test), and related to diverse scientific disci-
plines (e.g., medicine, anatomy, surgery, dentistry, biology, chemistry, physics, and 
geology).

We also described visuospatial training as a potentially positive method to 
increase visuospatial abilities, and ideally induce far transfer that could lead to 
increases in science academic results. Still, there are several problematic implemen-
tations in the research literature about visuospatial training, and we suggested some 
potential solutions to avoid them in the future.

3.4.1  �Instructional Implications for Health and Natural 
Sciences

A first instructional implication, general in scope, is to showcase visuospatial pro-
cessing for science education. As commented by Wai and Kell (2017), formal edu-
cation is currently oriented to developing language and math skills, in detriment of 
visuospatial abilities. Thus, the implication is to produce awareness of the impor-
tance of visuospatial processing for health and natural sciences.

A second implication, derived from the first, is what Newcombe (2016) described 
as spatializing the science curriculum. Teachers, lecturers, and instructional design-
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ers should include visuospatial processing activities in the classes of health and 
natural sciences. Examples suggested by Wai and Kell (2017) are: (a) laboratory 
and manipulative activities, for example in medicine, anatomy, and biology; (b) 
exploring chemical phenomena with models of 3D molecules; and (c) reasoning 
with 2D figures and shapes, for example, in physics.

A third implication, derived from the two first, is that the visuospatial exercises 
should be varied, and not limited, for example, to mental rotations. The activities 
should be broad enough to include all the abilities that are dependent on visuospatial 
processing (e.g., Castro-Alonso and Atit this volume, Chap. 2) and that will be use-
ful for syllabi in the sciences. For example, Levine et al. (2016) suggested using 
spatial language, deciphering spatial relationships, scaling visualizations, and 
understanding symbolic representations (e.g., maps and graphs).

A fourth implication is related to the influence that teachers and instructors can 
have on their students (e.g., Rosenthal and Jacobson 1968), and in particular how 
they can be scientific role models (cf. Miller et al. 2015; Rochon et al. 2016). As 
such, it is essential that these professionals show proficiency in visuospatial activi-
ties when presenting topics and problems in health and natural sciences. The prob-
lem is that some teachers may lack visuospatial abilities (see Atit et al. 2018), and 
thus remedial actions are suggested for these cases.

3.4.2  �Future Research Directions

An important addition to the findings that visuospatial processing is necessary for 
education and performance in sciences, is to determine which visuospatial ability is 
needed most for a specific task or topic in health and natural sciences. This research 
gap has been noted in surgical training (Anastakis et al. 2000), dentistry (Hegarty 
et al. 2009), chemistry and biochemistry (Oliver-Hoyo and Babilonia-Rosa 2017; 
Wu and Shah 2004), and in other science fields (see Castro-Alonso et al. 2019a).

Another possible research direction is to investigate moderating variables that 
affect visuospatial processing and science education, including: (a) the design of the 
educational resources (see Castro-Alonso et  al. this volume-b, Chap. 5; see also 
Castro-Alonso et al. 2018b); (b) the sex or gender of the participants (see Castro-
Alonso and Jansen this volume, Chap. 4; see also Castro-Alonso et al. 2019b); and 
(c) possible gender-science stereotypes (e.g., Miller et al. 2018).

Also, future research could investigate boundary conditions in the relation 
between interactive science multimedia and visuospatial processing (see Castro-
Alonso and Fiorella this volume, Chap. 6; see also Wu and Shah 2004) or between 
embodied science activities and visuospatial processing (see Castro-Alonso et al. 
this volume-c, Chap. 7; see also Castro-Alonso et al. 2015).

The last research direction we suggest is based on the indication by Newcombe 
and Frick (2010) that visuospatial activities can be incorporated into the classroom 
and also be fostered outside the classroom, such as at home, or during play or sports. 
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We suggest future investigations of the effects of visuospatial activities beyond the 
science classroom, to informal contexts, such as museums and outdoor activities.

3.4.3  �Conclusion

Visuospatial processing is key to learning and succeeding in the disciplines of health 
and natural sciences. There is a reciprocal relation between visuospatial processing 
and science learning: (a) visuospatial processing helps learning about science, and 
(b) training and education in science enhances visuospatial abilities. Therefore, 
visuospatial training can be a potentially effective way to enhance visuospatial abil-
ities and support better outcomes in fields of health and natural sciences. 
Nevertheless, far transfer from visuospatial training to science achievement is not 
easy to achieve.
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Chapter 4
Sex Differences in Visuospatial Processing

Juan C. Castro-Alonso and Petra Jansen

Approaching the first quarter of the twenty-first century, men and women exhibit 
only minor differences that could affect their academic performance. These similar 
educational outcomes are also observed in the university disciplines of health and 
natural sciences. For example, reviewing different meta-analyses, Hyde (2014) 
found an overall support for the gender similarities hypothesis. In other words, most 
of the variables analyzed (e.g., verbal performance, mathematics skills, self-esteem, 
academic self-concept, and leadership effectiveness) showed small to negligible dif-
ferences between the sexes.

In contrast, few exceptions showing moderate to large sex differences were found 
(e.g., mental rotation in three-dimensions, sensation seeking, and physical aggres-
sion). Similarly, the comprehensive metasynthesis of 106 meta-analyses (over 12 mil-
lion participants and 21,000 effects), by Zell et al. (2015), showed that the overall 
effect size of the difference between males and females in psychological traits was of 
d = 0.21, which represents a small size effect according to Cohen (1988). These meta-
analyses support that university men and women tend to show similar academic abili-
ties, including those needed to learn about health and natural sciences.

Nevertheless, as in Hyde (2014), the study by Zell et al. (2015) signaled a num-
ber of psychological traits that showed moderate to large gender or sex differences 
(e.g., mental rotation, aggression, and peer attachment). In this chapter, we consider 
one of those variables that challenged the gender similarities hypothesis, namely, 
mental rotation. We also include several related visuospatial processing tasks, as 
they are all involved in health and natural sciences achievement (see Castro-Alonso 
and Uttal this volume, Chap. 3).
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Although these visuospatial tasks tend to show less marked sex differences than 
mental rotation instruments, they still show sex variations favoring men. This 
applies for both the spatial ability and the working memory tasks, jointly considered 
small-scale visuospatial processing abilities (see Castro-Alonso and Atit this vol-
ume, Chap. 2), where men usually outperform women.

For example, Stericker and LeVesconte (1982) showed that, among the introduc-
tory psychology students assessed, men outperformed women in all four spatial 
ability tests, including mental rotation with three-dimensional (3D) images, mental 
rotation with two-dimensional (2D) shapes, mental folding, and field independence. 
Also, in the meta-analysis of spatial and visual working memory tasks by Voyer 
et al. (2017), there was a small overall effect (d = 0.16) indicating the better perfor-
mance of men compared to women in these tests.

Similarly, the study by Geiger and Litwiller (2005) with 63 university students (76% 
females) showed males performing better than females in a dual visuospatial task of 
working memory. Only the visual working memory test known as Object Location 
Memory shows women tending to outscore men (e.g., Eals and Silverman 1994).

The main goal of this chapter is to describe the existence of sex differences in the 
abilities described above as well as to provide examples to diminish them. The spe-
cific aims of this review are the following: (a) describe diverse degrees of sex differ-
ences, related to the different visuospatial abilities investigated; (b) provide 
sociocultural (nurture) and biological (nature) explanations for these sex differ-
ences; (c) show that visuospatial training could potentially help to diminish this gap; 
(d) discuss instructional implications for health and natural sciences; and (e) offer 
future research directions for the investigation of these sex differences in visuospa-
tial processing.

4.1  �Sex Differences in Different Visuospatial Processing 
Abilities

There are two research traditions concerning instruments to measure visuospatial 
processing abilities (see Hegarty et al. 2006). Firstly, we describe the abilities that 
belong to the literature about spatial ability, including mental rotation, mental fold-
ing, and field independence. Secondly, we address the abilities to solve visuospatial 
working memory tasks, including spatial working memory, visual working memory, 
and dual visuospatial tasks of working memory. These tasks are described in Castro-
Alonso and Atit (this volume, Chap. 2). A summary of the expected directions and 
degrees of sex differences is provided in Table 4.1.
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4.1.1  �Mental Rotation

Mental rotation was defined by Ekstrom et al. (1976) as the ability to perceive a 
whole figure and rotating it in mind. The spatial ability literature consistently shows 
that men have higher scores than women in common mental rotation instruments. 
The meta-analysis by Voyer et al. (1995) revealed an overall effect size of d = 0.56, 
and the meta-analysis by Linn and Petersen (1985) showed an average of d = 0.73. 
These values represent medium to large effect sizes favorable to males. These 
aggregated results have also been shown with specific mental rotation tests, which 
can be classified as 3D vs. 2D instruments. Following this distinction, the favorable 
outcomes for men tend to be larger with 3D as compared to 2D mental rotation tests 
(cf. Voyer and Jansen 2016).

Figure 4.1a shows an item from the Mental Rotations Test, a 3D mental rotation 
instrument, whereas Fig.4.1b depicts three questions from the Card Rotations Test, 
a 2D instrument (see also Castro-Alonso and Atit this volume, Chap. 2; Castro-
Alonso et al. this volume-a, Chap. 8). Regarding the 3D mental rotation test in the 
figure, for every item, the participants must indicate which two figures from the 
given four on the right side are rotated versions of the shape on the left side. For the 
items of the 2D mental rotation test, the correct answer is to indicate which pictures 
are the same (S) as the given shape on the left side, only rotated versions, and which 
are different (D), meaning that they are rotated and mirror-reversed.

The Mental Rotations Test has shown a male advantage in different populations, 
including: (a) medicine and anatomy students (Guillot et  al. 2007; Vorstenbosch 
et al. 2013), (b) dentistry learners (Hegarty et al. 2009), (c) psychology students 
(Levinson et al. 2007; Terlecki and Newcombe 2005; Terlecki et al. 2008), (d) psy-
chology and chemistry undergraduates (Hegarty 2018), (e) university students from 
various disciplines (Cherney 2008; Reilly et al. 2016), (f) undergraduates practicing 
sports and physical education (Jansen et  al. 2016; Moreau et  al. 2012), and (g) 
adults in general (Hegarty et al. 2006; Loftus et al. 2017).

Table 4.1  Expected directions and degrees of sex differences for various visuospatial processing 
abilities

Research tradition Visuospatial ability Direction Degree

Spatial ability 3D mental rotation Men MMM
2D mental rotation Men MM
Mental folding Men M
Field independence Men M

Working memory Spatial working memory Men M
Visual working memory (Square patterns) Men M
Visual working memory (Position of objects) Women W
Dual visuospatial working memory Men M

The abbreviatures indicate the direction and the magnitude or degree. For example, MMM favors 
men over women to a greater extent than MM, which also surpasses M
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Furthermore, in a large study (N > 240,000, 48% females) with data from 40 
countries and seven self-identified ethnic groups attempting a short version of the 
Mental Rotations Test, Silverman et al. (2007) reported that the differences favoring 
males were observed in all countries and ethnicities, and the overall effect repre-
sented a medium size. In addition, Masters and Sanders (1993) conducted a meta-
analysis of 14 studies of adults completing the Mental Rotations Test (N = 5,144; 
58% females). In all of the 14 studies men outscored women, and the overall mean 
effect size was large (d = 0.90).

Another 3D mental rotation test that shows these sex differences is the Purdue 
Visualization of Rotations. For example, in a meta-analysis of 40 studies (70 effect 
sizes), Maeda and Yoon (2013) observed that there was an overall medium effect 
size of g = 0.57 for men outperforming women. The meta-analysis also showed that 
the sex advantage for men was larger (g = 0.67) when a time limit was applied to the 
test. Not included in this meta-analysis, Bodner and Guay (1997) reported four 
studies with different chemistry students (N = 1,928). In all of these studies, men 
consistently outperformed women. More recently, Ferguson et al. (2015), investi-
gating undergraduates (Study 3) and adults (Study 4), showed similar findings in a 
revised computer version of the test.

These sex effects have also been observed for 2D mental rotation instruments 
(but see Castro-Alonso et  al. 2018b). For example, in an experiment with 95 
introductory psychology undergraduates (72% females), Mayer and Massa 

Fig. 4.1  Examples of items of mental rotation instruments, requesting (a) 3D mental rotation, and 
(b) 2D mental rotation. The correct answer in each case is given. Note that these are not actual 
items, but adaptations
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(2003) reported that males outperformed females on the Card Rotations Test. 
Campos et  al. (2004) investigated 129 university graduates of different ages 
(53% females) completing a mental rotation test with 2D shapes. Results showed 
an overall medium size effect (d = 0.49) for all ages, and a large effect (d = 0.84) 
for the youngest group of participants (< 41 years), always favorable to men.

When 3D and 2D mental rotation instruments are compared on a given study, 
usually the results favoring men are higher for the 3D tests. Three examples are 
provided in: (a) the study by Sanders et al. (1982) with 1,031 psychology under-
graduates (65% females); (b) the report by Peters et al. (1995) with 101 participants 
(47% females); and (c) the study by Cherney (2008) with 61 university students 
(51% females). In these cases, men showed noticeably higher scores than women on 
the 3D test (the Mental Rotations Test), but not such large differences on the 2D test 
(the Card Rotations Test). Similar findings were reported by Roberts and Bell (2003) 
with 32 right-handed psychology undergraduates (50% females), and by Reilly 
et  al. (2016) with 309 university students (66% females). In both studies, males 
outperformed females on the 3D instrument (the Mental Rotations Test) but not on 
the other tasks involving 2D mental rotations.

4.1.2  �Mental Folding and Field Independence

As described by Ekstrom et al. (1976), mental folding (also called spatial visualiza-
tion) requires mental rotation but also additional processing that involves serial 
operations and mental restructuring. Although mental folding can show sex differ-
ences, the effects are generally smaller than for mental rotation. For example, the 
meta-analyses by Linn and Petersen (1985) and by Voyer et  al. (1995) reported 
small overall effect sizes favoring males over females (d = 0.13 and d = 0.19, respec-
tively), which are smaller than the medium to large effect sizes reported for mental 
rotation (see Sect. 4.1.1).

The most common instrument for measuring mental folding is the Paper Folding 
Test. Sanchez and Wiley (2010) conducted a study with 96 psychology undergradu-
ates (50% females), where the Paper Folding Test showed sex differences favoring 
men. Several reports have also shown favorable outcomes for men, but usually 
smaller in size when compared to mental rotation. For example, in an experiment by 
Peters et al. (1995), men outperformed women on the Mental Rotations Test (3D 
mental rotation), but not the Card Rotations Tests (2D mental rotation) nor the Paper 
Folding Test (mental folding). Also, the study with psychology undergraduates by 
Mayer and Massa (2003) showed that the sex differences favorable to men were 
larger in the Card Rotations Test than in the Paper Folding Test. Similarly, 
Stephenson and Halpern (2013) reported that 136 university students (52% females) 
presented larger sex effects for men on the Mental Rotation Test than on the Paper 
Folding Test. Lastly, Lord (1987) investigated 250 undergraduates (50% females) 
from both science and nonscience disciplines, and observed that the difference 
favoring males over females was about four times larger on a 3D mental rotation 
instrument (the Cube Comparisons Test) than on the Paper Folding Test.
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Sex differences have also been investigated in other mental folding tests. For 
example, in a study by Nordvik and Amponsah (1998) with university students from 
fields of technology (N  =  161, 42% females) and social science (N  =  293, 77% 
females), participants were assessed on the Surface Development Test. In addition, 
the students were also measured in a 3D mental rotation instrument (Mental 
Rotations Test) and a 2D mental rotation test (Spatial Relations). Although men 
outperformed women on the three tests, the effects were the largest in the 3D mental 
rotation test (d = 0.85 for technology students and d = 1.06 for social science partici-
pants), followed by the 2D rotation instrument (d = 0.48 for technology and d = 0.41 
for social science), and being smallest for the Surface Development Test of mental 
folding (d = 0.39: technology; d = 0.33: social science).

The last spatial ability presented here, field independence, requires perceiving a 
shape independently of its context (Witkin 1949). This ability can also show sex 
effects favoring men. For example, Guillot et al. (2007) investigated 184 students 
(29% females) attempting the field independence instrument known as the Group 
Embedded Figures Test. It was observed that males outperformed females in this 
test of spatial ability. Nevertheless, field independence, as mental folding, does not 
exhibit the large sex differences of mental rotation. On a sample of 221 adult partici-
pants (62% females), Hegarty et al. (2006) reported that the sex effects favoring 
men on the Mental Rotations Test were not observed for the Group Embedded 
Figures Test. Similarly, in the study by Reilly et al. (2016) with university students, 
men outperformed women only in the 3D mental rotation test, but not in the instru-
ments measuring 2D mental rotation or the Group Embedded Figures Test. 
Analogously, the study by Lord (1987), which showed difference favoring men for 
a 3D mental rotation instrument (the Cube Comparisons Test) and a mental folding 
test (the Paper Folding Test), failed to show these sex effects on the field indepen-
dence instrument called the Hidden Figures Test.

4.1.3  �Spatial Working Memory

Spatial working memory is usually measured by tests that show visuospatial ele-
ments sequentially (cf. Darling et al. 2006). Voyer et al. (2017) conducted a meta-
analysis of different spatial working memory tests, which included 48 samples and 
69 effect sizes. It considered the Corsi Block Tapping Test and similar instruments 
involving location and sequencing. The meta-analysis revealed that men outper-
formed women with a small effect size (d = 0.18).

One study of this meta-analysis, conducted by Ruggiero et al. (2008), can be used 
to illustrate the sex differences in this Corsi test. In Experiment 2, 64 adult partici-
pants (50% females) attempted the traditional wooden version of the test and also a 
2D mental rotations instrument. Results showed that both tasks presented sex differ-
ences favoring men, but they were smaller in the Corsi test than in the task of mental 
rotation. Thus, the trend with spatial abilities is also observed in spatial working 
memory tests, as they show smaller sex differences than mental rotation tasks.
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In another study, Piccardi et  al. (2008) investigated two different sizes of the 
Corsi test, with a sample of 75 undergraduate students (47% females). In the origi-
nal version, an investigator tapped specific sequences of nine wooden block, and the 
students had to replicate these sequences. In the walking, large-size version, there 
were nine squares placed on the floor, which were stepped on in sequences, and the 
students had to walk and step on, following the series. It was observed that in both 
original and walk-size versions, men outperformed women.

In contrast, there are studies which could not indicate sex effects on the Corsi 
Block Tapping Test (e.g., Castro-Alonso et al. 2018b). For example, Kessels et al. 
(2000) investigated 140 adults (44% females), including 70 healthy participants and 
70 patients with cerebral lesions, attempting the original test with nine wooden blocks. 
Although there was a slight tendency of men to remember more blocks than women 
(0.27 blocks), this difference was not significant. In the study by Woods et al. (2016), 
189 adults (42% females) attempted a computerized test that involved clicking on ten 
2D squared (as opposed to tapping on nine 3D wooden blocks in the traditional Corsi 
test). In this modern adaptation of the Corsi instrument, there were no significant sex 
differences in any of the metrics, including accuracy and reaction times.

There are other spatial working memory instruments, besides the Corsi test. For 
example, those following the n-back task paradigm. Voyer et al. (2017) performed a 
meta-analysis with eight samples and 19 effect sizes. Again, it was observed that 
men outperformed women with a small effect size (d = 0.20). A study from the 
meta-analysis that provides greater detail of these sex effects is the experiment with 
36 psychology undergraduates (50% females) by Lejbak et  al. (2011). They 
employed 2-back tasks of three different versions: verbal, object, and spatial tasks. 
When the sexes were compared, women were surpassed in the object and spatial 
versions, but there were no sex differences in the verbal format.

4.1.4  �Visual Working Memory

Visual working memory is typically measured by instruments that show visuospatial 
elements simultaneously (cf. Darling et al. 2006). For visual working memory tests 
requiring memory for patterns, Voyer et al. (2017) performed a meta-analysis with 
25 samples and 36 effect sizes, and observed that males outperformed females with 
a small effect size (d = 0.22).

Another example is the study by Bosco et al. (2004) with 107 psychology stu-
dents. A visual working memory test was employed, based on the Visual Patterns 
Test by Della Sala et al. (1999). Also, the Corsi Block Tapping Test (spatial working 
memory) was included. Results showed that men outperformed women in both the 
visual and the spatial working memory tests. Similar findings were reported with 
the original version of the Visual Patterns Test. In this study by Della Sala et al. 
(1999), a sample of 345 participants (54% females) revealed sex difference favoring 
men over women, but the difference was small.
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Other visual working memory instruments are those measuring object location 
memory (e.g., Eals and Silverman 1994; Epting and Overman 1998; cf. Hammond 
et al. 2019; Kessels et al. 1999), an ability to compare a stimulus visual display of 
elements to a test display and judge which elements have been moved between both 
displays (see an example in Fig. 4.2). These instruments show peculiar effects. In 
contrast to most of the findings of visuospatial processing tasks, in which men tend 
to show higher scores, the instruments of Object Location Memory tend to show the 
opposite direction of effects.

For example, Voyer et al. (2007) conducted a meta-analysis of 86 effect sizes for 
object location memory tasks and observed an overall small effect size (d = 0.27) favor-
able to women. More currently, concerning simple location tasks (typically involving 
one object and short memorizing times), Voyer et al. (2017) reported a meta-analysis 
with nine samples and 26 effect sizes. It was also observed that in these less difficult 
location tasks, women outperformed men with a small to medium effect size (d = 0.35).

An important finding, not included in this meta-analysis, was provided in the 
large study (N > 245,000; 47% females) by Silverman et al. (2007), which collected 
data from participants attempting an Object Location Memory task in 40 countries 
and from seven self-identified ethnic groups. Results revealed significantly higher 
scores for the females of all the ethnicities and 35 of the 40 countries. The overall 
effect represented a small size (d = 0.31).

An explanation why women excel in these tasks is the verbal memory hypothe-
sis, which predicts that the greater verbal ability of women (see Reilly et al. 2019) 

Fig. 4.2  Adapted item from an Object Location Memory task, showing (a) stimulus display and 
(b) test display where the trees have been displaced. Note that this is not an actual item, but an 
adaptation
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would allow them to add helpful verbal tags to the visuospatial test elements. For 
example, Choi and L’Hirondelle (2005) used novel tasks of object locations with 
111 psychology undergraduates (55% females). One task employed images of non-
sense object (difficult to verbally tag) and the other used images of ordinary objects 
(easy to verbally tag). In both tasks, participants had to memorize the display of 
images. After this, they had to replace each image in the right location, from mem-
ory. Also, verbal and visuospatial abilities were measured, and results showed that 
women excelled in the verbal instrument and men excelled in the visuospatial tests.

In the study, regarding the object location tasks, scores showed an interaction: 
Men presented higher scores with the nonsense objects, but females presented 
higher scores with the common objects. As predicted by the verbal memory hypoth-
esis, women, who had a higher verbal score, might have relied more on verbally 
labeling the objects, and thus they achieved higher performance with the ordinary 
objects that were easier to tag. However, since the verbal strategy was less effective 
with nonsense objects, in this case, visuospatial processing was more effective. 
Consequently, men, who outperformed women in the other visuospatial tests, pre-
sented higher scores than women in the object location task with nonsense images.

In contrast, Lejbak et al. (2009), who investigated university students’ perfor-
mance on a task memorizing pairs of elements on display, showed that women 
outperformed men, independently of the ease to tag the items verbally. In fact, the 
female advantage was observed in the three types of graphics shown in the items, 
including those easier to verbally label (everyday objects and familiar shapes) and 
those more difficult for this verbal strategy (uncommon shapes).

These different dependencies on verbal strategies could explain why object loca-
tion tasks do not always show sex differences. An example of null sex effects is the 
study with 64 university students (50% females) by Postma et  al. (2004), who 
showed no significant sex differences in the two object location memory formats 
tested, namely, the traditional pen-and-paper task and a computerized version. 
Similarly, in two experiments with undergraduates (50% females), Nairne et  al. 
(2012) reported no sex differences in object location memory tasks showing 8 line 
drawing of either food elements (Experiment 1, N = 52) or animals (Experiment 2, 
N = 72). This nil sex effects were observed both when giving survival or no survival 
instructions to the participants (see also Castro-Alonso et al. this volume-c, Chap. 
7). Similarly, in a study with 47 university students (57% females), in which Epting 
and Overman (1998) investigated sex differences and the effects of hormones on 
visuospatial tests, men outperformed women on the 2D mental rotation task, but 
there were no sex differences in the Object Location Memory test.

4.1.5  �Dual Visuospatial Tasks of Working Memory

As most of the evidence gravitates toward mental rotation favoring men and object 
location memory favoring women, there is less research showing sex differences 
with instruments such as dual visuospatial tasks of working memory. As described 
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in Castro-Alonso and Atit (this volume, Chap. 2), dual tasks of working memory 
include two tasks (see also Castro-Alonso et al. 2018a). The main one is a memory 
task, in which different memory elements are shown in order, and they must be 
remembered in the order of presentation. The secondary task, which is interspaced 
between the memory task, is the processing task, where a Yes/No answer is usually 
expected (e.g., “Is this visual equation logical?”). Different standard tests use a 
diversity of memory and processing stimuli (see Castro-Alonso et al. this volume-a, 
Chap. 8). Here, we briefly describe two studies that employed visuospatial stimuli 
and investigated sex differences.

Investigating a large sample (N > 5,500) of participants, Redick et  al. (2012) 
measured sex differences in the Symmetry Span Task. In this test, the memory task 
involves remembering where the filled square was positioned in a pattern of empty 
squares. The typical processing task is to judge whether different patterns of squares 
are symmetrical or not. Results for the memory task showed a small sex effect 
(d = 0.26) favoring men. For the processing component, there were no sex differ-
ences. Analogously, Geiger and Litwiller (2005) investigated 63 university students 
(76% females) attempting cognitive tasks. Results on a dual visuospatial task with 
rotated and mirror-reversed letters were favorable to men in the memory task.

In conclusion, several visuospatial processing tests show a different degree of 
sex influence. The tasks more favorable to men are mental rotations, notably 3D 
mental rotation tasks. However, the whole spectrum of visuospatial processing tasks 
is more favorable to men. The only exception where women tend to outscore men is 
in the visual working memory tasks of object location memory. Explanations for 
these sex differences in visuospatial processing are provided next.

4.2  �Sociocultural and Biological Explanations

As described by Halpern (2006), explanations about sex differences on cognitive 
abilities are generally rooted in a false dichotomy of sociocultural vs. biological 
causes. For example, a myth about sex differences in visuospatial processing abili-
ties tends to give precedence of fixed biological factors over malleable social vari-
ables (see Newcombe and Stieff 2011). Similarly, sex differences in other cognitive 
variables also show research streams that favor one pole over the other (see Eagly 
and Wood 2013). However, any cognitive performance is caused by biological vari-
ables influencing sociocultural experiences, which also shape back the biological 
factors. Thus, is a complex integrative mechanism where both sociocultural and 
biological roles are involved (see also Levine et al. 2016).

Nevertheless, the dichotomy is persistent among researchers because an alterna-
tive integrative approach would require interdisciplinarity, which is more difficult 
than dealing with the causes separately (see Eagly and Wood 2013). As such, 
although both nurture (socioculture) and nature (biology) causes should be consid-
ered together for a robust explanation of sex differences on visuospatial processing 
abilities, the evidence tends to be disaggregated into the poles. For this reason, we 
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will also consider them separately here. Starting with sociocultural causes of sex 
differences in visuospatial processing, we will describe visuospatial experience 
(Sect. 4.2.1) and stereotype threat (Sect. 4.2.2). After this, we will address the bio-
logical cause of hormones (Sect. 4.2.3).

4.2.1  �Visuospatial Experience

A greater and richer visuospatial experience for men than for women could be a 
sociocultural explanation for the sex differences observed in mental rotations and 
other visuospatial processing tasks. Although the evidence is generally correla-
tional, it supports that better outcomes on visuospatial processing tests as an adult 
can be at least partially explained by a rich visuospatial experience from young 
ages. As shown in Table 4.2, we grouped these experiences as: (a) sports and hob-
bies, (b) toys and games, and (c) computers and videogames.

Addressing the type of sports and hobbies, Newcombe et al. (1983) developed a 
survey for high school and university students regarding participation in different 
spatial activities. The survey included 81 spatial activities: 40 regarded as masculine 
(e.g., basketball and carpentry), 21 considered feminine (e.g., ballet and knitting), 
and 20 considered neutral (e.g., volleyball and photography). Nazareth et al. (2013) 
conducted a mediation analysis to investigate if these sports and hobbies experi-
enced when teenagers could help to explain the performance as adults on the Mental 
Rotations Test. Results indicated that being a man predicted successful performance 
on the 3D test. Notably, it was also observed that this model presented a better fit 
when the variable number of previous masculine spatial activities was included.

In addition to the type of spatial sport and hobby practiced, there are indications 
that any experience with sports and hobbies is more effective for cognitive process-
ing than a sedentary lifestyle (see Castro-Alonso et al. this volume-c, Chap. 7; but 
see Jansen et al. 2016). For example, Voyer and Jansen (2017) conducted a meta-
analysis of 33 samples and 62 effect sizes, to investigate the relationship between: 
(a) music and sports experience, and (b) tests of spatial ability. They observed an 
overall small to medium effect (d = 0.38), in which individuals with extensive prac-
tice in activities such as combat sports, gymnastics, dance, and music, showed 
higher spatial ability scores than subjects with no motor expertise.

Considering the type of toys and games, Jirout and Newcombe (2015) studied a 
large sample (N  = 847) of 4- to 7-year-old children, in which spatial ability was 

Table 4.2  Types and examples of visuospatial activities influencing sex differences

Type Examples

Sports and hobbies Basketball, combat, carpentry
Toys and games Bicycles, swings, blocks, puzzles
Computers and videogames Practice with computers, proficiency in spatial 

videogames
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assessed with a standard pen-and-paper instrument. In addition, the parents reported 
how frequently their children played with various categories of toys and games. 
Results indicated that boys outperformed girls in the spatial ability test, after control-
ling for several cognitive variables. It was also observed that boys were reported as 
playing more frequently than girls in the following two categories: (a) bicycles, 
scooters, skateboards, and swings; and (b) blocks, puzzles, and board games. Levine 
et al. (2005) investigated 547 school students (50% females) from different socioeco-
nomic backgrounds. The study showed that boys and girls from lower status showed 
equally low scores on a mental rotation task. In contrast, at higher socioeconomic 
backgrounds, where the scores were higher for all, boys outperformed girls. As sug-
gested in the study, these findings supported that wealthier boys could have access to 
more expensive toys and games promoting spatial skills, as compared to poorer boys. 
It was assumed that girls, even from the higher socioeconomic status, were less 
involved in these somewhat expensive spatial activities with toys and games.

Recently, Moè et  al. (2018) examined Mental Rotations Tests performance in 
176 university students (54% females) from either science (chemistry, physics, 
mathematics) or nonscience (education, languages, philosophy) disciplines. The 
participants also rated their childhood preference for spatial toys (e.g., blocks and 
puzzles) and non-spatial toys (e.g., puppets and board games). Results showed that 
the females showing the highest mental rotation scores were those in science disci-
plines and those who had played with spatial toys.

Regarding the possible influence of computers and videogames, the review by 
Verdine et al. (2014) is broad enough to include these virtual experiences and the 
spatial toys and games just described. As such, the study reviewed different spatial 
activities that were effective in promoting the visuospatial abilities of young chil-
dren, both at home and in preschool. These activities included spatial digital plat-
forms and videogames, construction blocks, and jigsaw puzzles.

Another example is the meta-analysis by Cai et al. (2017) investigating sex dif-
ferences on attitudes toward technology. This analysis of 87 comparisons (50 stud-
ies from the years 1997 to 2014), revealed small but significant effect sizes for belief 
(believing in the positive uses of technology) and self-efficacy (confidence in one’s 
ability to use technology) favoring men over women. This men’s higher technology 
self-efficacy may be partially explained by the findings of Drabowicz (2014) from 
adolescents of 39 countries completing the Program for International Student 
Assessment (PISA). Results of these questionnaires revealed that boys reported 
more frequent computer use than girls.

Roberts and Bell (2000) tested 44 psychology university students (52% females) 
attempting a computer mental rotation task with 2D shapes. In addition to researching 
sex differences, the authors assessed if familiarization with the computer influenced 
mental rotation performance. As expected, in the group that had not been familiar-
ized with the computer before the test, males were faster than females on the mental 
rotation computer test. However, in the group that had time to know the computer, 
there were no sex differences on the computer mental rotations. As discussed by the 
authors, being knowledgeable with computers may have been more critical for this 
2D computer task than being capable of mental rotation.

J. C. Castro-Alonso and P. Jansen



93

To include a study with other visuospatial processing abilities, the meta-anal-
ysis for different visuospatial tasks conducted by Voyer et al. (2017) showed that 
computerized tests drove the small overall effect size that favored men. When 
comparing computer-based versus pen-and-paper tests, it was reported that only 
the computer instruments produced significant effects, as the paper tests pro-
duced no sex differences. In other words, women were more challenged by the 
computer tasks.

4.2.2  �Stereotype Threat

As reviewed in Spencer et al. (2016), in a stereotype threat situation, the affected 
person (e.g., Woman A) tries to avoid confirming a negative stereotype (e.g., women 
are bad at maths). In attempting to disconfirm the stereotype, this overthinking taxes 
working memory beyond its limits, resulting in a final negative result (e.g., Woman 
A having a bad math score). The stereotype threat literature dealing with sex effects 
was arguably started by Spencer et al. (1999) with females’ underperformance in 
mathematical tasks (see also Nguyen and Ryan 2008).

Later research tackled related tasks demanding visuospatial abilities, as these 
have also the label of being difficult to women. An example of more confidence in 
spatial processing in men than in women is the meta-analysis by Syzmanowicz and 
Furnham (2011) studying 10,689 participants (57% females) self-estimating their 
spatial intelligence. Analyzing 56 comparisons, the overall effect size was medium 
(d = 0.43) for men outperforming women.

Due to this confidence of men in their visuospatial abilities, sex stereotypes 
about these abilities tend to be harmful to women only. Sometimes, by just being in 
a threat scenario, such as in a mixed-sex location attempting a spatial test, women 
are negatively affected. This would be an implicit sex threat situation. In contrast, 
giving framing instructions before the spatial test, in other words, giving indications 
that men perform better, results in an explicit threat situation. As shown in Table 4.3, 
we categorized sex stereotype threats by these two degrees.

Implicit framing instructions involve mentioning the sex of the participants 
before a visuospatial test but not giving an explicit comment on which sex generally 
performs better on the task. For example, McGlone and Aronson (2006) investi-
gated 90 undergraduates (50% females) attempting the Mental Rotations Test after 

Table 4.3  Degrees of sex stereotype threats and examples of framing instructions that could 
trigger these effects

Degree Example of framing instruction

Implicit “Write your sex here”
Explicit “Which sex can imagine abstract objects and rotate them in 

mind?”
“Men are better at mental rotation tasks”
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a brief questionnaire had emphasized their sex. Results on the rotation task showed 
that priming to consider their sex impaired women and was beneficial for men.

Implicit threats can also be activated by the stimuli used in the visuospatial tests. 
For example, stimuli perceived as masculine could induce a greater implicit threat 
scenario than feminine or neutral stimuli. For an example with children, Ruthsatz 
et al. (2017) reported that 144 fourth graders (47% females) rated cube figures in a 
mental rotation test as male-stereotyped and pellet figures as female-stereotyped. 
The results showed the prediction for an implicit threat situation: Boys solely out-
performed girls in tasks with the “masculine” cube figures rotated in depth, while 
there was no significant sex difference with the “feminine” pellet-figure items.

Although less investigated than for mental rotation, there are also stereotype 
effects with other visuospatial tasks. For example, regarding field independence, in 
a study with 166 (50% females) undergraduates, Drążkowski et al. (2017) assessed 
the participants’ performance in the Group Embedded Figures Test. Notably, the 
authors compared field independence between participants who wrote down their 
sex either before or after attempting the test. Even such a minor intervention as 
reporting the sex beforehand was sufficient to elicit negative stereotypes in women, 
as they showed lower scores than men who reported their sex previously. In con-
trast, there were no significant differences in field independence when the sex was 
reported after the spatial ability test.

In contrast, an explicit sex threat involves, for example, mentioning which sex 
tend to show better performance on a specific visuospatial task. In a study with 114 
adults (52% females), Hausmann et al. (2009) employed instruments to measure 
mental rotations in 3D (the Mental Rotations Tests) and 2D (the Mirror Pictures 
Test). Crucially, participants in the experimental condition read a description of a 
person’s capacities (e.g., “…can rotate abstract objects mentally…”; “…can imag-
ine common objects from different perspectives”) and estimated the probability that 
the person was male or female. (In contrast, the control group estimated probabili-
ties of being a North American or a European). For the experimental group with the 
sex stereotype activation, all participants tended to attribute spatial abilities more to 
males than to females. Moreover, this stereotype activation led men to increase and 
women to decrease their performance on the more difficult 3D mental rotation test, 
but this sex difference was not observed for the easier 2D mental rotation task.

Another example is from Heil et al. (2012), who studied the Mental Rotations 
Test performance of 300 adults (50% females) randomly assigned into three differ-
ent stereotyping conditions, according to the instructions given before the task. In 
the men are better condition, the instructions for the Mental Rotation Test indicated 
that usually men scored higher on the test. In the neutral control condition, there 
was no indication of sexes affecting performance. In the women are better group, it 
was indicated that usually women scored higher than men. Although results showed 
that in all three groups men outperformed women, the effects were in the expected 
directions due to the framing instructions. The largest sex effect favoring men was 
in the men are better condition (d = 1.17), followed by the control group (d = 0.86), 
and followed by the women are better condition (d = 0.27, non-significant).
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To explain stereotype threat effects, the depletion of working memory is a 
straightforward rationale, as it resonates with the cognitive load theory methods for 
avoiding working memory overload (see Castro-Alonso et al. this volume-b, Chap. 
5). As defined by Hobfoll (1989) in the conservation of resources model for stress, 
the threat of losing valuable resources, such as academic reputation and self-esteem, 
is a stressful event. In this case, this psychological stress, in form of negative 
thoughts during spatial tasks in women, reduces available working memory to deal 
with the tasks.

Employing explicit threat instructions, Schmader and Johns (2003, Experiment 
1) tested the working memory depletion hypothesis. In the experiment, 59 psychol-
ogy undergraduates (47% females) completed maths working memory tests either 
in non-threat or threat conditions. In the non-threat condition, the instructions given 
for the working memory test did not indicate that sex influenced performance. In the 
threat group, the working memory test was described as related to sex differences 
and maths ability, known to be favorable to men. In the non-threat condition, there 
was no difference in performance on the working memory test between men and 
women, but in the threat condition, women (but not men) showed lower scores on 
the working memory test. These findings support that stereotype threat is at least 
partially caused by a reduction in total working memory capacity available to pro-
cess a cognitive task (see also Schmader et al. 2008).

4.2.3  �Hormones

A natural cause to explain sex differences in visuospatial abilities is that men and 
women have distinct types and levels of hormones, such as males’ testosterone. In 
the visuospatial processing research literature, the effects of hormones can be clas-
sified according to the age of the participants. The studies can involve prenatal 
individuals (organizational effects) or developed participants, such as adults (activa-
tional effects). Organizational effects influence the in utero development of cogni-
tive structures, which more permanently would affect visuospatial processing 
abilities. In contrast, activational effects depend on fluctuating levels of hormones 
in adults and tend to be less irreversible.

As shown in Table 4.4, a consistent effect with samples of prenatal individuals is 
that testosterone tends to enable women in visuospatial tasks. This finding has been 
observed in two of the three types of studies described here, namely, fetal levels and 
twins. In other words, research with fetal hormone levels and twin comparisons are 
more conclusive for women than for men. For the third category of prenatal studies, 
medical conditions, the effects are positive for both sexes.

In contrast, for adult participants, the effects are more difficult to interpret, and the 
different types of studies show conflicting evidence. In other words, the types termed 
here as: (a) testosterone measured, (b) testosterone administered, and (c) estradiol 
measured are not giving a conclusive picture, yet (see also Quaiser-Pohl et al. 2016).
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An example of prenatal research measuring fetal hormone levels is given by 
Grimshaw et al. (1995). The authors used data from fetal testosterone levels of 60 
participants (48% females) to investigate if these prenatal levels affected later men-
tal rotation performance. When the participants had turned 7  years, they were 
required to perform a computer 2D mental rotation task with cartoon illustrations of 
bears. As expected, it was observed that girls who had previously higher prenatal 
testosterone did the mental rotations faster than girls with lower testosterone levels. 
But, for boys, the results were in the unexpected opposite direction, as higher fetal 
testosterone was related to slower rates of mental rotation.

More conclusive evidence can be obtained with larger samples, usually employed 
in the second type of prenatal studies, those with twins. Investigating 804 young 
adult twins (59% females), Vuoksimaa et al. (2010) tested if the sex of the co-twin 
in prenatal development would affect later adult performance on the Mental 
Rotations Test. This investigation tested the prenatal masculinization hypothesis, 
which assumes that there can be an intrauterine exchange in testosterone between 
twins, and that females are exposed to the testosterone from their male co-twins. 
Consistent with the hypothesis, results revealed that females with male co-twins 
showed higher scores in the Mental Rotations Test as adults, as compared to females 
with female co-twins. For males, there were no significant differences between hav-
ing a male or a female co-twin. Also, males with male co-twins scored higher in 
mental rotations than females with female co-twins. Moreover, regression analyses 
showed that the greater performance of females with male co-twins over females 
with female co-twins was not influenced by environmental factors, including gesta-
tional age and videogame experience.

Similarly, Heil et al. (2011, Experiment 1) investigated the scores in the Mental 
Rotations Test of adult women with a high school degree, and observed that, from 
the 200 twins analyzed, the 100 females with a male co-twin outperformed those 
100 with a female co-twin. Critically to discard environmental factors, these females 
with a male co-twin presented higher mental rotation scores than 100 control 
females (non-twins) who were raised with a slightly older brother.

In short, both fetal levels and twins’ studies tend to show that testosterone enables 
women performance in visuospatial tasks (e.g., mental rotation). The research 
involving medical developmental conditions also shows this enabling effect in 
women, but it also shows disabling effects in men with low testosterone. For exam-
ple, Resnick et al. (1986) investigated 25 patients (68% females) with congenital 

Table 4.4  Age of participants, types of studies, and effect for hormones influencing sex differences

Age Types of studies Effect

Prenatal Fetal levels Testosterone enables women
Twins Testosterone enables women
Medical conditions Testosterone enables women and men

Adult Testosterone measured Testosterone does not enable women
Testosterone administered Testosterone enables women
Estradiol measured Estradiol enables and hinders women
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adrenal hyperplasia, a medical condition that exposed them to abnormally high 
levels of testosterone during development. A battery of cognitive tests was used, 
including measures of mental rotation, mental folding, and field independence. 
Results showed that women with the medical condition outperformed unaffected 
control women on the Mental Rotations Test, the Card Rotations Test, and the 
Hidden Patterns Test. Similarly, Berenbaum et al. (2012) observed that women with 
congenital adrenal hyperplasia preferred significantly more traditional male activi-
ties and presented significantly higher scores on the Mental Rotations Test, com-
pared to women without this condition.

Analogous to this medical condition in which women produce more testosterone, 
Hier and Crowley (1982) investigated men with the developmental condition of 
idiopathic hypogonadotropic hypogonadism, who present a lack of androgenization 
likely mediated by testosterone deficiency. In the study, 19 of these adult men with 
low testosterone levels were compared in three verbal and three spatial tests to 19 
adult men with regular concentrations of the hormone. It was observed that perfor-
mance on the verbal tests was equivalent between participants, but in the three spa-
tial tests (including one instrument of mental rotation and one of field independence) 
the scores were lower in the groups of men with low testosterone.

Describing adult samples, the evidence with these participants includes studies 
in which circulating levels of testosterone were measured, and these concentrations 
were correlated with visuospatial processing performance. For example, with an 
adult sample of 114 participants (52% females), Hausmann et al. (2009) reported 
that free levels of testosterone (measured from the saliva) were the best predictors 
for men’s performance in 3D and 2D mental rotation tasks. However, this predictive 
effect was not observed in women.

In a longitudinal study with 17 adult participants (41% females), Courvoisier 
et  al. (2013) investigated if performance in the Mental Rotations Test was influ-
enced by cyclic variation of hormone levels, for both men and women, over the 
lapse of 2 months. It was observed that the relationship between testosterone and 
mental rotation speed was different between the sexes: reaction times were slowest 
at medium concentrations of testosterone for males, whereas they were slowest at 
high concentrations of testosterone for females. Notably, after mental rotation train-
ing for 2 months, the hormones did not remain predicting performance. In other 
words, the effects of hormones were less important than those of training.

The second group of adult studies concerns the administration of testosterone. In 
the experiment by Aleman et  al. (2004), 26 right-handed adult females received 
sublingually either testosterone or placebo, and 5  h later attempted the Mental 
Rotations Test. Results showed that testosterone caused higher mental rotations 
than placebo. To conclude from these two types of adult research, when measuring 
testosterone, the results suggest that the hormone is not as helpful as when the hor-
mone is administered. This is somewhat contradictory.

To this confusing picture, the studies in which the hormone estradiol is measured 
do not help to reach an overall conclusion. For example, an experiment with 70 
undergraduates (56% females) conducted by Hampson and Morley (2013) investi-
gated the effects of estradiol on females. Taking salivary samples, a group with 
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higher blood levels of estradiol was compared to a group with lower levels of the 
hormone. For the Mental Rotations Test, the group with lower estradiol concentra-
tions presented higher outcomes. In contrast, for a visual working memory task, the 
females with higher estradiol presented higher results.

In short, the effects of hormones, particularly in adult participants, seem to be 
less conclusive than those of spatial experience or sex stereotype threats. In addi-
tion, as the longitudinal study by Courvoisier et al. (2013) showed, there are other 
variables more influential to visuospatial performance than hormone levels, such as 
training, described next.

4.3  �Visuospatial Training to Reduce Sex Differences

Among the spatial ability myths described by Newcombe and Stieff (2011), one was 
that spatial ability is fixed. This myth assumes that spatial ability is genetically 
transmitted and cannot be modified with sociocultural experiences. However, as we 
described in the previous section, the evidence suggests that both biological and 
sociocultural factors play a role in visuospatial processing. For example, the recent 
meta-analysis of twin studies by King et al. (2019), in which 42 effect sizes were 
included, showed that, although visuospatial processing was largely heritable (bio-
logical), it was also dependent on environmental and sociocultural factors (although 
to a smaller extent).

Hence, as explained by Newcombe and Stieff (2011), spatial ability is not fixed, 
because it can be improved with training (see also Uttal et al. 2013). Moreover, this 
training can also be transferred to related spatial tasks (see Castro-Alonso and Uttal 
this volume, Chap. 3). More important for this review, visuospatial training could 
potentially reduce the sex gap unfavorable to women (see Levine et al. 2016).

Visuospatial training can take many forms. Examples of formal educational 
activities that are recommended by Wai and Kell (2017) to train visuospatial pro-
cessing in health and natural science contexts include: (a) exploring 3D phenomena 
with science models, (b) doing manipulations and laboratory activities, and (c) ana-
lyzing 2D images and graphs. Informal activities recommended by Reilly et  al. 
(2017) are: (a) sports, (b) model building, (c) construction blocks, and (d) computer 
games. Next, we describe studies in which several of these training activities did or 
did not reduce the sex differences that were observed before training.

4.3.1  �Reducing the Sex Differences

Addressing mental rotation, Provo et  al. (2002) reported that a course of canine 
anatomy was effective in reducing the sex gap in first-year veterinary students. The 
authors observed that men showed higher scores before the intervention in a test of 
3D mental rotation, and that this sex difference disappeared by the end of the 
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anatomy course, showing that women improved more than men with this kind of 
training. Recently, the experiment with 611 medicine university students (65% 
females) by Guimarães et al. (2019) investigated the effects of virtual human anat-
omy training on Mental Rotations Test performance. When comparing the tests 
scores obtained before and after the training, it was observed that post-training per-
formance was higher and that the sex differences favoring men before the treatment 
had disappeared after the anatomy training.

Feng et al. (2007, Experiment 2) investigated 20 undergraduates (70% females) 
playing videogames for a total training of 10 h (during less than 4 weeks). It was 
observed that training with action videogames increased performance on standard 
tests of mental rotation and spatial attention. Notably, these positive effects were 
higher for women than for men.

Regarding research with several tasks, Wright et al. (2008) investigated 31 adults 
(55% females) practicing computer 3D mental rotation and mental folding, in 21 
training sessions once daily. In addition to a training effect and a smaller but signifi-
cant transfer effect between the two visuospatial tasks, it was also observed that the 
initial sex differences disappeared by the end of training. Also, Stericker and 
LeVesconte (1982) trained 45 psychology participants (53% females) with three dif-
ferent standard instruments, respectively measuring 3D mental rotation, mental fold-
ing, and field independence. The training consisted of six weekly sessions devoted to 
approximately 20 min per test. After the training, the students improved their original 
scores in all the tests, compared to a control condition. Notably, the original men 
advantage observed in the tests before training disappeared after the six sessions.

Lord (1987) examined 120 science undergraduates (approximately 50% women) 
attempting a 3D mental rotation task (the Cube Comparisons Test), a mental folding 
test (the Paper Folding Test), and an instrument of field independence (the Hidden 
Figures Test). A one-semester training that involved weekly spatial exercises proved to 
be adequate for mental rotation and mental folding, but not for field independence. 
Furthermore, the effects were higher in women, so the gender gap in mental rotation 
and mental folding, unfavorable to women at the start, was reduced after the training.

The last example also concerns field independence. Goldstein and Chance (1965) 
investigated training effects of 26 undergraduates (50% females) completing the 
Embedded Figures Test. At the onset, men outperformed women on this instrument. 
However, when finishing the training of eight blocks of trials, women improved 
more than men, producing that the sex differences disappeared.

4.3.2  �Not Reducing the Sex Differences

About mental rotation, Peters et al. (1995) reported a study with 27 university stu-
dents (70% females) from fields of science (biological and physical science, and 
engineering) and non-science (arts, social sciences, and humanities). The partici-
pants practiced the Mental Rotations Test once weekly, for a total training of 
4 weeks. It was observed that men significantly outperformed women on the test. 
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Also, although training was effective in significantly improving the scores for the 
participants, it was equally effective for both sexes, so it could not diminish the 
original differences favoring men.

Terlecki et  al. (2008) invited 180 psychology undergraduates (66% women) 
among the highest and lowest scorers on a survey of computer and videogame 
expertise (see Terlecki and Newcombe 2005) to participate in a videogame spatial 
training program. For 12 weeks, the spatial condition practiced with 3D and 2D 
versions of the videogame Tetris™, whereas the non-spatial control condition 
practiced with the card videogame of Solitaire. Results showed that the spatial 
condition was effective in increasing the scores on the Mental Rotations Test. 
However, the original sex gap between men and women was not significantly 
closed, and this null result was not affected by the participants’ experiences with 
computers and videogames.

Concerning various abilities, Okagaki and Frensch (1994, Experiment 1) inves-
tigated the effects of 12 training sessions (6 h in total) with the videogame of Tetris 
on three pen-and-paper visuospatial processing tests: (a) the Cube Comparisons 
Test of 3D mental rotation, (b) the Card Rotations Test of 2D mental rotation, and 
(c) the Form Board Test of mental folding. The study, conducted on 57 introductory 
psychology undergraduates (51% females) inexperienced in Tetris, revealed initial 
sex differences favoring males in the three visuospatial tests and Tetris performance. 
After the 6 h of videogame training, only males’ scores on the Cube Comparisons 
Test and the Form Board Test improved, but females did not improve in any test. 
These results showed an enlargement of the initial sex gap unfavorable to the 
females for these instruments of mental rotation and mental folding.

A conclusion from the visuospatial training studies is not straightforward, as 
there is evidence showing that the initial sex gap favorable to men: (a) reduces, (b) 
continues, and (c) enlarges. Although various encouraging results support visuospa-
tial training as an effective strategy to reduce the sex gap, the different visuospatial 
tasks and training regimes do not show yet consistent findings.

4.4  �Discussion

There are many different abilities controlled by the visuospatial processing compo-
nents of working memory. These different visuospatial abilities show different 
directions and degrees of sex differences. Although they generally favor men, the 
ability known as object location memory is usually performed better by women. For 
most of the other visuospatial skills, in which men excel, mental rotation and mainly 
3D mental rotation show the most consistent differences favoring males.

There are sociocultural (nurture) and biological (nature) causes to explain these 
differences. One sociocultural explanation for these differences favoring men is 
visuospatial experience, because men generally practice with spatial sports, hob-
bies, toys, and videogames more often than women. Another sociocultural reason 
is stereotype threat, as only females are disadvantaged in visuospatial testing situ-
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ations where they do not want to fail. By overthinking to avoid confirming the 
stereotype that women are bad in visuospatial abilities, they may fail in the tests 
due to working memory overload. A biological explanation for these sex differ-
ences involves the different hormones that male and female produce, notably 
testosterone.

Visuospatial training could be a powerful method to reduce the sex gap unfavor-
able to women. Many different visuospatial activities, which can be included in 
formal and informal educational settings, have shown positive effects for diminish-
ing the gap. For example, training with visuospatial tests, spatial toys, science activ-
ities, and videogames show encouraging findings. However, there are also negative 
findings in which visuospatial training is not as effective to favor women over men.

4.4.1  �Instructional Implications for Health and Natural 
Sciences

A first instructional implication is that educators (e.g., lecturers and instructors) 
should be aware that visuospatial processing could be influenced by sex, sex stereo-
types, and science stereotypes. Consequently, educators should encourage visuo-
spatial training and visuospatial activities in the classroom (see Newcombe 2016; 
Wai and Kell 2017), as a way to circumvent these sex and stereotype effects.

A second implication, related to the first, stems from the fact that different visuo-
spatial tasks will show different sex influence. Similarly, different visuospatial tasks 
will be required to learn about different health and natural science topics (cf. Castro-
Alonso et al. 2019a). As such, educators should focus their efforts on training the 
most relevant visuospatial task for the science content or discipline involved.

A third implication regards stereotype threat. As suggested by Levine et  al. 
(2016), the instructional efforts should concentrate on reducing the susceptibility to 
these negative stereotypes. For example, female students should see female models 
excelling in visuospatial tasks, as women role models are pivotal in health and natu-
ral sciences (e.g., Miller et al. 2015; Rochon et al. 2016; Young et al. 2013). Also, 
students should be made aware of the stereotype threats effects that could impair 
their visuospatial and science achievement.

A fourth implication, linked to the previous, also regards stereotype threat. In 
this case, the awareness is for educators. They should be aware of the implicit 
stereotype threat that they might be transferring to their students (cf. Rosenthal and 
Jacobson 1968). In consequence, the stereotypes that teachers and instructors 
enforce or alleviate will affect students’ visuospatial performance and learning in 
the science fields.

A fifth implication is for parents, coaches, and educators in general who over-
see young children. They should encourage these children to be involved in visuo-
spatial sports and hobbies, as these activities provide positive effects on health 
and cognition.
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4.4.2  �Future Research Directions

We now note some future directions that research into sex differences and visuospa-
tial processing might follow. The first direction concerns also investigating the effects 
of gender, and not only sex differences. As described in Torgrimson and Minson 
(2005), the primary difference between the two constructs is that sex is biological, and 
gender is more related to sociocultural representations. For example, future research 
could recruit males (sex variable) and compare individuals with different self-identi-
ties (gender variable, e.g., Reilly et al. 2016) attempting 3D mental rotations.

Secondly, as Choi and L’Hirondelle (2005) reported different sex outcomes on 
Object Location Memory due to verbal strategies, these could also be investigated 
in other visuospatial processing tests. For example, as described in Castro-Alonso 
et al. (this volume-a, Chap. 8), instruments such as the Corsi Block Tapping Test or 
the Visual Patterns Test can be programmed to show a number on each element to 
memorize. These numbers could be used as verbal labels to remember better the 
sequences or patterns of the tests. Whether these verbal strategies are more helpful 
to women or men could be investigated.

In third place, a promising approach would be to integrate sociocultural as well 
as biological research questions in one design to investigate the interacting effects 
of both possible reasons. Although Eagly and Wood (2013) note that this approach 
is difficult because it involves interdisciplinary research, we believe that its potential 
makes the attempts worthwhile.

As a fourth possible direction, we consider the influence of computer and video-
game experience on sex differences. For example, research on instructional simula-
tions and videogames about science (see Castro-Alonso and Fiorella this volume, 
Chap. 6) are promising future directions for sex effects and visuospatial processing. 
Similarly, particular learning scenarios that need visuospatial processing, such as 
learning health and natural sciences from visualizations, could also be studied (see 
Castro-Alonso et al. this volume-b, Chap. 5). For example, learning from instruc-
tional visualizations is influenced by sex or gender and visuospatial processing 
(e.g., Castro-Alonso et al. 2019b; Wong et al. 2015, 2018).

A fifth direction concerns sex stereotype threats. Future research could investi-
gate if different degrees of threats, such as implicit versus explicit framing 
instructions, have different results on the visuospatial performance of the same 
population. Also, the effects of sex threats could be compared between different 
visuospatial processing abilities. For example, spatial working memory and object 
location tasks could be analyzed. Also, because working memory depletion can 
partially explain these adverse stereotyping effects, the duration and cognitive loads 
involved in this depletion (e.g., Chen et al. 2018) could also be investigated.

A sixth direction involves training effects on the different visuospatial process-
ing abilities. For example, the favorable training effects for women on mental rota-
tion seem to be larger than for field independence. Different training activities, such 
as videogaming versus sports, are also encouraging new directions for inquiry.
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4.4.3  �Conclusion

Sex differences in visuospatial abilities are harmful to the underperforming sex, as 
these abilities are needed to learn and flourish in the fields of health and natural sci-
ences. Despite mental rotation consistently showing a sex difference favoring men, 
not all visuospatial abilities show the same direction and degree of effects. In con-
trast to the small to moderate differences favorable to men in most of the visuospa-
tial abilities, Object Location Memory is usually performed better by women. 
Explanations for these differences are typically classified as sociocultural or bio-
logical, ranging from previous visuospatial experience to hormonal factors. As 
experience is a well-documented explanation, a way forward to diminish these sex 
gaps is to promote activities and experiences that can train the visuospatial abilities, 
such as sports, toy manipulations, and videogames. The goal is that visuospatial 
training and other solutions help both women and men to improve in the areas of 
health and natural sciences.
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Chapter 5
Instructional Visualizations, Cognitive 
Load Theory, and Visuospatial Processing

Juan C. Castro-Alonso, Paul Ayres, and John Sweller

There is ample evidence showing that instructional visualizations, both in static 
(e.g., illustrations and photographs) and in dynamic formats (e.g., animations and 
videos) can be engaging and fun for university students in the disciplines of health 
and natural sciences. For example, in reviewing studies of the health sciences, Houts 
et al. (2006) reported that large positive effects could be achieved by combining 
instructional texts with static or dynamic visualizations. The review showed that 
adding these instructional visualizations to the textual information increased par-
ticipants’ attention, comprehension, recall, and adherence (behavioral change).

With regards to static images, Hosler et al. (2011) investigated the effectiveness 
of a comic book in delivering content and engaging 98 undergraduates (61% 
females) in the biology topics of vision and evolution. Results showed increases in 
both knowledge of the topics and positive attitudes toward biology. With regards to 
dynamic visualizations, Jaffar (2012) asked 91 medicine and surgery undergradu-
ates to rate their opinions about the instructional effectiveness of a YouTube™ chan-
nel showing videos of human anatomy. The videos included plastic models, 
cadaveric dissections, radiographs, PowerPointTM presentations, and surgical proce-
dures. Most participants (92%) agreed or strongly agreed that the style of the video 
channel was helpful to learn anatomy. Particularly, they valued the properties of 
increasing understanding (98%), creating memorable images (96%), and all-day 
availability (94%).

These examples show that studies employing both static and dynamic visualiza-
tions provide evidence that students enjoy these materials. Nevertheless, students’ 
emotions and opinions are not always related to actual learning. For example, 
Mahmud et al. (2011) reported a study with 287 medicine and surgery undergraduates 
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(69% females) investigating the instructional effectiveness of dissection videos 
shown during classes and made available for later restudy. After the treatment of 
approximately 6 weeks, students’ opinions on the videos were enthusiastic, but the 
anatomy test scores were not significantly altered. In other words, liking did not 
translate into learning.

Therefore, teachers, lecturers, and instructional designers need to be aware that 
emotions and motivation do not necessarily lead to more learning through instruc-
tional visualizations. A variable that must be considered for effective learning under 
these conditions is working memory processing. Although the instructional visual-
ization literature provides examples of emotional and motivational factors affecting 
science learning and working memory processing (cf. Fraser et al. 2014), the focus 
of this chapter is not on this relationship. Instead, we will focus on working memory 
(cognitive) processing, specifically visuospatial processing, without including emo-
tional or motivational influences. In particular, this chapter has three goals: (a) to 
show that instructional visualizations can optimize cognitive processing, and thus 
be effective tools for learning about health and natural sciences; (b) to describe 
cognitive methods for increasing the effectiveness of these instructional visualiza-
tions; and (c) to portray how visuospatial processing impacts on science learning 
through visualizations.

5.1  �Science Learning Optimized Through Instructional 
Visualizations

There is a long tradition in the educational psychology literature (e.g., Calkins 
1898; Shepard 1967) showing that visualizations tend to be easier to memorize than 
verbal information (spoken and written words). This cognitive advantage of instruc-
tional visualizations has been recognized by instructional designers who add visu-
alizations to textual passages, as a way to improve learning. In fact, this combination 
of visual and verbal representations has generally been found to improve learning.

The review by Vekiri (2002) outlined two research avenues that support the use 
of this picture plus text combination. On the one hand, the visual argument hypoth-
esis predicts that visualizations can involve less search for the relations between the 
learning elements, as compared to equivalent textual information. As such, visual-
izations require less working memory processing, so any additional resources can 
be allocated to understanding the texts. In contrast, pure textual information would 
not leave as many resources for in-depth processing.

On the other hand, dual coding theory (see Clark and Paivio 1991) proposes that 
there are two distinct working memory systems: the visuospatial system deals 
mostly with visualizations and the verbal system deals mostly with texts and narra-
tions (see also Castro-Alonso and Atit this volume, Chap. 2). Notably, dual coding 
theory argues that these systems are interconnected, and fostering these associations 
produce more effective learning. In this case, combining visualizations and text 
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makes it easier to process and memorize information than purely providing visual-
izations or text alone. This effect has been termed the multimedia principle (e.g., 
Mayer 1989; see Butcher 2014), in that two different modes are better than one.

Particularly for science learning, the combinations of visuospatial and verbal 
representations can help learners understand more effectively complex cause and 
effect systems. For example, visualizations can be scaffolds to avoid misinterpreta-
tions that could happen when learning science systems from verbal information 
only (e.g., Eitel et  al. 2013; see also Hegarty 2011). In more detail, Mayer and 
Gallini (1990) described two types of scaffolds that visualizations can convey to 
help learning a science system: system topology and component behavior. System 
topology shows the components of the system and their locations within the overall 
structure. Component behavior shows the changes in the components, and how 
these changes affect other components and the overall systemic mechanism. As the 
authors observed in three experiments with a total of 300 university students, both 
system topology and component behavior must be conveyed by visualizations to 
boost learning. In fact, for novice learners studying brakes, pumps, and electric 
generator systems, it was observed that when only one of these scaffolding func-
tions was provided, the outcomes for conceptual recall and problem solving were 
equivalent to not providing visualizations. Hence, both scaffolds explaining the 
topology and the behaviors were required to produce significant gains for visualiza-
tions compared to text-only information.

Altogether, these findings support the argument that visualizations can be useful 
assets for learning about health and natural sciences. However, as observed by 
Vekiri (2002), for visualizations to be effective, they must help to process the textual 
learning material. For example, by scaffolding the verbal information, visualiza-
tions can aid in processing the learning content. On the contrary, visualizations not 
designed for this scaffolding purpose can be ineffective or even counterproductive 
for learning. How to design instructional visualizations, in order to facilitate visuo-
spatial processing and thus optimize science learning, can be informed by cognitive 
load theory, as described next.

5.2  �Cognitive Load Theory

Cognitive load theory (see Sweller et al. 2011; see also Sweller et al. 2019) is an 
instructional theory based on the knowledge of the human cognitive architecture. 
The theory, broad enough to include many learning situations, has dealt with visual, 
spatial, verbal, and auditory learning materials on a number of diverse topics. 
However, in this chapter, we will focus on visuospatial materials about health and 
natural sciences. As outlined below, there are different examples of cognitive load 
theory being applied to instructional visualizations about the health sciences (see 
Issa et al. 2011; Wilson 2015; see also Fraser et al. 2015) and the natural sciences 
(see Ginns 2005; Schneider et al. 2018).

5  Instructional Visualizations, Cognitive Load Theory, and Visuospatial Processing
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5.2.1  �Science as a Relevant Category of Knowledge

There are many ways of categorizing knowledge with most schemes having limited 
or no instructional consequences. One scheme that has profound instructional con-
sequences was provided by David Geary (Geary and Berch 2016; Sweller 2016). 
Geary divided knowledge into biologically (or evolutionary) primary and secondary 
knowledge. He argued that humans have evolved to acquire various forms of pri-
mary knowledge, such as learning to speak a native language, or recognizing ges-
tures (see Castro-Alonso et al. this volume-b, Chap. 7). Generic-cognitive skills, 
such as general problem-solving skills, also provide a large class of biologically 
primary skills (Tricot and Sweller 2014). It is argued that we have evolved to acquire 
these skills naturally and therefore they are learned easily, automatically and with-
out instruction.

Unlike biologically primary knowledge, we have not evolved to acquire specific 
biologically secondary knowledge. We can acquire secondary knowledge but do so 
consciously, with effort, and often assisted by explicit instruction (Geary 2002, 
2007). Almost everything that is taught in training and education institutions is bio-
logically secondary (Sweller 2015). We invented these institutions because, without 
them, the cultural knowledge that constitutes secondary skills tends not to be 
acquired (Geary 2002, 2007). Learning to read and write provides an obvious exam-
ple of secondary knowledge, and in direct contrast to learning to listen, speak, and 
gesture (primary knowledge).

While generic-cognitive skills commonly provide examples of primary knowl-
edge, domain-specific skills commonly provide examples of secondary skills. For 
example, the educational syllabi for the health and natural sciences are composed 
mostly of secondary skills. Learning science concepts and skills needs to be taught 
explicitly because they are domain-specific skills that we have not evolved to 
acquire automatically (Tricot and Sweller 2014). In contrast, learning a general 
problem-solving skill such as using mean-ends analysis (cf. Larkin et al. 1980) to 
solve a wide variety of problems cannot be taught because it is learned automati-
cally as a biologically primary skill (unless specific applications are guided; see 
Youssef et al. 2012). Cognitive load theory is primarily concerned with the acquisi-
tion of biologically secondary rather than primary knowledge. Consequently, the 
theory is highly relevant for science instruction, including the use of instructional 
visualizations. The theory is described next.

5.2.2  �Human Cognitive Architecture

As stated above, cognitive load theory mainly describes the acquisition of biologi-
cally secondary knowledge. It only is concerned with primary knowledge to the 
extent that primary knowledge can assist in the acquisition of secondary knowledge 
(Paas and Sweller 2012). The cognitive architecture used to acquire secondary 
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knowledge and skills mimics the procedures used by biological evolution (see 
Sweller and Sweller 2006). It can be described by the following five basic principles 
of cognitive load theory, outlined by Sweller and Sweller (2006):

•	 The information store principle. In order to function, human cognitive architec-
ture requires a substantial store of information. Long-term memory provides that 
large store. For example, visual long-term memory has shown a significant 
capacity to store details about pictures of objects (e.g., Brady et  al. 2008). A 
major purpose of instruction is to assist learners in acquiring this large long-term 
store of biologically secondary, domain-specific information. In consequence, a 
chief purpose of science education is to assists learners to acquire scientific 
information to incorporate to long-term memory.

•	 The borrowing and reorganizing principle. Most biologically secondary infor-
mation held in long-term memory is obtained from other people, by listening to 
what others tell us, watching what they do, or observing what they show. Our 
ability to communicate information between us is a biologically primary skill 
that we have evolved to acquire. Accordingly, communication between us pro-
vides the primary means by which we obtain the substantial amounts of second-
ary information held in long-term memory. For example, we have incorporated 
information from teachers and instructional visualizations to enhance our knowl-
edge of health and natural sciences.

•	 The randomness as genesis principle. Sometimes, we are required to generate 
novel information. As it is new information, no one else has it, so it cannot be 
obtained from others. Under those circumstances, information can be generated 
during problem-solving by using a generate-and-test procedure. We can ran-
domly generate novel information and test it for effectiveness with effective 
information retained and ineffective information discarded. These processes take 
place in working memory, and if they involve visualizations, they occur in the 
visuospatial processor of working memory (and the central executive, see Castro-
Alonso and Atit this volume, Chap. 2).

•	 The narrow limits of change principle. Only limited amounts of novel verbal or 
visuospatial information can be processed at any given time. Working memory is 
used to manage novel information and working memory is severely restricted in 
both capacity and duration when processing novel information (see Cowan 
2001). Furthermore, it is subject to additional depletion after use (and recovery 
after rest, see Chen et al. 2018). When investigating the limits of visuospatial 
processing in working memory, Luck and Vogel (1997) reported that approxi-
mately four features could be processed correctly when memorizing displays of 
squares that changed in color, orientation, and size. More recently, Oberauer and 
Eichenberger (2013) replicated these findings and showed that there is a trade-off 
in visuospatial processing between the number of visual elements, number of 
features, and detail precision. These studies show that working memory process-
ing is severely limited when dealing with novel visuospatial information, which 
can include science visualizations.
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•	 The environmental organizing and linking principle. Once information is stored 
in long-term memory, it can be transferred to working memory following envi-
ronmental signals to generate action appropriate to the environment. Information 
transferred from long-term to working memory has none of the limitations 
affecting novel information. There are no known capacity or duration limitations 
when working memory processes familiar information transferred from long-
term to working memory. It is at that point that the full advantages of education 
manifest themselves. For example, although novice students may struggle when 
processing one visual representation of molecules, more knowledgeable learners 
can process several representations simultaneously (cf. Stull et al. 2018), show-
ing that chemistry education can overcome initial visuospatial processing 
limitations.

Cognitive load theory uses the cognitive architecture described by these five 
principles to devise effective instructional procedures (see Paas and Sweller 2014). 
Those procedures are based on the assumptions that learners must acquire biologi-
cally secondary, domain-specific knowledge stored in long-term memory for use in 
an appropriate environment. This general goal of cognitive load theory includes the 
specific learning scenario of studying science topics through visualizations, as 
described next.

5.3  �Cognitive Load Theory Effects for Science Visualizations

University students from the areas of health and natural sciences must acquire bio-
logically secondary scientific knowledge to succeed in their fields. Cognitive load 
theory can be employed to produce more effective instructional visualizations for 
science learning. In order to do this, the limits of visuospatial processing in working 
memory must be considered and circumvented (cf. Castro-Alonso and Uttal this 
volume, Chap. 3).

There are basically two tracks to elude the limitations of visuospatial processing: 
(a) reducing unnecessary visuospatial processing, and (b) increasing total visuospa-
tial processing. As predicted by cognitive load theory, following one or both of these 
tracks will lead to more effective instructional visualization. In the remainder of the 
chapter, we will describe five methods that follow these paths. Cognitive load theory 
describes them as effects (see Sweller et al. 2011). A related theory, the cognitive 
theory of multimedia learning, describes them as principles (see Mayer 2014a). 
These methods to optimize science visualizations and their names in both theories 
are shown in Table 5.1.

A further description of the cognitive load theory effects in these examples is 
provided next, where we describe the five effects and also consider the influence of 
visuospatial processing. Details of most of the visuospatial processing abilities and 
instruments described in this chapter can be found in Castro-Alonso and Atit (this 
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volume, Chap. 2), and also other versions of similar tests are described in Castro-
Alonso et al. (this volume-a, Chap. 8) and in Castro-Alonso et al. (2018a).

5.4  �Split-Attention Effect and Spatial Contiguity Principle

According to cognitive load theory, a split-attention effect occurs when a multime-
dia presentation is designed in such an ineffective manner that the visuospatial con-
tents are separated in the display, so learners have to mentally integrate them in 
working memory (see Ayres and Sweller 2014; see also Fraser et al. 2015).

For example, an instructional page of human anatomy could depict the skeletal 
system of the hand as shown in Fig. 5.1a. As the bones are exhibited at the top left 
and the explanatory legend is shown at the bottom right, this design would require 
students to look up and down continuously and would produce a split-attention 
effect, counterproductive to learning. A solution would be to move the texts from 
the legend into closer proximity to the bones, as shown in Fig. 5.1b. This physical 
integration would increase spatial contiguity between text and images. Such an inte-
grated format would require less visuospatial processing due to searching and 
matching, and thus be more useful for learning, as it has been shown since the semi-
nal study of this effect (Tarmizi and Sweller 1988) and many others which followed 
(e.g., Chandler and Sweller 1991; Makransky et al. 2019; Purnell et al. 1991).

The meta-analysis by Ginns (2006), which considered a total of 37 effect sizes 
for the spatial contiguity principle, showed an overall effect size of d = 0.72. A more 
current meta-analysis by Schroeder and Cenkci (2018) included additional 21 inde-
pendent comparisons. In total, it analyzed 58 independent effect sizes (n = 2,426 
participants), the majority (60%) concerning post-secondary education. The overall 
effect size of this updated meta-analysis was of g = 0.63. According to the bench-
marks of effect sizes by Cohen (1988), these overall magnitudes represents medium 
to large sizes. Next, we give examples for health and natural sciences visualizations 
being optimized when considering this effect.

Table 5.1  Methods to optimize visualizations and examples for visuospatial information

Cognitive load theory
Cognitive theory of multimedia 
learning Example of solution

Split attention effect Spatial contiguity principle Physically integrate the visuospatial 
information

Modality effect Modality principle Present some information auditorily
Redundancy effect Coherence principle Delete unimportant visuospatial 

information
Signaling principle Signal important visuospatial 

information
Transient information 
effect

Avoid fast-paced visuospatial 
information
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5.4.1  �The Effect in Optimization of Science Visualizations

The meta-analysis by Schroeder and Cenkci (2018) described above, also analyzed 
the split-attention effect in different disciplines. For anatomy/medicine, 8 compari-
sons (n = 368) showed an overall effect size of g = 0.52. For biology/earth science, 
12 effect sizes (n = 557) showed an overall g = 0.56. These effects correspond to 
medium sizes.

An example of university biology study showing the split attention effect is given 
by Cierniak et al. (2009), in which the learning topic was the structure and function 
of the kidney’s unit, known as the nephron. The authors compared learning of 98 
university students (64% females) randomly allocated to either a split or an inte-
grated format between nephron diagrams and textual labels. Students were assessed 
in both simple tests (terminology and labeling), and more demanding tasks (com-
plex facts and inferences). It was observed that the spatial contiguity condition out-
performed the split-attention condition in three out of the four measures, as there 
were no significant differences in the complex inference tasks.

Similar results were obtained by Erhel and Jamet (2006) with multimedia mod-
ules showing the topics of the human heart and the replication of a virus. In the 
experiment with 72 psychology undergraduates (85% females), the participants 
were randomly assigned to one of three conditions: (a) separated, where the images 
and the blocks of texts were spaced apart on the screen; (b) integrated, where the 
images and the blocks of texts were near to each other, thus following the spatial 
contiguity principle; and (c) pop-up texts, where the images and texts also followed 
the spatial contiguity principle, but in this case an interaction was required from the 

Fig. 5.1  Example of (a) separated format that produces split attention, and (b) integrated format 
that follows the spatial contiguity principle
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learners (see also Castro-Alonso and Fiorella this volume, Chap. 6). For the four 
assessed measures (two retention and two transfer tests) it was observed that the 
integrated and pop-up texts conditions outperformed the separated design.

Huff et al. (2012) presented a stereoscopic vexing-image technology to manage 
split-attention, in an experiment with 80 university students (80% females). The 
task was to notice failures when contrasting two visualizations of mechanical pen-
dulum clocks. Randomly, a group of split design was compared to a group with this 
novel technology that avoids eye movement. As predicted, the stereoscopic technol-
ogy, due to avoiding split-attention, produced a faster and more accurate learning 
performance. Next, we describe how the split-attention effect and spatial contiguity 
principle are influenced by high versus low visuospatial processing.

5.4.2  �Visuospatial Processing Influencing the Effect

Wiegmann et al. (1992, Experiment 2) investigated 34 psychology undergraduates 
learning about the human autonomic nervous system from concept maps. Randomly, 
the participants were allocated to one of two map design conditions: (a) an inte-
grated format showing a single large map, or (b) a split attention format where six 
interconnected smaller maps showed the information. Also, the visuospatial ability 
of field independence was measured with the Group Embedded Figures Test (see 
discussion of these abilities and test in Castro-Alonso and Atit this volume, Chap. 
2). Results showed that, for the students with higher field independence, the split 
attention design was more effective for learning than the integrated format. In con-
trast, those with lower scores in the visuospatial processing task were not benefitted 
by either design. Similarly, Fenesi et al. (2016, Experiment 1) used a dual working 
memory task to measure working memory capacity of 76 undergraduates (59% 
females) required to learn the topic of visual memory from slideshows. According 
to the design of each slide, the participants were randomly allocated to a split atten-
tion or an integrated condition. Linear regression analyses showed that working 
memory capacity predicted learning for the split attention group but not for the 
integrated condition.

Huff and Schwan (2011) measured three-dimensional (3D) mental rotation of 84 
university students (68% females), employing the common instrument called the 
Mental Rotations Test. In the study, the learning task involved relating structural 
information from proteins shown in different animations. For this biochemistry 
task, results showed that high mental rotators outperformed low mental rotators 
when the different animations were presented in a split attention format. However, 
in the integrated presentation, where the animations followed the spatial contiguity 
principle, mental rotation scores did not influence achievement.

Bauhoff et al. (2012) investigated 44 university students (50% females) attempt-
ing to notice missing pieces and other failures in two comparable visualizations of 
mechanical pendulum clocks. Different degrees of split attention designs were 
investigated by changing the distance between both clock visualizations. The par-

5  Instructional Visualizations, Cognitive Load Theory, and Visuospatial Processing



120

ticipants were also assessed on visual working memory with the Visual Patterns 
Test. Results showed a split attention effect, as more separated visualizations 
involved longer processing intervals. In addition, participants with lower visual 
working memory had to rely on their knowledge of the clock’s mechanisms to cope 
with the demanding split attention formats.

Using a more abstract task, Dutke and Rinck (2006) studied 96 university partici-
pants (61% females) memorizing arrangements of either two or five images of tools, 
musical instrument, and animals. They also measured the students’ scores in a dual 
visuospatial task of working memory. Results showed that students with lower dual 
visuospatial scores could not memorize the arrangements with five images as effi-
ciently as that with only two pictures. In other words, the split attention with five 
different depictions was not as manageable as the split attention with two depic-
tions. In contrast, high visuospatial students could manage both arrangements of 
five and two images efficiently. In conclusion, and consistent with the predictions of 
the split attention effect and the spatial contiguity principle, separated formats tend 
to be counterproductive to learning for students with less visuospatial processing 
capacity. In contrast, the split attention formats are not as problematic for students 
with greater visuospatial resources or abilities, who are more capable of coping with 
these demanding visualization designs.

5.5  �Modality Effect or Modality Principle

A modality effect (e.g., Mousavi et al. 1995) is observed when instructional visual-
izations are less effective when supplemented with written text as compared to spo-
ken text (see Fraser et al. 2015). In a meta-analysis of 43 effect sizes and more than 
1900 students, Ginns (2005) concluded that this principle presented a medium to 
large effect size for instruction (d = 0.72). Moreover, when analyzed by instruc-
tional discipline, the meta-analysis revealed a large effect for science topics 
(d = 1.20).

We consider two non-mutually exclusive explanations for this effect or principle. 
The first explanation, described in Low and Sweller (2014) and consistent with the 
cognitive theory of multimedia learning (see Mayer 2014b), is based on certain 
separability when processing visuospatial and auditory information (see also 
Castro-Alonso and Atit this volume, Chap. 2). As reviewed by Penney (1989), this 
separability can be observed in experiments showing double dissociations, in which: 
(a) visuospatial information is selectively interfered by new visuospatial informa-
tion, but not as much by new verbal information, and (b) verbal information is 
selectively interfered with by new verbal information, but not as much by new 
visuospatial information (e.g., Brünken et al. 2002, Experiment 1).

The modality principle calls to employ this degree of separability to increase the 
total working memory capacity allocated to learning. For instance, when learners 
study visualizations, visuospatial working memory processing is devoted to the 
visual learning elements. In the example of Fig.  5.2, visuospatial processing 
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resources will be employed in studying the anatomical relationship between the 
bones of the hand. If the names of the bones are written, then extra visuospatial 
processing would be required for reading those names and matching them to the 
bones. Thus, cognitive load would be added to the visuospatial processor of work-
ing memory. This can be particularly problematic if the written information is far 
from the depicted learning information, generating split attention between the learn-
ing elements and their names (see Fig. 5.2a). In contrast, if the names of the bones 
are spoken, this narration can be processed somewhat separately, and thus visuospa-
tial processing is not overloaded, and a possible split attention does not occur (see 
Fig. 5.2b).

A second explanation can also be provided for this effect. As noted in Sect. 5.2.1 
(see also Ong 1982; Paas and Sweller 2012), since listening to spoken texts is a 
biologically primary knowledge, it can involve less working memory processing 
than the biologically secondary knowledge of reading written texts. Examples of the 
research about modality effects on science education are described next.

5.5.1  �The Effect in Optimization of Science Visualizations

We provide four examples of experiments showing a modality effect for instruc-
tional visualizations about science or technical topics. First, Kühl et  al. (2011) 
investigated 80 university students (79% females) learning the biology topic of fish 
locomotion from computer presentations. Results showed that narrated multimedia 
outperformed written multimedia in both retention and transfer tests. Second, the 
study by Moreno and Mayer (1999, Experiment 1) concerned 132 university 

Fig. 5.2  Example of (a) separated format that produces split attention, and (b) format with some 
of the information in auditory working memory, fostering a modality effect or modality principle
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students learning the topic of lightning formation from different designs of dynamic 
visualizations. When comparing the animations supplemented with spoken versus 
written texts, it was observed that the spoken format presented significantly higher 
scores on tests of retention and transfer. Similarly, Schmidt-Weigand et al. (2010, 
Experiment 1) investigated 90 university students (58% females) learning lightning 
formation from visualizations and found that the participants studying with supple-
mentary auditory explanations outperformed those presented with supplementary 
on-screen texts. Last, Kalyuga et al. (1999, Experiment 1) assessed first-year trade 
apprentices learning to interpret a fusion diagram for soldering. After randomly 
allocating a group to a diagram supplemented with written texts versus a group 
given the diagram and auditory texts, it was observed that the narrated condition 
self-rated less cognitive load and obtained higher performance scores in this engi-
neering task.

The modality effect or modality principle can also be influenced by the students’ 
visuospatial processing ability. Although this influence has not often been directly 
investigated for this effect, the following two examples provide some evidence.

5.5.2  �Visuospatial Processing Influencing the Effect

In Experiment 2 reported in Seufert et  al. (2009), 78 university students (74% 
females) were presented computer static pictures and texts about the structure and 
function of the enzyme ATP Synthase. For this biology topic, half of the participants 
received on-screen texts and the other half was given the textual information as nar-
rations. Also, an aggregated score of visuospatial processing was calculated by 
averaging the scores in two common tests: the 2D mental rotation instrument termed 
the Card Rotations Test, and the mental folding instrument called the Paper Folding 
Test (see Castro-Alonso and Atit this volume, Chap. 2). Learning was measured 
with recall, comprehension, and transfer tests. Results showed a modality trend for 
the three tests, being only significant for recall performance. Hence, recalling facts 
about the enzyme was better when the static visualizations included narrated rather 
than on-screen texts. It was also observed that visuospatial processing was a signifi-
cant predictor in comprehension and transfer performance. In other words, for visu-
alizations supplemented with either narrated or visual texts, higher visuospatial 
processing was beneficial for comprehension and transfer achievements. In short, 
although a modality effect was observed, and visuospatial processing abilities were 
influential, there were no interactions between the format of the texts and visuospa-
tial processing of the students.

Similarly, Lee and Shin (2012) investigated 72 adult participants attempting the 
procedural task of replacing a printer cartridge. In the study, visuospatial processing 
of the participants was measured by aggregating the scores of the 3D mental rota-
tion Cube Comparisons Test and the mental folding Paper Folding Test. With the 
combined scores, a median split separated high vs. low visuospatial processing par-
ticipants. For task performance, comparisons were made between high and low 
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visuospatial subjects, given either written or auditory instructions for the proce-
dures. For the tasks shown as static images, findings showed that high visuospatial 
participants performed significantly better than lower spatial scorers. In contrast to 
this visuospatial processing effect, there were no differences in attempting the task 
after reading or hearing the instructions. In other words, no modality effect was 
observed, but only that visuospatial processing was beneficial to learn from both 
written and auditory supplementary texts.

Although the two examples of this section investigated the effects of visuospatial 
processing on the modality effect, they did not show interactions where a low versus 
a high degree of visuospatial processing would affect differently studying science 
visualizations supplemented with either written or spoken texts. In other words, 
there is a research gap in studies investigating the effects of visuospatial processing 
on the modality effect or principle.

5.6  �Redundancy Effect and Coherence Principle

The redundancy effect (see Kalyuga and Sweller 2014; see also Fraser et al. 2015) 
is observed when there is more than the essential visuospatial information provided 
to learn, so students have to process both essential and non-essential information, 
leading to a greater reduction of visuospatial working memory available for learn-
ing. For the same anatomy example (see Fig. 5.3a), if the texts of the bones are 
already integrated into the anatomy images, having a legend at the bottom right 
would be unnecessary, and it might produce a redundancy effect. To optimize 

Fig. 5.3  Example of (a) redundant format, and (b) non-redundant format that follows the coher-
ence principle
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learning, deleting the legend would be preferable, in a design that follows the coher-
ence principle (see Fig. 5.3b), and also the spatial contiguity principle.

In a meta-analysis about redundant information, Rey (2012) collected 34 effect 
sizes (N = 3,535 participants) for retention tests, and 21 effect sizes (1,634 partici-
pants) for transfer tests. The analyses showed an overall small to medium effect size 
for retention measures (d = 0.30) and an overall medium effect size for transfer 
assessments (d = 0.48). Examples related more exclusively to visualizations depict-
ing health and natural sciences are described next.

5.6.1  �The Effect in Optimization of Science Visualizations

In a study with 49 first-year medicine students (33% females), Garg et al. (1999) 
compared the instructional effectiveness of virtual visualizations showing either 
few or multiple rotational views of carpal bones. As there was no significant differ-
ence between both views, the visualization with more images was not more produc-
tive than that with fewer images for learning these anatomy structures, suggesting 
redundancy. For the natural science topic of electrical light circuits, Chandler and 
Sweller (1991, Experiment 2) provided the first evidence for the redundancy effect 
in cognitive load theory. In the study with 28 trade apprentices, two redundant con-
ditions were tested: a split attention or separated condition (the diagram far from the 
redundant texts) was compared to an integrated condition (the diagram near redun-
dant texts). It was observed that both conditions did not differ in learning outcomes. 
The authors concluded that, as opposed to integrated formats with only relevant 
information (presented in Sect. 5.4), integrated formats with redundant information 
were not useful learning tools.

In the related area of meteorology, in an experiment with 74 university partici-
pants studying the topic of lightning formation, Harp and Mayer (1997) compared 
the instructional effectiveness of booklets with or without redundant information 
that was also seductive. The between-subjects study investigated four groups, 
according to a 2 (Seductive texts: Yes vs. no) × 2 (Seductive illustrations: Yes vs. no) 
design. It was observed that the best learning condition was that with no extra 
seductive adjuncts, arguably because this seductive information distracts from the 
relevant passages and illustrations to understand the chain of events in lightning. In 
a later study of four experiments, totaling 357 undergraduates studying the forma-
tion of lightning, Harp and Mayer (1998) consistently observed that extra informa-
tion (texts and visualizations) hindered performance on retention and transfer tests 
(see also Eitel et al. 2019).

Investigating this effect further, Mayer et al. (2008) reported two experiments 
studying the influence of level of interestingness in redundant texts. The novelty of 
this approach is that all conditions included off-topic texts of comparable lengths, 
but these redundant texts had been rated before as highly interesting vs. highly 
uninteresting. In Experiment 1, with 89 psychology undergraduates (66% females), 
the learning task was understanding how the cold virus infected the human body. 
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Randomly, half of the participants learned this health sciences lesson including low 
interestingness redundant texts, and the other half studied under the high interest-
ingness condition. It was observed that the low interestingness outperformed the 
high interestingness (seductive) groups in the transfer tests.

Experiment 2, with 53 psychology undergraduates (75% females), extended 
these findings to slideshow presentations about the process of swallowing during 
digestion. As both low and high interestingness texts were matched in the quantity 
of redundant information, both experiments showed that more interesting irrelevant 
supplements (seductive) could be more damaging for understanding the main learn-
ing concepts than less interesting redundant additions. The influence of visuospatial 
processing on the redundancy effect and the coherence principle is described next.

5.6.2  �Visuospatial Processing Influencing the Effect

In the experiment by Levinson et al. (2007), 118 psychology undergraduates (75% 
females) were randomly assigned to multimedia showing either key views or mul-
tiple views of the brain. In the key views conditions, only four images were shown 
(anterior, inferior, lateral, and superior views of the brain photographed digitally). 
In contrast, the multiple views groups studied 24 images (digital photographs at 30° 
increments around the brain model). A redundancy effect was observed, as the mul-
tiple views were significantly less effective instructional visualizations than the key 
views. Hence, employing visually demanding anatomical depictions, this study pro-
vided a replication to the findings (see above) by Garg et al. (1999) with simpler 
carpal bone images. In addition, the study by Levinson et al. (2007) also measured 
student’s performance on the 3D instrument Mental Rotations Test. Notably, it was 
observed that the disadvantages of the multiple views were larger for students with 
lower mental rotation. As such, for low visuospatial processing students, perfor-
mance after multiple view study was approximately 30% lower than outcomes after 
studying the key views.

Korbach et al. (2016) investigated 108 university students (74% females) learn-
ing about the structure and function of the enzyme ATP Synthase from 11 multime-
dia slides showing images and texts. Randomly, the students were allocated to a 
group without redundant information versus a group with redundant information in 
4 of the 11 screens. Visuospatial processing was also assessed by averaging the 
scores of two paper instruments, respectively measuring 2D mental rotation and 
mental folding. As predicted, an overall redundancy effect was observed, in which 
the redundant condition was outperformed in retention and comprehension tests by 
the non-redundant (coherence) design. Also, the effect was more significant for low 
visuospatial processing students.

Not only the visuospatial processing of working memory but also total working 
memory can influence the redundancy effect. For example, Fenesi et  al. (2016, 
Experiment 2) measured the working memory capacity of 71 undergraduates (63% 
females), employing a dual instrument that involved a memory and a processing 
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task. Then, participants were shown slideshows depicting the topic of visual mem-
ory. Randomly, the participants observed these slideshows in either a redundant or 
an essential design for each slide. Linear regression analyses showed that working 
memory capacity predicted learning for the redundant condition but not for the 
essential group. Consistent with the prediction of cognitive load theory, the redun-
dant design hindered learning in those students with lower working memory capac-
ity, but it was manageable by those with more cognitive resources. Although the 
working memory test used in this experiment was not exclusively visuospatial, the 
results show that total working memory (including verbal working memory) helps 
to process redundant information such as non-essential illustrations.

In conclusion, as predicted by cognitive load theory and the cognitive theory of 
multimedia learning, redundant visualizations hinder learning because they require 
unnecessary processing in understanding the main science concepts. Redundant 
visuospatial information is less problematic for high visuospatial processing stu-
dents, as they can manage in working memory both essential and redundant infor-
mation. In contrast, low visuospatial processing students are less able to process 
both essential and non-essential or redundant visuospatial information.

5.7  �Signaling Principle

The signaling principle (see van Gog 2014) incorporates visual cues to signal the 
essential learning elements and their relationships, so learners know where their 
main focus should be. We found three meta-analyses for the signaling principle. The 
most recent of these analyses were conducted by Schneider et al. (2018) on 145 
comparisons (from 103 studies and N = 12,201 participants). The analysis showed 
a positive effect of signaling for retention scores, as 117 out of 139 comparisons 
revealed beneficial signaling representing an overall medium effect size (g = 0.53). 
Transfer performance showed that 55 out of 70 comparisons were positive for sig-
naling, in an overall small to medium effect size (g = 0.33). For cognitive load, 19 
out of 27 effect sizes were positive and showing an overall small size (g = 0.25), 
indicative that signaling reduced perceived cognitive load on learners. Also, 20 out 
of 27 comparisons were negative for learning time, representing an overall small to 
medium size (g = −0.30), which denoted that materials with signals involved more 
learning time. The study by Xie et al. (2017) included three meta-analyses: (a) for 
retention scores, the meta-analysis of 25 studies (N = 2,910) revealed a small to 
medium effect (d = 0.27); (b) for transfer scores, the meta-analysis of 29 studies 
(N = 3,204) revealed a small to medium effect (d = 0.34); and (c) for lowering per-
ceived cognitive load, the meta-analysis of 32 studies (N = 3,597) revealed a small 
effect (d = 0.11). The third analysis, conducted by Richter et al. (2016), reported 
that 38 out of 45 comparisons (from 27 studies) showed positive effects for signal-
ing, and that this represented a small to medium overall effect size (r = .17). These 
meta-analyses, which included some common sources, supported the effectiveness 
of the signaling principle in increasing retention and transfer scores, while lowering 
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perceived cognitive load. These positive effects of visual signaling are also observed 
for topics in health and natural sciences, as described next.

5.7.1  �The Effect in Optimization of Science Visualizations

Based on the review by de Koning et al. (2009), signaling can aid learning from 
visualizations by highlighting (a) importance and (b) relationships. The first goal of 
highlighting importance is the most common. It signals the main learning elements. 
As redundant or non-essential information is given less precedence, signaling pro-
duces less cognitive load that could impede learning. The second goal of highlight-
ing relationships has been less researched. It involves showing relations between the 
learning elements, which makes it easier to group and memorize them together.

To attain both goals, signaling techniques can be broadly organized in two 
groups, as described in Castro-Alonso et al. (2014a; see also de Koning et al. 2009): 
(a) signaling with added elements, and (b) signaling without added elements. 
Signaling with extra elements include pointing devices (e.g., arrows, fingers, hands, 
and lines), frames, alphanumeric characters, labels, among others. Signaling with-
out these elements comprise blurring, lighting, transparencies, flashing, zooming, 
colors, contrasts, and combinations. An example of these two types of signaling 
techniques is provided in Fig. 5.4, which shows a hydrogen bond between water 
molecules depicted without signaling (Fig 5.4a), using signaling with added ele-
ments (Fig 5.4b), and using signaling without added elements (Fig 5.4c).

An example of effective signaling with added elements, in this case, the added 
depiction of red arrows, is provided by Lin and Atkinson (2011). A group of under-
graduates given static images with signaling was faster in learning the rock cycle 
topics than the group given static images without signaling. It was observed that this 
positive effect for signaling on static images of the rock cycle was not presented on 
equivalent animations. Hence, consistent with many other domains, an important 
variable to consider in signaling studies is whether the visualization is static or 
animated.

Fig. 5.4  Hydrogen bond between two molecules of water. Example of (a) no signaling, (b) signal-
ing with added elements (arrow), and (c) signaling without added elements (transparency)
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In contrast, we provide three examples showing effective signaling without 
added elements. Color coding was used by Skulmowski and Rey (2018) on an anat-
omy task. In the experiment, 108 adults (78% females) had to memorize the parts of 
a fictional 3D bone model. Following a 2 Realism (high vs. low)  ×  2 Signaling 
(colors vs. no signaling) between-subjects design, four groups were compared. 
Showing an interaction, color signaling was only helpful with the high realistic 
depiction of the bone model but was counterproductive on the depiction with fewer 
details. In other words, when more visuospatial processing was required due to 
redundant (unnecessary) realistic details, signaling was a needed asset to reduce this 
cognitive load and produce better memorization of the anatomical parts.

Amadieu et al. (2011) conducted an experiment employing zoom-in to focus on 
the main elements of a neurobiology phenomenon related to synapsis. The study 
investigated 36 psychology undergraduates (83% females) learning from an anima-
tion with or without this signaling technique. It was observed that only the signaled 
animation with zooms helped to increase the comprehension scores when watching 
more than once the dynamic visualization. This means that even repeating the ani-
mation was not helpful in the conditions without signaling.

The technique of spotlight cueing is reported by de Koning et al. (2010) in an 
experiment with 76 psychology undergraduates (74% females) studying animations 
of the human cardiovascular system. A non-signaled condition was compared to a 
signaled condition where the main elements kept their luminance, and the less 
important visuals were obscured. When comparing both conditions, it was observed 
that the spotlights were effective for retention, inference, and transfer outcomes.

Although there are examples of successful signaling with added elements, such 
as the mentioned study with red arrow signals (Lin and Atkinson 2011), it was sug-
gested by de Koning et al. (2009) that this type of signaling could be less effective 
than that without added elements. This is because not adding elements could be 
more effective, as it keeps constant (and ideally low) the number of visuospatial 
elements to process. The influence of visuospatial processing on signaling is 
described next.

5.7.2  �Visuospatial Processing Influencing the Effect

Münzer et al. (2009) investigated 94 university participants (77% females) studying 
a multimedia module about the biological topic of synthesis and structure of the 
ATP molecule. A non-signaled static pictures condition was compared to a signaled 
static pictures format that included motion arrows. Also, a global score of visuospa-
tial processing was calculated by averaging the scores of the Card Rotations Test of 
mental rotation and the Paper Folding Test of mental folding. Results showed that 
visuospatial processing was a significant predictor of learning with the signaled 
format but not with the non-signaled depictions. Thus, in the signaled condition, 
visuospatial processing may have helped to deal with the extra information of the 
arrows, and this information was used to achieve better learning. In contrast, low 
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visuospatial processing students could not cope with both the visualizations and the 
extra information of the arrows and were not benefited by these extra signals. With 
the non-signaled statics, both low and high visuospatial processing showed similar 
low performance, as there were no cues to produce positive signaling effects.

Imhof et al. (2013) investigated 71 university students (65% females) learning 
about fish locomotion patterns from three types of computer static visualizations, 
either presenting or not presenting static arrows signaling the fish motions. Also, 
mental rotation with 3D figures and mental folding were measured with the Mental 
Rotations Test and the Paper Folding Test, respectively. Results showed that adding 
signaling arrows to multiple visualizations was less effective than adding the arrows 
to a single visualization. In other words, the multiple visualizations already pre-
sented useful information of the fish movements, so adding a signaling with added 
elements was redundant and harmful for learning. Also, mental rotation and mental 
folding did not interact with the signaling effects. Presenting higher visuospatial 
processing scores predicted higher achievements in all conditions, independent of 
the type of signaling and visualization.

Lee and Shin (2011) reported similar findings in their study with 63 adult partici-
pants (44% females) learning about the four-stroke internal combustion engine. The 
participants were randomly allocated to one of three instructional visualization con-
ditions: (a) static pictures, (b) static pictures signaled with the extra element of 
motion arrows, and (c) animations. Also, a composite visuospatial processing score 
was calculated with the results of a 3D mental rotation test (the Cube Comparisons 
Test) and a mental folding instrument (the Paper Folding Test). The aggregated 
score was used for a median split to compare high vs. low visuospatial students. It 
was observed that higher visuospatial processing students outperformed their lower 
counterparts in all three types of visualizations, including signaling or non-signaling 
static picture conditions. In other words, including arrows to signal the relevant 
movements in the engine system was not helpful for low visuospatial processing 
students, because they performed poorly in both signaling or non-signaling static 
picture conditions, significantly lower than the high visuospatial processing partici-
pants. These examples suggest that visuospatial processing may be more influential 
than signaling with added elements to boost learning from science visualizations.

5.8  �Transient Information Effect

Our last effect based on cognitive load theory is the transient information effect (see 
Ayres and Paas 2007b). This occurs when videos or animations show information 
that leaves the screen too rapidly for learners to cope with the pace and process it in 
visuospatial working memory. The effect predicts that highly transient information 
will be less effective for learning than less transient information (e.g., Castro-
Alonso et al. 2014b, 2018b). A similar negative impact of long narrations has also 
been investigated (e.g., Singh et al. 2012; Wong et al. 2012).
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Castro-Alonso et al. (2014a) described two general techniques to reduce the tran-
siency of instructional visualizations: pacing control and segmenting. When follow-
ing the pacing control technique, the students are given controls to adjust the pace 
of the animation or video, such as pause and rewind buttons (see Mayer 2008). 
Dynamic visualizations with features of pace control will contain less transient 
information and thus be more effective than visualizations where pacing cannot be 
controlled (see Ayres and Paas 2007a). When following the segmenting guideline, 
shorter animations or videos are given to students, instead of a whole dynamic visu-
alization. By providing pauses between observations, students do not get cognitive 
overloaded by accumulated transient information, and consequently, these shorter 
segments are more efficient than a longer visualization (see Ayres and Paas 2007a).

In addition to the segmenting effectiveness due to lowering transient informa-
tion, there is also another benefit of this technique: The segmenting of longer anima-
tions introduces pauses between visualizations, and these pauses can be used to 
include additional learning activities (e.g., answering a short question, see Cheon 
et  al. 2014). Figure  5.5 shows the pacing control and segmenting techniques to 
avoid the problematic transient information in an animation.

Although both pacing control and segmenting reduce the transient information 
of dynamic visualizations, Castro-Alonso et al. (2014a) reported a critical differ-
ence between them (see also Spanjers et al. 2010). This difference is in the agent 
who segments the animation, as the student enacts pacing control, but the instruc-
tional designer produces segmenting. As such, segmenting could be more effective 
than pacing control because it is an expert instructional designer who chooses to add 
pauses in the best places for a meaningful presentation of the contents (see Spanjers 

Fig. 5.5  Animations showing hydrogen bonds between molecules of water. Example of (a) whole 
transient animation, (b) pacing controlled animation, and (c) two segmented (shorter) animations
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et al. 2010). In contrast, relying on novice learners to add the pauses could halt the 
continuity of the multimedia and lead to visualizations that are difficult to process.

Support for segmenting over pacing control is provided in the meta-analysis by 
Rey et al. (2019), which included results of retention and transfer tests. For the pac-
ing control method, results revealed a non-significant effect for retention tests 
(d = 0.19), but a small to medium effect size for transfer tests (d = 0.45). For the 
segmenting technique, small to medium effect sizes were observed for both the 
retention (d = 0.42) and transfer (d = 0.35) tests. Hence, both techniques were effec-
tive for transfer, but only segmenting was also effective for retention assessments. 
Examples of these two techniques for science learning are provided next.

5.8.1  �The Effect in Optimization of Science Visualizations

An example of pacing control being effective for health and natural science educa-
tion is observed in Stiller et al. (2009), who reported a study of 110 university par-
ticipants (76% females) studying a multimedia presentation about the structure of 
the human eye. Among the groups given the multimedia with explanatory on-screen 
texts, a pace control condition was compared to a group showing an animation with-
out speed controls. The results revealed a higher performance of the students con-
trolling the pace of the multimedia screens. Importantly, this effect was not observed 
among the groups given explanatory text as narrations, consistent with the modality 
effect. In other words, the pace control effect was only observed in the conditions of 
high visuospatial processing (learning depictions plus visual text) but not in the 
conditions of lower visuospatial requirements (depictions plus auditory text). Only 
in high processing conditions did learners need to control the pace of the multime-
dia in order to manage its cognitive load; in low processing conditions, learners 
could manage the extra load imposed by the pace of the multimedia. These findings 
are also consistent with the modality effect.

Another positive example of pacing control is in the study by Höffler and 
Schwartz (2011) with 82 university students (68% females) learning the chemical 
process of dirt removal from a surface. In this experiment, the groups provided with 
pause, rewind, and fast-forward features outperformed and self-reported less cogni-
tive load than those without these pacing controls.

The segmenting technique has also shown effectiveness in science education. For 
example, Biard et al. (2018) investigated 68 occupational therapy undergraduates 
(87% females) learning a medical hand procedure from videos in three formats. The 
group assigned to the segmented videos outperformed the students in the two other 
groups, namely: (a) whole videos that allowed pausing, and (b) whole videos with-
out segments. Thus, in line with the prediction by Spanjers et al. (2010) describe 
above, the segmented videos were more effective than longer videos, either with or 
without a pause feature.

Hasler et al. (2007) reported a study with 72 male primary students watching a 
narrated animation about the causes of day and night. A condition of a whole con-
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tinuous animation was compared to a segmented format with shorter animations. 
For the difficult questions, it was observed that students learning from the seg-
mented visualizations surpassed those given the continuous animations. Hence, 
when more working memory processing was needed to deal with difficult questions, 
the segmenting method was most effective.

The segmenting technique has also been employed to investigate animations vs. 
still pictures. In this case, the comparison is not made between longer and shorter 
animations, but between animations and static pictures. Visuospatial processing has 
also been influential in these comparisons, described next.

5.8.2  �Visuospatial Processing Influencing the Effect

The transient information effect predicts that animations without pacing control will 
be too demanding and thus less instructionally effective than static pictures, which 
do not contain transient but permanent visuospatial information. Consequently, high 
visuospatial processing students should be better prepared to deal with transient 
animations, as compared to low visuospatial students, and the differences should be 
less manifested in static picture conditions. This prediction has been investigated for 
educational visualizations of both the health and natural sciences.

Regarding the health sciences, Nguyen et al. (2012) studied 60 adult participants, 
among university students and staff (52% females), who learned the anatomical 
structures of the esophagus, trachea, and mediastinal aorta. The dynamic condition 
studied a video of the anatomical parts continuously rotating around the axes, 
whereas the static condition studied six static standard views of the structures. The 
participants were also measured in 3D mental rotation ability using a computerized 
Mental Rotations Test. Results on the anatomy test showed that only in the dynamic 
group high visuospatial processing students outperformed their lower peers. For the 
statics condition, no differences were reported between high and low scorers in 
mental rotation.

In an experiment with 29 university students, Loftus et al. (2018) used the same 
visualization of the esophagus, trachea, and aorta as Nguyen et al. (2012). Loftus 
and colleagues also incorporated a new visualization of ankle and foot bones. Both 
anatomical models were shown rotating, in animations with no pacing control. A 
median split from the scores on the paper Mental Rotations Test was used to divide 
high and low visuospatial participants. Results showed that higher mental rotation 
students outperform their lower peers in learning tasks with these highly transient 
anatomical models. The largest effects favoring higher visuospatial learners were 
observed in tasks demanding greater mental rotations of the models.

In a study with 49 first-year kinesiology undergraduates (18% females), Berney 
et al. (2015) randomly allocated students to either a static or a dynamic visualization 
condition to learn topics about human shoulder anatomy. Also, the Mental Rotations 
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Test was used to measure mental rotation with 3D figures, and the Group Embedded 
Figures Test was employed to assess field independence. Considering the five anat-
omy tasks investigated, mental rotation was a broader predictor, as it predicted per-
formance in three tasks, whereas field independence predicted performance in two 
tasks. This was observed for both static and animated versions.

Concerning natural science education, Aldahmash and Abraham (2009) investi-
gated 142 students in a university organic chemistry course. The topic focused on 
reactions of nucleophilic substitution and elimination, and it was presented in either 
animations or static pictures. Before students were randomly allocated to one of 
these two visualization conditions, they were assessed in 3D mental rotations (the 
Purdue Visualization of Rotations) and field independence (the Find A Shape 
Puzzle). A score of total visuospatial processing was calculated by averaging the 
scores of both instruments. Results showed that the animated condition was more 
effective than the static visualizations, and that this beneficial learning effect of 
animation was more pronounced in students with high visuospatial processing.

In an experiment with 198 university students (76% females), Kühl et al. (2018) 
compared learning after watching a static picture versus an animation about the 
velocity of planets orbiting the sun. The animation conditions outperformed the 
static groups. In addition, the effect of mental folding, measured with the Paper 
Folding Test, was also investigated. Notably, students lower in mental folding pre-
sented lower results in the astronomy topic when they learned it from the static 
pictures, but presented similar results to higher mental folders with the animation. 
Hence, the mental folding visuospatial processing was not as necessary for dynamic 
visualizations as it was for statics.

In a more abstract task, Castro-Alonso et al. (2018b) investigated 104 university 
students (50% females) memorizing positions and colors of symbols placed on the 
screen. Every participant attempted the task in both a static format (symbols shown 
simultaneously) and a transient format (symbols shown consecutively). As pre-
dicted by the transient information effect, the outcomes were higher in the static as 
compared to the transient condition. Also, mental rotation with 2D shapes was mea-
sured with the Card Rotations Test and spatial working memory was measured with 
a computer Corsi Block Tapping Test. Multiple regression analyses showed that (a) 
mental rotation was a significant predictor of achievement in both the static and the 
transient tasks, and (b) spatial working memory was a close to significant predictor 
of performance in the transient but not in the static task.

Summarizing these results of health and natural sciences, we can conclude that 
visuospatial processing is a beneficial asset for comprehending science visualiza-
tions and multimedia. We can also draw conclusions about the prediction of the 
transient information effect, forecasting that visuospatial processing would be more 
important to deal with transient visualizations than with static pictures. The studies 
presented here show that this prediction needs further investigation, as both dynamic 
and static visualizations were supported by visuospatial abilities.
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5.9  �Discussion

In addition to being engaging and fun, visualizations can convey a processing 
advantage. For example, adequately designed instructional visualizations can help 
to learn from science texts, especially if the concepts are complex and need such 
learning scaffolds. As mentioned, visualizations need to be properly designed to 
accomplish these instructional benefits. We believe that proper instructional designs 
are those that follow an understanding of the human cognitive architecture applied 
to learning. Cognitive load theory and also the cognitive theory of multimedia learn-
ing can provide this understanding. Moreover, as these two cognitive theories inves-
tigate domain-specific biologically secondary skills, they are especially pertinent in 
designing visualizations for science education. In these learning situations, there are 
working memory limitations affecting visuospatial processing to deal with the 
visual and spatial information of instructional visualizations.

We considered five effects identified by these two cognitive theories, which can 
be applied to optimize static and dynamic instructional visualizations. These effects 
or principles are: (a) the split attention effect and spatial contiguity principle, (b) the 
modality effect, (c) the redundancy effect and coherence principle, (d) the signaling 
principle, and (e) the transient information effect. We presented examples for health 
and natural sciences instructional visualizations for each of these five methods. We 
also considered the role of visuospatial processing abilities, measured in standard 
tests that assess mental rotation, mental folding, and field independence, among 
others. In general, the higher the visuospatial processing ability of the learner, the 
greater the learning from instructional visualizations.

5.9.1  �Instructional Implications for Health and Natural 
Sciences

A first implication for learning about the health and natural sciences is that visual-
izations should be designed according to cognitive principles rather than just on 
engagement variables. In other words, the processing advantages of instructional 
visualizations, such as providing scaffolds for textual information, should be 
utilized.

A second instructional implication is that applying the guidelines from cognitive 
load theory (and similar cognitive theories) can help optimize learning from science 
visualizations.

A third instructional implication is that measuring visuospatial processing can 
also help predict the most effective learning from instructional visualizations, 
including static and dynamic formats. The general trend is that higher visuospatial 
processing scores result in greater learning from instructional visualizations, but the 
design of the visualizations can affect this trend.
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A fourth implication, concerning the split attention effect, is that visualizations 
should not be designed with their information separated but integrated spatially. For 
example, visual elements and their text labels should follow the spatial contiguity 
principle and be placed near each other. Also, low visuospatial processing students 
are particularly challenged by the separated placement of visuospatial information 
in visualizations.

A fifth implication, considering the modality effect, is that computer visualiza-
tions should be designed with auditory descriptions, rather than too much informa-
tion on-screen. By providing narrations, the auditory processing is used and 
visuospatial processing is left to manage the key visual elements and not also writ-
ten explanations. Narrations should be short, to avoid an adverse transient informa-
tion effect.

A sixth implication concerns the redundancy effect. Extra information that is not 
fundamental for the learning topic should be deleted from the visualizations. This is 
especially important for interesting redundant supplements, as these can be more 
disruptive than less interesting additions. Moreover, low visuospatial processing 
students are particularly challenged by unnecessary visuospatial information, as it 
interferes more with the critical learning information.

A seventh implication, considering the signaling principle, is that visualizations 
could be more effective by including elements to cue the most important parts. 
Using signals that do not add extra visual elements, such as color, zooming, or trans-
parency differences, could be the most effective.

The last implication deals with the transient information effect. Sometimes, long 
dynamic visualizations whose pace cannot be controlled should be changed to pace 
control formats, shorter versions, or static visualizations. Similarly, long narrations 
should be shortened.

5.9.2  �Future Research Directions

We note some future directions that research into science visualizations and visuo-
spatial processing might follow. The first direction goes beyond the emphasis of this 
chapter and of cognitive load theory. When learning through visualizations, there 
are factors besides cognitive processes to be considered, such as behavioral, motiva-
tional, and emotional influences (cf. Fraser et al. 2015). For example, future research 
could include emotions as variables that influence perceived cognitive load when 
learning from science visualizations or simulations (e.g., Fraser et al. 2014).

A second direction is based on the point that visualization and multimedia 
researchers have commonly measured the visuospatial processing abilities of men-
tal rotations with 3D figures and mental folding. However, there are many other 
visuospatial tasks, such as those measured in tests of 2D mental rotation, field inde-
pendence, and other visuospatial working memory instruments (see Castro-Alonso 
and Atit this volume, Chap. 2; see also Castro-Alonso et al. this volume-a, Chap. 8). 
Future research could investigate the effects of these other visuospatial abilities in 
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learning from science visualizations optimized by cognitive load theory effects. An 
analogous direction for further research involves studying the effects of visuospatial 
tests on particular scientific visual and spatial tasks (see Castro-Alonso et al. 2019a).

Third, concerning the modality and signaling principles, there are not many 
examples of visuospatial processing influencing these principles for science visual-
izations. Thus, future investigations could study how visuospatial processing inter-
acts with the beneficial effects of the modality and the signaling principles when 
learning through visualizations depicting health and natural science topics.

A fourth direction, regarding the transient information effect, is that the predic-
tion that visuospatial processing would be more important for animations and vid-
eos than for static pictures, was not supported by the research reported here. On the 
contrary, the studies reviewed in this chapter suggest that visuospatial processing is 
beneficial for both dynamic and static visualizations. Further investigations about 
static vs. dynamic visualizations can help reach a stronger prediction whether visuo-
spatial processing is more helpful for static, dynamic, or both formats of visualiza-
tions. These efforts would also be benefitted by future investigations tackling 
moderating variables for static vs. animation research, such as gender (e.g., Castro-
Alonso et al. 2019b), the design of the dynamic or static images (see Castro-Alonso 
et al. 2016), and the strategies learners employ when studying visualizations (see 
Ayres et al. 2019).

5.9.3  �Conclusion

Properly designed instructional static and dynamic visualizations can be useful 
assets to health and natural science learning. To be effective, the designs should fol-
low guidelines of cognitive load theory and other approaches that investigate the 
human cognitive architecture for learning. Furthermore, the limitations of visuospa-
tial processing when managing novel visual and spatial information should also be 
considered in order to design effective visualizations. In this chapter, we described 
five guidelines, based on well-researched effects, to optimize visualizations, includ-
ing the influence of visuospatial processing, and providing applications for health 
and natural sciences education. The guidelines were based on: (a) the split attention 
effect and spatial contiguity principle, (b) the modality effect, (c) the redundancy 
effect and coherence principle, (d) the signaling principle, and (e) the transient 
information effect. Regarding education for health and natural sciences, often these 
guidelines were most important for low visuospatial processing students.
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Chapter 6
Interactive Science Multimedia 
and Visuospatial Processing

Juan C. Castro-Alonso and Logan Fiorella

An educational setting of interactive science multimedia involves at least two 
agents: the student and the multimedia. Both agents interact by giving and receiving 
information. Multimedia instructional designers aim to enhance these exchanges of 
information (see Domagk et  al. 2010) when producing the myriad of interactive 
educational products available. Moreno and Mayer (2007) proposed a classification 
of this diverse offer of multimedia products, based on three levels of increasing 
interactivity:

•	 Level 1: Low interactive tools entail students dialoguing with the multimedia. 
For example, learners can solve a problem presented on-screen. This level of 
dialoguing is generally included in computer-based instruction, digital libraries, 
and similar multimedia presentations.

•	 Level 2: Medium interactive tools allow learners controlling the multimedia. For 
example, students can pause and rewind a presentation. This level is generally 
included in animations and videos.

•	 Level 3: High interactive tools allow students manipulating the multimedia. For 
example, learners can drag objects around the screen. Manipulating is generally 
included in simulations and videogames.

In short, simulations and videogames allow the greatest interactive capabilities 
between the students and the multimedia. As the bottom levels contain the top ones, 
simulations and videogames allow students all three degrees of action: dialoguing, 
controlling, and manipulating. Given this high potential for interactivity, simula-
tions and videogames are the focus of the current chapter.
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Although there are two agents involved in an interaction event, educational 
research on interactive science multimedia must focus on the first agent, the student. 
As warned by Mayer (2014), multimedia learning research should primarily inves-
tigate the students’ mental processes, rather than the multimedia’s capabilities. This 
approach can help ensure that multimedia design supports mental processes neces-
sary for meaningful learning.

However, there are many mental processes in which students engage during 
interactive science multimedia learning. As described in the integrated model of 
multimedia interactivity (INTERACT; see Domagk et  al. 2010), the students are 
involved in motivational, behavioral, and cognitive processes. In this chapter, we 
will focus on cognitive processes and specifically the role of students’ visuospatial 
processing. We begin by describing different research perspectives that can help 
foster effective student–multimedia interactions.

6.1  �Research Perspectives on Fostering Effective 
Interactivity

In all interactive multimedia learning situations, including those about health and 
natural science topics in university education, the student and multimedia are agents 
that exchange information. In a dialogue of giving and receiving information, the 
student engages in an action, which is responded by the multimedia as feedback, so 
the learner can generate a more appropriate action, receive feedback again, and so 
forth (see Domagk et al. 2010). Different research areas have investigated analo-
gous dialogues in educational settings. We will describe them here as engagement 
by the student and feedback by the multimedia (see Fig. 6.1). As we note next, find-
ings from research on engagement and feedback have provided guidelines to foster 
more effective learning with interactive science multimedia.

Fig. 6.1  Agents, actions, and degrees in an interactive multimedia learning event
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6.1.1  �Student Engagement

Chi and Wylie (2014) described the ICAP framework of cognitive engagement. This 
framework can be linked to other educational approaches, such as generative learn-
ing (see Fiorella and Mayer 2015, 2016) or embodied cognition (see Castro-Alonso 
et al. this volume-c, Chap. 7; see also Castro-Alonso et al. 2015). These research 
perspectives share that higher cognitive engagement can boost learning. As framed 
by the ICAP model (Chi and Wylie 2014) and discussed by Mayer (2014), it is 
important to distinguish between cognitive and behavioral engagement (e.g., hands-
on activities). Although these types of engagement can be related, cognitive engage-
ment is the primary driver of understanding, whereas behavioral engagement per se 
does not necessarily enhance learning. Thus, in general, higher cognitive engage-
ment, independent of behavioral activities, will lead to higher quality learning 
outcomes.

The ICAP framework distinguishes among four degrees of cognitive engage-
ment (see Fig.  6.1): interactive, constructive, active, and passive (ICAP). The 
framework predicts that learning activities fostering constructive and interactive 
cognitive engagement will be more successful than activities that only foster passive 
and active engagement. For example, the framework promotes science multimedia 
that allow both constructive engagement, in which students develop new ideas, and 
interactive engagement, in which students test those ideas and receive feedback 
from the multimedia. Note that these two top levels of engagement in the ICAP 
framework correspond to the highest level (Level 3, see above) of the model by 
Moreno and Mayer (2007). As such, constructive and interactive cognitive engage-
ment is characteristic of learning through simulations and videogames.

For interactive multimedia, the evidence with university students shows that cre-
ating higher levels of engagement can produce better learning outcomes (e.g., Wiley 
2019). Much of this research supports active over passive engagement. For exam-
ple, Erhel and Jamet (2006) investigated 72 psychology undergraduates (85% 
females) learning health science topics from multimedia modules presented in dif-
ferent formats. Results showed that the most effective design was the one allowing 
students to click parts of the images to reveal corresponding blocks of texts (active), 
as compared to conditions in which clicking was not allowed (passive). In a study 
by Evans and Gibbons (2007), 33 business undergraduates (33% females) studied 
multimedia depicting the mechanisms of a bicycle pump. Students were randomly 
assigned to learn from a lesson without interactive features or to learn from a lesson 
that allowed the engagement activities of: (a) controlling the pace of the presenta-
tion, (b) testing questions, and (c) triggering a simulation of the pump. Results indi-
cated that the interactive group outperformed the non-interactive group on a 
subsequent transfer test.

Schwartz and Plass (2014) compared passive, active, and constructive levels of 
engagement. They presented 112 university students with a multimedia lesson that 
narrated action phrases (e.g., “paint the fence”). Students were randomly assigned 
to one of three engagement conditions: (a) look (passive), in which images for the 

6  Interactive Science Multimedia and Visuospatial Processing



148

action (e.g., paintbrush and fence) were shown as static images; (b) click (active), in 
which participants pointed and clicked the images, and these actions resulted in the 
images becoming animated for the action; and (c) drag (constructive), in which 
participants dragged the images in order to generate the action by themselves. 
Recall and recognition tests for the action phrases showed that the best performance 
was for the drag condition, followed by click, and then look. In other words, consis-
tent with the ICAP framework, the possibility of generating dragging movements on 
the screen (constructive) was better for memory tests than watching the movements 
already performed after clicking (active), which was also better than solely looking 
at the screen (passive).

Nevertheless, not all engagement activities are equally effective for multimedia 
learning. For example, Karich et al. (2014) conducted a meta-analysis of learner 
control in educational technology research, based on 18 studies (k = 25 comparisons 
and a total N = 3,618 participants). The analysis investigated the influence of pro-
viding learner control over various features of multimedia lessons, including the 
pacing of the visualizations, ordering of the modules, and opportunities for practice. 
Overall, the effect of providing these engagement options was of g = 0.05, which 
corresponds to a small effect size according to the benchmarks by Cohen (1988). 
This small effect suggests that allowing students to control aspects of the learning 
material may not be the most robust method of fostering productive engagement 
with multimedia.

Particularly problematic are the engagement actions that induce high cognitive 
load and thus leave fewer working memory resources available to learning (see 
Castro-Alonso et al. this volume-b, Chap. 5; see also Mayer and Fiorella 2014). For 
example, in an experiment with 144 medicine undergraduates studying stroke 
symptoms from interactive multimedia, Song et al. (2014) randomly assigned stu-
dents to four different levels of engagement. Two of the groups involved high cogni-
tive engagement, as they required careful consideration of the answer before either 
clicking or dragging with the mouse. This careful consideration involved using the 
mouse to find the location of the blockage causing the stroke. These high cognitive 
action groups performed significantly lower on a subsequent transfer test than the 
groups involving less cognitive interactivity, which did not require finding the 
strokes position (see also Kalet et al. 2012).

Similarly, in three experiments totaling 370 university students (66% females), 
Stull and Mayer (2007) investigated the instructional effectiveness of using concept 
maps as aids to learning the reproductive barriers between species. The three stud-
ies, which differed in the complexity of the concept maps, randomly assigned stu-
dents to a learner-generated condition (concepts maps were built by the students) 
or a multimedia-provided group (concept maps were shown to students). Results 
across the three experiments consistently showed that the multimedia-provided 
group outperformed the learner-generated group on transfer tests. As predicted by 
cognitive load theory, and in contrast to the ICAP framework, generating concept 
maps required excessive activity, which may have taxed working memory and hin-
dered learning.
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In a study by Fiorella and Mayer (2012) college students played an educational 
game teaching them about how electric circuits work. In the first experiment, stu-
dents who were provided with a worksheet listing the underlying physics principles 
taught in the game outperformed students not provided with a worksheet on a sub-
sequent transfer test. However, in the second experiment, participants had to use the 
worksheet to generate the physics principles on their own while playing the game. 
Results indicated that only a small group of students who were able to generate the 
principles accurately benefited from filling in the worksheet, whereas most students 
could not generate the principles on their own. These findings highlight the potential 
limitations of engaging students by asking them to generate content on their own.

In all, research on cognitive engagement—and related findings of generative 
learning and embodied cognition—predict that multimedia lessons that allow higher 
cognitive engagement, such as by incorporating interactive and constructive activi-
ties, will be more effective than lessons allowing less engagement, such as active 
and passive activities. However, when the multimedia is already highly complex 
and taxes the necessary working memory to deal with the learning elements, adding 
excessive engagement activities could be counterproductive (see also Fiorella et al. 
2012a).

Thus, a balanced degree of engagement should be provided to the student, par-
ticularly to those with a lower capacity of working memory or visuospatial process-
ing. As described next, in addition to these engagement possibilities of the learner, 
how the multimedia responds to learner engagement plays an essential role in sup-
porting meaningful learning.

6.1.2  �Multimedia Feedback

In the broader educational research literature, Hattie and Timperley (2007) defined 
feedback as information provided by an agent related to the learner’s understanding 
or performance. In interactive multimedia learning events, the agent is the multime-
dia, which provides feedback in response to students’ engagement activities. 
Feedback has also been termed as scaffolding or guidance in the literature on learn-
ing from simulations (e.g., Fraser et al. 2015).

There are two broad levels of feedback: feedback about the task and feedback 
about the processing of the task (Hattie and Timperley 2007). In a review of simula-
tions and educational videogames, Johnson et al. (2017) termed these levels out-
come feedback and process feedback, respectively. In the multimedia learning 
literature (e.g., Moreno 2004; Moreno and Mayer 2007), these levels are commonly 
called corrective feedback and explanatory feedback (see Fig. 6.1). An example of 
corrective (lower-level) feedback is hearing a cheerful sound after providing a cor-
rect answer in a simulation or videogame (cf. Miranda and Palmer 2014). This level 
of feedback is the most common but may only lead to surface learning or non-
improved performance (e.g., Adam and Vogel 2018).
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In contrast, explanatory (higher-level) feedback can lead to deep learning and 
better performance. For example, a chemistry simulation could show two represen-
tations of the same molecule so that when learners manipulate one representation, 
they see the effects on the other format and can understand their relationship (cf. 
Barrett et al. 2015). In multimedia research, fostering a more complete and deeper 
explanatory feedback over the shallower corrective option is referred to as the 
guided feedback hypothesis (Moreno 2004) or the feedback principle (Moreno and 
Mayer 2007).

Research on learning from science multimedia among university students sup-
ports the feedback principle. For example, Van der Kleij et al. (2015) conducted a 
meta-analysis of 40 studies (k = 70 effect sizes) to investigate the effectiveness of 
three levels of feedback in computer learning environments. Many of the studies 
concerned science subjects (41%) and university or college students (80%). The 
levels of feedback consisted of: (a) knowledge of results, which solely signaled if 
the answer was correct or incorrect; (b) knowledge of correct response, which sig-
naled if the answer was correct or incorrect, and also revealed the correct answer; 
and (c) elaborated feedback, which signaled if the answer was correct or incorrect, 
revealed the correct answer, and also elaborated on the given information. Overall, 
the meta-analysis showed that elaborated feedback was more effective than the 
lower levels, yielding a medium effect size (g = 0.49). More recently, a review by 
Rivière et al. (2018) similarly highlighted the importance of deep feedback for med-
ical simulations, and Johnson et al. (2017) also recommended providing detailed 
feedback when designing military and science simulations.

The videogame literature also supports providing more in-depth feedback. For 
example, Moreno (2004) reported two experiments with a total of 104 psychology 
undergraduates that learned from a videogame involving the design of plants for 
different weather conditions. In each experiment, students were randomly assigned 
to either the explanatory feedback condition (a narration explained the correctness 
or incorrectness of each answer) or the corrective feedback group (a narration only 
communicated whether each answer was right or wrong). Both experiments showed 
that the explanatory feedback groups had higher transfer test scores and gave higher 
ratings of feedback helpfulness than the corrective feedback conditions.

A follow-up study by Moreno and Mayer (2005, Experiment 1) with a similar 
botany multimedia videogame also compared explanatory and corrective feedback. 
In the experiment with 105 psychology undergraduates (70% females), students in 
the explanatory feedback conditions achieved higher transfer scores and gave better 
explanations for their choices, compared to participants receiving only corrective 
feedback. Recently, meta-analyses of videogames for education by Clark et  al. 
(2016) found that including elaborated feedback in the videogames led to greater 
learning than providing simpler feedback (indicating errors or displaying the correct 
answers).

Why is explanatory feedback useful? Johnson and Priest (2014; see also Johnson 
et al. 2017) argue that the primary purpose of feedback is to help students learn from 
mistakes. As such, explanatory feedback provides complete information that guides 
students on how to improve their current level of understanding or performance. In 
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contrast, corrective feedback only informs whether students answered correctly or 
incorrectly, so it does not provide students with a clear direction for improvement. 
Without this information, students may try to figure out the correct answer them-
selves, likely taxing working memory resources and hindering performance. This 
explanation is consistent with cognitive load theory (see Castro-Alonso et al. this 
volume-b, Chap. 5; see also Sweller et al. 2011), which predicts that explanatory 
feedback will be more effective because it provides students with necessary support, 
whereas corrective feedback creates extraneous cognitive load that hinders 
learning.

In addition to providing insufficient information, feedback that contains unnec-
essary or irrelevant information can create extraneous cognitive load and be coun-
terproductive for learning (see the coherence principle in Mayer and Fiorella 2014). 
Consequently, the most effective explanatory feedback is that including only essen-
tial information. As with engagement, extra feedback can sometimes be detrimental 
for learning, especially if: (a) the multimedia is complex, so it already places heavy 
demands on students’ limited working memory capacity; and (b) the student has a 
lower capacity of working memory or visuospatial processing, so these systems get 
overloaded more easily (see also Sect. 6.2.2).

An example of this problematic feedback is provided by L. Lin and Li (2018), 
who investigated 116 university students (74% females) learning from physics sim-
ulations about how objects are affected by phenomena such as friction and gravity. 
The students were randomly assigned to three feedback groups: (a) control, which 
was not given any visual feedback; (b) irrelevant feedback, which was shown their 
individual brain waves of attention after watching each simulation; and (c) irrele-
vant plus relevant feedback, which was shown the same brain waves plus being 
prompted to reflect on their learning verbally. The results showed no effects on 
learning performance or time. However, the ratings of perceived attentiveness and 
perceived value were significantly lower for both feedback conditions, compared to 
the control group. Because these formats of feedback were creating additional cog-
nitive load, this processing possibly diverted the students’ working memory 
resources away from the core learning activities.

Finally, a study by Fiorella et al. (2012b) indicates that the modality of explana-
tory feedback can also influence cognitive load and significantly impact perfor-
mance during complex learning. In the experiment, 60 undergraduates (40% 
females) completed military call-for-fire tasks within a simulated environment and 
received either visual feedback, auditory feedback, or no feedback. Results indi-
cated that receiving auditory feedback led to the highest performance on a subse-
quent transfer task. Apparently, the visual feedback competed for cognitive resources 
with the other complex visual information in the simulated environment. In con-
trast, auditory feedback allowed students to process the simulated environment and 
the feedback simultaneously (see also the modality effect in Low and Sweller 2014; 
see Castro-Alonso et al. this volume-b, Chap. 5).

In all, student engagement and multimedia feedback are the exchanges of infor-
mation that allow learning from interactive multimedia. Findings across several 
studies involving university students of health and natural science topics indicate 
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that deeper engagement and feedback tend to promote meaningful learning out-
comes. Nonetheless, it is also important to avoid overloading working memory with 
too much cognitive engagement or unnecessary and irrelevant visual feedback, 
which could be especially counterproductive for students with low visuospatial pro-
cessing capacity. These conclusions should be considered when designing any inter-
active multimedia, including the science simulations described next.

6.2  �Simulations

According to Johnson et al. (2017), simulations are models of a real-world system 
in which the user tests variables to learn how they affect the system. Simulations can 
provide several advantages for science learning when compared to real laboratory 
activities, which also test variables in a system.

Concerning these advantages, Triona and Klahr (2003) observed that simulations 
are preferable to physical laboratories for: (a) lower costs of replication and distri-
bution of the activities, (b) more manageable data collection and thus faster data 
analysis, and (c) reduction or amplification of spatial and temporal dimensions. 
Brinson (2015) adds the advantages of: (a) visualizing otherwise unobservable phe-
nomena; and (b) removing confusing physical laboratory details, such as equipment 
miscalibrations or errors. Also, the time savings of using simulations can be sub-
stantial, considering that less dexterity is needed to manipulate and assemble virtual 
materials compared to real components (Klahr et al. 2007).

Furthermore, Potkonjak et al. (2016) noted that simulations are important for: (a) 
saving money, as they elude buying reactants and real equipment; and (b) flexibility, 
as many elements of the simulations can be changed (e.g., parameters, apparatus) to 
produce novel experiences that would be much more difficult in real settings. 
Another advantage of simulations, which is also present in videogames, is what 
Plass et al. (2015) called graceful failure. The feature, also discussed in Triona and 
Klahr (2003; see also Potkonjak et al. 2016), takes advantage of the unique oppor-
tunity simulations give students to fail without consequences. Failing and trying 
again has less significant consequences with simulations than in real-world settings, 
encouraging students to take risks, try novel approaches, and learn from mistakes.

Nevertheless, Potkonjak et al. (2016) observed that the graceful failure advan-
tage could also be a drawback. This disadvantage is that students may respond to the 
lack of real-world consequences by engaging with the simulation carelessly. Another 
disadvantage of simulations versus physical laboratories, noted by Brinson (2015), 
is that simulations may not train for science activities in the real world, but only in 
ideal scenarios. A summary of these advantages and potential disadvantages of sim-
ulations is shown in Table 6.1.
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6.2.1  �Simulations and Science Education

Several reviews (e.g., Brinson 2015; Plass and Schwartz 2014; Potkonjak et  al. 
2016; Smetana and Bell 2011) have discussed the beneficial instructional effects of 
simulations and virtual laboratories on different health and natural science disci-
plines. For example, the review by Smetana and Bell (2011), which included 61 
articles of natural science education from the elementary to the university levels, 
showed that these interactive multimedia tools promoted: (a) science content knowl-
edge; (b) conceptual change; and (c) science process skills, such as visualization, 
classification, and experimental design. Similarly, Brinson (2015) included six 
learning outcomes of simulations (and physical laboratories) in his KIPPAS nomen-
clature: Knowledge & Understanding, Inquiry Skills, Practical Skills, Perception, 
Analytical Skills, and Social & Scientific Communication. For example, Fig.  6.2 
shows a medicine simulation fostering practical skills.

The benefits of simulation-based learning have been documented in studies 
across a wide range of science areas, including: (a) anatomy (Nicholson et al. 2006), 
(b) neuroanatomy (Allen et al. 2016), (c) surgery (Keehner et al. 2006; Kostusiak 
et al. 2017), (d) emergency medicine (Ilgen et al. 2013), (e) nurse skills (Donovan 
et al. 2018), (f) cell biology (Parong and Mayer 2018), (g) biotechnology (Bonde 
et al. 2014), (h) chemistry (Blackburn et al. 2019), and (i) geology (Piburn et al. 
2005).

For example, the study by Nicholson et al. (2006) illustrates the importance of 
student engagement in an anatomy simulation. The authors investigated 57 medi-
cine undergraduates learning ear anatomy from either a three-dimensional (3D) 
interactive simulation or two-dimensional (2D) non-interactive images. The 3D 
interactive version allowed students to manipulate an ear model across its three 
axes, as well as to pan and zoom their view of the model. Results showed that the 
interactive multimedia was a more effective learning tool, arguably because it 

Table 6.1  Advantages and (potential) disadvantages of simulations versus physical laboratories

Outcome Example

Advantage Lower costs of replication and distribution
More manageable data collection and faster data analysis
Reduction or amplification of spatial and temporal 
dimensions
Visualizing unobservable phenomena
Removing confusing physical laboratory details
Less dexterity needed for manipulating the virtual materials
No need to buy real reactants and equipment
Many elements can be changed to produce novel 
experiences
Allow learning from mistakes

Disadvantage Careless engagement with the simulation
Not science of the real world
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allowed more productive cognitive engagement by the student. Similarly, Piburn 
et  al. (2005), in a study with 103 geology university students (53% females), 
reported positive effects of an interactive multimedia lesson on a geospatial test that 
included items with topographic maps and cross-sections (see Sect. 6.2.2).

In conclusion, simulations are useful tools for learning health and natural science 
topics. In a review of simulations for secondary science education, Rutten et  al. 
(2012) discussed that moving the field forward should involve adopting a zoomed 
out perspective that considers the broader educational context. In other words, the 
design of educational science simulations must consider the role of additional cog-
nitive, motivational, and social factors likely to influence learning. As we describe 
next, one factor that can moderate learning from simulations is the students’ visuo-
spatial processing ability.

6.2.2  �Simulations and Visuospatial Processing

Further information about visuospatial processing abilities and instruments is in 
Castro-Alonso and Atit (this volume, Chap. 2), and similar instruments are described 
in Castro-Alonso et al. (this volume-a, Chap. 8) and in Castro-Alonso et al. (2018). 
In this section, we focus on how visuospatial ability helps to learn from simulations 
in health and natural sciences.

1. Wear closed coat

2. Desinfect hands

3. Sterilize materials

Lab Safety

Fig. 6.2  A medicine simulation fostering the practical skills of laboratory safety
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Several studies within the health sciences, particularly in the context of learning 
anatomy, have established a link between visuospatial ability and simulation-based 
learning. For example, in a study by Garg et  al. (2001), 146 university anatomy 
students (50% females) learned from a human hand bones model. They found that 
3D mental rotation, a spatial ability measured with the Mental Rotations Test, was 
a significant predictor of success in the visual anatomy test.

Similarly, in a study with 29 adults (35% females), Loftus et al. (2017) observed 
that high scorers on the Mental Rotation Test outperformed lower scorers in solving 
human thorax and ankle anatomy tests with static images. Finally, Allen et al. (2016) 
investigated 47 medicine undergraduates learning neuroanatomy from both an inter-
active 3D brain simulation and cadaveric brains. Results indicated that performance 
on neuroanatomy tests was correlated with scores on a computer spatial ability test 
that involved imagining 2D sections from complex 3D shapes.

Keehner et al. (2006) examined the role of visuospatial processing in learning 
from surgery simulations. Forty-four university students completed two pen-and-
paper instruments of mental rotation (including the Mental Rotations Test). The 
authors aggregated the results of both tests into a global score. Then, participants 
trained for 12 sessions within a virtual reality simulation of an angled laparoscopic 
surgical task. Results indicated that the simulation enhanced students’ surgical 
skills, and further, that mental rotation score was correlated to performance (even in 
the last session). Thus, this study highlights the important role of mental rotation 
ability in learning from laparoscopic simulations.

Within the natural sciences, biology visualizations and simulations generally 
demand students’ visuospatial processing (see Castro-Alonso and Uttal 2019). For 
example, Huk (2006) investigated 106 high school and undergraduate biology stu-
dents (67% females) learning the structure and function of plant and animal cells 
from visualizations. Half of the participants also used interactive 3D models of the 
cells. The Tube Figures Test, a 3D mental rotation test, was used to measure stu-
dents’ visuospatial processing ability. The results showed that only high spatial stu-
dents could cope with the mental demands imposed by 3D models, and thus profit 
from interacting with these sophisticated tools.

Similarly, in an experiment with 112 high school biology students (64% females), 
Huk and Steinke (2007) assessed participants’ learning about the structures of plant 
and animal cells from interactive visualizations. Two instructional techniques for 
presenting the visualizations were compared: (a) close-up, zooming the visualiza-
tions; and (b) connecting lines, showing links between the cell structures and verbal 
labels. Using a median split of the Tube Figures Test scores, students were catego-
rized as high- and low-spatial ability individuals. Results indicated that students 
with high spatial ability outperformed the low spatial students, especially for the 
condition with the connecting lines. Overall, these studies suggest that visuospatial 
ability is important for learning from interactive biology multimedia that demand 
students’ engagement.

Visuospatial processing also aids learning from simulations and interactive visu-
alizations about other natural science topics. For example, Urhahne et al. (2009) 
reported two studies totaling 92 chemistry and biochemistry undergraduates (54% 
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females) learning about modifications of carbon from interactive 3D simulations or 
non-interactive 2D illustrations. Regression analyses revealed that spatial ability 
was a significant predictor of performance for conceptual knowledge tests, but not 
factual knowledge tests.

Concerning geology, Piburn et al. (2005) reported a quasi-experiment with 103 
university students (53% females) in which the experimental group was given a 
multimedia with interactive 3D blocks to visualize complex geologic structures. 
The experimental group was compared to a passive control group that did not inter-
act with the 3D blocks. All participants completed measures of 3D mental rotation 
(adapted Mental Rotations Test) and mental folding (adapted Surface Development 
Test). As expected, the treatment with interactive multimedia increased the scores in 
a geospatial test that included tasks with topographic maps, geologic cross-sections, 
and perspective taking. Moreover, mental folding (but not 3D mental rotation) was 
a significant predictor of performance on the geospatial test.

Finally, in three experiments totaling 180 undergraduates, Keehner et al. (2008) 
investigated the influence of 3D mental rotation on tasks that involved cross-sections 
of a complex 3D shape with internal branches in different directions. The experi-
ments showed that high mental rotators outperformed lower mental rotators on tasks 
with the complex shape. These effects were observed in both the interactive version 
(which allowed rotating and moving the complex shape) and the non-interactive 
format (which did not allow these generative activities). Also, attempting the tasks 
was equally effective after studying the interactive or non-interactive versions. In 
conclusion, these findings provided additional support for mental rotation as an 
effective multimedia learning aid, and also showed that not all generative or engage-
ment activities help when studying multimedia or simulations.

6.3  �Videogames

Videogames have also been termed computer games, digital games, online games, 
and web-based games (see Cheng et al. 2015). In recent years, research has accumu-
lated showing the effectiveness of these products for enhancing learning (e.g., 
Wouters and van Oostendorp 2017; see also Tobias et al. 2014). For example, in two 
meta-analyses comprising 69 studies and more than 6,600 school and university 
students, Clark et al. (2016) investigated the learning effects of training with video-
games on several disciplines, including psychology, maths, literacy, and science 
(among others). The first meta-analysis (13% science studies) contrasted the learn-
ing effects of training with videogames vs. other forms of training. This analysis 
showed an overall small to medium effect (g = 0.33) favoring videogames.

The second meta-analysis (17% of science studies) compared the learning effects 
of playing a non-enhanced vs. playing an enhanced educational videogame. The 
enhancement was provided by guidelines known to benefit learning from video-
games, such as feedback, collaboration, and competition. This value-added meta-
analysis also showed an overall small to medium effect (g = 0.34) favoring enhanced 
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over non-enhanced educational videogames. These meta-analyses indicate not only 
that videogames can generally be effective assets for learning various disciplines 
including science, but also that their design based on established instructional prin-
ciples can further enhance learning.

Research has provided two positive and two potentially negative outcomes of 
playing videogames for science education. On the positive side, playing properly 
designed educational videogames can enhance the learning of topics within the 
health and natural sciences. Also beneficial is the finding that videogaming can help 
train visuospatial processing abilities, because these abilities are positively related 
to science learning (see Castro-Alonso and Uttal this volume, Chap. 3).

On the negative side, playing videogames can sometimes result in wasting time 
instead of investing it in educational activities. This negative outcome is usually 
reported for entertainment videogames, not for educational videogames. Another 
potential negative result connects videogame play, particularly the genre of action 
entertainment videogames, to aggressive behavior. A summary of these four educa-
tional outcomes is shown in Table 6.2.

Researchers investigating the first adverse outcome argue that devoting time to 
entertainment-based videogames can reduce time devoted to learning (e.g., Weis 
and Cerankosky 2010; see also Cummings and Vandewater 2007). Of course, this 
logic can be applied to any activity that is not directly relevant to learning. In addi-
tion, research suggests that not all videogame time competes with learning. For 
example, in a study involving a large sample of high school students (N > 30,000, 
∼51% females, 14–18 years), Hartanto et al. (2018) investigated the correlations 
between self-reported videogame play and scores on standardized academic tests 
(including natural science). Results showed small negative correlations in weekday 
videogaming, but smaller and positive correlations in weekend videogaming. This 
suggests that there might only be negative effects when videogaming interferes with 
academic duties (in weekdays), but potentially positive or negligible effects when 
gameplay takes place primarily on the weekend, at a time when gaming interferes 
less with educational responsibilities.

The second potential negative viewpoint predicts that playing videogames can 
lead to aggressive behavior in students (e.g., J.-H. Lin 2013), which should nega-
tively affect learning. However, Ferguson (2010) discussed several empirical and 
theoretical problems with this perspective. One main problem is that aggressive 
behavior among the general population has generally decreased, whereas action 
videogame consumption has rapidly accelerated. Ferguson (2007) provides addi-
tional evidence in two meta-analyses relating action videogames to either aggressive 

Table 6.2  Types of 
educational outcomes for 
videogame playing

Type of outcome Example

Positive Science learning
Visuospatial processing

Negative Wasted time
Aggressive behavior
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behavior or positive outcomes such as visuospatial cognition. The aggressive behav-
ior meta-analysis (k = 21 effect sizes; N = 3,602 participants) showed less than 1% 
of the shared variance between action videogame playing and aggression. Thus, the 
hypothesis that action videogaming can lead to aggression was not supported (see 
also a recent controlled experiment in Hilgard et al. 2019). In contrast, the positive 
outcome meta-analysis (k = 14, N = 384) showed a 13% overlap of variance between 
action videogame playing and visuospatial processing. This positive relationship is 
addressed in later sections (see Sects. 6.3.2, 6.3.3 and 6.3.4). The other positive 
relationship, which links videogaming to science learning, is discussed next.

6.3.1  �Videogames and Science Education

The diversity of research on videogames for science education is growing (Fig. 6.3 
shows an example of a biology videogame). As such, a comprehensive review by 
Boyle et  al. (2016) showed that the most popular learning areas for research on 
educational videogames were health sciences (32% of the studies), followed by 
natural sciences (17%) and computing (10%). The review also showed that most of 
the designs for these investigations were quasi-experiments (46%), surpassing true 
experiments (15%) and correlational designs (10%). In a literature review of 

Fig. 6.3  A biology videogame about DNA translation
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videogames for natural science education, Cheng et al. (2015) reported that most of 
the studies focused on interdisciplinary sciences (47%), followed by biology (31%) 
and physics (22%). This review also showed fewer examples of university-level 
education in natural sciences, as only 16% of studies covered this level, compared 
to 72% dealing with school-level samples. Regarding the seven genres of games 
reviewed, adventure or role-playing (55%) and simulation (21%) were the two most 
common for natural science education. This is not surprising, as these types of 
games include avatars and situations where solving problems and engaging in 
inquiry activities can lead to meaningful learning. In short, there is ample interest in 
investigating the effects of videogames on science education across diverse research 
designs, academic disciplines, and games genres.

However, more important than the diversity of research is whether there is empir-
ical evidence showing that videogames are effective tools for learning health and 
natural science topics. The meta-analysis by Clark et al. (2016), described above, 
showed positive relationships between videogaming and learning different disci-
plines, including many science topics. Also, the review by Mayer (2019) showed 
that in 12 out of 16 experiments, science videogames produced higher learning 
scores than other science media (e.g., slideshow presentations and web tutorials).

In addition, a number of studies also show positive effects of videogames for 
university and school students within the disciplines of surgery (Lynch et al. 2010), 
immunology (Cheng et al. 2014), botany (Moreno 2004; Moreno and Mayer 2005), 
and physics (Anderson and Barnett 2011). A related variable to science education is 
the relationship between playing videogames and visuospatial processing.

6.3.2  �Videogames and Visuospatial Processing

Arguably, more studies have investigated the relationship between videogames and 
visuospatial processing than between these games and science education. For exam-
ple, the systematic review by Cheng et al. (2015) highlighted this focus of research 
on videogames. The report showed that fewer studies investigated science learning 
outcomes (14%) compared to cognitive skills (55%), and most studies involving 
cognitive skills focused on visuospatial processing ability.

There are two types of research investigating the relationships between video-
games and visuospatial processing: correlational and experimental (see Table 6.3). 
The correlational evidence emerges from comparing the visuospatial performance 
of experienced videogamers versus non-gamers. Finer correlational studies com-
pare different genres of videogames. For example, action gamers are usually com-
pared to non-action gamers, who are players of other genres (e.g., role-playing, 
strategy, and logical games). These finer comparisons assume that action video-
games, mostly first-person shooter games, are more demanding on perceptual and 
cognitive processes to foster visuospatial processing (see Spence and Feng 2010; 
see also Dobrowolski et al. 2015), compared to non-action videogames.
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The assumption is generally met, as players with experience in action games tend 
to show better visuospatial processing abilities than non-action gamers (e.g., Colzato 
et al. 2013). For example, the meta-analysis by Powers et al. (2013) showed a small-
sized effect (k = 37, d = 0.27, p =  .001) of videogames from different genres on 
cognitive tasks related to visuospatial processing. Also, the meta-analysis by Sala 
et al. (2018) showed an overall small effect (k = 16, g = 0.21, p = .005) of diverse 
videogames on spatial ability tasks.

In contrast, another meta-analysis by Sala et  al. (2018), which only included 
action videogames, showed a medium effect size (k  =  8, g  =  0.47, p  =  .001). 
Similarly, Bediou et al. (2018) showed a large effect size (k = 27, g = 0.75, p < .001) 
in a meta-analysis including solely action videogames. These meta-analyses sup-
port that playing action videogames may contribute more in developing visuospatial 
processing ability, compared to playing non-action games.

Of course, the correlational findings do not indicate whether there is a causal 
relationship between videogaming and visuospatial skill. That is addressed by 
experimental designs. The typical experimental study compares the gains in visuo-
spatial skill from pre- to post-test of two groups of unexperienced players. The 
treatment condition receives some amount of videogame training to improve in 
visuospatial tasks. As with correlational studies, there is research with either action 
treatment (action videogame training) or non-action treatment (non-action video-
game training). As shown in Table 6.3, these treatments are commonly compared to 
either: (a) a passive control condition that did not train, and was only measured in 
visuospatial pre- and post-tests; or (b) an active control condition that trained in 
other activities, such as computer tasks or easier versions of the videogames. In the 
next subsections, we describe experiments investigating the effects of non-action 
(Sect. 6.3.3) and action (Sect. 6.3.4) videogames on visuospatial processing.

Table 6.3  Designs and conditions of research about videogames for visuospatial processing

Design Condition

Correlational Non-gamer
Non-action gamer
Action gamer

Experimental Passive control (no training)
Active control (computer task or easier videogame 
training)
Non-action treatment (non-action videogame training)
Action treatment (action videogame training)
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6.3.3  �Non-action Videogames for Visuospatial Processing

Dorval and Pepin (1986) conducted a seminal experiment on the effects of non-
action videogames on visuospatial processing. In their investigation, 70 non-gamer 
humanities  undergraduates (47% females) were randomly assigned to a passive 
control group or the experimental group. Participants in the experimental group 
completed eight sessions of playing an arcade videogame in which a spaceship had 
to elude obstacles and shoot enemies in a 3D space. Results indicated that playing 
the spaceship game improved scores on a mental folding test. In contrast, the con-
trol group performed similarly in pre- and post-tests.

In a study by De Lisi and Cammarano (1996), 110 undergraduates (75% females) 
were randomly assigned to two different videogame training groups. In both condi-
tions, the training involved two playing sessions of 30  min each, separated by 
1 week. In the treatment group, the students played a videogame involving the rota-
tion and placement of 3D shapes. In the active control group, the training involved 
playing solitaire card videogames. Results showed that the 3D shape training was 
significantly more effective to increase performance in the pen-and-paper Mental 
Rotations Test, as compared to the solitaire training.

More recently, the meta-analysis by Powers et al. (2013) showed a medium effect 
(k = 77, d = 0.43, p = .001) and the meta-analysis by Sala et al. (2018) reported a 
small effect size (k = 37, g = 0.21, p = .001) of non-action videogame training on 
visuospatial processing. These overall effects considered studies using different 
visuospatial tests, as well as different non-action videogames. However, much of 
the literature relating non-action videogames to visuospatial instruments has con-
cerned Tetris™, the videogame that involves rotating 2D abstract shapes.

The research involving Tetris has yielded mixed results. In one experiment by 
Okagaki and Frensch (1994), 57 psychology undergraduates (51% females) inexpe-
rienced with Tetris played the game for 6 h across 12 sessions. These students were 
compared to a passive control group. All participants completed three pen-and-
paper tests of visuospatial processing: (a) the Cube Comparisons Test (mental rota-
tion with 3D shapes), (b) the Card Rotations Test (mental rotation with 2D shapes), 
and (c) the Form Board Test (mental folding). Results indicated that male students 
who played Tetris improved their scores on the Cube Comparisons Test and the 
Form Board Test. In contrast, females who played Tetris did not improve in any of 
the three tests.

Similarly, Moreau (2012) reported the effects of 12 h of total training (16 ses-
sions of 45 min each) with block Tetris-type videogames. In an experiment with 46 
university students (52% females), two training conditions were compared: a ver-
sion using 2D Tetris shapes and a version with 3D Tetris blocks. Both conditions 
showed pre- to post-test improvement on other visuospatial tasks, but the 3D ver-
sion yielded the strongest benefits. Specifically, the 2D game improved mental rota-
tions on other tasks with 2D blocks and 2D human bodies but failed on tasks with 
3D blocks or 3D bodies. In contrast, videogame training with 3D Tetris blocks 
improved mental rotations on both 3D and 2D blocks and bodies.
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In contrast, other experiments have reported null effects of Tetris training. For 
example, a study by Sims and Mayer (2002, Experiment 2) investigated 16 female 
undergraduates with no previous experience in Tetris. The experiment studied 
improvements in visuospatial processing measured by three common pen-and-
paper instruments: (a) the Card Rotations Test (2D mental rotation), (b) the Paper 
Folding Test (mental folding), and (c) the Form Board Test (mental folding). 
Participants were randomly assigned to either a passive condition without training 
or they trained in Tetris for 12 h (1 h sessions across 12 days). Results showed that 
the Tetris training did not significantly increase scores on the standard visuospatial 
instruments.

Comparable results were observed in two studies by Pilegard and Mayer (2018) 
involving undergraduate non-videogame players. The studies investigated whether 
Tetris training could transfer to six cognitive skills measured on computer-based 
tests, including four visuospatial abilities: (a) mental rotation with abstract 2D 
shapes (Card Rotations Test), (b) mental rotation with Tetris and Tetris-like shapes 
(2-D Tetris rotations), (c) mental folding (Form Board Test), and (d) spatial working 
memory (Corsi Block Tapping Test). The studies compared two Tetris training con-
ditions to a passive control group. Results revealed that both training conditions—
regular Tetris play and Tetris play supplemented with prompts—did not produce 
significant gains in any of the cognitive abilities measured.

In short, Tetris and other non-action videogames tend to show a small or 
null influence on visuospatial test scores. Generally, in these experiments the treat-
ment condition was compared to passive controls that did not perform any training. 
A more rigorous approach is typically used in action videogame training, where the 
treatment condition is compared to a control group that does receive some compa-
rable training.

6.3.4  �Action Videogames for Visuospatial Processing

As reviewed by Spence and Feng (2010; see also Bediou et al. 2018), three genres 
of videogames are most amenable to train visuospatial processing: action, driving, 
and puzzle. From this group, most of the research has concentrated on action video-
games, particularly on the popular first-person shooter games. Spence and Feng 
(2010) summarized experimental findings showing that first-person shooter video-
games can activate sensory processes, attentional resources, fast coordination of 
hands and vision, and visuospatial working memory.

By activating these processes, playing action videogames (particularly first-
person shooter games) can provide cognitively-demanding experiences that enhance 
visuospatial processing. For example, Green and Bavelier (2003, Experiment 5) 
compared two groups of adult non-gamers who received different videogame train-
ing for a total of 10 h (1 h in 10 consecutive days). The results showed that partici-
pants who trained with an action videogame improved their spatial distribution of 
visual attention significantly more than participants who trained with a non-action 
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videogame. The same authors reported a later study (Green and Bavelier 2007) in 
which both correlational (Experiment 1, 20 male undergraduates) and experimental 
evidence (Experiment 2, 32 adults, 53% females) indicated that action videogame 
experience provided a positive boost for spatial resolution of vision. In other words, 
action videogame playing could help people discriminate smaller distances between 
visual targets and distractors.

Furthermore, Feng et al. (2007, Experiment 2) investigated the effects of 10 h of 
videogame training (in sessions of 1–2  h) on 20 undergraduates (70% females). 
Participants were randomly assigned to either play an action videogame or a non-
action game. Results indicated that only training with the action videogame 
improved the scores of the spatial attention and mental rotation tests.

Similarly, Sanchez (2012) investigated the effects of two videogame training 
conditions on visuospatial processing of 60 university students (38% females). All 
participants completed tests of 2D mental rotation (Card Rotations Test) and mental 
folding (Paper Folding Test). During a 25-min training phase, half of the partici-
pants played an action first-person shooter game, whereas the other half played a 
verbal word-making game. The action training group outperformed the verbal-
training group on the Mental Rotations Test, but there were no differences on the 
Paper Folding Test. Thus, visuospatial training with a first-person shooter video-
game boosted 2D mental rotation performance but not mental folding.

Finally, a study by Blacker et al. (2014) involving 34 male undergraduates, com-
pared the effects of 30 h (1 h per 30 days) of training with either an action game or 
a simulation game. Only the action training group significantly improved perfor-
mance on a measure of visual working memory capacity. However, the effect of 
action training was smaller for a test of visual working memory precision, and there 
was no significant performance increase on a dual visuospatial task of working 
memory (Symmetry Span). Hence, action videogame training was effective for the 
less-demanding visual working memory tasks, but not for the complex dual task.

Overall, the studies reported above indicate rather positive outcomes of playing 
action videogames on various visuospatial processing tests. Recent meta-analyses 
have aggregated these findings. Although Bediou et al. (2018) observed a medium-
sized effect (k = 28, g = 0.44, p = .020), Sala et al. (2018) reported no significant 
positive effect (k = 22, g = 0.12, p = .248) for action videogame training on cogni-
tive tasks related to visuospatial processing. Taken together, there is some evidence 
that playing action videogames can enhance particular types of visuospatial skills 
such as 3D mental rotation.

6.4  �Discussion

Among the diversity of instructional multimedia tools for the health and natural sci-
ences, we focus in this chapter on simulations and videogames, as they allow stu-
dents the highest levels of interactivity. We described interactivity as the exchange 
between the students’ cognitive engagement and the multimedia’s feedback. We 
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followed the ICAP framework to describe student cognitive engagement as high-
level (interactive and constructive) or low-level (active and passive). Similarly, feed-
back provided by the multimedia also ranges from high-level (explanatory) to 
low-level (corrective). In general, higher levels of engagement and feedback pro-
duce more meaningful learning in multimedia settings. However, as predicted by 
cognitive load theory, excessive engagement or feedback can be counterproductive, 
particularly for students with low visuospatial processing capacity. Because these 
students have fewer working memory resources to deal with the visualizations of 
simulations and videogames, they have problems simultaneously processing the 
learning elements plus engagement or feedback information. In short, a balanced 
degree of engagement and feedback should be provided to students.

Concerning simulations, we described their advantages over more traditional 
physical laboratory activities, although a couple of potential disadvantages were 
also acknowledged. We also provided evidence from various science disciplines 
(including anatomy, surgery, biology, and geology) supporting effective learning of 
these topics from simulations and virtual laboratories. Finally, we addressed that 
visuospatial processing abilities, such as mental rotation, were helpful to learn from 
simulations and complex visualizations.

Regarding videogames, we provided evidence of their positive effects on health 
and natural science learning, and for training visuospatial processing abilities. We 
consider that these two positive outcomes overpower the two potential negative 
results attributed to videogames (wasted time and aggressive behavior). Although 
there is accumulating research on the effectiveness of videogames for science learn-
ing, most of the studies have focused on the impact of videogames on visuospatial 
processing. We considered both correlational and experimental visuospatial 
research, usually comparing non-gamers to gamers of non-action (e.g., Tetris) or 
action (e.g., first-person shooter) videogames. We described that non-action video-
games tended to show smaller effects than action videogames on visuospatial pro-
cessing skills. We finished by remarking that robust evidence can be obtained by 
experimental studies that compare the effects of playing action videogames to the 
experience of performing similar activities (e.g., playing non-action videogames).

6.4.1  �Instructional Implications for Health and Natural 
Sciences

A first instructional implication is that science simulations and videogames should 
be designed to foster interactive and constructive engagement by the student and 
explanatory feedback by the multimedia, rather than lower degrees of interactivity.

A second implication, which follows from the previous, is that higher degrees of 
interactivity should only provide necessary engagement and feedback, because 
when this information is irrelevant or unnecessary, working memory or cognitive 
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overload may occur. This is particularly relevant for lower visuospatial processing 
students and interactive multimedia depicting complex visualizations or topics.

A third instructional implication is to measure visuospatial processing abilities 
of students, in case remedial actions are needed with the low scorers.

A fourth implication is for science simulations. Learning activities with these 
multimedia tools should benefit from the advantages of simulations over physical 
laboratories. For example, the laboratory activities in simulations could imply col-
lecting large datasets, visualizing unobservable phenomena, or employing many 
reactants and equipment.

A fifth implication concerns science videogames. Acknowledging a potential 
negative effect of entertainment videogames for inducing a waste of time, educa-
tional science videogames should not be promoted to replace other meaningful 
learning activities.

The last implication is that action videogaming should be encouraged, chiefly 
those that do not induce aggressive behaviors. They could be beneficial to train 
visuospatial processing abilities in those students with low performance.

6.4.2  �Future Research Directions

Future research should explore ways to design science multimedia that strike a bal-
ance between fostering high cognitive engagement (as emphasized by the ICAP 
framework) and managing learner’s limited cognitive resources (as emphasized by 
cognitive load theory). If the multimedia is too cognitively demanding, such as 
when the learning material is highly complex, then adding more engagement or 
generative activities could be counterproductive (cf. Chen et  al. 2018). Future 
research should systematically evaluate multimedia environments of different com-
plexities and levels of engagement to test predictions derived from the ICAP frame-
work and cognitive load theory. Furthermore, motivational, emotional, and 
behavioral processes should be examined for a more complete picture of the com-
plex processes involved in learning from science multimedia (see Park et al. 2015; 
Plass et al. 2014; see also Fraser et al. 2012, 2015).

As visualizations and multimedia do not impact science and other disciplines 
(e.g., math and technology) to the same degree (e.g., Castro-Alonso et al. 2019b), 
future research on simulations and videogames should focus on a particular subdis-
cipline (e.g., biology, chemistry, technology) or compare their differences.

In addition, future endeavors should consider other students’ characteristics in 
addition to visuospatial processing. For example, sex is a possible candidate (see 
Castro-Alonso and Jansen this volume, Chap. 4), as it appears to moderate the expe-
riences of learning from visualizations (e.g., Castro-Alonso et  al. 2019b; Wong 
et al. 2018), using computers (e.g., Drabowicz 2014), and playing videogames (e.g., 
Terlecki and Newcombe 2005).

From a methodological standpoint, future research should continue to increase 
its standards of rigor. Fiorella and Mayer (2018) observed that comparisons with 
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well-matched control groups are those that follow a value-added methodology. For 
example, a value-added approach for simulations would go beyond comparing a 
simulation (experimental group) to other educational material (control group), in 
order to contrast two simulations that only differ in one feature or variable (see also 
Castro-Alonso et  al. 2016). For videogames, as described by Mayer (2015), this 
research should follow sound research methods, such as including well-matched 
active control groups and randomly assigning participants to the treatment and con-
trol groups.

Also, Mayer (2017) proposed three core components of a research agenda appli-
cable to interactive multimedia simulations and videogames: (a) investigating 
emerging technologies, such as virtual reality, and mobile phones; (b) conducting 
research in real classroom settings, which provide more ecological validity than 
common laboratory studies; and (c) testing the effects of interventions across longer 
durations, which provide more robust implications compared to shorter lab-based 
interventions.

Finally, beyond the scope of this chapter (and book), other visuospatial process-
ing abilities could be considered, such as dynamic spatial abilities (e.g., Sanchez 
and Wiley 2014) or environmental spatial abilities (e.g., Kozhevnikov et al. 2013). 
Similarly, research should investigate more direct relationships between particular 
visuospatial abilities and particular interactive science tasks (see Castro-Alonso 
et al. 2019a; see also Section 3.5 in Fiorella and Mayer 2018).

6.4.3  �Conclusion

Simulations and videogames allow students the highest levels of information 
exchanges, in which engagement from the students is followed by feedback from 
the multimedia. Although this high interactivity is usually positive, excessive 
engagement and feedback can also be negative, especially for low visuospatial 
capacity learners, as they cannot process the learning elements plus the extra inter-
active features. Properly designed simulations and videogames, which find a bal-
ance in the degree of interactivity, have proven to be effective instructional tools for 
topics about health and natural sciences. In addition to being effective for science 
learning, these multimedia products have also shown a positive relationship with 
visuospatial processing. Most of this research has focused on videogames (e.g., 
action videogames) and their positive effect on training visuospatial skills. Future 
research will help in providing greater details on the type of visuospatial processing 
ability most needed for certain tasks or topics involving science simulations and 
videogames.
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Chapter 7
Embodied Cognition, Science Education, 
and Visuospatial Processing

Juan C. Castro-Alonso, Fred Paas, and Paul Ginns

Embodied cognition, also known as distributed or grounded cognition, posits that 
cognition does not occur solely in the brain, but that it also employs the rest of the 
body and the environment (see Barsalou 2008). In other words, the mind is extended 
beyond the boundaries of the head (Clark and Chalmers 1998). This implies that the 
capacity limits of working memory and its visuospatial processing components (see 
Castro-Alonso and Atit this volume, Chap. 2) can also be extended to the body and 
the environment.

This extension of the mind has been investigated by cognitive load theory, the 
instructional theory that considers the limitations of working memory and visuospa-
tial processing for learning (see Castro-Alonso et al. this volume-b, Chap. 5). As 
proposed by Choi et al. (2014), a new model of cognitive load theory can include 
now the new limits set by the body and the environment, and must consider body 
and environmental variables that could affect learning.

When the three agents—brain, body, and environment—act together, usually a 
boost in learning is produced. For example, Kiefer and Trumpp (2012) reviewed 
diverse embodied activities that led to enhanced cognition for processes such as 
reading and writing, processing numbers, memorizing concepts and objects, and 
remembering events. Among the diversity of embodied activities, we focus here on 
object manipulations and gestures.
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This chapter has three main aims: (a) to provide different research perspectives 
explaining the positive effects of embodied cognition on learning and visuospatial 
processing (Sects. 7.1, 7.2 and 7.3); (b) to describe various investigations relating 
object manipulation to education in sciences and visuospatial processing (Sect. 7.4); 
and (c) to give examples of studies that show a positive relationship between gestur-
ing, science learning, and visuospatial processing (Sect. 7.5). Most of the visuospa-
tial instruments and abilities described in this chapter are detailed in Castro-Alonso 
and Atit (this volume, Chap. 2) and in Castro-Alonso et al. (this volume-a, Chap. 8).

Regarding the first aim of the chapter, various non-mutually exclusive phenom-
ena predict positive effects of embodiment and body actions on learning. We have 
grouped these phenomena into effects that are triggered: (a) solely by learners exe-
cuting the actions, and (b) by learners executing the actions or learners observing 
others (e.g., instructors and peers) executing the actions. These perspectives and 
examples are summarized in Table 7.1 and described next.

7.1  �Executing Body Actions

We consider three research perspectives that have investigated the positive effects 
on cognition triggered by executing body actions: (a) offloaded cognition, (b) gen-
erative learning, and (c) physical activity. These three areas tend to overlap some-
times. For example, when reviewing the learning effects of taking notes, R.  S. 
Jansen et al. (2017) remarked that these body actions shared external storage and 
encoding benefits, which are, respectively, related to the offloaded cognition and 
generative learning that we describe next. We also include in this section the posi-
tive effects that physical activity has on cognitive processes.

7.1.1  �Offloaded Cognition

As reviewed by Risko and Gilbert (2016), the two embodied mechanisms to offload 
cognitive activity in the brain involve placing the cognitive demands onto-the-body 
or into-the-world. An example of the former, in which the body is used to help 

Table 7.1  Phenomena that predict positive effects of embodiment on learning

Category Research perspective Example

Executing body actions Offloaded cognition Gesturing for mental rotations
Generative learning Drawing graphs or structures
Physical activity Training a sport (e.g., wrestling)

Executing or observing body actions Survival cognition Object location task for survival
Social cognition Mentally rotating human shapes
Signaling Finger pointing for memorizing
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processing the task, is typically observed in difficult mental rotations, in which tilt-
ing the head can reduce the degrees needed for the rotations in the mind. An exam-
ple of the latter, in which the environment helps processing the task, can be observed 
in mental folding tasks, in which drawing sketches can help getting the correct 
solutions. Usually, both body and environment are involved together in offloading 
cognition, as the following examples with object manipulation and gestures show.

Regarding manipulations, the experiment by Vallée-Tourangeau et  al. (2016) 
compared mental arithmetic performance of 52 psychology undergraduates and 
postgraduates (87% females) in two conditions of different embodiment. The 
embodied condition presented number tokens to the participants, which could be 
manipulated during the mental calculations. In the non-embodied condition, the par-
ticipants had their hands palm down and still on the table. Results showed that, in the 
groups with reduced total working memory through articulatory suppression (mental 
repetition of a short word), the embodied condition was more efficient (more accu-
racy and fewer errors) than the non-embodied groups. In other words, the interfer-
ence that reduced working memory was less problematic when the participants 
could manipulate the number tokens. Arguably, by offloading the arithmetic task to 
the body and the environment with manipulative tokens, the participants could man-
age with the few working more resources left due to articulatory suppression.

An example with gesturing for health science tasks is provided by Macken and 
Ginns (2014), who investigated 42 adults (74% females) studying illustrations and 
texts about the structure and function of the human heart. Half of the participants 
were instructed to gesture while studying (e.g., using the finger to make connections 
between illustrations and texts), and the other half, the control group, did not ges-
ture. Results showed that the gesture condition outperformed the non-gesture group 
on a retention test of terminology and a test of comprehension. Ginns and Kydd 
(2019) replicated this study with 30 adults (67% females), finding the gesture condi-
tion again outperformed the non-gesture condition on both the retention and com-
prehension tests, while also reporting the lesson as less difficult.

Hegarty and Steinhoff (1997) provide an example of physics instruction where 
cognitive processing was offloaded to the environment by note-taking. In two exper-
iments with a total of 186 undergraduates, the author investigated the instructional 
effects of making notes on diagrams showing the mechanics of pulley, gear, and 
lever systems. Mental folding of the participants was assessed with the Paper 
Folding Test, and the scores were used to perform a median split between low and 
high mental folding students. For low visuospatial processing participants, it was 
observed that making notes on the diagrams allowed better results. In other words, 
the limitations that low mental folders had to process the physics displays were 
compensated by them being allowed to make notes that acted as scaffolds to under-
stand the visualizations. In contrast, high mental folders were not benefited by this 
note-making process. For these high visuospatial processing students, their cogni-
tive capacity was enough to cope with the challenging learning visualizations, so 
they were not helped by offloading cognition into notes.

In contrast to these supporting evidence for offloaded cognition, there is also a 
negative side when we rely on external devices for our cognitive processes, as it has 
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been shown for visual memory. For example, Henkel (2014, Experiment 1) investi-
gated how taking photos of objects in an art museum affected the memory for them. 
In the study, the 27 undergraduates (78% females) either took photographs of 15 
museum pieces (e.g., painting, pottery, sculptures) or just observed other 15 pieces. 
The next day, the memory test showed that the photographed objects were less 
remembered and with less detail than the observed pieces that were not recorded. 
Thus, when the participants relied on offloading cognition to the environment (cam-
era), they used less effectively their own cognition to memorize the items (see also 
the review by Marsh and Rajaram 2019).

7.1.2  �Generative Learning

As reviewed by Wittrock (1989), generative cognitive processes involve relating the 
learning contents to personal knowledge, beliefs, and experience. In other words, 
the students actively construct meaning from the contents and make them personal. 
Instructors can teach students several methods to construct this personal meaning. 
For example, to understand better a text passage, Wittrock (1989) recommended 
students’ actions such as writing personal questions or summaries, giving examples, 
and drawing own graphs or pictures.

It can be noted that these actions also involve offloading cognition. The critical 
addition is that generative actions are personal and original actions. For example, 
although writing a question can offload cognition to the environment, it only 
becomes a generative learning example when the question is personal rather than a 
copy from the teacher.

To the list of actions by Wittrock (1989), Fiorella and Mayer (2016b) added the 
activities of summarizing and taking notes (see also R. S. Jansen et al. 2017), self-
explaining (see also Chi et al. 1994), imagining (see also Ginns et al. 2003), prepar-
ing to teach and teaching (see also Fiorella and Mayer 2013; Hoogerheide et al. 
2019), and enacting. From this diversity of generative actions, the focus of this 
chapter is on enacting, chiefly manipulation and gestures. However, in this section 
we consider the action of drawing, as it is a highly visuospatial generative activity.

Study 1  in Fiorella and Mayer (2017) investigated 108 undergraduates (70% 
females) drawing maps and illustrations to understand better a biology text about the 
human respiratory system. Also, students’ visuospatial processing was calculated 
averaging the scores of: (a) the Cube Comparisons Test, a common mental rotation 
test with three-dimensional (3D) shapes; and (b) the Paper Folding Test, a typical 
instrument of mental folding (see about these tests in Castro-Alonso and Atit this 
volume, Chap. 2). Results showed that both the spatial generative strategies and 
visuospatial processing independently predicted effective learning from the scientific 
text. Similarly, in an experiment with 72 undergraduates learning chemistry from a 
multimedia module, S. P. W. Wu and Rau (2018) reported the effects of drawing 
chemical structures on paper while studying from the computers. Results showed 
that the conditions in which the program prompted the students to draw were more 
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efficient (higher learning performance per time on task) than the condition without 
these illustration prompts. Similarly, when 120 undergraduates (64% females) were 
randomly assigned to study a geoscience text in different learning conditions, Wiley 
(2019) observed that the best performance was on the group instructed to sketch the 
contents.

Nevertheless, generative activities are not always productive for learning. As pre-
dicted by cognitive load theory (see Sweller et  al. 2011; see also Castro-Alonso 
et al. this volume-b, Chap. 5), since working memory is limited, when generative 
activity involves too much working memory processing, this cognitive processing 
may interfere with learning. This is noticeable when the learning materials are com-
plex for the students. For example, Ploetzner and Fillisch (2017) investigated 52 
undergraduates (83% females) studying a complex animation about a four-stroke 
engine. The participants were randomly assigned to drawing or reflecting what they 
observed in the animation. Findings revealed that the overall structures were less 
frequently recognized in the drawing condition than in the reflection group. Also, in 
three experiments with a total of 370 university participants (66% females), Stull 
and Mayer (2007) compared students building concept maps about the reproductive 
barriers between species, versus conditions where the maps were already com-
pleted. A consistent finding of the three experiments was that the generative actions 
of building the maps were counterproductive to learning the biology topic. In short, 
instructors and teachers should pursue balanced learning activities, where genera-
tive actions are included in a quantity that is sufficient and not excessive.

7.1.3  �Physical Activity

Pothier and Bherer (2016) defined physical activity as body movements by skeletal 
muscles using energy. This activity includes aerobic training, resistance training, dance, 
yoga, and tai chi, among others. These diverse embodied activities tend to show posi-
tive effects on cognition (Pothier and Bherer 2016). For example, Fenesi et al. (2018) 
investigated 77 undergraduates (78% females) studying a 50-min video lecture about 
the perception of forms. The students were randomly assigned to one of three groups. 
The exercise breaks condition performed three 5-minute breaks involving gross motor 
movements exercises (e.g., high knees, heeltaps, and jumping jacks). The non-exercise 
breaks condition performed three 5-minute breaks playing a puzzle videogame. The 
control condition studied the lecture continuously without breaks. A manipulation 
check revealed that the exercises increased the heart rate to approximately 70% of the 
maximum for young adults, indicating that the exercises were vigorous. The main 
results showed that the group doing breaks with exercises outperformed the non-exer-
cise breaks groups and the control condition, on both attention and memory scores.

Exercising and sports can be productive also for visuospatial processing, in 
which the type of activity is important. In a study by Moreau et al. (2012), 62 under-
graduate students (42% females) attempted the 3D Mental Rotations Tests. 
Subsequently, the participants completed sport training sessions of 2 h, weekly, for 
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a total of 10 months. Half of the participants trained in wrestling, while the other 
half trained in running. Results showed that the improvements on the Mental 
Rotations Test after the sports training were significantly higher for wrestling com-
pared to running. These findings indicate that not any type of physical activity is 
equally influential on cognition and visuospatial processing.

Note that the physical activity does not need to involve vigorous exercising 
or strenuous training sessions. Physical activity that positively influences cogni-
tive processes can also be less energetically demanding, as the examples of 
manipulations and gestures show on science education and visuospatial process-
ing (see Sects. 7.4 and 7.5). For another piece of evidence, Oppezzo and 
Schwartz (2014) reported that walking showed positive effects on the creative 
thinking of university students.

In addition, the effects of physical activities on visuospatial processing can be 
long-lasting. For example, the meta-analysis of 33 samples and 62 effect sizes by 
Voyer and Jansen (2017), revealed that athletes and musicians outperformed in spa-
tial ability the subjects without these motoric experiences. The overall effect size 
was of d = 0.38. According to the behavioral sciences benchmarks by Cohen (1988), 
this number represents a small to medium effect size. Although this is correlational 
evidence, it supports that the training of motor skills that music and sport disciplines 
entail may positively influence visuospatial processing for long periods (but see 
P. Jansen et al. 2016).

7.2  �Executing or Observing Body Actions

In addition to solely executing body actions, observing them can also trigger embod-
ied mechanisms productive for learning and visuospatial processing. These obser-
vation and imitation mechanisms (e.g., Cracco et al. 2018) are partially triggered by 
mirror neurons. In arguably the first evidence of these neurons in humans, Fadiga 
et al. (1995) recorded the excitability of forearm and hand muscles of 12 adult par-
ticipants. Results showed that the patterns of muscle activation were very similar 
during the execution of an action and observation of the same action done by another 
person. Later evidence has supported that these neurons constitute a system that 
matches action execution and observation in humans (see the mirror neuron system 
in Rizzolatti and Craighero 2004).

Although executing human body actions tends to be more effective than solely 
observing these actions and motions (e.g., Jang et al. 2017; Kontra et al. 2015; Stieff 
et al. 2016; Stull et al. 2018c), both executing and observing human motion trigger the 
mirror neuron system and are productive to cognitive processes. The following research 
perspectives describe the phenomena where execution or observation of human body 
actions can be effective for science learning and visuospatial processing.
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7.2.1  �Survival Cognition

Equipped with the mirror neuron system and similar imitation mechanisms, humans 
have evolved to learn human body actions and movements relatively easily. These 
actions are examples of primary biological knowledge, largely automatic and more 
efficient than secondary biological knowledge (see Castro-Alonso et al. this vol-
ume-b, Chap. 5; see also Castro-Alonso et al. 2019). This has links, respectively, to 
System 1 and System 2 of dual process theories of psychology (see Barrouillet 
2011). Basically, primary biological knowledge has been evolved by our Homo 
sapiens species over thousands of generations. As a result, currently, modern 
humans can deal relatively easily with primary biological tasks, such as human 
movement tasks, because they are part of the System 1 that has helped us to survive 
in this world (Geary 2002).

In consequence, human body actions, including manipulations and gestures, 
have been evolved for survival and are relatively easy to learn (Paas and Sweller 
2012; see also Sweller et al. 2019). Moreover, any other task aligned with a survival 
scenario will be more efficient cognitively and thus will tend to be easier. For exam-
ple, Nairne et al. (2009) measured word recall in adults, comparing survival versus 
non-survival conditions. Survival conditions involved relating the words to hunting 
or gathering food for the subsistence of the tribe, whereas the non-survival groups 
related the words to hunting or gathering for a contest. The groups aiding survival 
of the species outperformed those just competing, even though all were involved in 
hunting and gathering. Looking to extend these findings to visualizations, Otgaar 
et al. (2010, Experiment 1) investigated 75 undergraduates (76% females) memoriz-
ing 30 static pictures shown on the computer. Participants were randomly allocated 
to three conditions. In the survival condition, students rated how relevant the differ-
ent pictures were in helping to find food and protect from predators. In the moving 
condition, participants had to rate how important the pictures were if planning to 
move to a new home. In the pleasantness group, students rated the appeal of each 
picture. As predicted,  analyses revealed that retention was higher in the survival 
condition, compared to the other two groups which were similar to each other.

An example of visuospatial tasks is provided by Nairne et  al. (2012), who 
reported two experiments involving the visual working memory task known as 
Object Location Memory. In the experiments, the tasks showed line drawings and 
compared scenarios of survival versus no survival. In Experiment 1, 52 undergradu-
ates (50% females) were shown 8 drawings of food items in different places on-
screen. A group of students was given the instruction that the food collection was 
essential for survival, while the other group received the instruction that collecting 
was important to win a contest. In Experiment 2, 72 undergraduates (50% females) 
were shown 8 drawings of animals. A group was instructed that the animals had to 
be hunted for survival, while the other group was told that it was to win a contest. 
Both experiments measured accuracy in memorizing the positions of the elements 
from memory. Both studies revealed that location memory was higher in the sur-
vival contexts, compared to the non-survival conditions.
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A key aspect of our species’ survival has been our capacity to reproduce, which 
entails competing and succeeding for sexual mates (e.g., Geary 2008). In modern 
societies, these mechanisms involve understanding the behavior of other human 
beings and communicating between humans, as described next.

7.2.2  �Social Cognition

Social cognition belongs to the communicative aspects of survival cognition and is 
generally more related to observing than to executing body actions. From the four 
social principles to facilitate multimedia learning described by Mayer (2014), we 
apply in this section the embodiment principle and the voice principle. The embodi-
ment principle predicts that on-screen instructors would be more effective by using 
non-verbal communication cues, such as gesturing, facial expressions, and looking 
directly to the camera. In multimedia science modules, this principle has shown 
positive effects with human instructors (e.g., Pi et al. 2019; Stull et al. 2018a; van 
Wermeskerken et al. 2018) and cartoon pedagogical agents (e.g., Mayer and DaPra 
2012; see Wouters et al. 2008). The voice principle predicts that narrations would be 
more effective if recorded in human voice rather than machine voice. Extending the 
voice principle, there are usually more substantial instructional effects on students 
that learn from humans rather than from machines or artificial agents.

Concerning the embodiment principle, Stull et al. (2018a) reported two experi-
ments totaling 107 undergraduates (70% females) who studied organic chemistry 
videos in one of two formats. In one condition, the male instructor wrote the chem-
istry contents on a conventional whiteboard. Thus, the social cues from the instruc-
tor (e.g., facial expressions, eye contact, and gaze) were not observable, as he was 
writing on the board while giving his back to the students. In the other condition, the 
instructor wrote on a transparent board, so he faced the students through a transpar-
ent window in which he wrote the contents. Results on immediate learning tests 
showed that the transparent condition performed better.

Similarly, Wang et al. (2019) investigated 58 educational technology undergrad-
uates studying multimedia slides about using graphics editing software. The partici-
pants were randomly assigned to two conditions: (a) the gaze group watched the 
instructor sometimes looking to the relevant parts of the multimedia, whereas (b) 
the no-gaze condition observed that the instructor always looked to the camera. 
Results showed that participants in the gaze condition allocated more visual atten-
tion to the relevant parts of the multimedia and presented higher learning scores, 
compared to the participants in the no-gaze group.

Regarding the voice principle, it can be extended to predict that most learning 
scenarios where the instructor looks more human and less robotic would be more 
effective (e.g., Press et al. 2005). This is caused by our evolved human cognitive 
system, that has been shaped for generations to foster human–human communica-
tion and not human–machine relationships (cf. Geary 2002, 2008). Similarly, learn-
ing human hand tasks, including manipulations and gestures, tends to be more 
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effective from videos and animations that show natural movements than from static 
images without these evolved motions (e.g., Castro-Alonso et al. 2015a; see also 
Castro-Alonso et al. 2019).

This extension of the voice principle also applies for visuospatial processing. In 
an experiment with 120 adults (50% females), mostly students, P.  Jansen and 
Lehmann (2013) reported the common better performance of males over females on 
mental rotations with 3D figures (see Castro-Alonso and Jansen this volume, Chap. 
4). Also, when comparing abstract cube figures to human figures, P.  Jansen and 
Lehmann (2013) observed that the rotations with human depictions presented higher 
scores than with abstract shapes.

In a follow-up experiment with another 120 adult participants (50% females), 
Voyer and Jansen (2016) measured differences in mental rotation performance 
among three groups completing the rotations with different 3D figures. The non-
embodied group completed a mental rotation test with abstract 3D cubic shapes. 
The partially embodied condition attempted the test with cubic shapes that included 
an attached human head. The fully embodied group performed the rotations of 
images of 3D human bodies. Results of accuracy and reaction time showed the pre-
dicted direction of effects: The group with 3D human bodies outperformed that with 
abstract shapes and heads, which in turn, outperformed the group with abstract 
shapes (see also Krüger et al. 2014).

Nevertheless, sometimes social cues can also produce adverse learning effects. 
As predicted by cognitive load theory, presenting many social cues visually could be 
detrimental to learning, as simultaneously watching the learning contents plus these 
visual cues could overload the visuospatial processing capacity of the students (see 
also Castro-Alonso et al. this volume-b, Chap. 5). For example, after the encourag-
ing findings by Stull et al. (2018a) for transparent boards aiding chemistry learning, 
a follow-up experiment failed to replicate these positive effects. In this later study 
with 64 undergraduates (69% females), Stull et al. (2018b) did not find learning dif-
ferences between transparent and conventional whiteboards. Moreover, an eye 
tracking analysis showed that the social cues of the instructor tended to be distract-
ing in the transparent condition, where students focused less on the learning con-
tents, compared to the conventional groups (see also van Wermeskerken et al. 2018).

7.2.3  �Signaling

Teachers and instructors can use their body to signal important information. As 
shown in health sciences (e.g., A. J. Hale et al. 2017) and natural sciences (e.g., Pi 
et al. 2019), these signaling actions indicate the students when or where the most 
important learning pieces can be found. The effectiveness of signaling has been sup-
ported by evidence from diverse educational areas, including science disciplines 
(see Castro-Alonso et al. this volume-b, Chap. 5; see also van Gog 2014). Moreover, 
when the human body and its limbs (e.g., arms, hands, and fingers) are the signaling 
devices, social cognition effects can be triggered in addition to signaling.
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Much of the evidence on gestures can be related to the two research perspec-
tives of social cognition and signaling. For example, Ouwehand et  al. (2016) 
investigated if the gesture of finger pointing was helpful to memorize the posi-
tion of pictures shown on the four quadrants of the screen. In Experiment 1, the 
79 adult participants (66% females) were assessed in both pointing versus nam-
ing (verbalizing) the quadrants (e.g., “top left”) when the pictures were presented 
for the first time (study time). In Experiment 2, the 60 adults (63% females) were 
assessed in both pointing versus solely observing the quadrants at study time. 
Results showed that, when the pictures were shown again (test time), pointing 
before was more effective than either naming before (Experiment 1) or observing 
before (Experiment 2).

Also, in a series of four experiments totaling 484 university students (71% 
females), Fiorella and Mayer (2016a) investigated the influence of hands drawing 
illustrations in videos about a physics topic (the Doppler effect). When groups of 
participants studying illustrations already drawn (hands not shown) were com-
pared to groups studying the instructors’ hands drawing the illustrations (hands or 
body shown), supporting evidence for showing the hands was found.

In addition, signaling with human limbs tend to be more effective than signaling 
with non-human limbs, which is also related to the mechanisms of social cognition 
(voice principle) described above. For example, in an experiment with 84 under-
graduates (23% females) studying a video of a photography task explained by a 
human instructor, Pi et al. (2017) randomly assigned students to either human sig-
naling, non-human signaling, or non-signaling conditions. The human signaling 
was made by the instructor using her hands to point to the relevant parts in the 
video, and the non-human signaling involved adding arrows to the relevant parts. 
Results revealed that human signaling was more effective than both non-human 
signaling and non-signaling, which did not differ between them. In an experiment 
with 75 psychology undergraduates (79% females) studying the formation of light-
ning through an animation, de Koning and Tabbers (2013) compared a group 
watching a picture of a hand signaling the learning elements versus a group who 
observed an arrow signaling. Results showed that the hand signal was more effec-
tive than the arrow signal, in all learning measures, including written retention, 
oral retention, and transfer.

Nevertheless, as predicted by cognitive load theory, many signals can be redun-
dant and thus counterproductive to learning. For example, A. J. Hale et al. (2017) 
advised that medical teachers should not convey too much body language in their 
lectures, as it could be distracting. Also, Castro-Alonso et al. (2018) conducted an 
experiment with 104 university students (50% females) memorizing the placement 
of colored symbols on the screen. Results showed that including static photos of 
human hands signaling the symbols was counterproductive. Moreover, as shown in 
the experiments by Castro-Alonso et al. (2014), the negative signaling effects of the 
static hands were larger when the task involved more visuospatial processing, so 
less capacity was left to deal with the signals and the visual elements.
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7.3  �Embodied Cognition in Manipulations and Gestures

A conclusion at this point is that diverse research perspectives support that execut-
ing or observing human actions can be productive for learning science topics and 
processing visuospatial information. We now focus on the two human hand actions 
most investigated in science education, namely manipulations and gestures.

The research perspectives from the previous sections can describe different 
examples of beneficial cognitive uses of executing or observing manipulations and 
gestures. For example, offloaded cognition can explain the beneficial effects of 
using manipulative tokens for calculations, or how the gesture of tracing with the 
finger can aid in understanding a machine system. Similarly, the generative learning 
perspective can be used to explain the positive effect of manipulating anatomical 
models to obtain a personal angle for study and observation. Likewise, the physical 
activity rationale would explain the positive effects of making gestures to process 
more rapidly mental rotations.

Also, survival cognition would explain why it is relatively easy to learn and imi-
tate a human manipulating a chemistry model. Similarly, social cognition predicts 
that learning biology topics can be boosted if the learner executes or observes the 
instructor making gestures. Last, the signaling research perspective can explain why 
it is beneficial to watch the hands drawing a science illustration or pointing to it. In 
short, different research perspectives can be used to explain why executing or 
observing manipulations and gestures would influence science learning and visuo-
spatial processing.

In addition to both hand actions influencing sciences education and visuospatial 
processing, manipulations and gestures share other similarities. Chu and Kita (2008) 
positioned these actions on a continuum, in which manipulations were more con-
crete and gestures tended to be less concrete. In four experiments with adults per-
forming mental rotations, the authors provided evidence that training on these 
visuospatial tasks occurred in three incremental stages. In the initial stage, mental 
rotations are dependent on manipulations and also on gestures that connect the hand 
to the rotated shapes. This was regarded as a basic stage, restricted by both the 
physical constraints of the manipulative shapes, and by the anatomical limitations 
of the hand. In the intermediate stage, mental rotations only depend on gestures (dif-
ferent to those on the previous stage, such as gestures that simulate the movements 
of the shapes), so here only the anatomical limitations of the hand are present. In the 
advanced stage of mental rotation performance, there is independence from both 
manipulations and gestures, so there are no physical limitations of the shapes or the 
hands, and the visuospatial processing becomes internalized. In short, manipula-
tions need an object and are concrete, gestures need the hands and are less concrete, 
and the least concrete action, which is independent of objects and hands, is internal 
mental processing.

Castro-Alonso et al. (2015b) described a similar relationship between manipula-
tions and gestures. They argued that manipulations are dependent on manipulative 
objects, whereas gestures are dependent on hands (see Fig. 7.1). Conversely, manipu-
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lations can be independent of hands (e.g., Wong et al. 2009), whereas gestures can be 
independent of objects (e.g., Ping and Goldin-Meadow 2010). Thus, manipulations 
and gestures differ in their dependence to manipulatives and hands, respectively.

7.4  �Manipulations

Manipulating objects and observing instructors or peers using these objects, has 
shown positive instructional effects on health and natural sciences. However, not all 
these objects, also known as manipulatives or models, are equally effective instruc-
tional assets. For example, Brown et al. (2009) suggested that simpler manipulatives 
would be more effective than more complex objects containing distracting features. 
This can also be predicted by cognitive load theory and the redundancy effect (see 
Castro-Alonso et al. this volume-b, Chap. 5), which discourages adding distracting 
and redundant information to the learning materials. Moreover, this extra informa-
tion in the manipulatives can be particularly challenging for students with lower 
visuospatial capacity.

In this section, we describe the relationships between manipulations, science 
education, and visuospatial processing. In these research areas, some results have 
been consistently replicated, as shown in Table  7.2. For example, comparisons 
between physical and virtual manipulations tend to favor virtual formats. Similarly, 
when investigating executing versus observing manipulations, more supporting evi-
dence is found for executing the hand tasks. Last, there are some indications where 
manual training seems to be more effective than only mental training, as research on 
rotational tasks has shown.

Table 7.2  Examples of research on manipulations

Research Result References

Physical vs. 
virtual

Favor virtual Barrett et al. (2015) and Stull et al. (2013)
Favor any Stull and Hegarty (2016)

Executing vs. 
observing

Favor 
executing

Harman et al. (1999), Jang et al. (2017), Meijer and van den 
Broek (2010) and Stull et al. (2018c)

Manual vs. 
mental

Favor 
manual

Adams et al. (2014)

Fig. 7.1  Manipulations and gestures are human hand actions that differ in their dependence to 
objects and hands, respectively
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7.4.1  �Manipulations and Science Education

Regarding health sciences, Yammine and Violato (2016) conducted a meta-analysis 
investigating the effectiveness of physical models versus other materials (e.g., 2D 
digital images, cadavers, and 3D textbooks) to learn anatomy. Although the meta-
analysis was small (16 comparisons and a total of 498 students), it showed an over-
all medium to large mean effect size of d = 0.73, favoring using physical models 
over the other instructional materials. These positive effects of manipulations on 
anatomy learning do not need complicated or expensive manipulatives. For exam-
ple, Chan (2015) described useful low-cost physical models made of simple materi-
als (e.g., apron, T-shirt, hair bands, and pieces of colored paper).

In biology, there are also examples of positive outcomes for manipulations with 
physical objects. For biomolecular models, Roberts et al. (2005) reported that, in an 
undergraduate biochemistry course, physical manipulatives of proteins were effec-
tive instructional assets and were rated by the students as the most preferred tools. 
In a study with 32 biology or chemical engineering undergraduates (72% females), 
Höst et al. (2013) compared the instructional effectiveness of an image or a physical 
manipulative to learn about molecular self-assembly. Results of the open-ended 
questions showed that the manipulative was a more effective tool to understand this 
problematic biomolecular topic. Forbes-Lorman et al. (2016) investigated biology 
and biochemistry university students learning structure–function relationships in 
proteins. Using physical models of the proteins was beneficial for women but was 
not influential for men, arguably because men tend to have higher visuospatial pro-
cessing (see Castro-Alonso and Jansen this volume, Chap. 4) and need to a lesser 
extent the offloading scaffolds provided by the manipulative models.

In addition to physical manipulations, current research has also employed com-
puter or virtual formats (e.g., Cui et  al. 2017; Skulmowski et  al. 2016; Stull et  al. 
2009). To investigate which format was more effective in organic chemistry instruc-
tion, Stull et al. (2013, Experiment 1) recruited 29 university students (55% females). 
The participants were randomly assigned to either execute virtual and then physical 
manipulation of models, or physical and then virtual manipulations. Results showed 
that, independent of the format order, when students employed the virtual models, they 
needed less time to reach accuracy, compared to the physical manipulations. Similar 
findings were reported by Barrett et al. (2015) in a follow-up study with 41 psychology 
undergraduates (56% females). This larger efficiency of the virtual models can be 
explained by cognitive load theory. Virtual manipulations, having constrained interac-
tivity, only permitted the motions relevant for the learning topic, whereas physical 
manipulations allowed more hand motions, including those not relevant for the task. A 
similar advantage of simulations over real-life laboratory activities is briefly discussed 
in Castro-Alonso and Fiorella (this volume, Chap. 6). In short, physical manipulations 
may include extraneous cognitive load that is not essential for learning.

As there is a distinction between physical and virtual manipulations, there can also 
be a difference between executing versus observing the manipulations. In two experi-
ments, Stull et al. (2018c) investigated university students learning to interpret 2D 
representations of 3D organic chemistry molecules. Experiment 1 studied 61 students 
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(66% females) in a controlled laboratory setting, whereas Experiment 2 involved 81 
students (56% females) attending a lecture in an auditorium. In both experiments, 
participants in the groups that manipulated the chemistry models presented higher 
tests scores than students who only observed the instructor’s demonstrations with the 
models. Similarly, in four experiments with a total sample surpassing 170 adults, 
Kontra et al. (2015) studied executing versus observing manipulations to learn the 
physics concept of angular momentum. The manipulation involved holding a set of 
spinning bicycle wheels by the axle and tilting the axle. The four experiments showed 
that doing was more effective than observing the manipulations.

7.4.2  �Manipulations and Visuospatial Processing

Arguably, the first notion of a connection between manipulations and visuospatial 
processing was the study of mental rotation by Shepard and Metzler (1971), in 
which there was a linear increase in response time as the angles between pairs of test 
figures were larger. In other words, to process the mental rotations between the 
pairs, it appeared that participants were mentally doing something equivalent to 
physical rotations. In a follow-up study with mental folding, Shepard and Feng 
(1972) observed a similar outcome, in which the more folds involved, the more time 
taken to answer. In other words, mental folding also seemed to be equivalent to 
physically folding and manipulating the pieces of paper.

The effects were replicated in later studies. For example, Wohlschläger and 
Wohlschläger (1998, Experiment 1) investigated 66 right-handed psychology stu-
dents randomly assigned to either a mental task or a comparable manual rotation 
task. In both cases, the same 3D abstract shapes had to be rotated, but in the manual 
format this was performed twisting a knob with the right-hand. For both the mental 
and the manual tasks, results showed that the time taken to rotate the shapes was 
almost identically affected by the angular difference between the shapes. Thus, 
mental and manual rotations had analogous functions of response time.

In Wohlschläger and Wohlschläger (1998, Experiment 2), interference between 
the manual and the mental tasks were investigated on 48 right-handed psychology 
participants. As predicted due to common processing, results revealed that manually 
rotating the knob in the opposite direction of the mental rotations inhibited perfor-
mance, whereas manually and mentally rotating in the same direction facilitated the 
response. Wexler et al. (1998) tested if this interference could also be obtained with 
2D shapes. The study investigated 12 adults (50% females) executing on-screen 
mental rotations with simple 2D figures while performing unseen manual rotations 
with a joystick. When the direction of rotation for the mental and the manual tasks 
coincided, the mental rotations were faster and more accurate than when both tasks 
were incompatible. An example of these effects is shown in Fig. 7.2.

Later, Adams et al. (2014) replicated the interference effects and also investi-
gated different rotational training regimes. In Experiment 1, regarding a mental 
rotation task, 68 university students (64% females) were randomly assigned to train 
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in either manual rotation, mental rotation, or a verbal task (control condition). 
Manual rotation involved manually aligning the rotation of two abstract 3D blocks 
on-screen. Mental rotation, as in typical instruments, involved answering if the two 
abstract 3D blocks on-screen were the same but rotated shapes, or both mirrored and 
rotated depictions. Results on a mental rotation task showed that both manual and 
mental rotation training were more effective than the control condition. Experiment 
2 investigated a manual rotation task performed by 65 university participants. 
Results revealed that manual training, but not mental training, was more effective 
than the control group for the manual task. In conclusion, both experiments showed 
that manual rotation training was effective for both manual and mental rotation 
tasks, but mental rotation training was only useful for the mental rotation task.

As in science education, visuospatial processing tasks have also investigated 
the effects of executing versus observing the manipulations. For example, Harman 
et al. (1999) studied 22 undergraduates (59% females) memorizing novel 3D vir-
tual objects. In a yoked-control design, students rotating the objects on the screen 
were compared to students observing these manipulations by other participants. 
Results showed that the group doing the manipulative rotations recognized the 
objects faster than those observing the manipulations. Meijer and van den Broek 
(2010) conducted a replication experiment controlling the level of visuospatial 
processing of the participants. In the study, 36 university students (72% females) 
were assessed in their 3D mental rotation ability with the Mental Rotations Test. 
All participants studied novel 3D on-screen  objects by: (a) rotating the objects 
with the computer mouse, and (b) observing the computer doing the rotations. 
Results revealed that the low mental rotation students presented higher perfor-
mance when they could rotate the objects. In contrast, middle and high mental 
rotation students performed similarly when rotating or only observing the objects. 
In other words, their high visuospatial capacity allowed them to manage the task 
effectively, without the need of executing the manipulations.

Fig. 7.2  Effects when manual rotations (knob) and mental rotations (3D shape) are (a) in the same 
direction, or (b) in opposite directions
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The last example of doing versus observing is provided with a task resembling 
Object Location Memory. In the study, Trewartha et al. (2015, Experiment 1) investi-
gated 12 adult participants assigned to the executing or watching condition. In the 
executing group, participants discovered the spatial locations of virtual objects by 
moving a robotic arm to uncover the objects. In the watching condition, the robotic 
arm moved by itself. Consistent with the literature for executing over observing hand 
actions, the results showed that the group doing manipulations to uncover the hidden 
objects was more accurate than the condition solely observing these actions.

7.4.3  �Manipulations, Science Education, and Visuospatial 
Processing

Accumulating evidence is supporting that high visuospatial processing individuals 
profit more from the positive effects of manipulations on science learning than low 
visuospatial processing individuals. For example, in the field of anatomy, Stull et al. 
(2009) reported two experiments with  a total of 133 university students (63% 
females) performing rotational manipulations of a 3D computer model of a bone 
(the human sixth cervical vertebra). In each experiment, a median split of the scores 
on the Mental Rotations Test defined low and high spatial ability students. Consistent 
results in both experiments showed that high mental rotation students outperformed 
their lower counterparts in being more accurate and direct to execute the manual 
rotations of the virtual model.

Regarding biology, Huk (2006) examined 106 undergraduate and high school 
students (67% females) learning the structure of plant and animal cells through 
interactive multimedia. To measure the mental rotation ability of the students, a 3D 
instrument was used, namely, the Tube Figures Test. Also, half of the sample could 
manipulate 3D virtual models of the cells, to investigate their effects on understand-
ing the cellular structures. Results revealed that only high mental rotation students 
benefited from manipulating the 3D models. In other words, spatial processing was 
needed to cope with the mental demands of using 3D models. Similarly, for chem-
istry tasks, in two experiments with a total of 267 university students (51% females), 
Barrett and Hegarty (2016) showed that mental rotation and spatial ability were 
fundamental to manipulate virtual organic chemistry molecules.

Research about visuospatial processing and science education has also com-
pared virtual and physical manipulations. For example, Stull and Hegarty (2016) 
conducted two experiments with undergraduate organic chemistry students using 
models to solve problems about translations of chemical representations. In both 
experiments, the effectiveness of different virtual and physical models of chemi-
cal molecules was compared. Also, in both studies mental rotation was measured 
with an online version of the Mental Rotations Test. In Experiment 1, which 
investigated 105 students (54% females), the virtual models presented low fidelity 
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(low action-congruence), so their manipulations were performed using a com-
puter mouse and keyboard.

In contrast, in Experiment 2, with 104 participants (65% females), the virtual 
model presented high fidelity (high action-congruence), so their manipulations were 
performed using a virtual reality system with a hand-held device and stereo glasses. 
The two experiments showed that the groups using models outperformed the control 
groups in translation accuracy between representations. The type of model did not 
affect these results, as both the virtual models (low and high fidelity) and the physi-
cal models were equally effective. It was also reported that mental rotation was a 
significant predictor of achievement in these molecular translations, but not as influ-
ential as the employment of manipulatives. In conclusion, these results are not as 
supportive of the computer manipulations over the physical formats as those 
described in Sect. 7.4.1.

Last, research combining the effects of manipulations, science instruction, and 
visuospatial processing has also investigated executing versus observing manipula-
tions. For instance, in the realm of anatomy, Jang et al. (2017) examined 76 medical 
university participants (42% females) studying a 3D virtual model of the inner ear 
in a stereoscopic 3-D environment. Visuospatial processing was measured with the 
Mental Rotations Test. Results showed that participants that manipulated the model 
outperformed those that watched the model being manipulated. In addition, from 
the students that watched the manipulations, higher mental rotations predicted 
higher anatomy learning outcomes. This relationship between mental rotation and 
anatomy learning was absent in those that manipulated the model. Arguably, manip-
ulating the model resulted in less investment of visuospatial processing (mental 
rotation), whereas only watching relied on this processing to learn the anatomical 
structures. Consequently, either manipulation or high mental rotation ability were 
key assets to understand the anatomy task.

7.5  �Gestures

Gestures are hand motions that convey effective nonverbal communication 
when executed and observed (see Hall et al. 2019). Although they have been 
habitually connected to the social cognition and signaling research perspec-
tives, we have shown that gestures are linked to all the embodied perspectives 
discussed in this chapter. As nonverbal assets, they convey additional informa-
tion to that of speech, so they are useful tools for learners and instructors. For 
example, in a meta-analysis of 38 experiments (63 effect sizes; N  =  2,396), 
Hostetter (2011) compared the effects of speech-only vs. speech plus gesture 
conditions on memory or learning. The effect of adding human gestures to 
speech showed an overall medium size of d = 0.61. The effect presented a com-
parable size if the performer of the gestures was following a script or was mak-
ing the gestures spontaneously. The most useful gestures were those used to 
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convey a spatial or motor idea, which indicated a relationship between gestures 
and visuospatial processing.

In addition to the findings on human gesturing, there are also positive effects of 
gestures produced by cartoon or animated agents. For example, Davis (2018) con-
ducted a meta-analysis of 20 experiments (N = 3,841) and k = 41 pairwise compari-
sons that contrasted animated agents making gestures versus agents’ static images 
or voices. The results revealed that the agents that included gestures produced better 
retention (g = 0.28, k = 7) and near transfer (g = 0.39, k = 16) learning scores than 
agents not gesturing. These are small effect sizes supporting the inclusion of ges-
tures in animated pedagogical agents.

In this section, we describe the relationships between gestures, science educa-
tion, and visuospatial processing. As with manipulations, research on gestures has 
shown some consistent trends, presented in Table 7.3. For example, comparisons 
between executing and observing gestures have found more supporting evidence for 
executing these hand motions. Also, there are consistent results that show that ges-
turing outside the visual stimuli is counterproductive, whereas gesturing toward the 
stimuli is productive.

7.5.1  �Gestures and Science Education

In the meta-analysis just described, Davis (2018) investigated the moderating effects 
of topics on gesturing by animated agents. Results showed that the near transfer 
scores tended to be larger for science topics (g = 0.47), compared to maths (g = 0.32) 
and humanities (g = 0.08), although the difference was not significant. This result 
highlights the importance of gestures for science topics, in this case, made by car-
toon agents (see also Li et al. 2019).

However, most of the research on gestures for science education deals with 
humans as executers and observers of gestures. For examples where the students 
executed the gestures, the action of tracing can be considered. Tracing is a gesture 
that comprises finger motion following a path or movement (Hegarty et al. 2005) 
typically against paper or other surfaces (Ginns et al. 2016).

In an experiment with 10 undergraduates studying static mechanical diagrams, 
Hegarty et  al. (2005, Experiment 1) observed that producing tracing gestures 
facilitated mentally animating the diagrams and understanding their mechanisms. 

Table 7.3  Examples of research on gestures

Research Result References

Executing vs. observing Favor executing Stieff et al. (2016)
Outside the task Hinders S. Hale et al. (1996) and Lawrence et al. 

(2001)
Inside the task Enhances Chum et al. (2007) and Göksun et al. 

(2013)
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Tang et al. (2019) randomly assigned 46 school students to either study by read-
ing lesson materials on the water cycle, or tracing out key water cycle processes 
(e.g., evaporation) while studying. Students who traced while studying subse-
quently outperformed the control group on both retention and transfer tests.

In addition to these science examples, Ginns et al. (2016) provided two experi-
ments of maths topics. In Experiment 1, involving the spatial topic of triangle geom-
etry, the participants were 52 school boys. In Experiment 2, regarding the non-spatial 
topic of order of operations, the participants were 54 school students (59% females). 
In both experiments, the students were randomly assigned to the experimental con-
dition of executing tracing versus control conditions without tracing. The results on 
the transfer tests for both experiments showed that the tracing groups outperformed 
the non-tracing conditions.

An example besides executing  tracing is the study by Pi et  al. (2019), which 
concerns observation of gestures for biology education. In the experiment, 120 uni-
versity students from diverse disciplines (78% females) studied a video lecture 
about reproduction and cloning. The video showed a teacher looking into the cam-
era while explaining the content slides at her side. The participants were randomly 
assigned to one of four learning groups: (a) control (no gazing and no gesturing), (b) 
gazing only, (c) gesturing only, and (d) gazing and gesturing. In both gazing condi-
tions, the teacher in the video looked to the relevant areas on the slide. In both ges-
turing conditions, the teacher used fingers and hands to point to the relevant areas. 
Results showed that the conditions with gesturing significantly outperformed the 
control group, for both retention and transfer tests.

Is it better to execute or to observe gestures for science learning? Aligned to the 
previous sections on manipulations, the evidence on gestures also show the ten-
dency that executing is better than solely observing the hand actions. For example, 
Stieff et al. (2016) reported two experiments with organic chemistry undergraduates 
attempting translations between organic chemistry molecular representations. In 
Study 1 (N = 70), the participants were randomly allocated to one of three condi-
tions: (a) control text-only group, (b) observed gestures, and (c) observed and exe-
cuted gestures. Results showed that the most effective group for molecular 
equivalencies was that watching the experimenter making the gestures and then 
imitating the hand movements. Also, solely watching the gestures (observed ges-
tures condition) was not more effective than not watching them (control condition). 
Study 2 (N = 104) replicated these positive results for observing and doing.

7.5.2  �Gestures and Visuospatial Processing

The relationship between gestures and visuospatial processing has been supported 
by experiments showing deleterious effects of gesturing toward the outside of the 
visuospatial task and beneficial effects of gesturing toward the stimuli. Examples of 
the first line of evidence are provided in the interference experiments by S. Hale 
et al. (1996), who investigated undergraduates performing single and dual tasks of 
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working memory. One of the tasks was the Location Span Task, which involved 
memorizing sequences of a mark randomly positioned on a 4 x 4 grid. In Experiment 
1A (N = 30), results showed that pointing with the finger aside the stimuli impaired 
performance on the Location Span Task. A follow-up (Experiment 3, N  =  20) 
revealed that moving the eyes aside the stimuli was also detrimental, and that mov-
ing the eyes and pointing aside was more deleterious. Similarly, Lawrence et al. 
(2001) investigated 18 undergraduates executing a spatial working memory task of 
memorizing randomly colored positions on a square grid. Results showed that the 
task was impaired by moving a finger toward a peripheral flash.

Concerning evidence of positive effects of gesturing to the visuospatial task, 
Chum et al. (2007) reported two experiments with a total of 37 psychology under-
graduates performing spatial working memory tasks in which visual sequences had 
to be replicated from memory, as in the Corsi Block Tapping Test. As in this test, each 
sequence included shapes that were placed in different positions. Each experiment 
involved comparisons between executing pointing gestures versus not executing 
these gestures. The pointing was aimed at every position of the visual elements in the 
sequences. Results on the scores of this visuospatial working memory test revealed 
that pointing was more effective than not pointing. An example of these results is 
given in Fig. 7.3.

Another effective gesturing example is provided by So et al. (2015), who inves-
tigated 138 undergraduates (54% females) learning difficult map routes. The visuo-
spatial processing of the participants was calculated by combining the scores on a 
mental folding task (Paper Folding Test) and a spatial working memory task (Corsi 
Block Tapping Test). Groups of students allowed to execute gestures were com-
pared to groups in which gesturing was not allowed. Results revealed that the most 
important predictor for recall about the routes was being allowed to gesture while 
memorizing. Visuospatial processing, although helpful, had a secondary influence.

Fig. 7.3  Effects when executing a pointing gesture either (a) away of the visuospatial task, or (b) 
toward the visuospatial task
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Last, Göksun et al. (2013) investigated 28 adults executing gestures while doing 
mental rotations of physical shapes. Also, low versus high mental rotators were 
compared, according to the scores on the Mental Rotations Test. Results showed 
that low mental rotators produced more gesturing while solving the rotations, com-
pared to the high mental rotation participants. Thus, gesturing was effective to 
offload cognition, and this was particularly helpful for those at the limits of their 
visuospatial processing capacity.

7.5.3  �Gestures, Science Education, and Visuospatial 
Processing

The difference between executing and observing hand actions can also be made 
here. An example of the beneficial educational effects of executing gestures is pro-
vided in the physics disciplines by Hegarty et  al. (2005, Experiment 2), who 
recruited 45 undergraduates to perform mental animations of static mechanical dia-
grams. To investigate the effects of doing gestures and visuospatial processing, a 
group of students executing a spatial tapping interference task was compared to a 
control without this load on the visuospatial processor. As predicted, results showed 
that spatial tapping prevented executing gestures and hindered mental animation of 
the mechanical systems.

In a follow-up with 60 undergraduates by Hegarty et al. (2005, Experiment 3), 
the comparison was made between a spatial tapping group, a gesture-restricted 
group, and a control group (without spatial tapping and allowed to gesture). 
Results revealed that the gesture-restricted and the control groups outperformed 
the spatial tapping condition. In other words, these mental animations tasks relied 
more on visuospatial processing (interfered by spatial tapping) than on gesturing 
(interfered by gesture-restrictions). In all, these two experiments support that 
visuospatial processing is the primary asset for the mental animation of static 
mechanical diagrams, and that executing gestures may be a secondary but effec-
tive resource. This order of effects contrasts with the findings by So et al. (2015), 
described in the previous section, where executing gestures was more important 
than visuospatial processing.

Another piece of evidence showing positive effects of executing gestures is the 
study by Pouw et al. (2016) with 20 adults (75% females) attempting the visual 
puzzle known as the Tower of Hanoi. In the study, visual working memory was 
assessed with the Visual Patterns Test. Results showed that, while the participants 
were solving the puzzle, executing pointing gestures reduced their eye movements. 
This efficient mechanism was larger for those with lower scores in the visual work-
ing memory test. Thus, these results support that executing gestures can alleviate 
part of the burden in the eye movement and visuospatial processing (see similar 
findings in Eielts et al. 2018).
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An example of beneficial effects of observing gestures is provided in the biology 
fields by Brucker et  al. (2015), who investigated 45 university students (69% 
females) learning about fish movements from dynamic visualizations supplemented 
with gestures of these motions. In addition, visuospatial processing ability was 
measured with the mental folding task known as the Paper Folding Test. It was 
observed that, when students watched gestures that corresponded with the fish 
movements, low visuospatial learners were benefited, but these motions did not 
affect high visuospatial students. It was argued that high visuospatial students 
could understand the fish locomotions without the scaffolds provided by observing 
gestural information.

The last example is illustrative of the importance of visuospatial processing for 
understanding gestures, although it involves the observation of gestures about 
everyday activities rather than science topics. It concerns four experiments, con-
ducted by Y. C. Wu and Coulson (2014), sampling a total of 251 university students 
(65% females). In the study, photos of activities in which the speech was congruent 
to the gesture (e.g., describing screwing while moving the hand clockwise) were 
compared to photos in which speech and gesture were incongruent. Spatial working 
memory was measured with a computer version of the Corsi Block Tapping Test. 
Results showed that the fastest students to integrate the speech–gesture congruent 
information were those with higher scores in the spatial working memory test. 
Moreover, this effect was reduced when the participants performed a simultaneous 
visuospatial task, but was not affected when doing a simultaneous verbal task. In 
conclusion, the experiments supported that visuospatial processing was more neces-
sary than verbal processing for understanding gesture plus speech information. It 
can be predicted that, for a science topic described by the instructor with gestures 
and speech, students with higher visuospatial processing will understand more from 
observing the gestures, compared to students with lower visuospatial processing.

7.6  �Discussion

Embodied cognition phenomena can be triggered when executing or observing 
body actions. When solely executing body actions, three non-mutually exclusive 
experiences can happen, namely: (a) offloaded cognition, (b) generative learning, 
and (c) physical activity. The action of offloading cognition to the body and the 
environment can produce a cognitive boost, particularly helpful for students whose 
visuospatial processing is being challenged by the difficulty of the visuospatial 
information. Regarding generative learning phenomena, in addition to allowing 
offloading cognition, it can add a personal touch to the executer. For example, draw-
ing puts information onto the environment (offloaded cognition), but these depic-
tions use personal styles (generative learning). Last, physical activity, including 
vigorous and calmed activity, can boost immediate cognitive performance. Also, the 
positive effects can be sustained in time.
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In addition, there are also experiences when either executing or observing body 
actions, that research has termed as: (a) survival cognition, (b) social cognition, and 
(c) signaling. Concerning survival cognition, our human cognition has always 
equipped us to survive, so cognitive tasks of today are more effective if they resem-
ble the tasks our ancestors used for subsistence. One of these tasks was to commu-
nicate with other humans, so  survival and social cognition have equipped us to 
understand the social cues of others, which is more effective if these others are 
humans and not machines or robots. Last, some of these social cues involve signal-
ing relevant information. In these cases, signaling and social cueing co-occur.

The human motions mostly researched about these different embodied phenom-
ena concern object manipulation and gestures, which have been useful assets in 
diverse fields of health and natural sciences, including anatomy, biology, chemistry, 
and physics. Also, manipulations and gestures are effective tools for visuospatial 
processing.

Regarding the type of manipulation, both physical and virtual manipulations have 
shown effectiveness, but in the studies where these formats have been compared, 
usually the virtual format is favored. Another common comparison in manipulation 
research is between executing and observing others executing the actions. In these 
cases, the typical trend is that executing is more effective than only observing.

Concerning gestures research, the findings also show that doing the hand actions 
tends to be better than solely observing them. However, observing the gestures of 
human teachers and instructors, as well as animated pedagogical agents, is also 
effective to learn health and natural science topics. In these disciplines, encouraging 
results are showing how gesturing can be helpful for students with lower visuospa-
tial processing.

7.6.1  �Instructional Implications for Health and Natural 
Sciences

Concerning executing body actions, many different physical activities, at different 
degrees of energy demands, can have positive effects on cognitive processes. An 
instructional implication is that teachers could promote low-intensity physical exer-
cising (e.g., walking, manipulations, and gestures) as effective activities for science 
education.

A second instructional implication considers the survival cognition perspective. 
As such, learning activities could be framed in survival scenarios, such as hunting 
wild animals or collecting food to avoid starvation. In principle, any learning task 
with these added survival cues could be more effective than a version without this 
subsistence component.

Following the extension to the voice principle of social cognition, a third impli-
cation is that learning tasks should prioritize human–human interactions, and simi-
lar socially evolved mechanisms. For example, for tasks of manipulations and 
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gestures, videos or live action may be preferable to static images, and humans doing 
the hand tasks may be preferable to robots or virtual agents.

An implication for manipulations is based on the aim of reducing visuospatial 
information. This fourth implication is to foster simple manipulatives, as they tend 
to produce meaningful learning. Similarly, virtual manipulations may be simpler 
and preferable to physical manipulations.

The fifth and last implication concerns gestures. Allowing students to execute 
gestures while learning science topics should be promoted, particularly in those 
individuals with lower visuospatial abilities.

7.6.2  �Future Research Directions

Regarding the execution of body actions, future research could investigate which 
movement or action is best to train visuospatial processing. Similarly, further inves-
tigations could search for the most effective intensity and duration of training spe-
cific physical activity to boost cognitive functions.

Concerning the observation of hand actions, future research may reveal the best 
conditions to provide adequate social cognition and signaling, without also imply-
ing additional visuospatial information that could be difficult to handle, particularly 
for students with lower working memory capacity.

Future research needs to investigate further the relationship between science 
education and visuospatial processing (see Castro-Alonso and Uttal this volume, 
Chap. 3). For example, to establish better links between visuospatial processing 
assisting science learning, and science education helping visuospatial processing 
(see also Castro-Alonso and Uttal 2019), the addition of manipulative or gesturing 
actions can be considered. Similarly, interactive multimedia (see Castro-Alonso and 
Fiorella this volume, Chap. 6) and modern technological devices will provide new 
instructional possibilities for science education and human hand actions.

As sex and gender are influential to visuospatial processing and learning (see 
Castro-Alonso and Jansen this volume, Chap. 4; see also Castro-Alonso et al. 2019), 
their effects on embodied cognition are worth investigating. For example, research 
has shown that females tend to use more information than males from observing 
gestures and nonverbal communication (see Hall et al. 2019), so this effect could be 
investigated for science learning or visuospatial tasks.

7.6.3  �Conclusion

Different research perspectives have investigated the phenomena of embodied cog-
nition, which can be activated when executing or observing human body move-
ments. Two of the most investigated embodied phenomena are manipulations and 
gestures, which can be executed and observed for effective science education and 
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visuospatially processing. Regarding manipulations, it seems that virtual manipula-
tives are more effective than physical models. Regarding gestures, they are valuable 
assets, sometimes combined with visuospatial processing, to learn health and natu-
ral science topics. For both manipulations and gestures, a common finding is that 
executing these hand actions is more instructionally effective than solely observing 
them.
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Chapter 8
VAR: A Battery of Computer-Based 
Instruments to Measure Visuospatial 
Processing

Juan C. Castro-Alonso, Paul Ayres, and Fred Paas

Visuospatial processing is important to learn and succeed in health and natural sci-
ence disciplines (see Castro-Alonso and Uttal this volume, Chap. 3). This impor-
tance is observed in science learning scenarios with visualizations (see Castro-Alonso 
et  al. this volume-a, Chap. 5), interactive multimedia (see Castro-Alonso and 
Fiorella this volume, Chap. 6), and when object manipulations and gestures are 
involved (see Castro-Alonso et al. this volume-b, Chap. 7; see also Castro-Alonso 
et al. 2015). Moreover, visuospatial processing can be affected by the gender of the 
students (see Castro-Alonso and Jansen this volume, Chap. 4; see also Castro-
Alonso et al. 2019b) and by the design of the learning materials (see Castro-Alonso 
et al. this volume-a, Chap. 5).

This evidence of showing that diverse phenomena depend on visuospatial pro-
cessing can be partially attributed to the fact that visuospatial processing is not a 
single construct, but many. Hence, there is a need for instruments capable of mea-
suring each construct when required. Although a number of different instruments 
are available (see Castro-Alonso and Atit this volume, Chap. 2), we have recently 
developed a flexible and comprehensive computer-based battery of tests that can be 
tailored accordingly to individual needs (see also Castro-Alonso et al. 2018a). This 
battery, which can be used upon request by interested researchers and practitioners, 
is called VAR (visuospatial adaptable resources).
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The present chapter has two main aims. First, to describe the Internet administra-
tive tool that manages these computer-based instruments measuring visuospatial 
processing. Second, to describe each of these instruments and the variables that can 
be adjusted to suit different needs. The tests are categorized as: (a) mental rotation 
instruments, including a three-dimensional (3D) and a two-dimensional (2D) instru-
ment; (b) spatial working memory instruments, which focus on the spatial process-
ing of the visuospatial working memory processor; (c) visual working memory 
instruments, which focus on the visual processing of the visuospatial processor; and 
(d) dual visuospatial instruments of working memory, which require the simultane-
ous memorization and processing of visuospatial stimuli.

8.1  �Administrative Tool to Manage the Instruments in VAR

The administrative tool and all the instruments were programmed in JavaScript™, 
so they can be used in any device that can be connected to the Internet, including 
desktop computers, laptops, tablets, and mobile phones. The administrative website 
is shown in Fig. 8.1.

As presented in Fig. 8.1, when the administrative site is accessed, a new instru-
ment can be added by clicking on its name. Then, this test can be configured to 
adjust its properties to the users’ needs, including difficulty level, speed, color, 
sounds, instructions, and language (English and Spanish currently available). Also, 
many other variables can be adjusted, which depends on each test. As easy as the 
test can be added to the administrative tool, it can also be deleted pressing another 
on-screen button.

After configuring the instrument, it can be decided what type of task will be 
completed, whether (a) practice, (b) test, or (c) both practice and test. After these are 
achieved, the results of the tests are automatically saved on the database, which can 
be accessed with a password and exported to a spreadsheet for analyses. Typical 

Fig. 8.1  A view of the administrative Internet tool, simplified for clarity
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results that are recorded include configuration of the instruments, scoring, percent-
age correct, and time. However, as described next, each tool has its own set of vari-
ables that can be adjusted and results that can be measured.

8.2  �Mental Rotation Instruments

Ekstrom et al. (1976) define mental rotation as the ability to process a whole shape 
and rotating it in the mind. As described in Castro-Alonso and Atit (this volume, 
Chap. 2), there are tests measuring 3D and 2D mental rotations. The 3D instruments 
imply rotations with 3D shapes, thus involving three axes of rotation, whereas the 
2D instruments imply rotations with 2D shapes and only require two axes of rota-
tion. As described next, the present computer battery includes a 3D instrument 
(Mental Rotations Test) and a 2D instrument (Card Rotations Test).

8.2.1  �Mental Rotations Test

The seminal study of mental rotation by Shepard and Metzler (1971) employed 
abstract 3D shapes, which resemble current Tetris™ videogame blocks. The Mental 
Rotations Test developed by Vandenberg and Kuse (1978) incorporated similar 
abstract figures made of ten connected cubes. Peters et al. (1995) updated the test to 
the instrument that is mostly employed presently. Both of these later versions are 
pen-and-paper tests, but present reports have also used computer formats (e.g., 
Butler et al. 2006; Chu and Kita 2008; Doyle et al. 2016; Roach et al. 2019; Stull 
and Hegarty 2016; Wright et al. 2008).

In every item of the Mental Rotations Test, participants compare one 3D shape to 
four different versions displayed alongside. The task is to mark which two of these 
four depictions are the rotated versions of the 3D shape, thus leaving blank the other 
two alternatives, which are rotated and mirrored depictions (see Fig. 4.1a in Castro-
Alonso and Jansen this volume, Chap. 4).

The Mental Rotations Test is so popular that it is arguably the most common test 
used to measure visuospatial processing. It has been employed in many studies 
related to health sciences, including: (a) anatomy (Garg et al. 2001; Guimarães et al. 
2019; Jang et al. 2017; Loftus et al. 2017; Stull et al. 2009); (b) surgery (Keehner 
et al. 2006; Stransky et al. 2010; Wanzel et al. 2002); and (c) dentistry (Hegarty 
et al. 2009; Kozhevnikov et al. 2013). It has also been used in natural science educa-
tion, covering areas such as: (a) veterinary anatomy (Gutierrez et  al. 2017); (b) 
zoology (Imhof et  al. 2011, 2012); (c) general chemistry (S.  P. W.  Wu and Rau 
2018); (d) organic chemistry (Barrett and Hegarty 2016; Stull et al. 2018a, b); (e) 
geology (Atit et al. 2013; Resnick and Shipley 2013); and (f) physics (Hegarty and 
Sims 1994; Kozhevnikov and Thornton 2006; Peters et al. 1995). It has also been 
extensively used in research about sex and gender differences on mental rotation 
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(e.g., Courvoisier et al. 2013; Heil et al. 2012; Jansen et al. 2016; McGlone and 
Aronson 2006; Miller and Halpern 2013; Moè et al. 2018; Vuoksimaa et al. 2010).

The computer version developed for our VAR was based on the 16 figures 
included in Peters and Battista (2008). Our instrument provides a choice of the 3D 
figures from those 16 options, and allows modifying how to display them in the test. 
An example of the figures selected is provided in Fig. 8.2.

Further customization of the current instrument is to adjust how, per item, each 
selected shape can be shown in any of the possible X, Y, Z axes of rotation (see 
Fig. 8.3). Other variables that can be configured are: (a) showing either plain or 
checkered figures; (b) the number of total items in the test; and (c) the total duration 
of the test.

Based on the literature (e.g., Goldstein et al. 1990; Masters 1998; Voyer and Hou 
2006), we included two measures to calculate the score in the test. First, the strin-
gent score of the original pen-and-paper test by Vandenberg and Kuse (1978) was 
included, which awards one point per item only if both rotated depictions are 
selected (while both rotated–mirrored representations are left unselected). Second, 
the raw score was considered, which awards one point per correct depiction, thus 
allowing two points per item.

When the test is finished, the administrative tool automatically stores which 
depictions were included and how they were shown, the answers of the participants 
(compared with the correct answers), the total scores and percentages correct (both 
stringent and raw measures), and the time taken to solve the test.

8.2.2  �Card Rotations Test

The original pen-and-paper Card Rotations Test was developed by Ekstrom et al. 
(1976). In every item of the test, participants compare one abstract 2D shape to eight 
different versions at its side. The participants must discriminate between the 
mirrored-rotated and the rotated 2D shapes (see Fig. 4.1b in Castro-Alonso and 
Jansen this volume, Chap. 4).

Many health science and biology studies have employed this test, including the 
topics of medicine examinations (Kalet et al. 2012), the human respiratory system 

Fig. 8.2  Selection of five 3D figures from the 16 different options for the Mental Rotations Test
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(Mayer and Sims 1994), and the function of the enzyme ATP-Synthase (Seufert 
et al. 2009). The test has also been linked to the understanding of volcanic eruptions 
(Sanchez 2012) and the more abstract tasks of memorizing colored symbols (Castro-
Alonso et al. 2014, 2018b).

The instrument in the current battery allows selecting from 40 figures, including 
20 modern versions of the original pen-and-paper 2D figures by Ekstrom et  al. 
(1976) and the 20 novel 2D shapes reported in Castro-Alonso et al. (2018a). Settings 
include which figures are used, in which order, and how they are rotated and 
reflected. As shown in Fig. 8.4, many other variables can be adjusted, for examples, 
the color of the figures (gray or blue), how many parts are in the test, how many 
items are shown per part, and how long does each part last. When the test is ended, 
the system records the configuration employed, the answers given by the partici-
pants (compared with the correct answers), the total scores and percentages correct, 
and the time taken.

Fig. 8.3  Configuration of the figures for an item of the Mental Rotations Test

8  VAR: A Battery of Computer-Based Instruments to Measure Visuospatial Processing
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8.3  �Spatial Working Memory Instruments

As described in Castro-Alonso and Atit (this volume, Chap. 2), the processing of 
spatial and visual stimuli in working memory is relatively independent, and there 
are common instruments tailored to measure these different cognitive processes. 
Commonly, the tests that measure spatial working memory involve the sequential 
presentation of visual stimuli; in contrast, tests that measure visual working mem-
ory use the simultaneous presentation of visual elements. As such, the following 
instruments, aimed to measure the spatial component of visuospatial working mem-
ory, can be classified as tests of sequential (and not simultaneous) visual stimuli (see 
also Darling et al. 2006).

8.3.1  �Corsi Block Tapping Test

Corsi originally produced the Corsi Block Tapping Test (as cited in Milner 1971), 
based on an easier tapping test previously developed by Knox (1913; as cited in 
Richardson 2003). The traditional format of the instrument presents nine wooden 
blocks placed separately on a board (e.g., De Renzi et  al. 1977; De Renzi and 
Nichelli 1975; Smirni et al. 1983). The experimenter, who usually seats in front of 
the participant, touches or taps the blocks, following a sequence. Then, the partici-
pant must repeat the tapping sequence, from memory (Ruggiero et  al. 2008). In 
contrast to these 3D wooden blocks, contemporary adaptations use virtual versions 
with 2D squares on the screen (e.g., Ashkenazi and Shapira 2017; Castro-Alonso 
et  al. 2018b; Cornoldi and Mammarella 2008; Eielts et  al. 2018; Fischer 2001; 
Pilegard and Mayer 2018; So et al. 2015; Y. C. Wu and Coulson 2014; see also Fig. 
2.5 in Castro-Alonso and Atit this volume, Chap. 2).

Fig. 8.4  The configuration window of the Card Rotations Test
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Increasing in difficulty, the sequences to be memorized can begin with a rela-
tively easy 3-Square trial. An example of a 3-Square sequence would show that the 
squares being highlighted in order are those numbered as 2-4-7. Then, the test can 
increase by one square per level, and finish in the most difficult 9-Block sequence 
(e.g., highlighted squares are: 7-9-3-6-2-8-4-5-1). The test of the current battery can 
be adjusted in both the initial and the final length of the sequences. The sequences 
are based on those employed by Smirni et al. (1983).

In addition to changing the length of the sequences, the Corsi test can be answered 
using both directions: In the forward “traditional” direction, the squares must be 
clicked in the normal order they were presented; in contrast, in the backward test, the 
blocks must be clicked in the reverse order as observed (e.g., the correct answer for the 
sequence 1-2-3-4 is 4-3-2-1). Regarding what direction of recall should be preferred 
among researchers, there are advantages for either forward or backward recall. A rea-
son to favor backward recall is that it is a task that demands not only short-term mem-
ory (as the forward direction), but also executive functioning, so it involves more 
working memory resources (cf. Ashkenazi and Danan 2017; Miyake et al. 2001). As 
the backward direction relies more on executive resources, it has also been linked more 
than the forward direction to mental rotation tasks (Cornoldi and Mammarella 2008). 
Favoring forward recall would be appropriate if an easier test is desired. The instru-
ment included in VAR allows a choice of either forward or backward directions.

Other variables that can be customized in the Corsi of VAR are: (a) the sequences 
per level (e.g. for a 4-Square sequence, the user could set the sequence 5-2-7-9); (b) 
duration of each square being highlighted (e.g., 1,000 ms per square); and (c) show-
ing or not showing the number on top of each square, so participants could use 
verbal processing (when numbers are shown) to be helped in the task.

After the participants complete the test, the system records whether the test was 
forward or backward, the sequences memorized (against the correct sequences), the 
scores and percentages of accuracy (per level and in total), the time taken to start 
each answer, and the entire time taken for the test.

8.3.2  �Spatial N-Back Task

The original n-back tests were developed by Kirchner (1958) with sequences of 
physical flashing lights. Nowadays, the test is typically conducted in computer ver-
sions, where verbal or visuospatial stimuli is used (e.g., Hautzel et al. 2002; Lejbak 
et al. 2011; Nystrom et al. 2000; see also Au et al. 2015; Dougherty et al. 2016).

The task in any n-back test is to determine if a given stimulus has already been 
shown. As an example, Fig. 8.5 depicts the Spatial 3-Back Task that is included in 
VAR. As the figure shows, the first screen depicts Stimulus X, which disappears 
after an interval, and gives place to Stimulus Y, which also disappears after the same 
given interval, to give place to Stimulus Z. Then, the Test Stimulus is presented, 
when the participant must answer if this test depiction is the same or not as Stimulus 
X, the first stimulus shown 3-back ago displays.
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There are several ways to change the difficulty of a spatial n-back task. In addi-
tion, to a 2-back level, the test can be increased in difficulty by including 3-back 
levels (e.g., Lavric et al. 2003; McEvoy et al. 1998; Schmiedek et al. 2009; Shackman 
et al. 2006) or even more, such as 8-back options (e.g., Schwarb et al. 2016). Another 
way to make the test more difficult is by showing more complex visuospatial stim-
uli. For example, customary displays in the n-back tests are patterns of filled and 
empty squares. In these designs, difficulty could be increased from, for example, a 
3 × 3 pattern of nine squares (e.g., Li et al. 2008; Minear et al. 2016; Stephenson and 
Halpern 2013), to patterns of 4 × 3 (McEvoy et al. 1998), 4 × 4 (Schmiedek et al. 
2009), 5 × 4 (Lejbak et al. 2011), or 5 × 5 arrays (Schwarb et al. 2016). Also, less 
regular patterns entail more visual complexity (e.g., Lavric et  al. 2003; Nystrom 
et al. 2000; Shackman et al. 2006). Moreover, another way to make the test more 
difficult is to show each stimulus for a briefer time (e.g., Schmiedek et al. 2009) or 
using long blank intervals between the stimuli. These options to adjust the level of 
difficulty of the Spatial N-Back Task are allowed in the test included in our battery.

Other variables that can be adapted by the present instrument are: (a) the number 
of trials per level (e.g., four trials); and (b) displaying or not the number on top of each 
square in order to include verbal processing (in the case of showing the numbers).

After completing the Spatial N-Back Task, the database automatically stores the 
configurations used, the answers of the participants (compared with the correct 
answers), the scores and percentages correct (per level and in total), and the total 
time taken for the whole test.

8.4  �Visual Working Memory Instruments

The following instruments, which are aimed to measure the visual processing in 
working memory, can be classified as instruments showing simultaneous (and not 
sequential) visual stimuli (see Darling et al. 2006; see also Rudkin et al. 2007).

Fig. 8.5  A spatial 3-bak task showing a correct answer
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8.4.1  �Visual Patterns Test

The Visual Patterns Test was published by Della Sala et al. (1999), based on previ-
ous instruments reported by Phillips and Baddeley (1971). The test shows patterns 
of squares, for example, a grid of 25 squares in a 5 × 5 configuration. Randomly, 
half of the squares are filled, and half are blank. The aim of the test is to memorize 
which are the filled squares, and then from memory replicate this pattern on an 
empty test configuration.

The complexity of the instrument can be increased by adding more squares to be 
remembered (e.g., Eielts et al. 2018; Pouw et al. 2016; Wilson et al. 1987). The 
Visual Patterns Test in the present battery, as in Della Sala et al. (1999), begins with 
easier configurations of four squares (2 × 2 patterns) and increases difficulty until 
reaching the most difficult arrangement of 30 squares (6 × 5 patterns; see also Fig. 
2.6 in Castro-Alonso and Atit this volume, Chap. 2).

In the seminal study by Della Sala et al. (1999), it was reported that the goal of 
this instrument was to measure to a greater extent the visual component of working 
memory, to distinguish this test from other tools that focus on measuring the spatial 
component. For example, Della Sala and colleagues conducted an experiment with 
16 undergraduates (44% females), in which a visual and a spatial test were used. 
The findings showed that the visual test selectively interfered with the Visual 
Patterns Test, but not the spatial test. In contrast, the spatial test selectively inter-
fered with the Corsi Block Tapping Test, but not the visual test. In these results of 
double dissociations, it was concluded that the Visual Patterns Test was more effec-
tive to measure the visual component of working memory, whereas the Corsi Block 
Tapping Test was a more appropriate measure for the spatial component.

As shown in Fig. 8.6, the version of the test included in VAR allows adaptation 
of the: (a) stimuli time to present each pattern (e.g., 2,000 ms); (b) interval time with 
a blank display (e.g., 1,000 ms); (c) number of trials per configuration (e.g. three 
trials); (d) possibility of doing a “negative” version, in which the empty squares 
must be answered as filled, and vice versa; and (e) possibility of showing or not the 
number of each square, so participants could be aided by verbal tags.

After the test is ended, the system automatically records whether the test was 
negative or positive, the answers of the participants (compared with the correct 
answers), the scores and percentages correct (per level and in total), and the entire 
time of testing.

8.4.2  �Object Location Memory and Object Identity Memory

The classic studies measuring Object Location Memory and Object Identity 
Memory (e.g., Eals and Silverman 1994; see also Epting and Overman 1998) 
employed pen-and-paper instruments, but more recent versions are using computers 
(e.g., Postma et al. 2004). An interesting finding of these tasks, either in paper or 
computer versions, concerns gender differences (see Castro-Alonso and Jansen this 
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volume, Chap. 4). Usually, visuospatial processing instruments, such as those in 
VAR, show that men tend to outperform women. This outcome is particularly evi-
dent in the Mental Rotations Test (see Masters and Sanders 1993; Silverman et al. 
2007). However, Object Location Memory, and to a smaller extent Object Identify 
Memory, tend to show the opposite results in which females surpass males (e.g., 
Eals and Silverman 1994; Silverman et al. 2007; but see Epting and Overman 1998).

The instruments developed for this battery were based on the Object Relocation 
test presented in Kessels et al. (1999) and Postma et al. (2004). In the Object Location 
Memory task, for a stimuli time of a set duration, a display of visual elements is pre-
sented on a square grid (a single element per cell on the grid). After a predetermined 
interval, at test time, the elements are presented beside the grid (in a random distribu-
tion) and must be placed, from memory, in the original positions (see Fig. 8.7).

The Object Identity Memory task of the current battery is similar. In this test, an 
analogous visual array is presented for a certain amount of stimuli time. After a 
specified blank interval, a test display is shown. It must be judged if the same ele-
ments were shown in both displays or if some of these elements were changed 
between the arrays (see Fig. 8.8).

To investigate if verbal processing is used in these tasks, we designed both concrete 
and abstract illustrations. These two types of drawings can be used as the visual ele-
ments in the grid cells. The rationale of using these types is that concrete elements can 
be memorized with the aid of verbal strategies better than abstract elements, and these 
strategies sometimes show gender differences (e.g., Choi and L’Hirondelle 2005).

To design the concrete elements, we adapted the clipart illustrations by Saryazdi 
et al. (2018). We chose clipart illustrations over real photographs, as the authors 
reported that 240 adults attributed higher familiarity ratings to illustrations than 

Fig. 8.6  The configuration window of the Visual Patterns Test
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photos. From the 17 categories containing 225 illustrations of everyday objects, we 
chose the eight categories with most elements, namely: food, kitchen item, school/
office supply, toy, electronic, household article, clothing, and bathroom item. We 
then discarded all illustrations with a familiarity value below the median of the 
whole set of 225 illustrations. Then, all elements were simplified by reducing their 
visual components. This resulted in a final collection of 99 concrete drawings (see 
examples in Figs. 8.7 and 8.8).

Fig. 8.7  An Object Location Memory trial of the smallest size (2 × 2 cells), including only con-
crete illustrations. The figure shows the beginning of (a) stimuli time, and (b) test time

Fig. 8.8  An Object Identity Memory trial of medium size (4 × 5 cells), including concrete and 
abstract illustrations. The figure shows the beginning of (a) stimuli time, and (b) test time
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To design the abstract elements, 50 non-existing objects were created with a 
similar appearance to the concrete and real elements. As these abstract elements had 
two color versions, a total of 100 abstract illustrations were designed (see examples 
in Fig. 8.8). In total, there are currently 99 (concrete) + 100 (abstract) = 199 visual 
elements to use in the Object Location Memory and Object Identity Memory tasks 
included in VAR.

Also, the difficulty of the tests can be increased by enlarging the grids. As such, 
the grids can include 2–7 columns and 2–5 rows. Thus, the easiest grid is a 2 × 2 
array containing four cells with elements and the most difficult is a 7 × 5 array 
including 35 different items. Also, both instruments allow adapting: (a) time to pres-
ent the grid (e.g., 50,000 ms); (b) blank interval time (e.g., 5,000 ms); (c) number of 
trials (e.g. two trials); and (d) whether the lines of the grid are shown or not shown.

Consistent with previous studies (e.g., Choi and L’Hirondelle 2005; Hammond 
et al. 2019; Kessels et al. 1999; Nairne et al. 2012; Postma et al. 2004), we devised 
two measures to calculate the score in the Object Location Memory task: (a) a dis-
placement error or distance error, which has more fine-grained scoring by punish-
ing answers further away from the correct answer; and (b) a hit/miss score, which 
has coarser scoring by giving zero points to any incorrectly placed element (irre-
spective of its position), and one point for any correctly placed element. For the 
Object Identity Memory task, the hit/miss score was employed.

After the Object Location Memory or the Object Identity Memory tasks are fin-
ished, the system automatically records the size of the grid and which figures were 
used (concrete and/or abstract), the presentation and interval times employed, user 
answers (compared with the correct answers), the scores and percentages correct 
(both distance error and hit/miss measures), and the total time taken.

8.5  �Dual Visuospatial Instruments of Working Memory

These dual or complex working memory instruments include a memory task that is 
interrupted by a processing task. For example, the original test of this type was 
developed by Daneman and Carpenter (1980) and called the Reading Span Task. In 
this dual verbal task, the memory task was to remember the last words from a 
sequence of sentences, while reading or listening (the processing task) to these sen-
tences. Hence, reading and listening were processing activities that interrupted the 
memorizing of the last words in the order presented.

From this inception, several verbal and visuospatial dual working memory tasks 
have been developed. For example, six common visuospatial instruments are called: 
(a) the Counting Span (e.g., Kane et  al. 2004; Schmiedek et  al. 2009), (b) the 
Rotation Span (e.g., Foster et al. 2017; Miller and Halpern 2013; Shah and Miyake 
1996), (c) the Symmetry Span (e.g., Kane et al. 2004; Minear et al. 2016; Schwaighofer 
et al. 2016), (d) the Rotation-Matrix Span (e.g., Blalock and McCabe 2011), (e) the 
Alignment Span (e.g., Hale et al. 2011; Minear et al. 2016), and (f) the Dot Matrix 
Task (e.g., Giofrè et al. 2018; Miyake et al. 2001; Örün and Akbulut 2019).
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The dual visuospatial tasks of working memory developed for VAR (see also 
Castro-Alonso et al. 2018a) allow combinations of two memory and three process-
ing tasks from those published tests. The two memory tasks included are: (a) Matrix 
Positions, and (b) Rotated Arrows. The stimuli to memorize in the former are matri-
ces of squares highlighted in different positions. The stimuli to memorize in the 
latter are arrows shown in different rotational degrees.

The three processing tasks included in this battery are: (a) Symmetry Patterns, 
(b) Visual Equations, and (c) Letter Rotations. In Symmetry Patterns, judgments 
must be made on whether the display is symmetrical or asymmetrical around the 
Y-axis. In Visual Equations, judgments are made on whether the additions or sub-
tractions between two dot patterns are correct or incorrect. Lastly, in Letter 
Rotations, it must be decided if the capital letters shown are normal or horizon-
tally-reflected. Figure  8.9 shows a dual visuospatial working memory trial in 
which the memory task employed was Matrix Positions and the processing task 
was Symmetry Patterns.

Other variables that can be adjusted in these tasks include: (a) time to present the 
stimuli (e.g., 1,500 ms); (b) inter-stimuli lapse with a blank display (e.g., 500 ms); 
(c) starting and ending difficulty levels; and (d) number of trials per level.

Unsworth et al. (2005) recommended using both the memory and the process-
ing tasks when scoring these dual instruments. Hence, in VAR, both memory and 
processing tasks are scored. For the memory tasks, each correctly memorized 
element is scored one point. This implies memorizing: (a) the correct element, 

Fig. 8.9  A trial for a dual visuospatial task of working memory in which the selected memory task 
was Matrix Positions, and the selected processing task was Symmetry Patterns. The correct answer 
for Matrix Positions is shown. Note that the test has been simplified for clarity
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and (b) the correct order presented. For the processing task, each correctly pro-
cessed item is also awarded one point.

After the test is completed, the system records the memory and processing tasks 
used, the presentation and interval times employed, the answers of the participants 
(compared with the correct answers), the actual scores and the percentages correct 
(per level and in total), and the total time taken.

8.6  �Discussion

Visuospatial processing entails different visual and spatial abilities that can help 
learning in diverse situations. There is a current need to investigate the direct rela-
tionships between these abilities and academic achievement in diverse health and 
natural sciences (see also Castro-Alonso et al. 2019a). To examine these relation-
ships, we have developed VAR (visuospatial adaptable resources), a battery of com-
puter instruments that measure different aspects of visuospatial processing.

VAR contains seven Internet instruments, including two mental rotation tests, two 
spatial and two visual working memory tests, and dual visuospatial working memory 
tasks. The mental rotation tests are a 3D instrument based on the Mental Rotations 
Test, and a 2D test based on the Card Rotations Test. For the two spatial working 
memory instruments of sequential stimuli, one is based on the Corsi Block Tapping 
Test, and the other one follows the n-back paradigm. Regarding the two visual work-
ing memory instruments of simultaneous stimuli, one is an adaptation of the Visual 
Patterns Test, and the other one is based on Object Location Memory and Object 
Identity Memory tasks. Lastly, the dual visuospatial tasks of working memory can be 
constructed from two different memory tasks and three different processing tasks.

An Internet administrative tool, with restricted access, gives the user the control 
to configure the tests. Some of the variables that can be changed are whether includ-
ing or excluding practices before the tests, the language of the instructions and the 
written information (English and Spanish), the starting and ending difficulty levels, 
and the timing of the tasks. Importantly, this administrative tool automatically saves 
the data of the completed tests so that this information can be easily exported to 
spreadsheets for further analyses.

8.6.1  �Instructional Implications for Health and Natural 
Sciences

A first instructional implication concerns measuring different visuospatial processes 
with various instruments of this battery. Also, the relationships between these differ-
ent abilities can be calculated. The data provided could help teachers and instructional 
designers to get a detailed evaluation of the visuospatial abilities of their students.
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A second implication is related to the possibility of using VAR to predict poten-
tial difficulties that their users might face. For example, there could be a Mental 
Rotations Test score threshold that must be reached before achieving acceptable 
levels of mastery in a specific science discipline, such as anatomy (see Guillot et al. 
2007). Hence, fast-paced tests might facilitate this knowledge faster.

A third implication is related to visuospatial training (see Stieff and Uttal 2015; 
see also Castro-Alonso and Uttal this volume, Chap. 3). If low visuospatial process-
ing may negatively affect learning a specific science topic, then completing practice 
exercises from the instruments in VAR could raise the appropriate ability levels and 
be potentially helpful in learning the science concept.

A fourth and last implication flows from the previous one. If there is a detailed 
evaluation of the visuospatial abilities of a student, including how the student 
responds to changes in some variables of these abilities (e.g., speed), that data would 
show which ability and under what circumstances are requiring remedial training.

8.6.2  �Future Research Directions

A research direction that could be pursued using this VAR battery is to compare dif-
ferent instructional designs of specific science topics and how they are dependent 
upon visuospatial processing. For example, by comparing well-matched multimedia 
instructional materials (see Castro-Alonso et al. 2016) that differ in cognitive load 
demands (see Castro-Alonso et al. this volume-a, Chap. 5), it may be possible to iden-
tify the most effective instructional designs based on specific visuospatial abilities.

Also, as recent findings (e.g., Chen et al. 2018) have shown that cognitive load can 
change depending on timing factors, different visuospatial abilities could be more or 
less affected by these timing relationships. For example, it could be investigated if the 
known relationship between anatomy learning and mental rotation is affected when 
more simultaneous mental rotations or visual working memory processes are involved.

Another suggestion for research comprises investigating the relationship between 
a specific visuospatial ability and a specific science discipline or topic. For example, 
there is an agreement in the usefulness of 3D mental rotation to learn some topics of 
human anatomy (e.g., Guillot et al. 2007; Lufler et al. 2012; Stull et al. 2009) and 
organic chemistry (Barrett and Hegarty 2016; Stull and Hegarty 2016). However, 
results are less conclusive for other visuospatial abilities (e.g., spatial working 
memory) and other disciplines (e.g., biology, cf. Castro-Alonso and Uttal 2019).

8.6.3  �Conclusion

We developed VAR, a battery of seven computer-adaptable Internet instruments to 
measure different aspects of visuospatial processing. The tests are two mental rota-
tion instruments, two spatial working memory tests, two visual working memory 
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tests, and a dual visuospatial task of working memory. Also, an administrative tool 
has been created to allow customization of the instruments and recording of their 
generated data. Researchers and practitioners in health and natural sciences could 
employ these Internet instruments to measure the visuospatial abilities of partici-
pants and students accurately. Furthermore, VAR can be used as a research tool to 
investigate which specific visual or spatial ability is most relevant for a particular 
learning topic (e.g., molecular representations) or discipline (e.g., anatomy, sur-
gery). Finally, as the instruments can be customized in several ways, different phe-
nomena associated with mental rotation, spatial ability, and visuospatial working 
memory could be investigated.
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