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{andrea.omicini,roberta.calegari}@unibo.it

Abstract. Pervasiveness of ICT resources along with the promise of
ubiquitous intelligence is pushing hard both our demand and our fears
of AI: demand mandates for the ability to inject (micro) intelligence ubiq-
uitously, fears compel the behaviour of intelligent systems to be observ-
able, explainable, and accountable. Whereas the first wave of the new
“AI Era” was mostly heralded by sub-symbolic approaches, features like
explainability are better provided by symbolic techniques. In this paper
we focus on logic-based approaches, and discuss their potential in per-
vasive scenarios like the IoT and open (M)MAS along with our latest
results in the field.
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1 Introduction

Human environment is more and more affected and even shaped by the increas-
ing availability of ICT resources, in particular within the constantly-growing
urban areas all over the world. The ubiquitous availability of personal devices,
along with the increasing diffusion of sensor networks, actuator devices, and
computational resources in general, is rapidly transforming urban environments
into wannabe-smart environments on a massively-large scale.

Whereas model, technology, and methodology aspects are nowadays the sub-
ject of many research activities [47,48], the issue of (ubiquitous) intelligence is the
key to make environment really smart. Many novel approaches to machine intel-
ligence nowadays are increasingly focussing on sub-symbolic approaches – such
as deep learning with neural neural networks, e.g., [42] – and how to make them
work on the large scale. As promising as that may look – on the premise that
those approaches have the potential minimise the engineering efforts towards
large-scale intelligence – what we do also need is that our large-scale intelligent
systems exhibit socio-technical features such as observability, explanability, and
accountability to make ubiquitous intelligence actually work in human organisa-
tions and societies.
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To this end, more classic AI approaches to intelligence can be of help—such
as agents and multi-agent systems (MAS), as well as declarative and logic-based
approaches. Agents are the most viable abstraction to encapsulate fundamental
features such as control, goals, mobility, intelligence [48]. In particular, agents are
widely recognised as the main abstractions to distribute intelligence in complex
systems of any sort—e.g., [18]. Also, MAS abstractions such as society and envi-
ronment [30] are essential to cope with the complexity of nowadays application
scenarios—as well as to inject intelligence in complex computational systems
[34].

On the other hand, declarative and logic-based technologies quite straightfor-
wardly address issues such as observability and explainability, in particular when
exploiting their inferential capabilities—e.g., [22]. Since logic-based approaches
already have a well-understood role in building intelligent agents [40], we focus
instead on the role that logic-based models and technologies can play when used
to rule agent societies as well as to engineer agent environment.

In this paper we recap some of our research results about the role of logic-
based models and technologies in MAS, discussing how they can be exploited
to inject micro-intelligence [2] in large-scale scenarios. In particular, we show
how Logic Programming as a Service (LPaaS [7]) can be used to distribute intel-
ligence in KIE (knowledge-intensive environments), how Labelled Variables in
Logic Programming (LVLP [4]) can help introducing domain-specific intelligence,
and how the logic-based coordination language ReSpecT [32] can provide for
social intelligence in MAS. Also, we show how logic-based approaches makes
it possible to address in principle issues such as observability, formalisability,
explainability, and accountability.

2 Background and Related Work

2.1 (M)MAS, IoT and Intelligence

Agent-oriented engineering and (massive) multi-agent systems – (M)MAS – have
been already recognised as the most promising way for developing applications
for the Internet of Things (IoT) as well as cyber-physical systems (CPS), since
they are well-suited for supporting decentralised, loosely-coupled and highly
dynamic, heterogeneous and open systems, in which components should be able
to cooperate opportunistically [41]. Along that line, IoT and pervasive systems
can be seen as (M)MAS, devoted to monitor and control our environments where
the MAS abstractions, techniques, and methods are essential to cope with the
complexity of the application scenarios. Several works (e.g., [24,28,43]) propose
agents as the most natural way of approaching IoT systems featuring complexity,
dynamism, situatedness, and autonomy. Moreover, agents are shown to be the
most viable abstractions to encapsulate fundamental features such as control,
goals, mobility and intelligence, in the development of proactive, cooperating,
and context-aware smart objects [18].
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In the following we focus our attention on the intelligence issue, a hot topic
in current IoT research, following the idea that devices in IoT pervasive sys-
tems have to be massively networked and provided with (different degrees of)
intelligence, in order to interoperate and cooperate to achieve different goals.
To this end, agent-oriented models and technologies are gaining momentum for
embedding decentralised intelligence—as discussed in [23].

2.2 Engineering Intelligence in the IoT: Key Challenges

The IoT extends the current Internet technology by connecting different types
of things (objects, devices) with each other, and enable them to communicate
smartly [46]. Consequently, the IoT concept is designed to connect millions of
things together, yet things such a huge number need large storage spaces and
generate heavy traffic, which potentially creates many network issues. Further-
more, while the things are connected with each other, they are not necessarily
able to communicate meaningfully and interoperate effectively with each other
[44]. Their ability to communicate with each other depends on the similarity of
the service they are assigned to do [25]. Such deficiencies are due to the fact that
simple computing things lack of the ability to reason on their environments and
to subsequently make intelligent decisions and actions in order to achieve their
objectives. Typically, the objects used in the IoT – e.g., RFID, sensors, televi-
sions, washing machines, etc. – lacks intelligence due to hardware and software
limitations.

In addition, the issues of security, governance and standardisation have to be
taken in consideration [44]. No consolidated set of software engineering best prac-
tices has emerged so far in the IoT world [26,47] in order to face that issue: so,
properly engineering such a new generation of scalable, highly-reactive, (often)
resource-constrained software systems is still a challenge from the SE viewpoint.

Furthermore, sociotechnical features such as observability, explainability, and
accountability have to be addressed whenever the complexity of automated rea-
soning goes far beyond the human ability to understand—and we are already
there, basically. Understanding at some level how huge aggregates of intelligent
devices and agents evolve and affect our social and organisation processes is to
become essential for technical, social, normative, and ethical reasons. Appar-
ently, there is where symbolic approaches like logic-based ones are going to be
of help.

Along that line, in the following we focus on the practice of engineering
and design intelligence in distributed systems, in particular in the IoT systems,
by discussing our latest results in the field based on logic-based models and
technologies.

3 Logic-Based Approaches for (M)MAS and IoT

In order to face the challenges and the open issues highlighted in Subsect. 2.2 we
proposed a logic-based approach for injecting micro-intelligence in large-scale
MAS, such as IoT pervasive systems.
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Logic-based languages and technologies represent in principle a natural candi-
date for injecting intelligence within computational systems [1]: yet, many issues
have to be addressed—among these, the computational costs, the machinery
often not suited for programming in the large (the intrinsic modularity provided
by predicates does not scale up effectively, and modules are not enough for the
purpose), the “no-types” approach that makes it difficult to deal with domain-
specific applications, the distance from mainstream programming paradigms, the
integration with mainstream technologies. Moreover, MMAS and IoT inherently
call for a fully distributed architecture, which is why the relationship between
logic and physical distribution needs to be addressed and investigated in depth.
Classical logic approaches apparently do not cope well with the current percep-
tion of distributed systems—for instance, the universal notion of consistency of
the logic theory does not fit the incompleteness and inconsistency intrinsically
implied by distributed scenarios.

Anyway, overall, we believe that a logic-based approach can bring some
remarkable benefits in pervasive system, in particular dealing with the AI fears,
by promoting observability, malleability, understandability, formalisability, and
norm compliance—yet, a basic re-interpretation of some basic concepts of logic
programming is clearly needed in order to cope well with the aforementioned
issues.

Along with the re-interpretation of classical logic approach under the IoT
vision, we define the concept of micro-intelligence [2]: small chunks of machine
intelligence, spread all over the system, capable to enable the individual intelli-
gence of any sort of devices, promoting coordination and interoperation among
different entities. The micro-intelligence vision promotes the ubiquitous distri-
bution of intelligence in large pervasive systems such as IoT ones, in particular
when coupled with agent-based technologies and methods, at both the individ-
ual and the collective level—when combined with an overall architectural view of
large-scale systems exploiting logic-based technologies. The idea behind micro-
intelligence is that it can be encapsulated in devices of any sort, making them
smart, as well as capable to work together in groups, aggregates, societies.

As a source of intelligence, we focus here on logic-based engines—in partic-
ular LP (logic programming) engines, offering inference capabilities spread all
over the network. The potential of logic-based model and its extensions is first
of all related to the observability and understandability of the entire system.
Declarativeness and explicit knowledge representation of LP enable knowledge
sharing at the most adequate level of abstraction, while supporting modular-
ity and separation of concerns [29], which are specially valuable in open and
dynamic distributed systems. As a further element, LP sound and complete
semantics naturally enables intelligent agents to reason and infer new informa-
tion in a sound way. Traditional LP has been proven to work well both as a
knowledge representation language and as an inference platform for rational
agents. Logic agents may interact with an external environment by means of a
suitably defined observe–think–act cycle. Finally, LP extensions or logic-based
computational models – such as meta-reasoning about situations [27] – could
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be incorporated so as to enable complex behaviours tailored to the situated
components.

Accordingly, our result in the field are (i) the Logic Programming as a Ser-
vice – LPaaS henceforth [7] – model for distributing logic programs and logic
engines accordingly to the SOA architecture; (ii) the Labelled Variables in Logic
Programming (LVLP henceforth [4]) extension to the LP model to answer the
domain specificity issue of pervasive system; (iii) the possibility of exploiting
logic-based coordination artefacts and logical tuples with the ReSpecT coordi-
nation language [32] upon the TuCSoN MAS coordination middleware [39].

In the following we shortly discuss each contribution, while trying to provide
a general view of how logic-based models and technologies can be exploited to
inject intelligence into (M)MAS.

4 LPaaS & LVLP for Environment Intelligence

4.1 Vision

The novel LPaaS & LVLP models and architectures – and the corresponding
technology – express the concept of micro-intelligence defined above. In particu-
lar, we define two different, integrated models – namely, Logic Programming as
a Service and Labelled Variables in Logic Programming – designed so as to act
synergistically in order to support the distribution of intelligence in pervasive
systems.

One one side, the LPaaS architecture is designed so that LP can act as a
source of distributed intelligence for the IoT world, by providing an abstract view
of LP inference engines in terms of service. It exploits the XaaS (everything as a
service) metaphor to promote maximum availability and interoperability while
promoting context-awareness: any resource of any sort should be accessible as a
service (possibly an intelligent one) via standard network operations. From the
MAS viewpoint, LPaaS takes care of distributing knowledge as well as reasoning
capabilities in the agent environment based on LP.

On the other side, LVLP extends the LP model to enable diverse compu-
tational models, each tailored to a specific situated component, to coherently
and fruitfully coexist and cooperate within the same (logic-based) framework,
so as to cope with domain-specific aspects. From the MAS viewpoint, LVLP takes
care of embedding domain specific knowledge and reasoning capabilities at the
micro-level [48].

The added value of such a hybrid approach is to make it possible to exploit LP
for what it is most suited for – such as symbolic computation –, while delegating
other aspects – such as situated computation – to other most suitable languages
or computational levels.

4.2 LPaaS in a Nutshell

The LPaaS has been introduced in [5,6]. A detailed discussion on the technology
can be found in [3], whereas a comprehensive account was presented in [7].
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The main idea behind LPaaS is to embed a (possibly situated) logic theory
in every computational device composing the MAS environment, along with a
working logic engine providing the system with basic inferential capabilities. Mul-
tiple theories are intended to be consistent under the fundamental assumption
that each logic theory describes axiomatically what is locally true—so, prevent-
ing logical inconsistency a priori. So, agents exploit both knowledge representa-
tion provided by logic theories and the inferential capabilities provided by logic
engines as a distributed service, injecting intelligence in MAS environment.

To do so, LPaaS promote a radical re-interpretation of some basic facets of
LP, moving LP towards the notion of situated service. Such a notion articulates
along four major aspects: (i) the preservation (with re-contextualisation) of the
SLD resolution process; (ii) stateless interactions; (iii) time-sensitive computa-
tions; (iv) space-sensitive computations. The SLD resolution process remains a
staple in LPaaS: yet, it is re-contextualised in the situated nature of the specific
LP service. This means that, given the precise spatial, temporal, and general
contexts within which the service is operating when the resolution process starts,
the process follows the usual rules of SLD resolution: situatedness is accounted
for through the service abstraction with respect to such three contexts.

From an architectural viewpoint, service-oriented architecture (SOA) nowa-
days represents the standard approach for distributed system engineering: so,
LPaaS adopts the Software as a Service architecture as its architectural ref-
erence [14]. Moreover, LP services in LPaaS can be fruitfully interpreted as
microservices [17].

Accordingly, the LPaaS abstraction represents a form of micro-intelligence,
enabling situated reasoning, interaction, and coordination in distributed systems,
as the process by which an entity is able reason about its local actions and the
(anticipated) actions of others so as to try and ensure the community acts in
a coherent manner. LPaaS means to empower reasoning in distributed systems
taking into account the explicit definition of the spatio-temporal structure of the
environment where situated entities act and interact, thus exploiting the inner
nature of pervasive systems while promoting environment awareness.

4.3 LVLP in a Nutshell

Specificity of local domains, however, might not be easily addressed by the
general-purpose approach of standard LP—in terms of both specific domain
knowledge and domain-specific inference. For instance, the typical LP language,
Prolog, is even untyped—which, roughly speaking, is good for generality, bad
for making applications domain specific.

To this end, specific domain intelligence can be injected in MAS environment
via Labelled Variables in Logic Programming, formally discussed in [4] and fully
developed in [4]. Basically, the LVLP approach is consistent with that part of
AI literature that has established that domain-specific knowledge is a major
determinant of the success of KIE systems such as expert systems [13].

LVLP builds upon the general notion of label as defined by Gabbay [19], and
adopts the techniques introduced by Holzbaur [21] to develop a generalisation of
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LP where labels are exploited to define computations in domain-specific contexts.
LVLP allows heterogeneous devices in large-scale applications to have specific
application goals and manage specific sorts of information, enabling reactivity
to environment change while capturing diverse logic and domains exploiting the
concept of labelled variable.

An LVLP program is a collection of rules. LVLP rules have the form Head ←
Labelling ,Body , to be read as “Head if Body given Labelling”. There, Head is an
atomic formula, Labelling is the list of labelled variables in the clause, and Body is
a list of atomic formulas. By design, only variables can be labelled in LVLP. Given
two generic LVLP terms, the unification result is represented by the extended
tuple (true/false, θ, �) where true/false represents the existence of an answer, θ
is the most general unifier (mgu), and � is the new label associated to the unified
variables defined by the user defined (label-)combining function. The unification
process is extended by two functions: namely, the (label-)combining function
exploited during the unification of two labelled variables, and the compatibility
function exploited during the unification between a ground term and a labelled
variable, ensuring the term is compatible with the label of the variable when
interpreted in the domain of labels.

Among the many differences w.r.t. the approaches in the state of the art is the
fact that our approach does not change the basic of the logic language, which
remains the same, but allows for different specific extensions tailored to local
needs. Overall, the main idea behind LVLP is to enable diverse computational
models via labelled variables: each logic engine can exploit its own local label
systems tailored to the specific needs of situated components, to coherently and
fruitfully coexist side by side, interacting within a logic-based framework.

4.4 LPaaS & LVLP in (M)MAS

In [8] we discuss how the LPaaS architecture can be exploited to inject micro-
intelligence in MAS, by enriching the overall MAS architecture with the notion
of LPaaS agent/service, which allows for situated reasoning on locally-available
data by design. The LPaaS model can be further extended towards domain-
specific computations via LVLP.

As mentioned above, the multi-agent paradigm offers a powerful mecha-
nism for autonomous and situated behaviour, supporting social and cooperative
exchanges within organisations that are required for large-scale systems. Besides
autonomy, situatedness, and sociality, large-scale application scenarios such as
the IoT may benefit from other agent features – e.g., mobility and intelligence –
that could straightforwardly map onto the multitude of heterogeneous devices.
However, whereas mobility may come at a reasonable cost, intelligence is consid-
erably a more challenging issue, in particular when computationally expensive
technologies – such as machine learning, common-sense reasoning, natural lan-
guage processing, advanced situation recognition and context awareness – are
involved. Along this line, whenever local agent intelligence cannot be available
for any reason – i.e. memory constraints hindering the opportunity to have a local
KB, CPU constraints limiting efficiency of reasoning, etc. – a given agent may
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Fig. 1. Overview of a LPaaS-LVLP MAS

simply request to another, “more intelligent” one, to perform some intelligent
activity on its behalf.

More interestingly here, intelligent activity could be also delegated to the
environment—for instance, relying on LPaaS-LVLP services instead of the agents.
In such a scenario, agents are always computationally efficient and responsive,
since they are able to delegate reasoning-related tasks – such as situation recogni-
tion, planning, inference of novel information, etc. – to dedicated infrastructural
services based on LPaaS-LVLP.

Figure 1 illustrates the model of the LPaaS-LVLP approach depicting the whole
picture where (1) some agents are designed as lightweight ones, and rely on infras-
tructural services (or other more “intelligent” agents) to get LPaaS functionalities;
(2) some agents embed the LPaaS-LVLP functionalities; (3) some LP functional-
ities are embedded in some services provided by the middleware (namely, by the
containers). In particular, at the bottom layer, the physical/computational envi-
ronment lives, with boundary artefacts [35] taking care of its representation and
interactions with the rest of the MAS. Then, typically, some middleware infras-
tructure provides common API and services to application-level software – i.e., the
containers where service components live – there including the coordination arte-
facts [35] governing the interaction space. Finally, on top of the middleware, the
application/system as a whole lives, viewed as a mixture of services and agents.
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5 ReSpecT and Logical Tuples for Social Intelligence

5.1 Vision

In general, coordination artefact [37] are meant to encapsulate coordination poli-
cies for distributed systems, so as to inject social intelligence within computa-
tional systems [9]. By designing them as observable, coordination artefacts have
the potential to make social intelligence potentially explainable. By designing
them as malleable, coordination artefacts can make social intelligence adapt-
able [36]. In particular, logic-based coordination artefacts could in principle be
exploited to represent coordination policies in a declarative way, and also possi-
bly pave the way towards (partial) formalisation of large-scale systems.

In the context of MAS, social intelligence is another dimension that agent-
based models and technologies can fruitfully exploit—in particular by build-
ing agent societies around programmable, observable and malleable coordination
abstractions [35]. This is in fact the role of coordination models and technologies
[10], where coordination media are the basic abstractions around which agent
societies can be designed [11].

Agents and MAS are typically provided with coordination media via coordi-
nation middleware [12]: there, a multiplicity of distributed coordination media
are made available to the MAS so that each group of agents can interact within
a shared environment via a locally-deployed coordination medium The notion
of coordination as a service expresses precisely that: autonomous agents submit
themselves to the coordination policies embedded in a coordination medium by
choosing to interact with other agents through the medium itself, thus consti-
tuting an agent society [45].

5.2 TuCSoN and ReSpecT in a Nutshell

The TuCSoN coordination model [39] provides MAS with tuple centres [32]
that extend Linda tuple spaces [20] with programmability [15] based on the
ReSpecT [31] logic-based language. In particular, ReSpecT tuple centres contain
logic tuples in the tuple space, and ReSpecT specification tuples in the specifica-
tion space, which sets the coordinative behaviour of the medium by defining the
reaction of the tuple centres to relevant MAS events.

More precisely, a ReSpecT specification tuple is a special kind of first-order
logic tuple of the form reaction(E ,G ,R ), where: E is the triggering event of the
reaction, that is, the coordination-related event – represented by the coordination
primitive invoked – whose occurrence triggers evaluation of the reaction; G is
the (set of) guard predicate(s) which must evaluate to true for the reaction to
actually execute—enabling fine-grained control over reactions execution; R is the
reaction body, that is, the set of Prolog computations and ReSpecT primitives to
execute to bring about the reaction effects.

Whereas the ReSpecT tuple space contains the (logic) tuples used for the com-
munication among agents, the ReSpecT specification space contains the (logic)
specification tuples used for the coordination of agents. So, ReSpecT tuple centres
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exploit logic for both knowledge representation (in the communication space)
and coordination policies (in the coordination space) in agent societies.

Overall, ReSpecT tuple centres are programmable – via ReSpecT specifica-
tion tuples –, observable – in that both the basic and the specification tuples
can be accessed by the agents – and malleable—in that suitable specification
primitives can be used to change the ReSpecT behaviour specification at run-
time. Programmability of the coordination medium – along with the Turing-
equivalence of ReSpecT [16] – makes it possible to embed any computable coor-
dination policy within the coordination media, possibly allowing for intelligent
social behaviour—e.g., [33]. Observability of all tuples in a tuple centre makes
it possible to reason about the state and behaviour of the corresponding agent
society. Malleability of the tuple centre behaviour makes it possible to change
the (possibly intelligent) coordinative behaviour at run-time, thus paving the
way towards adaptability.

Moreover, a typical feature of tuple-based middleware – which clearly fits
large-scale scenarios – is the multiplicity of distributed coordination media made
available to the MAS: each group of agents can interact within a shared envi-
ronment via a locally-deployed coordination medium. Along this line, TuCSoN
middleware supports multiple ReSpecT tuple centres, which can be spatially dis-
tributed and connected via linkability [38]. Accordingly, ReSpecT tuple centres
can be designed to be locally deployed within a physically-distributed environ-
ment, with a (possibly huge) number of spatial containers and physical devices,
and correspondingly embodying the laws for local coordination, ruling the social
behaviour of the locally-interacting agents. Any coordination policy can then
be tailored to the specific needs of every locality in a large-scale scenario—thus
providing a way towards scalable coordination.

6 Conclusion

When properly integrated within agent-based models and technologies, logic-
based approaches have the potential to be exploited for knowledge representation
and reasoning at the large scale. In this invited paper we intentionally ignore
the role of logic within agents, by focussing instead on how logic-based models
can be exploited to inject micro-intelligence through agent societies and MAS
environment. By adopting LPaaS, LVLP, and ReSpecT as our reference logic-
based models and technologies, we discuss their potential impact upon large-
scale MAS for complex application scenarios such as the IoT.

Altogether, the logic-based approaches discussed in this paper can lead to
the overall architecture depicted in Fig. 2. There,

– distributed logic engines augment MAS environment with widespread micro-
intelligence

– exploited as standard services by components of any sorts, including intelli-
gent agents via LPaaS

– possibly enhanced as situated and domain-specific extensions via LVLP
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Fig. 2. Overview LPaaS-LVLP-ReSpecT MAS architecture

– coordinated via ReSpecT logic-based artefacts, encapsulating social intelli-
gence

– based on a logic-based middleware like TuCSoN

In the end, whereas sub-symbolic approaches to AI are currently taking the
stage – especially in the eye of the public opinion – symbolic approaches, yet
with a long road ahead, still have the potential to be key players in the future
of large-scale intelligent systems.
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