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Preface

Environmental problems, including air, water, and soil pollution as well as climate
change, have become major concerns to many in achieving a sustainable future.
Such problems need to be overcome both locally and globally through joint efforts
in all sectors, including government, industry, and academia. Several abatement
methods and solutions have been proposed during the past decade to reduce the
negative impacts of these environmental problems and utilize energy resources
more effectively. Researchers, engineers, and scientists from different disciplines
have proposed new materials, designs, and modeling approaches for improving the
performance of the renewable and alternative energy technologies and reducing the
emissions from the conventional energy technologies in this regard.

This book consists of four key sections on environmental issues and strategies,
renewables and waste management, system analysis, modeling, and simulation, and
alternative materials and designs which are based on numerous invited conference
papers which were selected from the 7th Global Conference on Global Warming
(GCGW-2018), which was held in Izmir, Turkey, between June 24–28, 2018. This
conference aimed to provide a forum for the exchange of technical information,
dissemination of high-quality research results, presentation of the new policy and
scientific developments, and promotion of future priorities for more sustainable
development and energy security. Participants from all disciplines related to global
warming (e.g., ecology, economics, education, engineering, information technol-
ogy, management, natural sciences, physical sciences, and social sciences) con-
tributed to this unique event. The recent research findings in several topics linked to
global warming included sustainable transportation, hydrogen energy and fuel cells,
energy storage systems, bioenergy, wastewater management, sustainable buildings,
refrigeration systems, solar energy, wind energy, geothermal energy, computational
fluid dynamics, energy conversion and storage, and environmental policies and
strategies.

This edited book covers a number of major topics linked to global warming,
including material, design, analysis, assessment, evaluation, improvement, model-
ing, and optimization. We hope that this edited book will provide a unique source of
impact and solutions to global warming. The editors of this unique edited book
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would like to warmly thank the editorial team of Springer and all contributing
authors for their efforts that have made this book a true and unique source of
information.

Oshawa, Canada Dr. Ibrahim Dincer
Izmir, Turkey Dr. Can Ozgur Colpan
Izmir, Turkey Dr. Mehmet Akif Ezan
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Environmental Problems and Solution
Proposals from the Perspective
of Secondary School Students

Ebru Güller, Ayça Tokuç, Gülden Köktürk and Kutluğ Savaşır

Abstract The problems we face today such as climate change are a product of the
society’s current outlook on the environment. Therefore, finding and implementing
a solution requires a different outlook. One approach can be a systematic change in
schooling children on these concepts. This paper presents the preliminary results of
a project that focuses on creating awareness on the concepts of natural and built envi-
ronment and their interactionwith each other. The project involved 130 students, who
have different socio-economic backgrounds, academic and art achievements, from
six secondary schools. One part of the project involved the determination of the most
important natural and built environmental problems and solution proposals accord-
ing to participants in groups consisting of four–five participants in a group setting.
During this study, they discussed their problems and proposals within a wider setting
including other participants and supervising academicians. This chapter groups and
discusses these problems and solution proposals. The results indicate that most of the
children are aware of many problems such as environmental pollution, which was
the most discussed topic. Yet, some important problems were not mentioned, and
energy management was the least detailed and understood issue in the discussions.

Keywords Children and architecture · Nature · Environmental awareness ·
Environmental perception · Natural environment · Built environment

1 Introduction

Sustainable development and climate change are interrelated topics that define com-
plex systems with lots of variables. Research shows these problems to be mostly
human induced [1, 2]. These problems are the product of the society’s current out-
look on the environment as a source that can be utilized as necessary. Since the
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efficiency of any system involving humans depends on human behaviour, the solu-
tion also requires a different outlook. It is vital to create collective action in society
to spread a sustainable lifestyle. Studies to better understand the pro-environmental
behaviours of humans are numerous, yet the factors that predict engagement with
nature are not universal. Personal factors include childhood experience, knowledge
and education, personality and self-construal, sense of control, values, political views
and worldviews, goals, felt responsibility, cognitive biases, place attachment, age,
gender and chosen activities [3]. Social factors include religion, urban versus rural
residence, norms, social class, proximity to problem sites and cultural and ethnic
variations [3].

A number of theories and policies to change the interaction of humans with their
environmentwere proposed [4, 5]. In this context, one of theways to create individual
engagement with energy issues is communication through messages and education.
Scannel and Gifford [6] interviewed 324 residents living in three regions of British
Columbia to learn their perceptions on climate change problem, the strength of
their attachment to their local area and their personal engagement with the issue.
They found place attachment, receiving the local message and gender (female) as
significant predictors of engagement. Bertolotti and Catellani [7] researched the
framing of climate-related policies by policy-makers and the media, either in terms
of achievement of potential gains or in terms of avoidance of potential losses. They
carried out two studies on university students and found that a message is more
persuasive when its outcome and the regulatory concerns underlying the policy “fit”.
More specifically, while a message on “growing” of renewable energy resources
was more persuasive when the content emphasized positive “growing”, conversely a
message on “avoiding” greenhouse gas emissions was more persuasive when it was
framed in terms of “avoiding” negative environmental consequences. They also found
that the focus of the participant played an important role in persuasiveness. While
these studies focus on intentions and self-reported behaviour, Kormos and Gifford
[8] did a meta-analysis and found that the correlation between intentions and actual
behaviour was 0.45, which corresponded to about 20% of overlap between them.
Psychology-based interventions on how to use a building can modify behaviour and
cause high reductions in energy consumption, for instance Matthies et al. calculated
there can be decreases of 43% electricity and 10% heating energy consumption after
such interventions [9].

Education is an effective way to increase pro-environmental human behaviour.
The positive interventions can be supported and sustained [10], or critical thinking
on climate change issues can be assimilated into the education environment [11] in a
structured setting such as a school. StanfordUniversity studied the effects of environ-
mental education on school children all the way from infant school to high school.
After researching more than a hundred scientific studies published on the subject
from 1994 to 2013 by other institutions, they concluded that 83% of school children
improved their ecological behaviour and 98% scored better in other subjects such
as maths and science [12]. However, when we look at Turkey’s conditions, neither
the living environment nor the present education system encourages more ecologi-
cal behaviour [13, 14]. Since an educational environment that will enable children
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to experience sustainability is lacking in Turkey, it can be said that the education
programme is also insufficient in environmental education [15]. Knowledge transfer,
which is restricted to science courses, does not question the relationship between the
natural and the built environment. Although the courses on environmental education,
which are included in the current primary education programme as an elective course,
provide a certain amount of knowledge in this field, unfortunately, they do not fully
realize their goals in an education model mainly based on memorization. Therefore,
there is a need for interactive, practical studies based on active education to raise
environmental awareness amongst children [14, 16]. Many actors including Chil-
dren Universities, the Chambers of Architects, and people studying this field, carry
out independent studies in order to establish the relationship between children and
the environment. For example, TMMOB Chamber of Architects of Ankara Branch
started Child and Architecture studies in 2002. Numerous professional volunteers
(architects and volunteers from other professions) have been searching for what can
be done in order to instil environmental awareness in various primary and secondary
schools through focused workshops [17]. The Scientific and Technological Research
Council of Turkey (TUBITAK) supports the projects to be organized in order to raise
awareness on nature, science and technology within the 4004 Education in Nature
and Science Schools Program since 2007 [18].

Creating awareness by gaining an environmentally sensitivemindset via education
would be more efficient beginning from children’s age, when a person learns values
and behaviours. Knowledge of nature, examination of the interaction between natural
and built environment and obtaining environmental consciousness from a young age
are significant in terms of internalizing sustainability as a lifestyle [19, 20]. For
this purpose, the perception of natural and built environment of secondary school
students in terms of environmental education and awareness is the topic of this
chapter. Research shows that the individual’s current attitudes and knowledge play
an important role in framing the message [3]; therefore, this study proposes and
presents the results of this project that aims to increase environmental consciousness,
gain knowledge about nature and love of nature. “The Nature and Architecture for
Little Designers Project” is designed with this consciousness and consists of various
activities that complement each other. It is mainly set up as nine activities: “First
Meeting”, “Pre-test”, “Environmental Awareness”, “We are Inspired by Nature”,
“What Kind of a Creature?”, “Nature and Architecture”, “What Kind of a Nest?”,
“Presentations of the Groups” and “Post-test”. Six workshops realized in 2017–2018
on the relationship between nature and architecture by experimenting with differing
design themes in secondary schools. The education took place from 9:00 to 17:00,
and the students talked, thought and gained knowledge about the environment; they
worked in groups and designed their own living beings and home for these beings
during the workshops. The project was supported and continued for the next year,
and its results are being evaluated, when this chapter is being written. The context of
this chapter is the results of the “Environmental Awareness” activity of the project
held in 2017–2018. It details and discusses the results from 130 participants.
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2 Environmental Awareness

The environmental awareness activity aimed to create awareness on the concepts
of natural and built environment and their interaction with each other in a school
setting. It was designed to detect current environmental problems through the eyes
of secondary school students and to increase environmental awareness and sensitivity
to the environment while developing solution proposals for these problems.

The participants were students in the 5th, 6th and 7th grades of secondary schools,
which corresponds to 10–12 years old, within the Konak Municipality of Izmir. In
line with the decision of the project team, the six schools in the project were deter-
mined by the İzmir Konak District National Education Directorate, three of them
in the socio-economically disadvantaged regions and the other three in the advan-
tageous regions. So, the students would be selected from different socio-economic
backgrounds. There were seven students from each grade with a balance between
genders. The students took permission from their parents to participate in the project.
In this context, children with high academic achievements, strong artistic aspects,
ability in different fields, cognitive and creative aspects were included in the study.
In addition, children, who were dominant or silent or noncompliant in the classroom,
who had concentration problems, etc., were also included in the project. The research
involved 130 students in total from six secondary schools.

Environmental awareness activity of theNature andArchitecture forLittleDesign-
ers project is designed as an interactive, participatory and productive programme.
The activity was carried out in six schools on different days. In each school, students
formed groups of 4–5 people around one desk. The groups consisted of at least one
student from each grade with a balance between genders. The activity was done in
an interactive workshop format and took about an hour. The students talked, thought
and gained knowledge about the environment, and they worked in groups during the
activity.

Firstly, the topics of the natural environment, built environment, architecture and
sustainability were conversed with the students through questions and answers. Stu-
dents evaluated the current environmental problems and their solutions in groups.
They discussed amongst their groups to identify the most significant five environ-
mental issues and solutions and wrote these issues on coloured post-its—pink for
problems and green for solution proposals. The questions discussed included how
to ensure harmony and balance between nature and architecture. The comments and
suggestions of the children, themain problems that the children decided on as a group
and their suggestions for solutions are collected in the panel by means of post-its.
Later, the groups talked about the issues they identified and why they thought these
were significant in an interactive question–answer session (Fig. 1). Meanwhile, the
keywords of the groups were aggregated on the board.



Environmental Problems and Solution Proposals … 7

Fig. 1 Pink and green post-its (left); a group discussing their post-its with the other participants
(right)

3 Results

Within the scope of this study, perception of natural environment and existing envi-
ronmental problems were determined from the viewpoint of the students via group
studies and conversations. An interactive environment has been created, where the
keywords for natural and built environment are discussed by the group. Headings and
solutions are combined when sharing between groups. Mutual information sharing
is provided.

In the environmental awareness activity, the groups discussed and listed the most
significant problems they perceived in the balance between the built and the nat-
ural environment and generated solutions for these problems. These problems and
solutions are given and grouped in Tables 1, 2, 3, 4, 5, 6, 7, 8 and 9. According
to the group discussions, nine main headings of problems are determined. These
are environmental pollution, failure to protect the natural environment, harming ani-
mals, global warming, energy management, insufficient recycling, problems of built
environment, traffic problems and negative effects of technology. There were 43 sub-
headings of problems in total. A total of 155 solutions were proposed and aggregated
into 111 solutions.
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ğu
st
os

M
S.

Fa
ilu

re
to

pr
ot
ec
t

th
e
na
tu
ra
l

en
vi
ro
nm

en
t

L
ac
k
of

ad
eq
ua
te

fo
re
st
s

Pr
oj
ec
ts
to

in
cr
ea
se

fo
re
st
s

sh
ou
ld

be
m
ad
e

at
tr
ac
tiv

e

�

T
re
es

ar
e

in
ad
eq
ua
te
,p

la
nt
s

an
d
tr
ee
s
to

be
in
su
ffi
ci
en
t

T
re
es

sh
ou
ld

be
pl
an
te
d
in
st
ea
d
of

bu
ild

in
gs

th
at
ar
e

no
ti
n
us
e
by

an
yo
ne

or
un
fin

is
he
d

�

Pl
an
ta
nd

tr
ee

pl
an
tin

g
ca
n
so
lv
e

bo
th

th
e
ai
r

po
llu

tio
n
an
d
th
e

la
ck

of
gr
ee
ne
ry

�

(c
on
tin

ue
d)



Environmental Problems and Solution Proposals … 17

Ta
bl

e
2

(c
on
tin

ue
d)

Pr
ob
le
m
s

So
lu
tio

n
pr
op
os
al
s

K
az
ım

K
ar
ab
ek
ir

M
S.

M
is
ak
-ı
M
ill
iM

S.
N
ec
at
iB

ey
M
S.

R
ıd
va
n
N
afi
z

E
dg
üe
r
M
S.

G
üz
el
ya
lı
M
S.

26
A
ğu
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4 Discussion

Environmental education starts at home and relates to the near environment, and
the behaviour and attitude towards the environment are shaped by this education
[21]. Improving the perception of the environment and gaining sensitivity can only
be possible with a participatory, holistic, questioning, and nature-centred education
[22]. Although the information is being transferred via common education methods
in our schools, the observation, research, inquiry, co-thinking and designing and the
experience parts are still missing. Therefore, it is recommended that an interactive
course method should be considered in environmental education. Although many
social responsibility projects, extracurricular activities and conferences are being
held in this area, reviewing the current course method is a priority. The way it is
taught in the classroom should be adapted to the age and the nature of children and
should also be practical, entertaining and funny besides theory. The lessons in school
instruction can also be combined with outdoor experiential learning [23]. There are
plenty of activities that can be done in the school garden or in a playground or nearby
park. While observing plants, trees and birds, they can also find out environmental
problems such as pollution, gas emissions and recycling.

In the following table (Table 10), under howmany subheadings that the nine ques-
tions which came forward in the environmental awareness study are detailed and the
total number of solution proposals produced by the students for the relevant topics
are seen. As it is clear in the table, in the children’s environmental awareness study,
while identifying problems and solution suggestions in the titles of environmental
pollution, protection of the natural environment, harming animals and issues with
the built environment have reached a certain level; in the titles of global warming,

Table 10 Preliminary results
of the environmental
awareness activity [24]

Main headings Subheadings Number of solutions
for subheadings

Environmental
pollution

7 38

Protection of the
natural environment

9 26

Harming animals 4 12

Global warming 3 5

Energy management 2 2

Not enough recycling 4 6

Issues with the built
environment

8 14

Traffic issues 2 3

Negative effects of
technology

4 5

Total 43 111
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energy management, recycling, traffic and negative effects of technology, with a lim-
ited knowledge, creative solutions have been found to remain limited. Problems such
as light pollution and user requirements have never been mentioned. This is may be
due to both the lack of knowledge and the awareness level of the families which are
the reflection of the society, not being enough mature. Students being affected by
the environment they live in have been manifested in problem determinations; for
example, the students living in the landslide area have developed creative solutions
to this problem. Especially in two schools in the socio-economically disadvantaged
region, the issues of energy management, recycling and negative effects of technol-
ogy have never even been on the agenda. It has been observed that these children
have limited access to technology. In addition, recycling is not done in their homes
and schools. The fact that individuals do not have sufficient knowledge about envi-
ronmental problemsmeans that the negative attitudes and behaviours that cause these
problems will persist. With this awareness, it is necessary to systematize environ-
mental education, which is inevitable in today’s world, from pre-school to university
process. Especially in the process of primary education, it must be considered with
a holistic approach integrated in each course, and in order to achieve this, first of all,
the level of the awareness of teachers should be increased. In this way, environmental
problems can be overcome by developing the appropriate attitude and behaviour for
a sustainable life.

5 Conclusion

The “Nature and Architecture for Little Designers Project” proposed and evaluated a
new interactive educationmodel. The aims of the project included educating children
on protection of natural resources, being respectful to all living beings, living with
nature, avoiding unnecessary consumption, creating behaviour patterns in harmony
with nature, having a critical outlook to nature and its problems and gaining positive
behaviours inductive to nature. In the environmental awareness activity, the envi-
ronmental problems are seen from children’s point of view, and they tried to create
their own solutions in groups. During the group presentations, all the solutions were
discussed with the other groups and the trainers. This active education improved the
knowledge and awareness of the students in the subject. The effect of this activity
can be seen in the following activities, in which they incorporated their knowledge
and awareness, so that living being and nest designs were affected. For instance, one
group that proposed the reduction of carbon dioxide content in the air as a solution for
climate change designed a living being that breathes in carbon dioxide and breathes
out oxygen.

According to the analysis results of the environmental awareness activity, it was
found that children are in fact aware of many problems. For instance, environmental
pollution issue was discussed in detail. Yet, some important problems regarding the
built environment were not mentioned including if the environment is suitable for
children, handicapped or elderly people. Although the current system does good job
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of teaching the students love of nature, there is a discrepancy between thought and
action so it is worthwhile to research how and when children start to lose their love
of nature or start to behave irresponsibly. Therefore, it is important to follow and
evaluate the effectiveness of the awareness training given as well as the continuing
such trainings. Having good role models or being role models themselves would be
the focus in the future studies.

Consequently, the Nature and Architecture for Little Designers Project was a
process, in which students noticed their responsibilities towards nature, while hav-
ing fun in various activities that brought them together with nature. In this process,
the participants observed and interpreted nature, explored their own creativity with
individual and group work, and developed their two- and three-dimensional expres-
sion skills. Environmental awareness was one of the important preparatory activities
which provided a base to reach these aims.Whenwe evaluate these kind of studies, in
particular for Turkey, this study is valuable especially as a practice that will support
current education system. It is also important for children to meet with scientists and
professionals in this field as individuals, to establish a relationship between univer-
sity and child, and important for children to explore their own skills and perhaps
their interests. Taking children’s ideas into account, discussing with them and mak-
ing decisions will increase the sense of self-confidence and value in children, and
provide environmental awareness and responsibility to the adults of the future.
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Biochar Application for Greenhouse
Gases Mitigation

Özlem Demir

Abstract Agricultural applications significantly increase the atmospheric emissions
of non-CO2 greenhouse gases, nitrogen oxides and methane. Therefore, studies on
new strategies to reduce greenhouse gases are become more important. Biochar pro-
duced from different organic materials as a by-product of slow pyrolysis and/or rapid
pyrolysis, gasification or combustion processes can be used for carbon sequestration,
greenhouse gases mitigation, soil improvement, waste management and wastewater
treatment. Biochar application is promising technology as a climate change mitiga-
tion tool to reduce carbon emissions from soils. The agricultural implementation of
biochar may have an important effect on global warming reduction by greenhouse
gas emission mitigation and carbon sequestration. Besides, biochar can support the
improvement of soil structure and productivity and increase the yields in agriculture.
In this study, biochar application and especially the potential for reducing greenhouse
gas emissions are reviewed. Further research is necessary to realize the effective
mechanisms in biochar application to reduce greenhouse gas emissions.

Keywords Biochar · Greenhouse gases mitigation · Carbon sequestration · Soil
amendment

1 Introduction

Sludge management aims to eliminate waste in an environmentally friendly manner.
However, it includes systemmanagement based on many environmental factors con-
sidering secondary pollutants such as greenhouse gas (GHG) emissions and heavy
metal contamination. Available sludge disposal methods have some challenges. High
GHG emissions generated by landfill contribute to global warming significantly
[1–3]. Landfill causes emissions such as leachate transfer water, air and soil, while
land application leads to heavymetals [4] and permanent organics contamination [5].
In the sludge management, composting is an applicable technology in terms of cost
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and economy, providing organic fertilizers via recycling of organic nutrients [1–3].
However, the nitrogen loss and GHG emissions are the drawbacks of the composting
[2, 6–8]. Therefore, the composting with other agents such as sawdust, agricultural
wastes and alkaline mineral amendments has been investigated in order to reduce the
GHG emissions [2, 9–11].Wastewater treatment sludge is a renewable energy source
because it is produced in a very high quantity and has high energy content. Many
technologies, such as anaerobic digestion and incineration, can convert wastewater
sludge into the usable energy [5]. As an alternative of fossil fuel, biogas produces
during the anaerobic digestion of sludge to produce heat and electricity; however,
heating and mixing require additional energy for the digestion. Besides, the anaer-
obic digestion can convert only approximately 40–50% of the organic matter into
biogas with conventional digesters [5]. In the incineration process, sludge volume
can be reduced and energy recovery in the form of heat and electricity is possible.
The requirement for expensive technologies to reduce emissions from incineration
plants is one of the drawbacks of incineration process [12]. Therefore, alternative
technologies are required for energy recovery from sludge [5].

According to the International Panel onClimateChange (IPCC), greenhouse gases
(GHGs) that are responsible for climate change and have a higher global warming
effect than carbon dioxide (CO2) emissions [13] are methane (CH4) and nitrogen
oxide (N2O) [2]. Biochar amendment has been proposed as an efficient technology
for adsorption of GHGs, ammonia and extractable ammonia [11, 13, 14] increasing
the organic matter degradation [15, 16]. It offers some advantages such as low cost,
environmentally friendly, high stability and porosity and easy operation [1, 2, 14].
The characteristics of biochar vary according to the operating parameters of the raw
material and pyrolysis [17, 18]. Pyrolysis is widely used method in order to convert
the sludge to energy by a thermo-chemical process. The degradation of organic
material considering high temperature and an oxygen-free condition is occurred in
the pyrolysis. Bio-oil, gas and biochar are produced with pyrolysis of sewage sludge
[5, 19, 20]. Under oxygen-limited conditions, biomass is transformed into biochar,
syngas and bio-oil as a result of thermo-chemical reactions [18]. Biochar yields are
tightly based on the temperature of pyrolysis, heating rate, characteristics of raw
material used biochar production, particle size and operating conditions. Biochar
with high efficiency can be obtained by slow pyrolysis. Agricultural implementation
of biochar has an important impact in reducing GHG emissions and global warming
by atmospheric carbon through sequestering to soil [21]. Biochar can be used for
carbon sequestration with the retention of carbon fraction in a stabilized form. Soil
amendment in order to improve soil quality is another application field of biochar
with less environmental and health risks. So, the crop yield also increases [22].
Additionally, it can be used as an adsorbent for water purification orGHGsmitigation
[5].

In this study, the application fields of biochar are mentioned, and especially, the
applications of biochar for GHGs mitigation are evaluated.
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2 Biochar

Biochar is a product of pyrolysis with a carbon-rich content (65–90%), numerous
pores and oxygen functional groups and large surface area [21] and produces as
results of the thermochemical conversion of a biomass in oxygen-limited conditions
[18] within a closed system with high carbon contents [23]. Biochar can be pro-
duced with several production techniques especially pyrolysis. Organic matters are
pyrolyzed at low temperatures (<700 °C) and under the absence or scarce of O2 and
then carbonaceous part named as biochar is remained [24, 25]. The operated con-
dition of pyrolysis categorizes it as fast and slow pyrolysis. In the slow pyrolysis,
it can be said that the retention time varies from minutes to hours at temperature
<450 °C, while the fast pyrolysis occurs with a few seconds at higher temperature
500 °C [26]. These operating conditions also affect the characterization of biochar
[27]. The other factors affected to the biochar are heating rate, pressure, pyrolysis
reactor type and inert carrier gas [17]. The co-products of biochar production are
bio-oil and gases that are used to generate energy [26]. The influence of feedstock
biomass should be considered as an important parameter affected the physical and
chemical characteristics of biochar [28].

Biochar can be used for soil improvement, wastemanagement, reduction in green-
house gases and energy production in a cost-effective and environmentally friendly
manner [29]. Some advantages such as GHG emissions mitigation, improvement of
soil fertility and increment in crop production for agricultural purposes have drawn
an increasing attention day by day [24, 30–32].

2.1 Biochar Production

Biochar as by-products of slow pyrolysis product and/or rapid pyrolysis, gasification
or combustion has become an attractive issue in the sludge management due to the
variety of biomass used in the pyrolysis [21]. The production methods of biochar are
evaluated in the following section.

2.1.1 Pyrolysis

The thermal decomposition of organic matters under oxygen-limited conditions at
300–900 °C is pyrolysis process. The cellulose, hemicellulose and lignin are degraded
to solid, liquid and gaseous products. The solid products are called as char, while
liquid products are as bio-oil. Syngas is the gaseous mixture of carbon monoxide
(CO), carbon dioxide (CO2), hydrogen (H2) and C1-C2 hydrocarbons [29].
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2.1.2 Gasification

Air, steam, oxygen, CO or gas mixtures play an important role as an agent for the
conversion of biomass in the gasification process. The products of gasification as a
thermochemical partial oxidation process are gaseous liquid and solid products [29].

2.1.3 Hydrothermal Carbonization

Pyrolysis and gasification processes are operated efficiently with high yields if the
biomass has low moisture content. However, when the biomass has high moisture
contents, in order to obtain high yield product, a drying stage is required. There-
fore, pyrolysis and gasification processes are insufficient when the high moisture
content of biomass is concerned. Hydrothermal processes are the promising technol-
ogy to present a technology to operate with high moisture content biomass. In the
hydrothermal carbonization process, in order to characterize the products, tempera-
ture, pressure, retention time and the water/biomass ratio should be considered [29].
Hydrothermal process is conducted in a heated reactor contained biomass and water
mixture for the stabilization. In hydrothermal carbonization, the mixture of biomass
and water is poured into the closed reactor, and then, the pressure and temperature
are increased. Biochar, bio-oil and biogas are obtained in the hydrothermal process
below 250 °C, 50–400 °C and above 400 °C, respectively [29].

2.1.4 Other Technologies

The other technologies used for the thermochemical conversion of biomass are flash
carbonization [33–35] and torrefaction [36–38]. Flash carbonization is a process
which can convert the biomass to gas-state and solid-state products at high pressure
(1–2 MPa). Temperature of 300–600 °C and a reaction time of 30 min were used
for this process [29]. The other technology is a thermal pretreatment application of
biomass under slow heating rate. It can be referred to as mild pyrolysis. Removal
of moisture, carbon dioxide and oxygen in biomass can be achieved at 200–300 °C
by torrefaction. Through different decomposition reactions of torrefaction, biochar
with higher calorific and heating values can be obtained [39].

2.2 Biochar Characteristics

Theheating rate, themaximumprocess temperature pressure and the reaction time are
the most important factors of the pyrolysis process [40]. Other parameters affecting
biochar characteristics and properties are reaction vessel design, inert carrier gas
flow rate and the treatment of post-pyrolysis [28].
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2.2.1 Sludge-Derived Biochar Characteristics

Biochars can be obtained through different processes considering the type of biomass
andpyrolysis operational conditions.Nevertheless, sludge-derived biochar has drawn
more attention in recent years. Even though most applications of sludge-derived
biochar are still in infancy, biochar has already been applied for soil amendment,
catalysis and water purification [41]. Some studies related to the sludge-derived
biochar are summarized in Table 1.

Sludge contains nitrogen, phosphorus, organic matter and valuable nutrients that
can improve the physical characteristics of the soil and increase the yield of the
product. However, heavy metals and other toxic and hazardous materials can change
soil-plant systems and affect human health. Pyrolysis of wastewater sludge has been
reported to be beneficial in conventional incineration processes. Studies on fuel,
nutrient recovery and control of heavy metal emissions are generally involved, but
the effects of biochar obtained from sludge are rarely investigated [53].

Zielinska et al. [54] evaluated the characteristics of biochar fromdifferentwastew-
ater sludge at different temperatures. The sludge samples were pyrolyzed in a labora-
tory furnace at 500, 600 and 700 °C in an oxygen-limited environment. According to
the results, it can be concluded that a reduction in biochar yield due to volatilization
of some organic fractions was observed with increasing pyrolysis temperature. The
pH of the biochar produced at low temperatures is generally neutral but depends on
the pH of the sludge. High pyrolysis temperatures (≥550 °C) support the formation
of biochar with alkaline pH. At the neutral pH, the biochar produced from sludge at
high temperatures (up to 700 °C) was characterized by pH ranging from 12.0 to 13.0
[54].

According to the studies in the literature, there is a significant effect of sludge
pyrolysis on carbon percentage changes, but there is a decrease compared to the
original raw material. Carbon losses are due to increased volatility of carbon during
pyrolysis [41]. In addition, the increases in pyrolysis temperature result in an increase
in ash content compared to feedstock. This increase is an expected condition for
sewage sludge biochar since the non-volatile minerals form the ash and removal
of volatile organic decomposition products occur. As a result of the complexity of
sewage sludge,mineral fractions of both sludge and sludge-derived biochar are higher
than other feedstocks. The estimation of ash content in biochar is very difficult.
Additionally, the content of ash in biochar will be higher than in the feedstock,
regardless of the temperature. It can be said that an increase in temperature will
bring an increase in the percentage of ash in case of sewage sludge pyrolysis [55].
When the sludge is pyrolyzed at temperatures above 600 °C, the phosphorus content
of sewage sludge becomemore concentrated. Since phosphorus content of the sludge
is related to the inorganic fraction of the sludge. On the other hand, the volatilization
of nitrogen during pyrolysis through the loss of the NH4–N and NO3–N fractions
result in decrease of sludge nitrogen content when process temperature is increased.
As a result of sludge pyrolysis, surface area of sludgewas developed varying between
6 to almost 40 times compared to the raw sludge. Temperature up to 600 °C increases
as the surface area decreases at higher temperatures [54].
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Table 1 Some studies related to the sludge-derived biochar

Biochar production
method

Aim of the study Results of the study References

Pyrolysis at
500 °C

Carbon mineralization of
soil amended

Reduction in organic
matter content in soil
with biochar

[42]

Pyrolysis at 300–700 °C Investigate N, P, K
contents of sludge
biochar

High-temperature sludge
contains less N and more
P and K

[43]

Pyrolysis at 400 °C Optimization of
pyrolysis to enhance
sludge dewaterability

Optimal temperature:
400 °C
Optimal biochar dose:
70% dry sludge

[44]

Determination of
physicochemical
characteristics and
toxicity of soil with
biochar

Reduction of leaching of
nutrients from the soil
and toxicity

[45]

Prepared from dry
sewage sludge

To assess sludge-derived
biochar performance for
soil improvement with
other amendment

Sewage sludge-derived
biochar can be a
potential alternative for
reusing wastes

[46]

Pyrolysis at 500 °C Investigation of the
effect of sludge biochar
on growth yield and
metal bioaccumulation
of cherry tomato

No difference in growth
of tomato with/without
biochar

[47]

To evaluate different
rates of application of
biochars on the growth
and morphological traits
of eucalyptus seedlings

Improvement of the
growth and the
morphological traits of
the eucalyptus seedlings

[48]

Pyrolysis at 400 °C To investigate the effect
of sludge biochar on
adsorption of Cr, Mn, Cu
and Zn

Adsorption mechanism:
Surface precipitation
Reduction in the
mobility of heavy metal
in co-contaminated soil

[49]

Pyrolysis at 500 °C,
600 °C, 700 °C

To evaluate the effect of
sewage sludge pyrolysis
on freely dissolved
(C-free) polycyclic
aromatic hydrocarbon
(PAH) contents in
biochar

Sewage sludge-derived
biochar have from 2.3-
to 3.4-times lower C-free
PAH contents compared
to the control

[54]

(continued)
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Table 1 (continued)

Biochar production
method

Aim of the study Results of the study References

Pyrolysis at 300 °C Comparison of
sludge-derived biochar:
To investigate the effects
of biochar on the soil
characteristics,
ecotoxicity and plant
yield

Reduction in the soil
toxicity after biochar
compared with the
control soil
A significant increase in
Poa pratensis L. biomass
in soils with 1 and 2%
additions of each of the
biochar
The addition of biochar
impacts the content of
mobile forms of Cu, Pb
and Cd than the 0.5%
dose compared with the
control

[50]

Different pyrolysis
temperature

Investigation of the
surface properties of
sludge-derived biochar
using three feedstocks of
wastewater sludge

400 °C demonstrates
more uniform surface
charge distribution of
biochar
300 °C achieved most
reduction in
DTPA-extractable metals
of SDBCs

[51]

Different pyrolysis
temperature

To investigate the effect
of pyrolysis temperature,
retention time and
biomass chemical
impregnation on biochar
production

Highest yield at a
temperature of 300 °C
Increased in biochar
surface area with
increasing pyrolysis
Removal of 70% of
Cr(III) and only 30% of
As(V) adsorption

[52]

3 Application of Biochar

3.1 Wastewater Treatment—Adsorption

3.1.1 Adsorption of Wastewater Pollutant

Biochar has recently characterized by adsorption properties and compared with acti-
vated carbon. However, it was previously known as a soil supplement [23]. The use
of biochar to remove organic and heavy metal contaminants in water and wastew-
ater treatment offers a new promising technology [56]. Biochar is produced at the
end of the pyrolysis of biomass and can be used as an effective bio-sorbent [23].
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The removal efficiency by adsorption using biochar is affected by the type and con-
centration of the surface functional groups [57]. The properties of biochar such as
coordinating top electrons, surface adsorption, precipitation as insoluble substances,
metal exchange with cations, surface functional groups and electrostatic interactions
and heavy metals affect the adsorption of heavy metals [58].

Biochar is highly effective in the removal of organic and inorganic contaminants
both soil and water. Biochar is different from activated carbon, with its final physic-
ochemical properties [21]. Many researchers suggest that biochar is more advanta-
geous than activated carbon in Pb removal because of the low feedstock costs of
biochar [59, 60]. Biochars are cost-effective adsorbents for the adsorption of organic
pollutants and heavy metals [21, 33–36, 59]. It was reported that the digested sludge-
derived biochars are effective in adsorbing several contaminants [37] such as Pb, Cr
and As [38, 61] and organic materials from wastewater [62–65]. Such as the type
of raw material, the other parameters of particle size, surface area, pH, dosage of
contaminant adsorbate and reaction time should be also considered to determine the
adsorption capacity of biochar. It can be said that the biochar has removal capacity
of materials in cost-effective manner compared to the other adsorbents. Alhashimi
et al. [23] reported that biochar has lower effect than activated carbon in terms of
environmental effects.

Tang et al. [66] tried to determine the chemical properties of biochar obtained in
their study and found that the biochar production efficiency decreasedwith increasing
pyrolysis temperature and biochar produced at 450 °C achieved the highest ammo-
nium removal efficiency due to the higher surface area and functional group density.
The results showed that biochar produced from digested sludge can be used as an
adsorbent for the ammonium removal. Chen et al. [58] investigated the effects of
biochar derived from sludge on the mechanism of cadmium adsorption. It was con-
cluded increase in dosage results in decreases in adsorption capacity. The optimal
dose was 0.2%. pH had a significant impact on the removal capacity of biochar, while
temperature had a poor effect on the adsorption. When the pH of the solution is less
than 2 of pH, the adsorption capacity of biochar was less than 20 mg/g and higher
than 40 mg/g when the pH is higher than 3.

3.2 Soil Improvement

The physical structure of the soil is significantly affected by the existence of biochar.
Furthermore, since the depth of penetration of water and air into the root is defined by
the physical composition of the soil horizons. Biochar impacts the physical properties
of the soil, which can directly affect plant growth. In addition to the reaction to the
capacity to capture of the cations and the reaction to environmental-temperature
changes, the reaction of soil to water, its ability to collect, soil preparation ability
and permeability are affected by the presence of biochar [67].

Biochar alters the physical structure of the soil in a way that improves the structure
and aeration of the soil, resulting in an increase in soil-specific surface area [68, 69].
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The properties of soil such as surface area, water holding capacity, residence to pen-
etration and bulk density can be affected by biochar application for soil improvement
[70]. Cation and anion exchange capacities of soil can be increased by biochar [68,
69] increasing the pH. Increase in total nitrogen and phosphorus encourages the root
growth and reduces existing aluminum [71, 72]. Furthermore, the effects of drought
can be minimized using biochar. The increase in moisture of the soil as a result of
biochar application can reduce nutrient leakage and soil erosion. [73]. The surface
of the biochar may include the active groups which can adsorb the toxic chemicals
in acidic soils and heavy metals in the contaminated soils [74, 75]. Biochar as a
soil conditioner promotes plant growth improving the soil characteristics such as
soil and water retention capacity. There is a great interest in the implementation of
biochar to the soil due to its benefits [76, 77]. It is known that soil structure and pH
can be improved, usage of fertilizer can be increased and aluminum toxicity can be
reduced and soil habitat for worm populations can be enhanced as a result of biochar
application [69, 78–80].

The biochar application as a soil amendment requires further investigations to
provide a knowledge considering global warming and food production [81]. The
evaluation of the literature review about the biochar impacts on GHG emissions
and crop product may help to provide suggestions for further research [82]. In the
biochar application, global warming and food safety must be evaluated together
considering GHG emissions and crop product. To identify the correlation between
agricultural production andGHGemissions and intensity as a termof globalwarming
potential has been used [32, 83, 84]. The environmental factors such as soil properties,
temperature and moisture play an important role to determine the effects of the
biochar on GHG emissions [85]. The studies related to the biochar usage as soil
amendment proved that the biochar addition to soil encourages the plant growth
compared to the soil without biochar [86, 87].

3.3 Waste Management

Surface and groundwater are faced with a serious problem due to contamination of
agricultural and animal waste [88]. The use of feedstock for this waste as well as
for pyrolysis bioenergy [89] requires good environmental management. Economic
opportunities for energy recovery have been created, in particular by producing a
reliable source of raw materials [88]. This reduces the energy requirement and mini-
mizes the CH4 emissions that will occur if landfilling is used [83]. Hossain et al. [90]
also emphasized that converting the waste sludge into biochar with pyrolysis can
improve waste management, reducing transportation costs and production volume.
A significant quantity of CH4 and N2O can be released with landfilling and anaerobic
digestion. Therefore, biochar productions with these wastes can an effective waste
management technology reducing the waste disposal cost and GHG emissions [21].
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3.4 Carbon Sequestration

In the process called carbon sequestration, carbon is retained and stored, and thus,
releasing of carbon to the atmosphere is prevented. [58]. It is important to transfer the
carbon to a carbon pond to reduce emissions of C into the atmosphere. Atmospheric
CO2 concentrations can be affected by the transformation of the carbon circulation
between atmosphere and plants to a biochar cycle. Based on its structure, it can
be said that the biochar is more stable than carbon as biologically and chemically.
The sequestered carbon is difficult to release as CO2 [59]. Nearly 10% of existing
anthropogenic carbon emissions can be reduced by adding 1% of the annual net
carbon consumption of plants to biochar [22, 60]. Biochar with its ability to retain
carbon can be used for carbon sequestration. The soil quality can also be improved
using biochar as a soil amendment, and an increase in crop production [22] can be
achieved with an environmentally friendly manner and less health risk compared to
the sludge [5, 91].

3.5 Climate Change Mitigation

Agriculture contributes to global warming with methane (CH4) and nitrous oxide
(N2O) emissions by 52% and 84%, respectively [92]. The “biochar” phenomena for
GHGs mitigation was not discussed before 2005 [93], and agricultural applications
considering GHGs mitigation become important day by day [32]. According to the
IPCC [94], GHG emissions increased despite the awareness of climate change repre-
sented by a number of policies. The GHG emission must be decreased to the level of
temperature to 2 °C [94]. CO2 is one of the GHGs which can be captured by adsorp-
tion using some adsorbents like activated carbon. Novel adsorbents from biochar
have been investigated by several studies [29, 95]. The negative emission technolo-
gies which can remove CO2 from the atmosphere which can prevent the increasing
in climate change [21]. Biochar production for soil amendment is promising tech-
nology to mitigate climate change, reducing soil GHG emissions and sequestrating
carbon in soil [18]. Some researchers suggested that in case of the biochar applica-
tion to soil, the carbon can be sequestered in the soil more than 1000 years [96, 97].
Thus, the degradation of CO2 released from the biomass is prevented. The carbon
sequestration is a method that can be applied to reduce the effects of agriculture on
climate change [98].
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4 Biochar for GHGs Mitigation

In the nature of the biomass degradation, carbon is released as CO2, however, in the
biochar usage blocks this degradation by carbon sequestration [98]. Carbon stability
of biochar is highwhen its O/Corg andH/Corg ratios are lower than 0.2 and 0.7, respec-
tively, and carbon content of biochar will be sequestered in soils for > 1000 years
[28]. Thus, the global impact of agriculture can be reduced with biochar application
[98]. The production of biochar and its amendment to soil was proposed as a neg-
ative emission technology [99] with potential emission of 0.7 Gt Ceq/yr [18, 100].
In terms of GHG emissions, biochar has negative emissions of −0.9 kg CO2 eq./kg
owing to carbon sequestration while activated carbon has higher GHG emissions
of 6.6 kg CO2 eq./kg [23]. Microorganisms responsible for photosynthesis fix the
atmospheric CO2 and then convert to biomass when they die in the carbon cycle. The
mineralization and microbial respiration lead to the return of CO2 to the atmosphere.
Recalcitrant biochar holds the CO2 in the soil for a long time, thus GHG emissions
are reduced [21, 101].

According to the study by Woolf [102], biochar in the soil application can be
effective in the reduction of the anthropogenic CO2 emissions by 12%. Decreased
[82] or a suppressed [103] GHG emissions using biochar as a soil amendment were
revealed. The researchers also reported that biochar could also decrease indirect
GHG emissions by reducing the usage of nitrogen fertilizer [104].

Brassard et al. [28] reported that a biochar impacts on soil GHG emissions, posi-
tively or negatively. This situation is depended on the temperature, surface area, C/N
ratio feedstock, production process and soil application rates. Some studies demon-
strated that since biochar has high biochemical stability could stay in soils during
a long period [105, 106]. Thus, biochar may have also permanent effects on soil
properties [30, 32]. Some researchers have conducted studies to evaluate the effects
of operational conditions of the biochar production on the adsorption capacity. In
the pyrolysis, temperature increases the carbon content, surface area and biochar
porosity and decreases the density of surface oxygen functional groups of the char
[29].

According to Bracmort [107], one of the main agricultural sources of N2O emis-
sions is the lands of the cultivated land and the pasture lands. Biochar can reduce
greenhouse gas emissions by significantly reducing N2O release when applied to
soil. Rondon et al. [108] reported a 50% reduction in N2O emissions in soybean
lands in the East Colombia Plain. In addition, CH4 emissions from biocaryl acid
soils have decreased significantly. According to Yanai et al. [109], a reduction in
N2O emissions of 85% was observed in soils containing 10% biochar [78].
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4.1 Effects of Biochar on Soil CO2 Emissions

The source of soil CO2 emissions are native soil organic matter, the mineralization
of added carbon compounds, mineralization of dead roots and the direct respiration
from plant roots [110, 111]. Soil temperature, moisture and the substrate utilization
determine CO2 emissions from soils [112]. Biochar amendment can impact the soil
CO2 emissions. According to some researchers, a biochar amendment is responsible
for a reduction in soil CO2 emissions [24]. There is a confliction about the effect of
biochar on CO2 emissions. An increase [113] and decrease [114] in CO2 emissions
in case of biochar implementation can be referred. There is uncertainty related to the
reason for the biochar amendment impacts on.CO2 emissions of the soil.

CO2 emissions increase with increasing soil temperature until ~40 °C [111, 115,
116]. Decrease in soil albedo with biochar amendment may indirectly increase soil
temperature in the field; thus, an increase in CO2 efflux can be observed [117, 118].

Biochar shows a lower bulk density and higher water holding capacity compared
to the soil. The addition of biochar to soil may increase soil aeration [30, 119]. Re-
activation of soil nutrients, soil microbes and increasing O2 availability may increase
CO2 emissions [120]. The addition of liable to change carbon compounds to the soil
increases CO2 emissions [121].

Biochar addition may lead to decrease or increase soil carbon mineralization in
a long period. [24, 122, 123]. If the addition of biochar has long been proven to
be suitable for the mineralization of natural soil carbon, the addition of biochar
may greatly reduce CO2 emissions [102]. The microbial biomass of the soil can be
increased by increasing the use of the system carbon following the accumulation of
organic carbon of the soil, microbes and nutrients to the surface of the biochar with
biochar amendment [24]. Biochar amendment reduces the activity of enzymes which
has the ability to mineralize the carbon thus soil CO2 emissions are reduced [124]
although this has not been proven [125].

4.2 Effects of Biochar on N2O Emissions

In addition to CO2, CH4 and N2O are also known to have an effect on climate change
[21]. CH4 and N2O have 30 and 210 times higher global warming effect than CO2

emission, respectively, and were reported as major GHG by IPCC [2, 126]. One
of the wide application areas of biochar is the reduction in N2O and CH4, due to
the carbon sequestering ability of biochar [21]. The presence of a lower amount of
nitrogen for denitrification and nitrification is indicative of reduced N2O emissions.

Reduction of N2O emissions using biochar application rates of 1–2% by weight is
confirmed through the meta-analyses [82, 127]. However, in some studies emphasize
that there is no difference between biochar and control system in terms of emission
reduction [128, 129]. Some others indicated that an increase in N2O emissions is
observed in the soil biochar amended [130–132].
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4.2.1 Processes Related to N2O Emissions Affected by Biochar

N2O produced by microorganisms in the soil during nitrification and denitrification
is 300 times more effective in the absorption of thermal radiation [21]. Nitrifica-
tion, denitrification and nitrate ammonification are the main factors affected to N2O
emissions from soil [133]. Nitrification and denitrification are responsible for nearly
70% of global N2O emission from soil [134] and can be reduced using biochar as
soil amendment [135]. The production of N2O is associated with moisture in the
soil. The high moisture content (>70%) provides a low moisture content (<50%)
nitrification environment while promoting anaerobic conditions for denitrification.
In the high moisture content (80%) conditions, approximately 8–23 times more N2O
is produced compared to the low moisture content (40%) [135]. N2O is released in
soils by nitrification and denitrification [136], and many researches demonstrated
that after soil biochar amendment, decrease in N2O emissions is occurred as a result
of a variety of soil microbial population [18, 24, 135, 137, 138].

4.2.2 Buffering Capacity of Biochar

The biochar’s pH of 8.6 means that biochar has acid buffering capacity for reducing
N2O emissions. Increases in pH of soil increase N2O released by denitrification due
to the encouragement of activity of N2O reductase enzymes [109]. Biochar changes
pH, and N2O ratio alters during denitrification.

4.2.3 Effects of Biochar on Microorganisms

The changes in microbial abundances can be responsible for the reduction in N2O
emissions in soil amendment application [24]. Biochar application achieves the
reduction inN2O emission in the presence of N2O-producing earthworms [139, 140].
Liu et al. [141] suggested that decreasing of the ammonia-oxidizing and nitrite-
oxidizing bacteria population in soil with biochar can reduce N2O emission. Sun
et al. [142] reported that biochar reduced the transfer of electrons to soil denitrifying
microorganisms to reduce N2O to N2.

4.2.4 Adsorption of NH4
+ or NO3

−

Increases in the adsorption of NH4
+ or NO3

− while aeration is increased lead to
decrease in denitrification rates [24, 30]. Nitrate (NO3

−) adsorption of the biochar
results in the reduction in N2O emissions. Biochar is effective in adsorption of dis-
solved ammonium [143], nitrate [144], phosphate [90] and other ionic solvents [145]
in soil andwater. Felber et al. [146] suggested that biochar obtained from greenwaste
limits the presence of nitrogen in the soil by adsorption of NO3 or NH4. Sarkhot et al.
[147] identified extractable NH4 and NO3 in a biochared soil. They suggested that
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the soil amendment with biochar leads to a reduction in inorganic NH4 and NO3,
which can be extracted with KCl. NH4 and NO3 can be retained by biochar with its
adsorption capacity [132]. Adsorption of either NH4 and NO3 reduced N2O/N2 ratio
according to the study by Kamman et al. [86]. Amendment with biochar of slurry,
manure or chemical fertilizer provided remarkable mitigation of N2O emissions due
to the sorption feature of the biochar [148].

4.2.5 Increased Soil Aeration

Soil aeration due to the addition of biochar causes a reduction in N2O emissions
[139, 149]. Mukherjee et al. [70] reported that GHG emissions of biochar derived
from slow pyrolysis of oak at 650 °C were reduced by 92%. Sludge-derived biochar
can be obtained heating the digested sludge at high temperatures resulting in high
porosity ion exchange capacity, as well as various surface functional groups [66,
150]. It can be concluded from the study that the characteristics of biochar determine
the increase or decrease in soil GHG emissions and soil properties also affect the
results [18].

4.2.6 Soil and Environmental Condition

Biochar N2O mitigation depends not only on the features of the biochar but also on
the soil type and environmental conditions [151–153]. While a biochar application
led to increase in emissions in one soil, a decrease in emissions can be observed
in the other soil with the same biochar [154]. This can be attributed to N2O forma-
tion mechanisms occurring in different soils contained biochar differently affected.
Understanding the relationship between biochar and microbial activity is crucial to
choose and apply mitigation option balancing N2O formation and consumption in
soil [155]. Up to date, specific environmental conditions were applied to the N2O
formation mechanisms for most N2O-biochar studies. For example, studies at high
water-filled pore space asserted that the main N2O formation mechanism is het-
erotrophic denitrification. However, this explanation has not been always supported
as a correct interpretation. Many factors, not just water-filled pore space, manage
the mechanism of N2O production [134]. Thus, the requirement of novel studies
that investigate N2O produced through different biochar application is become more
important [155].

4.2.7 Biochar Characteristics

Biochars increase N2O emissions after the biochar application as a soil amendment
[155]. Yanai et al. [109] revealed that high soil moisture content of 73–83% supports
the production of N2O and this is not observed in the low moisture content. The
application of 10% biochar to the soil achieved N2O emission reduction by 89%.
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Renner [156] identified the nitrogen-based fertilizer as the main source of N2O
emissions. Biochar modified soil showed a reduction in N2O emissions of up to 80%
in Columbia. Jia et al. [157] conducted a study to determine the effects of biochar
on vegetable production in pots and revealed that biochar modification could reduce
N2O emissions by 77–82%. The amount of biochar applied affects biochar-induced
reductions inN2O. In another study, therewas no decrease inN2O emissions after 4%
biochar was added to soil [131]. Biochar which has highCtotal/Ntotal ratio (>30) serves
as a contributor to reduce soil N2O emissions according to the several researches [28,
158]. It is reported that the biochar impacts on soil GHG emissions [82] and is an
effective method for both sequestration of carbon and present potential to decrease
non-CO2 GHG emissions [155]. Biochar soil amendment has an impact on soil N
cycle that reduces N2O emissions [159]. Biochar assists the biological N fixation
because of low N contents and high C/N ratios. Biochar can remove NH3 from the
soil, reducing the potential of ammonia from agricultural land [160, 161].

4.3 Effect of Biochar on CH4

CH4, has 25 of global warming potential, is one of the important GHGs [126].
Approximately, 50% of the global anthropogenic emissions of CH4 is based on the
agricultural sector with rice production [162]. Soil microorganisms produce CH4

under anaerobic conditions by methanogenesis. CH4 has absorbed thermal radiation
capacity with 20 times stronger than CO2 retained in the troposphere and supports
global warming [163, 164]. Anaerobic methanogenic archaea (methanogens) and
CH4 consumption by methanotrophic bacteria determine the net CH4 production
between soils/ecosystems and the atmosphere [40]. CH4 production bymethanogens
and CH4 intake by methanotrophs are responsible for CH4 flow measured in the
soil–atmosphere interface. Both methanogens and methanotrophs can be present
everywhere. CH4 produces in soil under anaerobic conditions. Acetate, formate,
CO2 and H2 are produced during anaerobic decomposition of organic matter in soil.
O2, the main limiting factor for the oxidation of CH4, is required for Methanotrophs
in the soil [165].

With biochar applications, soil conditionswill bemore suitable formethanotrophs
and disadvantageous for methanogens increasing the CH4 sink capacity of soil [40].
Biochar application to the soil also helps to reduce non-carbon dioxide GHG emis-
sions [163, 164]. Biochar is kept nearly 50% of the carbon content in the feedstock
during the pyrolysis process and remains stable in the soil for many years [143]. The
soil type and microorganisms, water and fertilizer and the physical and chemical
characteristics of the biochar are the factors affecting the amount of CH4 released.
[163, 164]. The biochar can remain stable in soils up to 4000 years due to its refractory
structure to microbial degradation [166]. Biochar application to soil for atmospheric
CO2 was then recommended as a new approach [167]. NH4

+ produced in soil or
added as fertilizers can restrict CH4 oxidation since some methanotrophs can use
NH4

+ as an energy source instead of CH4. Biochar application could arrange the
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maintenance of NH4
+–N in soil for usage by methanotrophs [40]. However, there

was no effect of NH4
+–N on CH4 consumption [168, 169]. At the same time, the

diffusion of atmospheric CH4 into soil with improved aeration may be increased by
biochar application [40].

The reduction in GHGs can be achieved through the biochar applica-
tion reducing N-fertilizer and labile-C inputs. Qian et al. [170] concluded
that the use of four different biochar-compound fertilizers as biochar and
bentonite, increased the biochar-compound fertilizer grain yields by 10–31%
and reduced CH4 emissions by 25–50% and N2O emissions by 17–39%.
Feng et al. [88] investigated the soil amendment performance of biochar
of corn stalk produced by the slow pyrolysis at 300 and 500 °C, and it was con-
cluded that CH4 emission was remarkably decreased compared to control run with-
out biochar. Thus, they discussed that after biochar amendment; soil content in terms
of dissolved organic carbon was increased and presented more carbon sources pro-
moting the growth of methanogenes and increasing in CH4 emissions. Increasing in
CH4 uptake in soil and CH4 diffusion through the soil attributed to improved soil
aeration with biochar amendment were reported by Karhu [119].

Laird et al. [89] reported that the potential reduction obtained from biochar has
been predicted between 0.7 and 2.6 Gt C/year by 2050. According to Woolf et al.
[102], C sequestration using biochar can reduce fossil fuel emissions led to global
warming. Biochar can be classified as a recalcitrant; however, it can be slowly min-
eralized [27]. The properties of biochar have effects on the stability of biochar. Some
authors reported that the retention time of biochars can be lasted many decades.
Singh et al. [97] revealed that the mean retention time of biochar was affected by
pyrolysis temperature and it is varied from 90 to 1600 years for clay-rich soil. Major
et al. [113] produced biochar from old mango at 400 and 600 °C for 48 h. Two years
after the biochar application to a savanna Oxisol, they observed that less than 3%
of applied biochar had been respired. According to another study, after the biochar
application, total indirect CO2 emissions were reduced, while paddy CH4 emissions
from soil were increased [84]. Liu et al. [32] investigated the effects of biochar appli-
cation on GHG emissions and crop product in terms of yield-scaled greenhouse gas
intensity (GHGI). A reduction of 29% in yield-scaled GHGI was observed. Biochar
amendment in drylandsmay offer environmental advantages than that in paddy fields.

The biochar application studies related to the GHGs mitigation are summarized
in Table 2.

5 Conclusions

Biochar is a co-product of thermochemical conversion of biomass in an oxygen-
limited environment. From the literature, it was concluded that there are some biochar
production techniques such as pyrolysis, gasification or hydrothermal carbonization.
The quantities and qualities of biochar are affected by different pyrolysis conditions
and feedstock. The raw materials used for the production of biochar and the feature
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Table 2 Biochar application studies related to the carbon sequestration and GHGs mitigation

Raw material for
biochar

Biochar
production
method

Aim of the study Results of the
study

References

Sugarcane
bagasse, hickory
wood

Pyrolysis CO2 Adsorption Adsorption
capacity
73.55 mg/G at
25 °C

[171]

Rice straw Microwave
Pyrolysis

CO2 Adsorption Higher CO2
adsorption
capacity of
biochar using
microwave
Adsorption
capacity 80 mg/G
at 20 °C
Optimal
temperature for
pyrolysis: 550 °C

[172]

Wood switchgrass
and pig manure

Pyrolysis To reduce N2O
emission without
increasing CO2
emission

Determination of
the biochar
characterization
with the increase
or decrease in soil
GHG emissions

[18]

Cattle slurry and
Hen manure

Slow Composting with
barley straw
with/without
biochar

Most reduction in
NH3 and NH4
losses at low flow
aeration rates in
case of biochar
addition to
composting

[16]

Eucalyptus
grandis

Slow Pyrolysis Composting of
poultry manure

Reduction losses
of nitrogen in the
mature compost
with biochar

[15]

Charcola or
biomass-derived
black carbon ©

Pyrolysis To establish
significant long
term sink for
atmospheric CO2

50% of initial C
sequestration
Landuse change
can be offset
annually in soil
by C emission

[143]

Wood and poultry
manure

Evaluation of
biochar effect on
emission and
leaching from an
Alfisol and
Vertisol

Decreases in N2O
emisions by
14–73% from the
Alfisol and by
23–52% from the
Vertisol

[173]

(continued)
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Table 2 (continued)

Raw material for
biochar

Biochar
production
method

Aim of the study Results of the
study

References

Bamboo (BC)
chips and rice
straw (SC)

Biochar effect on
CH4 and CO2
emissions in soil

Increases CH4
and CO2
emissions from
the paddy soil by
adding rice straw
Reduction in CH4
emissions from
soil amended with
BC and SC by
51.1 and 81.2%
respectively

[174]

Crop straw Measure of
mitigation of
climate change

Gradually
increase in the
reduction of the
overall C
intensity of rice
production for the
cycles
Significant
reduction of N2O
emission in a
single crop cycle
with biochar

[60]

Charcoal Pyrolysis N2O reduction Improvement
microbial N2O
reduction and
increases in the
abundance of
microorganisms
cable of N2
fixation

[137]

Rice husk Pyrolysis Biochar and
nitrogen fertilizer
(NH4NO3)
were employed to
remediate OPP-
contaminated soil
and the
greenhouse gas
(GHG) emission
was investigated

The addition of
biochar slightly
increased the
emission rate of
GHGs from the
soil without
thermal
treatment, but
significantly
increased the
emission rate of
GHGs from the
soil after thermal
treatment

[175]

(continued)
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Table 2 (continued)

Raw material for
biochar

Biochar
production
method

Aim of the study Results of the
study

References

Rice straw Effect of rice
straw biochar
application on
nitrification

Significantly
reduction in the
N2O emissions
up to 37.6% in
oxisol-derived
granite and
46.4% in RTU
oxisol-derived
tertiary red stones
with biochar

[138]

Fast Pyrolysis To assess carbon
sequestration and
GHG reduction.

Increases in N2O
emissions only
biochar
application
Decrease in N2O
emissions by 47%
with anaerobic
digested sludge

[135]

Bamboo leaf
biochar

Fast Pyrolysis To measure GHG
emissions from
soil

Increases in soil
GHG emissions
with increasing
biochar
application rates
Decreases in also
NH4-N, NO3-N
concentration of
soil with biochar

[176]

Oilseed rape
straw

Prolysis at
400–800 °C

Analyze winter
oilseed rape
scenarios in terms
of their global
warming impact
using life-cycle
approach

Reduction in
GHG emissions
by 73–83% in two
biochar scenarios
as compared to
the reference
mainly due to the
increased C
sequestration

[177]

Wood Gasification Determine the
effect of biochar
on CO2 and N2O
emissions

Reduced N2O
emissions in the
laboratory and in
the continuous
corn cropping
system in the field
No effect on
cumulative CO2
emission in the
field

[178]
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of the production affect the biochar properties. The proper production techniques
applied and chosen raw material should be considered as significant parameters to
optimize the biochar application. According to the information obtained from the lit-
erature, the pyrolysis process parameters (temperature, retention time, heating rate,
feedstock particle size) affect the quality and quantity of the biochar produced and
thus the environmental effects. Sludge-derived biochar through pyrolysis may be
an important resource for reuse of sludge in agricultural and many other environ-
mental applications, considering the advantages among the final disposal strategy
for sludge. Recently, biochar application gradually draws more attention as an effi-
cient and promising technology to adsorb GHGs due to its advantages like low cost,
environment-friendly, excellent stability, high porosity, easy preparation and opera-
tion. Biochar production for soil amendment was promising technology to mitigate
climate change, reducing soil GHG emissions and sequestrating carbon in soil. The
carbon sequestration is promising method to reduce the effects of agriculture on
climate change. Agriculture can be improved by using sludge-derived biochar, and
additional income sources are provided to farmers. Depending on the carbon seques-
tration, crop yield and productivity may increase, improving sustainable land use
in agriculture. In addition, greenhouse gas emissions can be reduced. Due to the
adsorption capacity, biochar can be used for treatment of wastewater with high con-
centration of heavy metals, pesticides and other organic contaminants. Biochar with
its ability to retain carbon can be used for carbon sequestration. The soil quality
can also be improved using biochar as a soil amendment, and an increase in crop
production can be achieved with an environmentally friendly manner and less health
risk compared to the sludge. The properties of soil such as surface area, water hold-
ing capacity, residence to penetration and bulk density can be affected by biochar
application for soil improvement.

It has been concluded that the use of biochar provides a unique opportunity to
reduce non-CO2 GHG, but future research is needed to maximize its benefits and
assess the environmental and economic sustainability of the biochar production.
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54. Zielińska A, Oleszczuk P, Charmas B, Skubiszewska-Zięba J, Pasieczna-Patkowska S (2015)
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Assessment of Enterprise Emission
Inventory Considering Entropy
Production for a Cement Production Line

M. Ziya Sogut, Kateryna Synylo and T. Hikmet Karakoc

Abstract The cement sector, which has a high energy consumption in the industrial
sector, has significant environmental pollutant potential and besides high energy
costs. In the sectoral evaluations, in addition to the efficient and efficient use of
energy, alternative studies have become a necessity to eliminate such threats. The
energy consumption behavior of this sector, especially fossil source, can be con-
sidered as an important environmental impact due to low system efficiency. In this
context, irreversibility, which can be seen as the production of entropy in the ther-
modynamic process, will directly affect the emission potential with thermal effect.
In this study, entropy production of the cement production line was examined with
exergy analysis, and the losses due to irreversibility were evaluated. The potential
of the enterprise emission inventory is then investigated for this potential, which
is generally considered to be thermal irreversibility. According to the analysis, the
analysis of the process was found at 56.92%. Along with the fossil fuel consumption
estimates, CO2 emission potentials represent 0.40% of the cumulative total. At the
end of the study, some suggestions were made to improve the environmental and
economic effects of reducing the potentials reached according to the analysis.
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Nomenclature

Ė Energy rate (MW)
Ė x Exergy rate (MW)
Q̇ Heat rate (MW)
Ẇ Work rate (MW)
ṁ Mass flow rate (kg s−1)
h Specific enthalpy (kJ kg−1)
P Pressure (kPa)
T Temperature (K)
ex Specific exergy (MJ kg−1)
ke Specific kinetic energy (kJ kg−1)
pe Specific potential energy (kJ kg−1)
s Specific entropy (kJ kg−1 K−1)

Greek Letters

ηI I Exergy efficiency

Subscripts

0 Ambient conditions
dest Destruction
in Inlet
mass Mass transfer related
out Outlet
work Work related
ch Chemical
ke Kinetic
pot Potential
ph Physical
th Thermal
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1 Introduction

National or international organizations around the world are making great efforts to
combat global climate change, which is mainly caused by many reasons, such as
greenhouse gas emissions, which are important players in global climate change,
are an impact of direct or indirect fossil fuel consumption. Generally, fossil fuel
consuming thermal systems increase this effectwith lowsystemefficiency. Increasing
competition conditions, especially in the industrial sector, is affected not only by the
environment but also by costs. Especially in production processes, continuity, quality,
and low cost of energy inputs have become an important target for many enterprises
or sectoral structures. Among these sectors, the cement sector is an energy-intensive
sector where multilateral studies are carried out in terms of energy consumption
potential and costs.

The cement sector is the main sector for many countries, which has an average
annual increase of 6–8% and consumes 3.6 GJ/ ton of energy per ton on average. This
sector, which consumes about 98% of energy consumption in production processes,
mainly uses fossil fuel resources. Cement production, in terms of production costs,
with an energy input per product of 45–55%, is defined in two ways as dry or wet
systems in production processes, and these production systems have high energy
consumption at every stage of the production line. This sector, which is aware of the
intensity of energy consumption also carries out intensive studies to reduce energy
consumption and costs. In this context, while the environmental quality in production
is ensuredwith ISO 9001 and ISO 14000, ISO 50001 energymanagement system has
also developed sensitivity to energy management in enterprises. However, mostly
based on fossil fuel consumption in cement production, inefficiencies caused by
production processes have an important environmental impact based on not only
economic losses but also pollutants and emissions.

As with all thermal systems, the environmental impacts caused by the systems are
directly the result of losses or irreversibility of the system. In this context, these effects
of the systems are examined based on the first and second law of thermodynamics.
In fact, the first law directly defines a quantitative potential, while the second law
defines the irreversibility of the system with reference to the dead-state conditions.
In this context, the value of entropy produced by the systems is shaped according to
exergy destruction in the system. While energy does not consume in a system, the
ability of the system, defined as exergy, is consumed depending on irreversibility.
For this reason, the actual dimensions of irreversibility are defined in the systems.

In cement production having intense fossil fuel consumption, the process inef-
ficiencies and losses due to irreversibility are high in systems where the produc-
tion lines. Therefore, cement production releases a significant amount of CO2 both
directly and indirectly. The direct emissions are produced by the calcination process,
and the contribution of CO2 obtains nearly 50%. Indirect emissions are produced by
the burning of fossil fuels, and the contribution of additional CO2 emissions obtains
40%. According to global evaluation, [1] emissions from cement production con-
tribute 4.5% of global CO2 releases from fossil-fuel burning and cement production.
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The cement sector is a multi-faceted sector with scientific or sectoral evaluations.
Actual studies can be classified as sectoral reporting [2, 3], performance analysis
[4–6], production based on energy and exergy analysis, [7–9], process improvements,
and emission analysis [10, 11]. However, the studies based on the assessment of
enterprise emission inventory with especially in the exergetic approach like in this
study can be seen that have quite limited. Accordingly, this chapter first assessed
thermal process efficiencies according to actual production and energy consumption
data of a cement plant. In this study, the corporate emissions inventory approach has
been presented, and then, emissions associated with thermal irreversibility, which is
a significant effect of this, have also been assessed. Possible emission savings were
also questioned by assessing the improvement potentials in the study.

2 Background

2.1 Cement Sector

The cement sector, which develops as the leading sector all over the world, is very
limited in terms of international criteria despite the increasing trade load. In this
sector that mostly serves domestic markets, the potential of international trade is
7%. The cement sector, which is densely populated locally, has direct or indirect
intensive energy consumption. Considering the processing properties of production
processes, although it has a capital intensive business structure, it is considered as one
of the most polluting industries in terms of environmental criteria. Considering the
sectoral potential, it has a share of approximately 5% of the total load on greenhouse
gas emissions only [12].

While the cement sector has developed the national competition, it has made
development a priority issue in all components of production, infrastructure devel-
opment, studies based on increasing of production, sustainable business models, and
technology searches to improve the quality of production comes first. However, the
basic issue in this sector is the reduction of threats caused from emissions for a
sustainable environment that develops as social pressure. For this purpose, the devel-
opment of business strategies, particularly sustainable carbon management, has been
the main approach with the internationally recognized climate agreements. Despite
the global crisis, production in the cement sector has shown an upward trend. When
taken reference from 2010 to 2014, the sector had an average growth trend of 4–5%
per year in the world. In this sector, China, which reached a production potential
of approximately 4.2 billion tons compared to the data of 2014, is the first country
with a big difference. India, the EU, the USA, Brazil, and Turkey have followed this
country, respectively [13, 14]. Economic growth and increasing demand for urban-
ization increase the production demands of the direct or indirect production sector.
As a matter of fact, when the sectoral demand is taken as reference in 1990, it is
estimated that it will reach at least five times [15].
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Cement production is the sector in which energy cost effects are followed closely.
Sectoral players, in particular, make many studies based on reducing energy cost
effects. However, the effective use of energy, which is the basic input in this pro-
cess, is a priority issue. Generally, in sectoral assessments, energy use performance
is simply assessed on the principle of conservation of energy. This environment-
independent process will not directly reflect the actual conditions as a performance
criterion. Especially in such a high-intensity energy-consuming production process,
environmental parameters have a significant impact. In this respect, the second law
of thermodynamics, exergy approach is prominent. For a thermal system, exergy
is defined as the maximum work that can be achieved in the system for dead-state
conditions. This definition refers to the size of direct or indirect real irreversibility
in the systems, and the potential for loss and the capacity of the entropy generated.
The environmental scope of the loss effect resulting from this aspect will increase
the direct and indirect emission impact. This study also investigated the emission
potential due to exergetic efficiency.

According to global evaluation, emissions from cement production contribute
4.5% of global CO2 releases from fossil-fuel burning and cement production. In the
sectoral analysis, the CO2 emission potential for the production of cement per tonne
is 0.89 ton CO2 [1]. In this respect, the CO2 emission load that will be released
against world cement production will exceed the EU’s total CO2 emission potential
when 2030 scenarios are evaluated [16]. For this context, the total and individual
contributors of CO2 at a global level are given in Fig. 1.

Fig. 1 The total and individual contributors of CO2 at a global level [17]
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Cement production is a process that produces significant CO2 emissions. This
basis is evaluated in two contexts. The first one is the production of cement based on
raw material. In the cement or manufacturing process, carbonates (mostly CaCO3-
limestone) oxidized by heat contact. In this process, CO2 decomposes, and this is a
chemical reaction process defined directly in clinker production. The stoichiometric
curve defines the directly generated CaO curve, and in these recent studies, it has
been reported that it contributes 5% to the total CO2 potential, regardless of land
[18]. Another source is fossil fuels used for combustion processes in production.
The fossil fuels consumed for the product temperature which is directly or indirectly
more than 1000 °C in the production process have direct or indirect emission effect
as a result of combustion. This provides a potential increase of about 60%, including
the electricity purchased in the entire production process [19].

Cement production usually has a distinct production process. There are two mod-
els in production processes, wet and dry. However, the dry system is the common
production process all of the world in cement sector. Information about the dry pro-
duction system is given briefly as below.

3 Dry System Cement Production

Dry system cement production is a process that is managed and monitored from raw
material processing to packaging. The basic components or units are raw material
preparation, farina mill, rotary kiln process, and cement processes, respectively. In
addition, moisture control is an important parameter in every stage of production. A
cement production flow process was given in Fig. 2.

Depending on the production plan, the farina, which is produced from natural raw
materials by passing through the farina mill, is stored at 50–60 °C [3]. The obtained
farina enters the preheater cyclones at a temperature of 50–60 °C depending on
the cement product to be produced and heated to 1000–1100 °C by the calcining
process until the rotary kiln process. In this section, the product from rotary kiln
about 2.5 rpm rapidly is defined as clinker with between 1300 and 1500 °C. At this
point, the product converted into clinker is subjected to the sintering process. Then,
clinker cooled to 100–120 °C with a high capacity fan group in the cooling process
is sent to cement mills for cementing together with cement additives.

In the dry system cement production, coal and its derivatives, petroleum-derived
fuels and natural gas together with electricity are used as an energy source. In this
production process, energy is a very important production cost. Figure 3 shows the
share of energy and other items in unit cost.

The share of energy cost in the cement sector is about 50–60% of the unit product
cost. It is seen that the share of fuel costs is between 35 and 40%, while the share of
electricity costs is 20–25%. The high energy cost of sector based on energy intensive
in countries likeTurkey is one of themost important factors that cause the competition
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Fig. 2 Flow diagram of a dry system cement plant process [8]

power of the sector to fall. The preferred fuel in the cement sector is petroleum coke
and coal and its derivatives. In particular, the use of petroleum coke accounts for
about 70% of total fuel consumption.
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Fig. 3 Cost components in
cement production [Modifed
from Ref. 13]
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4 Emission Inventory

Today, environmental management has become the most important issue in sustain-
able development strategies. In this context, global carbon estimates are made for
each year, and the process is taken under control. In the cement sector, CO2 emissions
from fossil fuel consumption are monitored not only in the environmental direction
but also as part of the global carbon budget [20].

As a matter of fact, the databases formed within this scope include all of the
cement-derived emissions defined directly and indirectly in the IPCC. According to
IPPC evaluations; at least the cement production affects the surrounding vegetation
negatively. This is especially effective for areas with limestone quarries and raw
carbonate minerals. In production, CO2 emits as a by-product, while fossil fuel
consumption and high CO2 emissions occur. However, for CO2 emission estimates
in cement production, clinker values, which are intermediate products instead of
cement data, are taken as a basis. It is important that the clinker is an intermediate
product that uses the energy most intensively in cement production and that it is the
basic input in the formation of cement. In this context, emission estimation should
be seen as a holistic structure.

Due to the impact of the emission burden on cement, all nations conduct studies
on forecasts and expectations in this regard. In this respect, clinker production data
and emission factor, which are mostly defined by IPCC, have become a preference
for institutional structures. According to the reference year conditions, the values
formed in the estimations are recorded and developed with global shares. Clinker
ratio in cement production is a criterion on which the sector is based. In fact, the
0.95 value defined by the IPPC in 1970 is defined by the linear interpolation of the
emission factor for the reference year in each country [15].

In institutional structures, the environmental impact created by losses in thermal
processes is often dealt with in a structure defined by the CO2 emission factor.
However, in institutional inventory studies, the institutional impactmust be addressed
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holistically on the basis of the carbon footprint. The corporate emissions inventory
approach for an emission inventory that can be defined in a unified manner is defined
in Fig. 4 [21].

5 Theoretical Analysis

5.1 Energy Terms

Energy-consuming processes are evaluated according to the principle of conservation
of energy in thermal load distributions. In this context, it is primarily examined with
the mass balance in processes with the flow process. The mass balance, which is
independent of time for continuous flow processes, is defined by the balance between
the incoming and outgoing substance (s). Mass balance with a dry flow capability in
cement manufacturing processes:

∑
ṁ in =

∑
ṁout (1)

The energy flow considering the energy conservation concept refers to an energy
balance in essentially flow processes. Independent energy balance for the processing
time in the form of a continuous flow can be stated as

∑
Ėin =

∑
Ėout (2)

General energy balance due to each flowcomponent can bewritten as given below:

∑
ṁ in(h + ke+ pe)in −

∑
ṁout(h + ke+ pe)out +

∑
Q̇ − Ẇ = 0 (3)

Here, h, ke, pe, Q̇, and Ẇ state the specific enthalpy, kinetic energy, potential
energy, and net heat transfer rate passed from the control volume boundaries with
net work rate defined on the control volume, respectively [22, 23]. Besides, in many
energy analysis including steady-state condition, kinetic and potential energy change
have a very low effect, and for this analysis, process is assumed as adiabatic phase.
Thus, the energy rate of the flow or energy analyses in control volume is expressed
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by the enthalpy change, in cases where kinetic and potential effects are neglected.
Accordingly, the enthalpy of any material is defined by

dh = cpdT (4)

where dh states enthalpy change of the material, while dT is the temperature change
for inlet and output of material, and cp is specific heat capacity of material under
constant pressure.

5.2 Exergy Terms

Actual systems are affected by climatic conditions. Their environmental conditions
are an important parameter for the irreversibility of systems including the dead state.
The maximum work potential of the systems in energy flow conditions is defined by
the concept of exergy in thermodynamic processes. Exergy systems are themaximum
job potential to be produced as the dead-state conditions. Exergy flow rate for any
point of the system in the flow process, as defined below, as a form of physical,
chemical, kinetic, and potential exergises [24–26]

Ė x = Ė xKE + Ė xPE + Ė xPH + Ė xCH (5)

As in energy systemanalysis, kinetic andpotential exergies canbe ignoreddepend-
ing on the load effects. In this case, the total exergy of the thermal system is the sum
of the physical and chemical exergies as follows:

Ė xTH = Ė xPH + Ė xCH (6)

The overall exergy balance for the flow process of a system with boundaries
depends on the flow potential of the total incoming and outgoing materials. This
balance for continuous flow form:

∑
Ė xin −

∑
Ė xout =

∑
Ė xdest (7)

Exergy balance, on the other hand, is related to exergy flow in a holistic form,
connected to the exergy rates of the mass flow rate, net heat, and net work with for
flowing and exiting materials. Equations related to this are

Ė xheat − Ė xwork + Ė xmass,in − Ė xmass,out = Ė xdest (8)

Ė xheat =
∑

(1− (T0/T ))Q̇ (9)

Ė xwork = Ẇ (10)
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Ė xmass =
∑

ṁ · ex (11)

For any point of a system, physical or matrix flow exergy due to unit mass flow
for conditions where there is no reaction relationship:

ex = (h − h0) − T0(s − s0) (12)

In energy and exergy analyses, the performance of the system is defined in the
simplest form depending on the efficiency. This form is defined as the ratio of the
output obtained in the system to the energy potential given to the system. This is also
defined by the exergy flow in the system under similar conditions [24–26]:

ε = Ė xout/Ė xin (13)

5.3 CO2 Emission Terms

In emission analyses, the emission calculation method that has been developed
together with the concept of exergy in recent years is the method of carbon emis-
sion metric. This method shows that a thermal structure actually has three separate
carbon-emission centers. In this case, the total equivalent CO2 emissions of the sys-
tem

∑
CO2 = CO2i + � CO2 j =

ωCO2i
∑

Q̇Wi

ηI i
+

ωCO2 j
∑

Q̇BW j

ηI j
(1− ψRi ) (14)

where ωCO2 is unit energy CO2 emission factor,
∑

Q̇W is waste energy,
∑

Q̇BW is
equivalent to boiler energy consumption, and ψ is rational exergy efficiency [27].

6 Case Study

In this study, an evaluation study was conducted in Turkey in order to create an
inventory of emissions within the corporate structure of the cement industry. Cement
production in Turkey is completely dry cement production. In this study, a general
performance evaluation was made based on the reference exergy analysis. In this
respect, sectoral efficiency evaluations were made. The clinker and cement produc-
tion distribution according to sectoral potentials can be seen in Fig. 5.

According to the evaluations, the capacity utilization rate in clinker was 88.24%,
while this rate was 62.07% in cement. In particular, the intermediate clinker can be
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found directly at the market, which may differ from cement. Energy use distribu-
tions based on years are examined on the basis of productions, and consumption
distributions related to years are given in Fig. 6.

When proportionalized with clinker increase in demand based on 2010, while the
change in clinker was 5.31%, this value was 3.17% in energy consumption. When
a similar evaluation is taken into consideration for cement, this value is 3.71% in
cement, while the energy consumption in cement is 4.22%. All these consumption
distributions have an increasing effect on both product aspects. While the change
in energy consumption of the sector shows differences in coal consumption, and
2010–2016 fossil fuel consumption distributions have been realized as in Fig. 7.

The cement sector mostly consumes coal derivatives as themain source. Although
their distribution rates vary depending on the years, in petrochemicals, this value
varies between 35 and 55%, 31–43% of imported coal and 9–22% of domestic coal.
In all these distributions, the basic criterion should be seen economically. It can be
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seen as the most important variable in meeting the coal demand of enterprises. In this
context, an emission definition has been developed by evaluating the share of fossil
fuels in total energy for each year. First of all, a fuel-based evaluation was made by
considering the system performances consumed in production. Impact performances
affecting the systemdirectly or indirectly, especially in fuel-based performanceswere
evaluated. Results are given in Fig. 8.

There is no significant difference in fuel performance in years. In particular, fuel
differences have lowfluctuations over the years due to the lowexergy factor.However,
the impact of coal-driven consumption on this performance directly affects system
performance. In the study, while the energy efficiency of the years was 56.92%,
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the exergy performance was 53.12%. All this distribution is important for emission
load analysis, based on unit consumption, for years of exergy losses in clinker and
cement production.Accordingly, the yearly exergy breakdown distributions are given
in Fig. 9.

Electricity, local lignite, petro-coke can be seen as the main energy source in the
cement sector of Turkey which has a dry process production process. But in recent
years, natural gas has become one of the sources that started to use this sector. In
addition, thewaste energy sources used as alternative energy sources by this sector are
also important. In the average consumption of the sector, electricity is distributed in
average 17–23%, coke consumption 20–27%, and local lignite consumption 50–55%.
In particular, the secondary fuel used as an alternative has a total fuel ratio of 3–4%.
In this study, a sectoral analysis wasmadewith reference to 2010–2015 years.Within
this scope, the consumption energy distributions of the sector were found 46.12%
petroleum coke, 35.47% imported coal, 15.93% domestic coal, 1.98% domestic coal,
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0.28% fuel oil, 0.22% natural gas, and 0.001% LPG consumption, respectively.
Energy consumptions related to fuel consumption and emission evaluations related
to these consumed systems were examined separately. According to these, the fossil-
derived emission potentials of the clinker and cement production in the production
process were calculated separately, and the results were given in Fig. 10.

The average CO2 emission potential of clinker production in 2010–2015 was
found 7193.91 tons of CO2, and the average production of cement was found
11780.21 tons of CO2. Compared to this national emission inventory, total emis-
sion risk corresponds to approximately 1.88% considering clinker production, and
cement production corresponds to 3.07% of total emission potential.

7 Conclusions

This work presents an improved approach to assessing the national emission poten-
tial of the cement industry, together with the improved emission inventory. In this
analysis, according to the second law analysis of production, the exergy efficiency
of the process was found 56.92%. Along with the fossil fuel consumption analyses
made, CO2 emission potentials represent a potential of 0.4% of the cumulative total.
Improvements to be made especially during the production process and actions to
reduce consumption will also reduce direct emissions. In this respect, energy man-
agement practices should be developed for each process.
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Retrofitting of R-22 Air-Conditioning
System with R1234ze(E)

Atilla G. Devecioğlu and Vedat Oruç

Abstract In this study, the effect on energy parameters and total equivalent warming
impact (TEWI) usingR1234ze(E) as a substitute forR22 in an air-conditioningdevice
was investigated. The R22 system was retrofitted with R1234ze(E) changing com-
pressor oil. The experimental data was obtained for three different ambient tempera-
tures (30, 35 and 40 °C). It was seen that the power consumption of R1234ze(E) was
smaller than that of R22 about by 41%. Although the cooling capacity of R1234ze(E)
was 50% lower, its coefficient of performance (COP) was reduced only by 5% com-
pared to R22. Furthermore, refrigerant charging amount of R1234ze(E) was smaller
by 16% than R22. The results indicated that TEWI value of R1234ze(E) was lower
than that of R22 by 65% due to small GWP (global warming potential) value and
properCOPof the alternative refrigerant tested in the study.Hence, it canbe expressed
that R1234ze(E) can be used in air-conditioners of small capacity as an alternative
to R22.

Keywords GWP · TEWI · Retrofitting · R22 · R1234ze(E)

1 Introduction

According to Regulation (EU) No 517/2014, the refrigerants with GWP > 750 will
be prohibited to use in air-conditioning systems including 3 kg or less refrigerant
after January 1, 2025 [1]. Currently, R410A having a GWP of 2088 is widely used
in split type air-conditioners [2]. In recent years, R32 with GWP of 675 is becoming
widespread in the market for split type air-conditioners of low capacity. Almost all
synthetic refrigerants with low GWP have a characteristic of flammability. Thus,
there is a limit for the amount of gas charge into the systems.

The phase-out process of R22 is still continuing in developing countries. At the
same time, the available devices operatingwithR22are currently utilized by changing
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their refrigerants with alternative ones. The global warming potential (GWP) value of
almost all HFC gases that can be used as alternatives to R22 is close to that of R22.
The studies related to the application of refrigerants with low GWP are currently
conducted. One of the suitable synthetic refrigerants is HFO-based R1234ze(E).

Many previous investigations focused on using R1234yf or R1234ze(E) as a
substitute for R134a usually in refrigeration systems [3–7]. Moreover, the cooling
capacity of R1234yf was seen to be slightly smaller than that of R134a for varied
compressor rotational speed in automotive air-conditioners [8, 9]. In order to be
a guiding reference for experimental investigations, some theoretical studies were
also conducted comparing the thermodynamic performance of these new generation
refrigerants in different refrigeration systems [10–12]. Some review papers have been
published considering R1234ze(E) and R1234yf [13, 14].

R134a was compared with R1234yf and R1234ze(E) refrigerants considering
vending machines at different ambient temperatures [15]. They determined that COP
of R1234ze(E) and R134a was almost the same, but that of R1234yf was smaller
about by 5% in comparison with the other two refrigerants. In addition, the suction
pressure of R1234ze(E) was smaller than that of R134a and R1234yf. The literature
survey points out that the energetic performance of R22 is better than that of HFC-
based refrigerants with zero ODP value used as alternatives to R22 [16–20].

Similarly, R22, R1234yf and R1234ze(E) were compared for air-conditioning
systems in a [21]. COP values of R1234ze(E) were determined higher about by
5–9% compared to R1234yf. The cooling capacity of R1234ze(E) was found to be
low, but power consumption was seen to be decreased as well depending on reduced
compressor discharge temperature. It was pointed out that R1234ze(E) may be a
suitable candidate refrigerant for air-conditioners. In the experimental investigation
by Devecioğlu and Oruç [22], R1234ze(E) was used as a substitute for R134a in a
refrigeration system and energy performance of the system was improved utilizing
a plate-type heat exchanger in order to reduce the cooling capacity loss.

In this study, R22 split type air-conditioner of small capacity was retrofitted with
R1234ze(E). The energy parameters of the system such as cooling capacity and COP
of R1234ze(E) were comparedwith those of R22. TEWI analysis was also performed
to analyze environmental impacts. Thus, some suggestions were remarked on the
suitability of using R1234ze(E) as a substitute for R22 in available air-conditioning
systems. Utilization of HFOs and especially R1234ze(E) in air-conditioning systems
operating with R22 is not seen in the literature. In this respect, the present investiga-
tion is different from previous comparisons of R22 and HFC-based refrigerants.

2 Experimental Setup

A split type air-conditioner having a cooling capacity of 2.05 kW and originally
constructed to work with R22 was used as an experimental setup to study energetic
parameters. The detailed information on utilized experimental setup can be found
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in the previous study by Oruç et al. [20]. The experimental setup is schematically
demonstrated in Fig. 1.

The specifications of measuring instruments utilized in experiments are presented
in Table 1. The thermodynamic properties of investigated refrigerants are determined
through REFPROP software [23].

Variac

Electrical resistance
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Electrical resistance

Condenser

Compressor

Coriolis mass flow 
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P

T

P
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Fig. 1 Sketch for representation of experimental setup
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Table 1 Specifications of
measuring devices

Measurement range Accuracy

Pressure gauges 0–40 Bar ±1% FSO

Thermocouples K-type −50/150 °C ±0.5 °C

PT100 −100/500 °C ±0.5 °C

Coriolis mass flow meter 0–250 kgh−1 ±0.1%

Wattmeter 0–6000 W ±1.5%

2.1 Tested Refrigerants

HFOs are unsaturated organic compounds and consisted of hydrogen, fluorine
and carbon. They are synthetic refrigerants including carbon–carbon double bond.
R1234ze(E) is suitable for middle temperature applications of air- and water cooled
chillers, refrigerators and heat pump systems [14]. Chemical formulation is in the
form of 1,3,3,3-tetrafluoropropene (Trans, CHF=CHCF3). R1234ze(E) used in the
study is an HFO-based refrigerant with a GWP of 6. Both investigated refrigerants
are pure substances. Therefore, their temperature glide values are zero. Retrofitting of
the system was achieved by changing the compressor oil such that mineral oil (MO)
and polyol ester oil (POE) types were used for the cases of R22 and R1234ze(E),
respectively. In the experimental study, 800 g of R22 was charged into the system,
while this amount was 670 g for investigating the case of R1234ze(E). The refrigerant
of R22 is neither flammable nor toxic. R1234ze(E) is also non-toxic, but is classified
by ASHRAE as slightly flammable so that high amounts of this refrigerant should
not be charged into indoor systems. Some thermodynamic and physical properties
of the tested refrigerants are given in Table 2 [23–25].

Table 2 Properties of studied
refrigerants

R22 R1234ze(E)

ODP 0.055 0

GWP 1810 6

Flammability A1 A2L

T cr (°C) 96.1 109.4

Pcr (kPa) 4990 3630

Tbo (°C) (1 atm) −40.8 −18.9

Lubricant MO POE

ρliq (kg/m3) 1281.5 1240.1

ρvap (kg/m3) 21.2 11.7

qlatent (kJ/kg) 205 184.3

kliq (W/mK) 94.7 × 10−3 83.1 × 10−3

kvap (W/mK) 9.4 × 10−3 11.6 × 10−3

Properties are valid for 0 °C
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Fig. 2 Variation of vapor pressure and liquid density with temperature

qlatent is latent heat of evaporation, ρ is density and k is thermal conductivity
coefficient. Subscripts of liq, vap, bo, cr refer to liquid, vapor, boiling and critic,
respectively.

It is seen in Fig. 2 that the vapor pressure of R1234ze(E) is considerably lower
than that of R22. Generally, the system can be safely operated at lower pressures.
Liquid density of R1234ze(E) is smaller compared to R22. Hence, the required
amount of refrigerant charging into the system will be decreased in the case of using
R1234ze(E).

2.2 Evaluation of Experimental Data

The cooling capacity, Qe, of the system is calculated as

Qe = ṁ
(
ho,e − hi,e

)
(1)

where ṁ is the mass flow rate, while ho,e and hi,e are the enthalpy values at outlet
and inlet of evaporator, respectively. Then, the coefficient of performance (COP) of
the system can be determined as

COP = Qe

Wcomp
(2)

where W comp is power consumption of the compressor. When the temperature of
the air flowing over condenser was reached a specified value, then the system was
attained steady-state regime.
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Total equivalent warming impact (TEWI) is a parameter indicating the global
warming impact of refrigeration and air-conditioning systems [26]. TEWI devel-
ops from the direct contribution of used refrigerant to greenhouse gas and indirect
contribution of CO2 emission because of energy consumption of the system during
its working period. TEWI is expressed as the emission of kg CO2. TEWI can be
calculated as follows [27]

TEWI = (GWP× m × L × N ) + GWP× m × (1− αr ) + (Eannual × β × N )

(3)

where m is the amount of refrigerant charged into the system in kg and αr is the
recovery efficiency. The refrigerant leakage into the atmosphere directly contributes
to greenhouse gas formation. Annual refrigerant leakage, L, is defined as percentage
of total refrigerant amount. N is the operation period of system in years. For comput-
ing indirect contribution, annual power consumption of system, Eannual, is found in
kWh/year. The system has been assumed to operate different periods for each month.
β is the indirect emission factor in kgCO2/kWh which represents amount of CO2

emission for generating 1 kWh energy, and it changes depending on the method of
electric energy generation [26]. The numerical values of mentioned parameters in
Eq. (3) are given in Table 3. Some parameters are obtained from experimental data,
and the other ones are taken by assumptions for TEWI calculations. The mass of
refrigerant charged into air-conditioner,m, and Eannual are obtained from experimen-
tal study.

Only the case of cooling mode was considered for air-conditioner in the investi-
gation. The cooling is needed fromMay to September in most regions of Turkey. The
assumed average operating hours for each month are presented in Table 4. For the
dailyworking period, air-conditioner worked on an on-off basis and full consumption
of energy was assumed to take place only half of 8–12 h period.

Table 3 Parameter values for TEWI calculations

Parameter L β N αr mR22 mR1234ze(E)

Value 7% 0.48 10 70% 800 g 670 g

Table 4 Information for operation period of the system

Months May June July August September

Days 31 30 31 31 30

Operating hours 4 5 6 6 4



Retrofitting of R-22 Air-Conditioning System with R1234ze(E) 93

3 Results and Discussions

The distribution of cooling capacity, Qe, with ambient temperature, Ta, is given in
Fig. 3 for tested refrigerants. Generally, Qe is reduced as a result of increasing Ta.
It can be noted that Qe of R22 is higher about by 95% compared to R1234ze(E).
Hence, this alternative refrigerant may not compensate the amount of Qe computed
for peak loads. Therefore, the basic components should be selected larger for the
air-conditioner which will be operated using R1234ze(E) to deliver the same amount
Qe in R22 case.

The dependence of power consumption of compressor, W comp, on Ta is demon-
strated in Fig. 4.W comp increases at higher Ta values for both refrigerants. Evidently,
W comp of R1234ze(E) is seen to be lower than that of R22 about by 50%. This result
occurs due to reduced pressure values at the suction and discharge of the compressor.

Figure 5 indicates COP distribution for the refrigerants. It is clear that COP is
reduced as Ta increases for both refrigerants. Moreover, the highest COP can be
obtained in R22 which has grater COP about by 5% in comparison with R1234ze(E).

The values of TEWI, which indicates direct contribution of refrigerant emission to
the atmosphere and indirect contribution of CO2 (originated due to required energy
of an air-conditioner during its operation life) on global warming impact, are shown
in Table 5. Obviously, while the direct contribution of R1234ze(E) is 4, that of R22
is 1448 CO2-eq. Similarly, the indirect contribution of R1234ze(E) is smaller about
by 40% compared to R22. As a result, TEWI of R1234ze(E) is computed to be lower
nearly by 65% than TEWI of R22.

Fig. 3 Variation of cooling
capacity with ambient
temperature
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Fig. 5 Variation of COP
with ambient temperature for
the refrigerants
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Table 5 Results on TEWI computations

Parameter R22 R1234ze(E)

Ta (°C) 30 35 40 30 35 40

Direct impact (CO2-eq) 1448 1448 1448 4 4 4

Indirect impact (CO2-eq) 2096 2261 2372 1228 1287 1342

TEWI (CO2-eq) 3544 3709 3820 1232 1291 1346

4 Conclusion

The general finding from the present experimental study can be summarized as
follows:

• R1234ze(E) can be suitably used in air-conditioners with small capacity; however,
some basic components of the system such as evaporator and condenser should be
larger in this case.

• Reduced amount of W comp for R1234ze(E) is a significant result. Since COP of
R1234ze(E) is lower only by 5% COP of R22, the tested alternative refrigerant is
suggested to be utilized in air-conditioners.

• Considering flammability risk, refrigerant should not be preferred for larger sys-
tems requiring a higher amount of refrigerant charge. Fortunately, the required
mass is reduced when R1234ze(E) is utilized.

• Since evaporation pressure and compressor discharge pressures of R1234ze(E)
were determined to be lower, it can be safely used in the air-conditioners designed
to operate with R22.

• Compared to R22, TEWI of R1234ze(E) was calculated to be lower about by
65%, and therefore, the alternative refrigerant has a substantial reduced impact on
global warming. Hence, R1234ze(E) may be utilized in air-conditioners for the
long term.
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Bioactive Façade System Symbiosis
as a Key for Eco-Beneficial Building
Element

Suphi S. Oncel and Deniz Şenyay Öncel

Abstract The problems in today’s built environment have a strong interrelationwith
key factors like pollution, global warming, energy and limited natural resources.
When thinking of an ideal city the management of all these factors plays an impor-
tant role in sustainability. Searching a magical solution to all these problems in this
dynamic structure is not realistic, but some novel approaches like using the greenery
(plants and microalgae) as bioactive elements adapted throughout the urban envi-
ronment especially in the form of living façades on the buildings is getting more
attention with regards to their eco-friendly potential. Bioactive façades can create
a positive impact on managing some important parameters like thermal comfort,
energy efficiency, wastewater recycle, CO2 capture and real estate price increase in
microscale focusing on a single building aswell as global warming, pollution control,
urban heat islands, social wealth and sustainable future in macroscale focusing on a
big city. The aim of this review will be the key parameters for an efficient bioactive
façade with regards to pros and cons, challenges and future. The review will cover
the background of using plants as living walls or green walls and then will focus on
the microalgae and photobioreactor adapted buildings.

Keywords Global warming · Building · Bioactive · Façade · Green wall ·
Microalgae

1 Introduction

Civilization idea for a well-organized life triggered the act of urbanization. Starting
with the first constructions of ancient cities, people are moving to the cities for higher
living standards due to increased opportunities in education, social life, economic
activities and health. Today, nearly 50% of the world’s population is concentrated
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in the cities, and this trend will tend to continue with an acceding character [1–3].
Regards to UN estimations over 4 billion global urban dwellers, including more than
863million informal ones, are currently a part of the cities. The urban population will
pass 6 billion keeping in mind the projections of world population increase nearly to
10 billion with a rate of 100 thousand dwellers adding each day. This estimation will
result in a ratio of 66% regards to the urban population density by 2050. This fast
flow to the cities come to a point where planning and management become a key for
sustainability [1, 4].

Sustainability for urbanization will encompass the ability to meet present needs
without violating the borders for the future generations to meet their own needs, in
other words keeping the scale pans in equilibrium. The dense population flow puts an
immense shade on all the attraction points of cities leading pollution, contamination,
crowd, heavy traffic, crime and poverty all together resulted in an unsustainable and
environment threatening chaotic nodes. A striking statistics shared by UN which
states as of 2016 90% of urban population has been exposed to polluted air, resulting
in 4.2 million deaths and more than half of the global urban population were exposed
to air pollution levels at least 2.5 times higher than the safety standard shows how
serious is the situation and the need to take an action is a must [5]. Related to the
energy andgoods transfer aswell as the social state, a sustainable city should highlight
a major issue that is its ecologic footprint comprising climate change, biodiversity
loss, ecologic cycles or waste generation [6, 7].

Today, cities are acting like deep sinks with an average area of 2% of the global
land but consuming all the sources around its living zone which is higher compared
to its original area [7]. In other words, cities are directly affecting their backyards,
most of the times negatively. Having a share of 20% for residential activities and 35%
for transport, cities total energy load in the global consumption will exceed 80% by
2040 [8]. Actually, the critical point of this example is not just the consumption ratio
but the risk lies in the product of this activity: greenhouse gases which are the main
reason for global warming and climate change. Having an approximate impact of
55% on global warming, CO2, the major contributor 75%, is coming from the cities
[7, 9]. This ratio will act as a boomerang on the cities leading a global rise of about
2 °C in the temperature and 3.8 m (can be higher according to different scenarios) in
the sea levels destroying the highest populated coastal megacities, keeping in mind
90% of the urban areas are on the coastal zones, under flood and even affecting near
areas by saltwater intrusions to water reservoirs [4, 9, 10].

Cities will continue to be the major cites of socioeconomic activities, but for
preventing future problems, an integrated approach should be built regards to urban
built environment comprising environment and sustainability. The first step can be
taken with increasing green areas in the cities. Keeping in mind the already built
environment is vertical, and occupying a wide surface area, the novel solutions can
be the use of the vertical faces in other words setting greenery on the building façades.
In this way, green infrastructure will be better connected to the living network of the
city elements providing a healthier functionality encompassing ecological and social
benefits [11]. Today, the standards like LEED or BREEAM which are encouraging
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the society to shift to green solutions to decrease the footprint of the urbanization
on the environment can be a good catalyst to have more greenery applications in the
cities.

2 Bioactive Green Solutions

Using greenery as an urban element can be a strong green solution for novel city
design but without underestimating the limitations of traditional buildings regards
to the additional costs on management and construction. Even if this green solution
is targeting an eco-friendly future, aesthetic look integrated with functionality is the
main challenge in the success of this symbiosis approach [12].

Creative thinking on the design process catalyzes the interaction between biology
and construction engineering to have an innovative use of greenery. From this point
of view, biological specification of the greenery, both plants and algae, to be used
will play the key role for a successful adaptation. Well-integrated greenery will
elevate the urban character of a building to a sustainable and environment-friendly
level. From the engineering point of view, the building envelope which is the actual
border between the inside and outside can be the strategic site for the self-sufficiency
focusing on energy, gas emissions, contamination and waste treatment.

Greenery-related bioactive solutions can transform the cities and heal the destruc-
tion of the urban environment especially after the industrial revolution that replaces
the vegetation and soil with waste and concrete [13, 14]. Considering the conven-
tional applications, two main classes for greenery integration to buildings can be
made, first is the use of plants with green wall technology and the second is the use
of microalgae with photobioreactor technology, with specific emphasis on the key
points of attention for a successful application (Table 1).

The benefits of the green façades are actually related to the nature of the living
elements, plants andmicroalgae, that is their ability regards tomass and heat transfer.
The green layer added to the building plays a key role in the heat transfer between the
indoor and outdoor as being a sustainable thermal resistance element that will result
in progress in the thermal performance and overall building energy consumption
(Fig. 1). Technically speaking, the thermal interaction of the building envelope and
outside environment which is affecting indoors is related with emitted, absorbed,
reflected or transmitted radiation (coming shortwave solar radiation including direct,
scattered and reflected and exchanging long-wave thermal radiation from surfaces
around), convection (natural and forced convection regards to evapotranspiration and
wind) and conduction (through the wall, plant layer, PBR vessel, etc.) [12, 14].

On the other hand, the mass transfer based on the photosynthetic nature of both
the plants and microalgae makes them to be an effective bio-filter. With the help of
the photosynthesis, green façades can use CO2 and solar energy to produce O2 and
still survive on their own produced food (Fig. 2). Keeping in mind the importance
of respiration at night (CO2 production, O2 and sugar consumption) that can result
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in air quality problems, a well-adapted green façade can capture dust particles and
sequester flue gas that increases their potential as a building component [12, 15].

2.1 Green Walls

Today, green wall technology is an effective approach to integrate the plants to urban
environment without putting pressure on the land. It is improving urban scenery
and transforming vegetation to a sustainable building element for practical purposes.
Green wall is the technical terminology comprising all forms of vegetated wall sur-
faces that can be classified into two basic types, green façades and living walls.

The green façades are simply the use of plants over the building’s vertical face.
These systems can be subdivided into two classes as direct (a more traditional
approach where the plants that have climbing skills by their claw-like extensions
creep over the wall face) or indirect (where simple frames or wires that prevent plant
collapsing and supply a guided route aiming an overall covering of the building
envelope that they are attached).

Compared to the green façade systems, living walls are newer systems that can
be used with a wider variety of plant species other than the specific climbers. A
uniform growth over the building façade is possible with the living walls due to the
special frames incorporated with trays, flexible bags, geotextile felts or planter boxes
[16–18]. Living walls are separated from the building surface by the planted frame
interface. They can be classified according to the planter box types (trellis, modular
panel and felt layer systems) or according to the plantation character (continuous in
which plants individually cultivated in the lightweight and permeable screens supply
a uniform foliage all over the building wall or modular in which the plantation is
done in a puzzle-like planter boxes that can easily be rearranged or changed without
disturbing the overall vegetation) [16, 17, 19].

The plant species used in green wall systems are usually conventional herb–shrub
or climber types, which have a successful background in gardening and agriculture,
likeHereda helix, Parthenocissus tricuspidata,Ophiopogon japonicus, etc. But with
a special emphasis on their real-life applications in green wall systems, the use of
these species is quite limited to the moderate climate zones. Targeting a progress to
reach a worldwide application, studies should focus on other potential species also
regards to the integration with the building considering the dynamic interaction with
the outdoor environment [18].

Green wall technology targets certain environmental benefits such as increasing
air quality acting as a bio-filter for toxic chemicals, heavy metals, CO2 and dust par-
ticles; increasing interior comfort by affecting acoustic, temperature and humidity;
increasing energy performance acting as an additional thermal layer; increasing bio-
diversity and habitat; increasing building’s market value giving an aesthetic scenery;
and decreasing the urban heat island effect. On the other hand, green walls have
the potential to act as a passive bio-curtain which can enhance the protection of the
building envelope from the dynamic outdoor environment (sun, wind, rain) and their
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results like overheating and degradation of the coating materials [3, 15–17]. Consid-
ering the studies about the plant use as green façade elements, the scientific literature
focuses on these key benefits under three basic approaches, case study focusing on
real-life experiments, computational analysis validated by case studies or just com-
putational analysis to view the potential under various scenarios (Table 2). The key

Table 2 Detailed summary quoted from the studies regards to the benefits of plant-incorporated
green wall systems

Objective Key findings References

Case study

Study of the thermal performance and dynamic
characteristics of two building floors with
greenery and not, during cooling period in
Greece

• Green façade improves the thermal behavior of
the building

• The temperature decrease in the east wall, due
vegetation vary from 1.9 to 8.3 °C

• In average, vegetation lowered the exterior
surface temperature by about 5.7 °C

[20]

Study of the effect of vegetation on the thermal
performance, regards to the interrelation with
solar heat capture, watering regime, moisture
distribution, of a turf-based vertical planting
module comprised vertical greening system

• Green wall decreased indoor temperatures and
solar heat, which reduced power consumption
in air-conditioning compared to bare wall (the
rooms were at 25.7 ± 1.72 °C for bare wall
and 26.1 ± 1.60 °C for green panels by
air-conditioners)

• Green wall support the thermal comfort with a
temperature difference of over 2 °C was
maintained even late at night

• The temperature range of the exterior surface
is limited to 27.9–29.5 °C with green wall
systems

• Moisture distribution of the growth medium
along the green façade is important

[21]

Measurement of the key parameters such as
external solar radiation, solar radiations behind
leaf layers, number of leaf layers and their area
coverage on the canopy, that are selected by a
developed thermal model, to establish the
bio-shading coefficients that represent the
shading performance with a special focus on the
vertical deciduous climbing plant Virginia
Creeper in a building, Brighton, UK

• Single climbing plant can reach a height of
5–6 m with a spread of 1.5 min in two summer
seasons

• The average transmissivity values are 0.45,
0.31, 0.27, 0.22 and 0.12 corresponding to one
to five leaf layers

• The maximum shading at the lowest point of
the bio-shading coefficient curve is 0.45 at
around Day 225

• Bio-shading coefficient function can be used
in the dynamic thermal analysis

• The methodology can be applied for the study
of shading performance of different plants in
different climates

[22]

Focusing on a technique for particle adsorption
on vegetation using living walls located near
traffic road and woodland and to classify the
total amount of particles by counting of particles
on ESEM photographs

• Particle amount was different for leaf sides
(for road location 7000 particles for the upper
side and 3200 particles for the underside per
1275 × 950 µm)

• Difference in particle amount was found
between the two different locations (around
7000 particles for the upper side of the leaf at
the road location and roughly 3300 for the
woodland location)

[23]

(continued)
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Table 2 (continued)

Study of the effect of eight different vertical
greenery systems (Hort Park, Singapore) on the
acoustics impacts and on the sound absorption
coefficient

• Green façade has acoustics benefits in the
tropical environment

• Not all vertical greenery systems have a good
noise reduction

• Sound absorption coefficient increases with
higher greenery coverage

• Stronger attenuation at low to middle
frequencies due to the absorbing effect of
substrate while a smaller attenuation is
observed at high frequencies due to scattering
from greenery

• A reduction of 5–10 dB for low to
middle-frequency range

• In the high frequencies, some greenery
systems are better (highest insertion loss of
8.8 dB) compared to the others (insertion loss
2–3.9 dB)

[24]

Comparison of the growth, shading and
interaction of four different climbing plants as a
green façade element

• Green façades reduce the heat on the wall by
producing shade

• Microclimate between the building and the
vegetation results in lower temperatures and
higher relative humidity

• Greenery acts as a wind barrier and shows the
evapotranspiration effect

• The light transmission factor was from 0.04 in
July to 0.37 in April, with the developed
foliage, and was between 0.38 and 0.88 in the
period without leaves for the south west
orientation

• Building wall surface temperature without
shade was 5.5 °C higher than partially covered
section reaching maximum values of 15.2 °C
on the southwest side in September

• Relative humidity of the interspace was higher
than the outside (7% higher in July) and lower
in the period without leaves (8% lower in
December) during the period with leaves

• During the period without leaves, the values of
the temperature in the interspace were higher
than the outside temperature, while in the
period with leaves, the inside temperature was
slightly lower than the outside

• In the southwest orientation, the interspace
reached 3.8 °C higher temperatures in winter
and 1.4 °C lower in summer

[25]

Investigation of the effects of different green
vertical systems on the energy savings of the test
unit in dry Mediterranean continental with
regards to shadow produced, insulation provided,
evaporative cooling by evapotranspiration and
the barrier effect to the wind

• During spring and summer, green façade
covered 62% of the surface of the façade

• Differences between outside and intermediate
illuminance range from 15,000 lux in April, to
80,000 lux in August

• The surface temperature in sunny areas was
~5.5 °C higher than in shaded areas

• Temperature difference was higher in August
and September, reaching maximum values of
17.62 °C on the northwest side in September

[26]

(continued)
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Table 2 (continued)

Investigation of the effects of green vertical
systems (direct, indirect and living wall,
buildings in Delft, Rotterdam and Benthuizen)
on the thermal behavior and airflow compared to
a bare wall

• No difference was found in the air temperature
and wind profiles starting from 1 m in front of
the façades till inside the foliage

• Green façades are effective as natural
sunscreens, due to a reduction of the surface
temperatures behind the green layer compared
to the bare

• Wind velocity found inside the air cavity of
20 cm thickness of the indirect greening
system was higher

• An optimal air cavity thickness for greening
systems can be around 40–60 mm

• With reduced wind velocity (<0.2 m/s) the
exterior surface resistance is equalized to the
interior surface resistance resulting in energy
savings

[27]

Evaluation of the shading effect and thermal
performance of green walls for naturally
ventilated west facing building

• Blue trumpet vine (Thunbergia grandiflora)
was selected due to its specifications like fast
growth, giving a consistent density and full
leave coverage through minimum pruning
compared to the others, Ivy gourd (Coccinia
grandis) and Mexican creeper (Antigonon
leptopus)

• Green façade performance increased when
room air velocity was high

• The room temperature was reduced from
outside ambient air temperature to the
maximum of 9.93 °C, with an average of
3.63 °C during daytime

• With low air velocity, the temperature
difference had maximum of 6.72 °C (~0.91 °C
lower than normal room)

• Green façade had higher air temperature
compared to normal room and outside at night

• Leaves of the selected climbers did not
obstruct wind when cross ventilation was
provided and inside air velocity with green
façade was higher than room without
especially in the daytime

• Relative humidity increase is not significant
(maximum of 6.8%) only occurred in daytime,
while outside relative humidity is the lowest
with minor effect to thermal comfort

• At night while relative humidity of outdoor is
the highest, the normal room had higher
relative humidity than test room with leaves

[28]

(continued)
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Table 2 (continued)

Study of microclimate effect of a living wall
system on the thermal performance in a hot and
humid climate (Wuhan, China) regards to the
ventilation and different wall–vegetation
distances

• Living wall system has a cooling effect
(maximum temperature reduction of exterior
wall surface is 20.8 °C, interior wall surface is
7.7 °C, interior space is 1.1 °C) compared to
the bare wall

• Cool air between the wall and greenery has an
identical mean relative humidity as the ambient

• Exterior wall surface is losing heat to the
interspace by radiative heat exchange

• Sealed interspace air layer performs better in
cooling the wall surface than with a naturally
ventilated air layer

• Smaller wall–vegetation distance tested (30,
200, 400 and 600 mm) has better cooling
effect but higher relative humidity

[29]

Investigation of the potential effects of the
energy behavior on building envelopes by using
living wall in a Mediterranean climate (Northern
and Central Italy)

• Temperature difference on the external surface
of the bare wall and the covered wall is
12–20 °C during sunny days

• Temperature differences reduce to 1–2 °C
during cloudy days

• Incoming heat flux through the bare wall was
higher compared to the living wall

• Outgoing heat flux through the living wall was
higher (−87 W/m2 against the incoming heat
flux of 30 W/m2 of the corresponding bare
wall)

• Total outgoing heat flux of living wall is
−37 W/m2 compared to the outgoing heat flux
of −23 W/m2 of bare wall

[30]

Investigation the effects of green façades on the
interspace and surface temperatures

• Plants reduced air and surface temperatures
compared to bare walls and non-transpiring
plant sections

• Plant physiology and leaf area/morphology are
important for cooling

• Temperature differences are higher during
mid-late afternoon when green wall is 3 °C
cooler than bare

• Prunus provided wall cooling in controlled
environment studies, but weaker for surface
cooling capacity (6.3 °C) compared to Stachys
and Hedera (>7.0 °C)

• Fuchsia enhanced evapotranspiration cooling,
whereas Jasminum and Lonicera was better in
shade cooling

[31]

Contribution of green façades to the energy
savings of a building during summer and winter
period in Mediterranean climate

• During summer 50% covering (south façade)
reduce outside wall surface temperature up to
14 °C

• For a set point of 24 °C in July (maximum
outside temperatures 37–39 °C), the green
façade results in a daily energy consumption
reduction of 1%

• During the first days of September shading by
the greenery reduced the indoor temperature
by ~1 °C

[32]

(continued)
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Table 2 (continued)

Evaluation of the effects of green façades on the
outdoor thermal comfort regards to mean radiant
temperature

• Green façades changed the diurnal mean
radiant temperature profile and reduce mean
radiant temperature both during the day and at
night

• Maximum mean radiant temperature was at
15:00 h, but when one wall was removed, then
it was at 17:00 h (10.9–12.9 °C higher at 0.5 m
distance)

• Removing green wall can lead to an increase
in surface temperature of 6.7 °C

[33]

Evaluation of the effects of ivy covered green
walls with various orientations, on the exterior
surface temperatures, heat flux through the walls,
localized outdoor air temperatures, relative
humidity, absolute humidity, air infiltration and
air velocity immediately adjacent to the façades
on a building (Chicago, IL) during summer

• Ivy layers reduced exterior surface
temperatures by 0.7 °C across all façades
(12.6 °C hourly maximum), depending on
orientation and time

• The ivy layers yield 10% reduction in heat flux
through the walls depending on orientation
and time

• Plant layers reduced outdoor interspace
temperatures by 0.8–2.1 °C, varying with
façade orientation

• Relative humidity was higher, but absolute
humidity was not affected inside the plant
layers

• The plant layers reduced wind speeds near the
façades (0–43%) that resulted in an average
reduction in air infiltration rates (4–12%)

[34]

Finding the contribution of vertical greenery
systems to noise reduction

• Green wall showed a similar or better acoustic
absorption coefficient compared to common
building materials, and its effects on low
frequencies were better than those of some
current sound-absorbent materials at low
frequencies

• A sound reduction index of 15 dB and a
weighted sound absorption coefficient of 0.40
is reached

• Green wall reduces the reverberation time
from 4.2 to 5.9 highlighting and quantifying
the sound absorption capacity of this
construction system

[35]

Study of heat loss and insulation properties to
monitor the energy use of plant cover over a
brick cubical constructed around a test unit filled
with water at 16 °C through two winter periods

• Temperature differences were affected by
weather parameters, aspect, diurnal time and
canopy density

• Largest savings in energy were at more
extreme weather (cold temperatures, strong
wind or rain)

• Covering with ivy (Hedera helix) reduced
mean energy consumption by 21% compared
to bare cuboids during the first winter (means
of 4.3 and 5.4 kWh per week)

• During the second winter, when foliage was
more extensive a 37% mean saving was
achieved (3.7 compared to 5.9 kWh per week)

• Green façades could increase energy efficiency
by 40–50% and enhance wall surface
temperatures by 3 °C

[36]

(continued)



Bioactive Façade System Symbiosis as a Key for Eco-Beneficial … 109

Table 2 (continued)

Investigation of the cooling, transpiration and
shading effects of green façade systems (covered
with Parthenocissus tricuspidata, Hedera helix
and Fallopia baldschuanica compared to bare
walls) for the buildings and the street canyon in
Berlin, Germany, through the outdoor studies
regards to the transpiration rates, surface
temperatures, air temperature, relative humidity
and incoming shortwave radiation during
summer period

• No cooling effect was detectable for the street
canyon

• Exterior wall surface temperatures (15.5 °C)
were lower than those of the bare, while it was
up to 1.7 °C for the interior wall (during
nighttime)

• Cooling effects mainly depended on shading,
and a lower proportion was due to transpiration

• Insulation of the direct greenings reduced
radiation during nighttime

• Green walls mitigate indoor heat stress as long
as the plants are sufficiently irrigated with up
to 2.5 L m−2d−1 per wall area

[37]

Investigation of an active living wall system as a
potential element for cooling, bio-filtration and
humidification to reduce installed in University
of Seville (Spain)

• Active living wall system lead to a drop in
temperature between 0.8 and 4.8 °C at
different distances from the system

• The cooling process was more efficient when
the initial conditions of the room were drier
and warmer

[38]

Quantification of the thermal external behavior
of a green façade building (Madrid, Spain)
compared to a bare one and evaluate the impacts
of both walls on the variation of the urban
temperature range at the microclimate scale in
accordance with environmental physical data at
different seasons and times

• Maximum air temperature reduction measured
in situ is between 2.5 and 2.9 °C during
summer period

• Maximum air temperature reduction measured
in situ is around 1.5 °C during autumn period

[13]

Evaluation of the thermal performance of green
façades with projection for mitigating the
climate change impact in London by quantifying
the cooling potential, thermal comfort levels and
microclimate modification during summer

• Green façade reduces the exterior surface
temperature by up to 12 °C

• Green façade reduces the ambient air
temperature between 0.5 and 4.1 °C compared
to a distance of 2 m away

• Green façade adjacent wind speed can be
decreased up to 0.7 ms−1

[39]

Investigation of the effects of green façades (one
with evergreen plants (Pandorea jasminoides
and the other with Rhyncospermum jasminoides)
and on a bare wall in Mediterranean climate
(Bari, Italy)

• Daytime temperatures for green walls during
warm days were lower compared to bare wall
up to 9.0 °C

• Nighttime temperatures during the cold days
for the green walls were higher compared to
bare wall up to 3.5 °C

• The highest cooling effect reached with a wind
speed of 3–4 ms−1, an air relative humidity
within the range 30–60% and a solar radiation
higher than 800 Wm−2

• The long-term investigation showed both
Pandorea jasminoides and Rhyncospermum
jasminoides are suitable for green façades for
Mediterranean climate

[40]

Analysis of the surface temperatures for green
walls (felt layer wall, planter boxes wall, direct
climbing plants wall, indirect climbing plants
wall) compared to a bare wall

• All four types of green façades were able to
maintain lower temperatures than the bare wall

• Felt layer and planter boxes wall had lower
temperatures

• Daily average (1.9–4.8 °C) and maximum
surface temperatures (7.1–13.4 °C) behind the
felt layer wall were lower than the bare wall

• Higher solar radiation and ambient
temperatures increase the cooling potential of
the felt layer and the planter boxes

[41]

(continued)
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Table 2 (continued)

Investigation and comparison of the capacities of
a potted plant, passive green wall and an active
green wall placed rooms including Epipremnum
aureum, Nephrolepis exaltata, Peperomia
obtusifolia, Schefflera arboricola and
Spathiphyllum wallisii, to remove particulate
matter and total volatile organic compounds
(residential room, Sydney, and classroom,
Beijing)

• Active green walls resulted in higher
reductions in particulate matter and total
volatile organic compounds concentrations

• Passive walls showed a lesser reduction in
particulate matter concentration

• In the residential room, the active green wall,
compared to potted plants and the passive
green wall, maintained total volatile organic
compounds at lower (72.5%) concentrations

• In the classroom, the active green wall reduced
the average total volatile organic compounds
concentration by ~28% over a 20 min testing
period compared to levels with no green wall
and a filtered HVAC system in operation

• In the classroom with the HVAC system
operating, the active green wall reduced the
particulate matter concentration by 42.6%

[42]

Evaluation of the effects of a modular living wall
system (using Buxus sempervirens L.) on the
particulate matter removal capacity regards to
plant planting designs and their topographical
dynamics

• The planting design with heterogeneous
topography resulted in higher particulate
matter densities (PM10, PM2.5 and PM1) on
leaf surfaces compared to homogenous

• Since there was no variability in PM
accumulation on the plants with different
heights within the random design, the use of
plants of slightly different heights (i.e.,
10–20 cm and 30–40 cm in this study) is
unlikely to negatively affect the PM capture
ability of each other by shielding

• The cluster design, the absence of any
variability in PM capture between short and
tall plant clusters, suggests the importance of
overall topography in PM accumulation rather
than plant height per se

• As living walls typically comprise a diverse
collection of species, interspersing plants that
are morphologically different may also
increase topographical heterogeneity of the
planting area resulting in higher PM capture
levels

[43]

Case study and computational analysis

Definition of the thermal performance of the
double-skin green façade system by developing a
simulation model and validation by experiments
in a test facility

• For the same solar radiation, the temperature
increase of the plant was about twice lower
than for the blinds

• Temperature of the greenery never exceeded
the temperature of 35 °C, when blinds could
exceed 55 °C

• Green double-skin façade resulted in a cooling
capacity decrease by 20%

• Energy consumption of the cooling system is
lower in green façade

• Green double-skin façade for the naturally
ventilated buildings reduces the operation time
of ventilation in the warm period and increases
the operation time in the cold period

[44]

(continued)
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Table 2 (continued)

Analysis of the influence of the orientation and
plant covering percentage of wall sections on the
thermal behavior of buildings during summer
(Greece) by using a thermal network model

• Green façade reduced the temperature
differences between the exterior and interior
surfaces relative to bare

• Green wall resulted in higher thermal comfort
conditions

• Increased foliage covering percentage
increased their positive effect

• Green wall surface is more effective for east or
west orientation

• Placing insulation on the exterior surface
resulted in lower temperature variations

• The cooling effect on the exterior and interior
surfaces of a green wall is more profound

• The use of vegetation on poorly orientated
walls can compensate their poor passive design
or reduce efficiently the need for cooling loads

• Well-adapted green wall enhance energy
conservation and regulates the microclimate
around the built environment

[45]

Evaluation of the thermodynamic transmission
process of the vertical greenery system (using
evergreen plant, Euphorbia x lomi) by
monitoring solar radiation and weather
conditions and develop a thermodynamic
transmission model to simulate heat flux and
temperature variations to optimize the design to
contribute to an eco-friendly urban environment

• Green wall radiation transmission is related
with canopy transmittance and reflectance

• Thermal shielding effectiveness varies with
orientation (south wall with a higher
coefficient (0.31) than the north)

• South wall has lower heat flux absorbance and
heat flux loss than the north wall

• Due to more intensive canopy,
evapotranspiration effect south wall can
transfer more heat flux

• Green walls reduce heat flux and temperature
more effectively than control walls (when
global solar radiation and temperature of the
south control wall reaches maximum values of
1168 Wm−2, 48.48 °C), the south green walls
have lower values (586.89 Wm−2, 39.65 °C)

• The differences between back and front sides
of the green wall demonstrate clear shading
effects (the hourly global average solar
radiation reduced by 31.54 Wm−2 in the south
and 11.36 Wm−2 in the north)

[46]

Evaluation of the substrate materials (polyester,
polyurethane and polyamide polypropylene)
used in living walls regards to the analysis of
water volume retained, pressure drop, saturation
efficiency and water consumption

• The water retained increases with higher water
flow

• The pressure drop increases with greenery and
high air speed and water flow

• Cooling efficiency is enhanced with vegetation
and low air speed

• Water consumption is increased at higher air
speeds. Therefore, low air (between 0.25 and
0.5 ms−1) and water flows are better for
homogeneous wetting

• Polyamide polypropylene has the greatest
pressure drop and the best saturation efficiency

• Polyurethane has the lowest resistance to air
flow, with an intermediate efficiency level and
high water consumption and water retention
capacity

• Polyester presents the lowest saturation
efficiency, a medium level of pressure drop
and high water consumption

[47]

(continued)
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Table 2 (continued)

Development of a mathematical model of a green
façade with climbing vegetation to evaluate the
thermal effects of plants on heat transfer through
building façades (in Chicago, IL, during the
summer) regards to the plant physiological
parameters such as leaf area index, average leaf
dimension, and leaf absorptivity addition to the
weather conditions, climate zones, wall
assembly types and façade orientation

• Green façade improves effective thermal
resistance by 0.0–0.7 m2K/W, depending on
wall parameters, climate zones and plant
characteristics (particularly leaf area index)

• Improvements are more efficient in warm
climates with high solar radiation and low
wind speeds

• On hot sunny days, green façade can reduce
exterior surface temperature by 0.7–13.1 °C,
reduce the heat flux through the exterior wall
by 2–33 W/m2, and provide an effective
R-value of 0.0–0.71 m2K/W, depending on
wall orientation, leaf area index, and radiation
attenuation coefficient

[48]

Development of a heat and moisture transfer
model (incorporating evapotranspiration,
shading effect and additional thermal resistance)
for green façade in a transient building
simulation program in order to investigate its
dynamic performances coupled with a
multi-zone building code with a specific focus
on the coupled heat and mass transfers and the
model accuracy to assess the vegetation impacts
together with building design

• The thermal benefits are higher for the west
walls in summer and winter

• Green wall impact is more for hot climates due
to decreased cooling and heating loads

• Shading reduces the surface temperature
variation and the evapotranspiration ensures
the passive cooling when the water is enough

• The numerical simulation is in agreement with
experimental data, and the average bias of the
simulation through one summer month is only
0.22 °C for the green façade with a
mean-root-square error of 1.42 °C

[49]

Investigation of the effects of green façades and
rooftops in terms of acoustic level and
sound-decay time indicators at
low-frequency third octave bands by numerical
simulations in the time domain of sound
propagation in a canyon street of infinite length
for various scenarios regards to green coverage
ratio and the location of vegetation

• Numerical predictions show a more significant
effect in the upper part and outside the street,
depending on the location of the plant
surfaces, frequency bands and number of
reflections on the treated materials

• Vegetation on sound levels leads to gain of 5
dB

• Green façade is insignificant at street level,
with maximum deviations in terms of sound
attenuation and decay time being less than
3 dB and 0.5 s

• Greening the façades and rooftops of buildings
yields a gain of between −16 and −24 dB
depending on the third octave

[50]

Investigation of Darcy–Forchheimer equation
applicability to describe airflow through
vegetation and to evaluate the differences in the
aerodynamic parameters between plant species
with a special emphasis on their morphology

• Darcy–Forchheimer model described airflow
through vegetation regardless of its
morphology

• Studying aerodynamic properties of vegetation
in relation to their morphology provides
opportunities to model the interaction between
vegetation with its environment

[51]

(continued)
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Table 2 (continued)

Study of the radiation properties of and thermal
properties of the windowed building envelope
equipped with a climber installed (Lonicera
japonica) green wall in humid-subtropical
region, Hong Kong

• Northeast oriented green wall with 0.24 leaf
area index radiation properties and
shading-induced energy savings in summer

• An innovative radiation apportionment model
was developed to determine the shortwave
transmissivity, reflectivity and absorptivity of
the climber canopy which were, respectively,
0.382, 0.074 and 0.543 in sunny weather and
0.449, 0.098 and 0.454 in cloudy weather

• According to model, shading alone could
shield against insolation up to 497 W/m2

behind the canopy and 356 W/m2 indoors
• Average daily energy savings at
0.226 kWh/m2 resulted a USD 0.03 and
0.062 kg CO2, respectively, decrease
according to the local costs

• According to the model, the extrapolated
seasonal savings from a total of six green walls
installed at the experimental site could reach
USD 75.8 and 157.9 kg CO2

[52]

Investigating the effect of vertical greenery on
thermal comfort and air cooling through its
effect on ambient façade surface energy fluxes
and air temperature in Hong Kong and providing
a parametric study from validated models to find
the quantity and location of façade greening
required for potential air cooling and thermal
comfort improvement of a neighborhood of
varying densities

• Model validation showed acceptable modeling
of façade surface temperature, air temperature,
relative humidity and wall-emitted long-wave
fluxes

• Parametric study showed that 30–50% of
façades in the high-density urban setting of
Hong Kong must be greened to reach ~1 °C
reduction in both daytime and nighttime air
temperature and to improve daytime pedestrian
thermal comfort by at least one thermal class

• Higher greened façade ratio will be required to
obtain similar thermal benefits in low and
medium density urban settings

• Benefits for pedestrians can be improved by
placing the vertical greening facilities along
with podium than tower heights

[53]

Computational analysis

Simulation of the effects of vertical greenery
systems on the temperature and energy
consumption of buildings

• 100% greenery coverage from vertical
greenery systems is effective in lowering the
mean radiant temperature of a glass façade
building

• Low shading coefficient of plant usage can
lower the energy cooling load significantly

• 50% greenery coverage from vertical greenery
systems and a shading coefficient of 0.041
reduce the envelope thermal transfer value of a
glass façade building by 40.68%

[54]

Introduction of a novel inverse modeling
approach for modeling the thermal response of
vertical green systems

• Predicted temperature of greenery deviates by
less than ± 1.3 °C compared to the measured
values

• Heat flux on the inner side of the building
envelope deviates by less than ± 0.3 W/m2

compared to the measured values

[55]
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findings of these studies are the main driving force for future research in the field.
Specific data on temperature effect which is actually the key incentive for the

public interest due to its energy-related advantages showed that green walls creating
insulation related with the stagnant air layer can reduce the energy consumption due
to air-conditioning up to 30–60% [15, 27]. This energy advantage is related with the
fact that a green façade will block and absorb solar radiation by shading the building
envelope. Also, the supportive specifications like supplying evapotranspirative cool-
ing, increasing albedo, providing thermal insulation due to the stagnant air zone and
increasing convective shielding are important factors to mention in favor of thermal
interactions [27, 56].

The thermal stagnant zone can provide a significant thermal resistance of 0.31
and 0.68 m2 K/W between covered and bare parts of the building façades depending
on the foliar density, greening system, season, orientation and location [3, 57]. This
insulation effect can reduce maximum income heat flux by 75% and maximum
outgoing heat flux by 60% [16].

The effect of the greenwalls can be even higher if the systems are transformed into
active bio-filters rather than traditional passive ones. In other words, if the indoor air
is forced to pass through the green walls to increase the evaporative cooling potential
as well as the capacity of air purification and humidification drops in temperature can
reach 4.8 °C [13, 58]. The surface temperature values of green wall applied façades
can even reach up to 11.6 °C difference compared to a bare wall which can result in
an energy saving as high as 90% [16]. The success of these targets is strongly related
with specific design features such as the types and character of the used plants, type
of the green wall system and the construction materials, building specifications and
orientation and also local climate [18, 59].

3 Microalgae and Production Systems

Microalgae, having more than 40,000 known species, are the oldest resident of this
planet that has the key role in building our atmosphere. Even if they have a share of
just 0.5% in total plant biomass they are producing more than 75% of the needed
oxygen and can sequester up to 2 kg CO2 in each kg of their biomass [60, 61].
From the industrial standpoint, keeping the biological terminology in mind due to
their subcellular structure and composition (eucaryotic or procaryotic), microalgae
term comprises the plant like photosynthetic microorganisms found in water and
soil which can be colonial or free living with a simple reproductive systems giving
them the rapid growing capability compared to terrestrial plants [61]. They have
strong scientific attention due to their unique abilities to produce a wide variety of
chemicals that can be used in key industries like food, feed, pharmaceuticals, waste
treatment and even energy. Giving some key numbers like their oil content reaching
more than 50% of their dry biomass and coupled with their rapid growth rate and
photosynthetic yield of tenfold, microalgae can produce up to 100 times more oil
than terrestrial oilseed plants which theoretically may reach a production amount of
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70–420 t/hectare per year of biomass and about 15,000–60,500 L of algae oil/hectare
per year or the prices of chemicals like astaxanthin reaching thousands of dollars in
biotechnology market can explain the reason of this attention [62–64].

Microalgae culturing techniques rooted in the ancient observations ofwild animals
feeding on algal biomass in the lakes or lagoons. With the progress in biotechnol-
ogy potential application areas of microalgae-based products forced to have reliable
production methods comprising all the steps from upstream to downstream. First
attempts on microalgae cultivation other than direct harvesting of the biomass from
natural waters are the use of simple production systems. These systems are artificial
water pools, that are in contact with the outdoor environment, usually used for the
production of outdoor resistant species like Spirulina, Dunaliella or Chlorella and
classified according to their shapes (rectangular or circular ponds) or mixing strategy
(mixed or unmixed) [60, 63]. Unmixed ponds can be defined as small-scaled natural
ponds where the aeration or mixing is done by the help of wind or manpower without
specific mixing or aeration systems [60, 63].

Compared to unmixed systems, mixed open systems are technically more sophis-
ticated reaching a surface-to-volume ratio usually up to 10 m−1. Their basic designs
are raceway ponds, circular ponds and cascade systems. Among these designs, race-
ways are the most conventionally recognized systems which are shallow, around
30–40 cm, rectangular ponds having a defined flow route with the help of the sep-
arator wall constructed inside the pond, are mixed by large horizontal impellers.
Earthrise Farms, which owns world-leading large raceway ponds, have a production
facility constructed on an area around 440 decares [62, 63, 65]. Circular ponds are
mixed by center pinned impellers that can reach a diameter of 50 m and can cover
an area of 50,000 m2. These types of ponds are widespread in Japan, Taiwan and
Indonesia. On the other hand, cascade systems, which are also known as thin-layer
cascade or inclined ponds, have a more sophisticated design compared to other open
systems. They can provide effective light utilization, aeration and mixing simulta-
neously, and this way they can even be used in low illumination and temperature
climates. These designs have two major compartments keeping in mind the needs
for efficient production, one is for the mixing, aeration and illumination and the
other is for the storage and process control. The solar stage that is in the form of
cascades allows the culture to flow freely in a thin layer enhancing light harvesting.
This design also leads to swirl formation during the flow leading a turbulent regime
that establishes better aeration and mixing. The storage tank integrated to the solar
stage is the site for control especially for temperature and pH. Cascade systems con-
structed in Trebon (Czech Republic) in 1960s are good examples for the success of
this design that have an enhanced surface-area-to-volume ratios of 100 m−1 resulting
denser cultures of 35 g L−1 [60, 65].

Photobioreactors (PBRs) are closed systems which are uniquely separated from
the open systems by their strict separation of the surrounding environment from the
microalgae culture by the help of the reactor vessel. Even if they can be built out-
doors to utilize the opportunity of the free energy from the sun for heat exchange
and light harvesting, the importance of the culture isolation from the outdoor atmo-
sphere is the key to prevent the contamination risk and ease of process control.
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Compared to open ponds, this controlled environment gave the possibility to pro-
duce a wide variety of species without the limitation of just resistant ones like Spir-
ulina or Dunaliella. PBRs have various designs that can be used for heterotrophic,
mixotrophic or photoautotrophic cultivations with various process types like con-
tinuous, batch or semi-continuous to focus on more efficient production regards to
different process parameters [60, 64, 65]. Basically, the designs have two compart-
ments: the solar receiver and the culture tank. Solar receiver is the site for light
harvesting which can be illuminated naturally or artificially. This compartment is
important for the success of the design considering the optimum illumination, light
saturation levels and photoinhibition risks. On the other side, culture tank that usually
has a lower volume compared to the solar stage, houses the vital production systems
like control, circulation, degassing and mixing. Changing with the design type and
process specifications these compartments can be separated or integrated. PBRs can
be classified as panel, tubular and fermenter (tanks and columns) types according to
the basic design geometries [60, 64, 65].

Panel PBRs, or sometimes named as flat plates or flat panels, are conventionally
well-knownvertical designs that have a single vessel acting as a unified solar stage and
culture reservoir. They have an increased surface-to-volume ratio targeting efficient
illumination. These systems are suitable for outdoor applications due to their compact
and modular design. Panel systems can be modified with simple frames and joints to
be oriented according to the sun and also with mixing systems to be hydraulically,
pneumatically ormechanicallymixed. These systems can also have baffles to increase
the mixing efficiency. Usually, their height and width dimensions are around 1.5 m×
2.5 m with an optical path of 0.1 m for enhanced light utilization as well as the
decreased weight [62, 65].

Fermenter-type PBRs are also important for microalgae production which can be
divided into stirred tanks and aerated columns due to mixing process and geometry.
The design actually routed to the concept of conventional bioreactors, well known
from industrial applications, but with the modifications for effective illumination to
fulfill the needs of microalgae. Stirred tank PBRs are mechanically mixed cylindrical
glass or steel vessels, having a height-to-diameter ratio usually around 3, aerated by
sparger or nozzle systems. These systems are mostly used in laboratory applications
rather than for the outdoor industrial applications due to the construction limitations
related to the geometry. The design concept targets the enhancement of the illu-
mination and mixing interrelation with a special emphasis on the optimal process
parameters of the produced microalgae. In other words, internal or external illu-
mination strategies with different light sources (cool white, daylight, LED, optical
fibers, etc.) are in consideration for better production. Considering airlift and bubble
columns which are cylindrical vessels having higher height–to-diameter ratios com-
pared to stirred tank PBRs, the ability to reach mass transfer coefficients of 0.006 s−1

by aeration rates of 0.25 vvm is an important point to highlight about the potential of
the design. These systems can have a working capacity up to 500 L and are usually
hydraulically or pneumatically mixed systems without a need of a mechanical mixer
(unless modified with internal mixers) and supply these mass transfer coefficients
with lower energy consumption. Regards to the airlift or bubble column, existence
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of the draft tube is giving their main characteristics. In other words, if a PBR has a
draft tube, it is called an airlift and if not a bubble column. The draft tubes separate
the gas enrichment site (riser) from the less turbulent site of gravity (downcomer)
resulting in an efficient light harvesting and gas transfer at the same time. Internal
loop, external loop or separated columns are the subtypes of airlift systems regards
to the position of the draft tube which leads unique specifications to each design. As
mentioned, the lack of the draft tube is the key distinguishing character of the bubble
column from an airlift. The lack of the draft tube resulted in a more chaotic flow
regime compared to an airlift PBR having a well-defined route of flow between the
riser and downcomer zones [14, 60, 65].

Tubular PBRs are also common designs known in industry, having different
geometries like helical, vertical or conical. These PBRs are simply the stack of
transparent tubes (diameter around 0.1 m) connected by U-bends or manifolds ori-
ented in horizontal or vertical bundles. Compared to the other designs, due to the
limitation by the narrow tubes, they usually have a separate culture reservoir in order
to provide degassing and to mount the monitoring probes of the control systems. The
mixing is done by the circulation of the culture inside the tubes with the use of pumps
or airlifts integrated in the system. Similar to the panel PBRs; they have an increased
surface-to-volume ratios up to 80 m−1 (some very high ratios up to 2000 m−1 also
reported). The main attention has to be paid on the tube length in order to prevent
the O2 accumulation which can lead to productivity loss or high pumping power
consumption which can result in cost increase [62, 64, 65].

3.1 Potential Role of Photobioreactors in Building Façades

Using photobioreactors as a potential tool for urban environment through the inte-
gration of the building façades is a novel approach compared to the green walls.
Considering their key superiority that is the rapid growth, microalgae can reach high
densities in a short period and cover the façade easily in the well-defined and con-
trolled volume of the PBR system. On the other hand, microalgae can be cultivated
all year long without the stress of the management and extra care spend to grow the
plants. Similar to the green walls a well-adapted system should focus on to enhance,
thermal comfort, air quality, light, acoustics and resistance to building aging. PBR
systems are not in contact with the environment like green walls which supports
diversity of urban wildlife as feed and nest, but this disadvantage can be preferred
especially by the residents who may complain from the unwanted animals or their
wastes.

PBR integration will give active responsibility due to the controlled connection
and circulation between the outdoor and indoor. Circulation of indoor air through
the PBR will help the gas and heat exchange other than catching dust particles.
Especially, anthropogenic CO2 will be sequestered by microalgae for photosynthesis
and produced O2 will be flowed back to the indoors for fresh air. Focusing on a PBR
façade integrated building a simulation study showed a 13% decrease in the CO2
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level when compared to a standard building with 200 residents [66]. Other than
the gas exchange circulation, considering the culture volume will also affect the
thermal comfort by acting as a bio-heat exchanger in which excess thermal energy
can be controlled by shifting the PBRs’ orientation or even pumping the culture to
different building faces (for example, shaded face in the summer) depending on the
outdoor temperature and irradiation. Temperature control will also be supported by
the shading effect of the dense cultures that are acting like bio-curtains. Keeping
in mind the possible transfer of the cultures between the faces of the building will
also help to control the illumination of the culture. As a result of better temperature
control, PBR façades can decrease the building energy consumption by more than
33% considering fuel usage and 10% considering electricity usage [12, 14].

High light intensities also have a crucial effect on the temperature of the façades
especially in hot seasons triggering the heat load of the building, but compared to
green walls, the mounted PBRs can be constructed as moving units which will help
orientation adjustment and sweeping away the accumulated heat especially between
the PBRs and building wall by increasing the airflow in the interface. Also, the
easy replacement or dilution of the culture just by the help of the pumping systems
will serve as an advantage over the green walls where the bio-curtain density can be
adjusted according to the temperature or illumination dynamics. The compact design
of the PBRs also makes it possible to be used as real curtains over the windows of
the building where the active density changes or orientation will provide an effective
illumination inside the building [12, 60, 67]. Considering the acoustic quality an extra
barrier of PBR vessel leads to sound insulation and enhances the indoor comfort of
the building. According to some studies mentioned in the literature using green
walls showed a beneficial effect on the sound frequencies related to parameters like
thickness of the foliage and construction materials. The sound absorption reaching
up to 60 dB and reverberation time reduction up to 5.9 by the plant-based green
façades are also encouraging for the PBR façade concept [24, 35, 50].

With a special emphasis on the energy consumption and lifelong management
costs energy saving, built area and integration with the environment considering
the mutual relation between the microalgae and the building needs will specify the
sustainability and the success of the application [68–70]. Regards to the economy
simulations on green walls with an assumption of 50 years of building service life,
the success of a PBR systemwill be directly connected to the cost and payoff balance
to get a chance for application [15, 27, 65]. Other than this basic bottleneck, PBRs
should also have an integrated design approach to serve as an effective building ele-
ment. Keeping in mind the average building service life to have a realization in the
building sector, PBRs should have a durable nature enough to resist the outdoor con-
ditions comprising lightweight materials with feasible costs. For example, they need
to be: cleaned easily for a better scenery and contamination prevention, modular and
mountable with an ability of adjustable orientation to harvest light or decrease heat
load effectively, well-constructed leakage resistant system to serve the optimized
environment for the microalgae culture with a special emphasis on the control sys-
tems under the dynamic nature of the outdoor environment, easily adapted to older
buildings because the potential market for the building will be great for renovations.



Bioactive Façade System Symbiosis as a Key for Eco-Beneficial … 119

In addition to these technical points of interest, the investment encouraging topics like
self-sufficient buildings using recycled waste or rain waters to produce a value-added
product like microalgae to be used in various industries (some of which are having
very high value addition like biochemicals) will help to support the sustainability
and environment-friendly approach of the applications.

Other than various concepts likeMarinaCityTower (USA), Process ZeroBuilding
(USA), FSMA Tower (UK), Le CONEX (France) and In Vivo (France) introduced
at the design stage only few real-life proofs considering full scale like the Algae
House for International Building Exhibition, Hamburg, Germany, by ARUP or the
pilot-scale PBR façade at CSTBHeadquarters, Champs-sur-Marne, France, by XTU
architects [12, 14] shows the reality that the technology is still at the starting stage.
But the advantages regards to key benefits from microalgae will be the driving force
for the future.

4 Conclusion

Focusingon the environment and the carbon footprint the greenwall andPBRsystems
as alternative element in the urban environment will have high potential if will be
supported by new legislations and subsidies by the governments to motivate the
ordinary people about the benefits. With a simple brainstorming more the real-life
applications more the influence on the people and if the market will see the spark in
the economic and environmental advantages more the demand which will serve as
the real catalyst for the developing market.
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Consumption Due to External Wall
Insulation
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Abstract For five different climate zones which specified on Turkey building ther-
mal insulation standard (TS 825) depending on the different thermal insulation mate-
rials, minimum insulation thickness, life cycle saving (LCS), life cycle total cost
(LCT), energy saving (ES), and payback period of energy consumption for ten years
are found. Then the life cycle saving (LCS), life cycle total cost (LCT), energy saving
(ES), and payback period of the energy consumption are investigated according to
optimum insulation thickness for the degree-day values base on the heating system
efficiency and the cooling performance coefficient value (COP). Minimum insula-
tion thickness and optimum insulation thickness are compared for life cycle saving
(LCS) and life cycle total cost (LCT) depending on energy consumption and energy
saving (ES). Extruded polystyrene (XPS), expanded polystyrene (EPS), glass wool,
rock wool, and polyurethane are used as a thermal insulation material and electricity
is used as an energy source.
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ES Energy saving ($/m2)
LCS Life cycle saving ($/m2)
LCT Life cycle total cost ($/m2)
PWF Present worth factor
i Interest rate
g Inflation rate
R Thermal resistance (m2·K/W)
U Heat transfer coefficient (W/m2·K)
N Life (year)
E Annual energy load (kWh/m2)
r Interest rate
CnoH-C Uninsulated buildings’ heating and cooling cost
CH-C Insulated buildings’ heating and cooling cost

Index

opt Optimum
e Electricity
ins Insulation
C Cool
H Heat
wm Wall
ip Internal plaster
op External plaster
i Internal
o External

1 Introduction

Energy is a measure of the quality of human life and also an indicator of socioe-
conomic growth. Determining the energy consumption characteristics and energy
types of buildings is necessary for planning the future energy demand and invest-
ments. It is difficult to estimate future energy consumption values due to lack of
measurement-based information and statistical data such as consumption per person
and per square meter [1]. Generally, there are three main parameters that affect the
energy requirement for heating in a building; meteorology, architectural design, and
materials [2].

As the heat loss and heat bridges increase from the external envelope of the houses,
the energy performance is negatively affected. In the case of thermal insulation, the
external envelope of the structure will be protected against atmospheric conditions
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and physical changes such as expansion and contraction which may occur in differ-
ent climatic conditions will be prevented. Safer and long-lasting buildings will be
obtained by preventing internal stresses and cracks in the wall [3].

A correctly selected thermal insulation material provides fuel and energy savings.
The economic improvement occurred by savings and the reduction of air pollution
creates a healthy environment and a comfortable living space in the building [3].

The purpose of the study is to compare the minimum and optimum insulation
thickness which specified on Turkey building insulation standard (TS 825) for five
different climate zones, according to life cycle saving, life cycle total cost and energy
saving for ten years. As an energy source electricity are used and as an insulation
material, extruded polystyrene (XPS), expanded polystyrene (EPS), glass wool, rock
wool, polyurethane are used.

2 Materials and Methods

2.1 Degree-Day Calculation

Table 1 shows that heating and cooling degree-day values. Cooling degree-day values
are not found for third, fourth and fifth zones because of the average air temperatures
for all months are below 22 °C. Degree-day values calculations are as follows [4–6];

If (To ≤ Ti) HDD = 30
12∑

1

(Ti − To) (1)

if (To>Ti) HDD = 0 (2)

if (To > Ti) CDD = 30
12∑

1

(To − Ti) (3)

if (To ≤ Ti) CDD = 0 (4)

Table 1 Heating and cooling
degree-days [7]

Zone Heating Degree-Day
(HDD)

Cooling Degree-Day
(CDD)

Zone 1 1415 555

Zone 2 2395 176

Zone 3 3179 –

Zone 4 3947 –

Zone 5 5027 –
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2.2 Heat Transfer, Energy Consumption, and Optimum
Insulation Thickness Equations

Overall heat transfer coefficient, U, for a wall,

U = 1

Ri + Rip + Rwm + Rins + Rop + Ro
(5)

where Ri and Ro are the internal and external film thermal resistance. Rip and Rop are
the internal plaster and external plaster thermal resistance. Rwm is thermal resistance
of the wall material and Rins is thermal resistance of insulating materials [5, 8, 9].

Annual heating load equation is [9, 10];

EH = 0.024 · U · HDD
η

(6)

Annual cooling load equation is [9, 10];

EC = 0.024 · U · CDD
COP

(7)

Calculation of degree-day [9, 10];

DD = CDD

COP
+ HDD

η
(8)

where CDD is cooling degree-day, HDD is heating degree-day, COP is cooling
performance coefficient, and η is heating system efficiency. Optimum insulation
thickness equation is [10];

xopt =
(
0.024 · Ce · PWF · k · DD

Cins

) 1
2

− k · Rwt (9)

where Ce is the cost of electricity, PWF is present value factor, k is heat thermal
conductivity of insulation material, Ci cost of insulation material, and Rwt thermal
resistance of the uninsulated wall. Energy saving (ES) and life cycle total cost (LCT)
and life cycle saving (LCS) energy consumption equations are [9, 10];

LCS = Ce

(
(EH(noins) − EH(withins))+
(EC(noins) − EC(withins))

)
PWF − x · Cins (10)

ES = Ce

(
(EH(noins) − EH(withins))+
(EC(noins) − EC(withins))

)
(11)

LCT = Ce(EH + EC)PWF + x · Cins (12)
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If i < g real interest rate is [11];

r = g − i

1 + i
(13)

If g < i real interest rate is [11];

r = i − g

1 + g
(14)

Then

PWF = (1 + r)N − 1

r(1 + r)N
(15)

where i is interest rate and g are inflation rate. N is lifetime (10 years).
Payback period is [12];

Payback period = Cins

(CnoH−C) + (CH−C)
(16)

2.3 Parameters Used in Calculations

Electricity price is taken as 0.108 $/kWh [13]. Electricity is used as an energy source
for the cooling season and the cooling performance coefficient is taken as 2.5 [14].
For electricity consumption, the heating system efficiency is 99% [11]. The interest
rate and the inflation rate are taken 4% and 5%, respectively [15]. Lifetime was
taken 10 years. Accordingly, PWF is found at 9.49. Table 1 shows heating and
cooling degree-days. The properties of insulating materials are given in Table 3 and
maximum wall heat transfer coefficient values which recommended in TS 825 are
given in Table 2. Table 4 gives the external wall structural components and properties.

Table 2 Maximum wall heat
transfer coefficient (Uw)
values recommended in TS
825 [7]

Zone Uw (W/m2·K)

Zone 1 0.66

Zone 2 0.57

Zone 3 0.48

Zone 4 0.38

Zone 5 0.36
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Table 3 Properties of
insulation materials [16]

Insulation materials Thermal
conductivity
(W/m·K)

Price Cins ($/m3)

Extruded
polystyrene

0.031 180

Expanded
polystyrene

0.039 120

Glass wool 0.040 75

Rock wool 0.040 80

Polyurethane 0.024 260

Table 4 External wall
structural components and
properties [7, 17]

Structural
components

Thickness (m) Thermal
conductivity
(W/m·K)

Internal plastering
with cement and lime

0.020 1.000

Horizontal
perforated brick

0.085 0.330

Air gap 0.050 0.278

Horizontal
perforated brick

0.135 0.330

External plastering
with cement

0.030 1.600

3 Results and Discussion

In five climatic zones for five different insulation materials, the highest insulation
thickness is obtained between 0.018 and 0.069m for glasswool and rockwool and the
lowest insulation thickness is obtained between 0.011 and 0.041 m for polyurethane
depending on the heat transfer coefficients recommended in TS 825. The thermal
conductivity coefficients of glass wool and rock wool are highest with 0.04 W/m·K
value. Polyurethane has the lowest with 0.024 W/m·K value. The highest life cycle
saving (LCS) value was found between 10.277 and 68.144 $/m2 for glass wool
insulationmaterial and the lowest for polyurethane insulationmaterial between 8.797
and 62.659 $/m2. The maximum payback period is between 1.38 and 2.33 years for
polyurethane insulation and the lowest in glasswool insulationmaterial between 0.67
and 1.12 years. The payback period changes depending on the price of the insulation
materials and heating and cooling costs. The highest value for life cycle total cost
(LCT) was found for polyurethane between 29.667 and 55.625 $/m2 and the lowest
value was for glass wool between 28.187 and 50.140 $/m2. Life cycle saving (LCS)
and Life cycle total cost (LCT) values depend on kWh electricity price, interest and
inflation rates, insulation thickness, insulating material unit volume price, heating
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and cooling system efficiency. Polyurethane has the highest unit volume price with
260 $/m3 and glass wool has the lowest unit volume price of 75 $/m3. The highest
energy saving (ES) was calculated in the fifth region with 7.726 $/m2. TS 825 has
the single heat transfer coefficient value (U) for each climate zone for external wall.
Therefore, a single energy saving (ES) value is calculated for each zone instead of
the energy saving (ES) value for each insulation material. While an energy saving
(ES) value is obtained at the optimum insulation thickness, a separate heat transfer
coefficient (U) is calculated depending on each insulationmaterial, heat conductivity,
and insulation thickness. Thus, different energy saving (ES) value obtains for each
climate zone and insulationmaterial. These calculations have been shown in Figure 1:
(a) Minimum insulation thickness chart, (b) life cycle saving chart (LCS) depends on
the insulationmaterials, (c) life cycle total cost chart (LCT) depends on the insulation
materials, and (d) energy saving chart (ES) depends on zones. In Table 5, payback
periods based on insulation materials are given at minimum insulation thickness.

The highest optimum insulation thickness in five climatic zones for five different
insulation materials was obtained between 0.105 and 0.216 m for glass wool and
the lowest insulation thickness in 0.09–0.082 m for polyurethane. The optimum
insulation thickness depends on the electricity price, interest, and inflation rates,

Fig. 1 a Minimum insulation thickness chart, b life cycle saving chart (LCS) depends on the
insulation materials, c life cycle total cost chart (LCT) depends on the insulation materials, and
d energy saving chart (ES) depends on zones
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Table 5 Payback period based on insulation materials at minimum insulation thickness

Insulation materials Payback period (year)

Extruded polystyrene (XPS) 2.05 1.63 1.48 1.51 1.23

Expanded polystyrene (EPS) 1.76 1.33 1.23 1.25 1.04

Glass wool 1.12 0.86 0.79 0.81 0.67

Rock wool 1.20 0.92 0.84 0.86 0.71

Polyurethane 2.33 1.82 1.67 1.69 1.38

the unit volume price of the insulation material, the heating and cooling degree-day
values, and the thermal conductivity of the insulation material. Glass wools’ heat
transfer coefficient is 0.04 W/m·K and unit price is 75 $/m3, for polyurethane, the
heat conduction coefficient is 0.024 W/m·K, and the unit volume price is 260 $/m3.
The highest life cycle saving (LCS) value was found between 19.544 and 82.098
$/m2 for glass wool and the lowest for polyurethane between 13.225 and 68.985
$/m2. The highest payback period was calculated between 2.24 and 3.93 years and
the lowest was between 1.56 and 2.73 years. The highest value for life cycle total cost
(LCT) was between 25.241 and 49.298 $/m2 for polyurethane and the lowest value
was between 18.923 and 36.185 $/m2 for glass wool. The highest value for energy
saving (ES) was glass wool between 2.889 and 10.358 $/m2 and the lowest value was
for polyurethane between 2.380 and 9.516 $/m2. Polyurethane has the highest unit
volume price of 260 $/m3 and glass wool has the lowest unit volume price of 75 $/m3.
There are different (U) values of the wall for each climate zone, depending on each
insulation material and optimum insulation thickness for energy saving at optimum
insulation thickness. The energy saving (ES) value depends on the kWh price of
the electricity, the heating and cooling system efficiency, the heating and cooling
degree-day values, and the insulation thickness. In addition, the energy saving (ES)
at the optimum insulation thickness depends on insulation price. These calculations
have been shown in Figure 2: (a) Optimum insulation thickness chart, (b) life cycle
saving chart (LCS) depends on the insulation materials, (c) life cycle total cost chart
(LCT) depends on the insulation materials, and (d) energy saving chart (ES) depends
on the insulation materials. Table 6 shows that the payback period depending on the
insulation materials at the optimum insulation thickness.

For the five different insulationmaterials, optimum insulation thickness calculated
between 0.036 and 0.105 m in the first zone, 0.060–0.163 m in the third zone, and
0.082–0.216 m in the fifth zone. Life cycle saving (LCS) values were found between
13.225 and 19.544 $/m2 in the first zone, between 37.005 and 46.779 $/m2 in the
third zone, and between 68.985 and 82.098 $/m2 in the fifth zone. Life cycle total
cost (LCT) was found between 18.923 and 25.241 $/m2 in the first zone, between
28.022 and 37.796 $/m2 in the third zone, and between 36.185 and 49.298 $/m2 in
the fifth zone. Energy saving (ES) was calculated as 2.380–2.889 $/m2 in the first
zone, 5.543–6.217 $/m2 in the third zone, and 9.516–10.358 $/m2 in the fifth zone.

These calculations have been shown in figures: Figure 3—in the case of different
insulating materials for the first zone, (a) the life cycle saving chart (LCS), (b) life
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Fig. 2 a Optimum insulation thickness chart, b life cycle saving chart (LCS) depends on the
insulation materials, c life cycle total cost chart (LCT) depends on the insulation materials, and
d energy saving chart (ES) depends on the insulation materials

Table 6 Payback period depending on the insulation materials at the optimum insulation thickness

Insulation materials Payback period (year)

Extruded polystyrene (XPS) 3.72 3.00 2.68 2.39 2.12

Expanded polystyrene (EPS) 3.42 2.79 2.44 2.19 1.94

Glass wool 2.73 2.23 1.97 1.78 1.56

Rock wool 2.81 2.30 2.02 1.81 1.61

Polyurethane 3.93 3.21 2.81 2.53 2.24

cycle total cost chart (LCT), and (c) energy saving chart (ES) depending on the
insulation thickness; Figure 4—in the case of different insulating materials for the
third zone, (a) Life cycle saving chart (LCS), (b) life cycle total cost chart (LCT), and
(c) energy saving chart (ES) depending on the insulation thickness; and Figure 5—for
different insulating materials for the fifth zone, (a) life cycle saving chart (LCS) (b)
life cycle chart (LCT), and (c) energy saving chart (ES) due to insulation thickness.
According to optimum insulation thickness and thermal conductivity of insulation
materials, heat transfer coefficient (U) values calculated as; extruded polystyrene
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Fig. 3 At different insulating materials for the first zone. a the life cycle saving chart (LCS), b life
cycle total cost chart (LCT), and c energy saving chart (ES) depending on the insulation thickness

Fig. 4 At different insulating materials for the third zone. a Life cycle saving chart (LCS), b life
cycle total cost chart (LCT), and c energy saving chart (ES) depending on the insulation thickness
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Fig. 5 At different insulating materials for the fifth zone. a Life cycle saving chart (LCS), b life
cycle total cost chart (LCT), and c energy saving chart (ES) due to insulation thickness

(XPS) 0.21–0.37W/m2·K, expanded polystyrene (EPS) 0.19–0.34W/m2·K, for glass
wool 0.16–0.27 W/m2·K, rock wool 0.16–0.28 W/m2·K, Polyurethane is calculated
between 0.22 and 0.39 W/m2·K. As the insulation thickness increases, the life cycle
saving (LCS) value initially increases then decreases. Life cycle total cost (LCT)
value initially decreases and then increases. The optimum insulation thickness is
the value that maximizes the life cycle saving (LCS) value and minimizes the life
cycle total cost (LCT). Energy saving (ES) value increases as the insulation thickness
increases. This increase is less in high insulation thicknesses.

4 Conclusions

Whenweexamined the results, glasswool has the highest insulation thickness and life
cycle saving (LCS) in both insulation thickness and the lowest is Polyurethane. The
highest life cycle total cost (LCT) value is for polyurethane and lowest for glass wool.
Polyurethane has the highest payback period at minimum and optimum insulation
thickness and the lowest is glass wool. At the optimum insulation thickness, the
highest energy saving (ES) is for glass wool and the lowest is polyurethane. The
highest energy saving (ES) value at minimum insulation thickness was found in the
fifth zone.
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According to TS 825, the minimum insulation thickness for five climatic zones
which depends on the different insulation materials, minimum insulation thick-
ness, life cycle saving (LCS) of energy consumption, life cycle total cost (LCT) of
energy consumption, and payback period are calculated between 0.011 and 0.069 m,
8.797–68.144 $/m2, 28.187–55.625 $/m2, 0.67–2.33 years, respectively. Energy sav-
ing (ES) is calculated as 1.228–7.726 $/m2 between the first and fifth zones. The opti-
mum insulation thickness for different degree-day values and depending on different
insulationmaterials is calculated between 0.036 and 0.216m.Life cycle saving (LCS)
of energy consumption, life cycle total cost (LCT) of energy consumption, energy
saving (ES), and payback period are calculated between 13.225 and 82.098 $/m2,
18.923–49.298 $/m2, 2.380–10.358 $/m2, 1.56–3.93 years, respectively. Life cycle
saving (LCS) and energy saving (ES), which are the important parameters for energy
saving, reach higher values at optimum insulation thickness that recommended in
TS 825. The life cycle total cost (LCT) value is lower than the minimum insulation
thickness at the optimum insulation thickness recommended for TS 825. Depending
on these results, it is necessary to increase the minimum insulation thickness values
for external walls which specified in TS 825.
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Investigation of Fuel Preference Effects
for Integrated Buildings Considering
Low-Carbon Approach: A Case Study

M. Ziya Sogut, Hamit Mutlu and T. Hikmet Karakoc

Abstract In the building groups considered as campuses or integrated structures,
the energy demand based on the heat source is observed to be mostly made with
regional integrated solutions. In carbon management of such structures, control and
reduction of potential, reduction of energy-related threats are considered as priority
strategies. In this study, first, the energy performance of the integrated buildings
in which low carbon technologies evaluated instead of a fossil-based solution was
evaluated.Next, theCO2 emission potentials related to the thermal systems compared
different fossil and the environmental effect was examined separately. In the process
analysis, the resource preferences together with the energy preferences, the effects
of different types of resources, and energy consumption performance were analyzed
separately. It was observed that the technology applied was 45.38% more effective
than standard natural gas systems, 71.07% fuel consumption of fuel oil 4 and 63.28%
more effective use of LNG.

Keywords Integrated buildings · Low carbon · Technologies · Energy efficiency ·
Carbon management
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T Resource and interior temperature (°C)
Q̇h Total thermal load of the building (kJ/h)∑

Q̇W Total energy (kJ/h)∑
Q̇BW Boiler energy consumption (kJ/h)

Greek letters

ηdevice Thermal efficiency of the device
γ Exergy factor
γfuel Fuel-based exergy factor
ηI Energy efficiency
ψ Exergy efficiency

1 Introduction

In recent years, the development of low carbon technologies, the introduction of low
carbon or zero carbon standards in building standards, the vitality of independent
evaluation and certification programs such as LEED energy star in energy efficiency
have changed the energy system design and implementation criteria for essentially
integrated structures. In particular, the effects of energy costs along with the advan-
tages of technology, management systems that can be put under control can support
a system design work that is energy efficient and applicable to all structures, espe-
cially mechanical systems. Approximately, 65% of the building energy consumption
defines the demand for heating, and in such system solutions, low-carbon technolo-
gies are seen as a solution that is prominent for reducing the effect of fossil resources.

Developments in building technologies have positively affected the energy needs
of buildings in the building sector. However, the energy use rate in the building sector,
which has reached 40% of fossil resource consumption, has a tendency to fall with
the development of low-carbon technologies. Especially low carbon technologies,
especially heat pump technologies and renewable energy sources, standout in sectoral
preferences.

Themost important reason for the sectoral preferences is the reduction of the fossil
source emission threat. Low-carbon technologies in this regard will have a catalyst
effect. The most important reason for the sectoral preferences is the reduction of
the fossil source emission threat. In fact, according to the World Energy Agency’s
assessment, the sectoral prevalence of low carbon technologies will develop and this
impact is predicted to be an improvement to CO2 emissions by approximately 2050
[1].

In sectoral evaluations, energy analyses based on the first law of thermodynamics
are applied in the performance analysis based on energy efficiency. Although such
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analyses are primarily based on a performance evaluation, the potential of the fossil
source threat is primarily related to the environment in which the system is located.

This effect due to irreversibility has an emission threat depending primarily on
the losses they cause. In this respect, the exergy analysis, which is based on the
qualitative conditions of irreversibility, comes to the fore. In the building sector, the
irreversibility potential caused by thermal processes, together withmultiple analyses,
also describes the burden of useful usable energy [2, 3].

Exergy is expressed as the highest attainable work that can be achieved for all
energy-borne processes in the environment. In this way, it is seen as the minimum
energy demand based on the comfort conditions for the environmental parameters
for which the structure is primarily based. This definition also refers to the minimum
energy consumption of the building and the minimum environmental threat in a
beneficial work condition [4, 5].

In this respect, this study is an infrastructure study showing the effectiveness of
low-carbon technologies for mechanical project processes. The study of the man-
ageable energy system for an integrated structure in the study has been examined
with different fuels. In this context, the mechanical system design and analysis using
the water source VRV/VRF system are presented. This study is primarily planned to
define as the concept of integrated structure, the concept of exergy, analyses of the
integrated buildings, and evaluations of the results.

2 Integrated Buildings

Moving along with the industrial sector in energy consumption, the building sector
has approximately 40% of its final energy consumption. It has 50% of the global
emission potential in energy consumption. In this respect, the energy consumption
of building sector plays a leading role in the consumption of fossil resources and
has approximately 65% of the energy consumption from heating applications. The
building sector, which is an important parameter in social strategies, should be seen
as the main application area in energy management policies.

The integrated buildings, which are used for multipurpose buildings except for
residential type buildings, are used inmany properties such asmilitary, housing, com-
mercial, and education. These types of structures, which are constructed according
to different requirements, consist of structures with different intended uses. Compre-
hensive structure differences should be seen not only from the point of view of the
energy systems but also from the manufacturing process as integral structures that
should be evaluated in terms of their structural features.

Mechanical design in integrated structures, just as in architecture, brings an
energy-efficient solution together with all its components and actors. In this con-
text, the design process should be studied with minimum labor and time loss. The
integrated design is briefly referred to as the integrated design of all components,
such as architectural, static, mechanical, and electrical installation. In this context,
in mechanical systems, it is aimed to keep the heat demands at a very low level due
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to comfort conditions, to increase the share of renewable energy, and to establish
a holistic structure that can approach the targets of net-zero energy. Although this
approach has been described in recent years by many evaluation certification pro-
grams such as LEED, many types can be seen including green building concept,
low-carbon, and zero-carbon buildings. However, the integrated building concept
has been developed as a building model contributed by all the actors in the building
process. In this respect, the building groups with the properties of the settlement are
also integrated into the manufacturing process [6].

Campuses are the ones that provide the energy needs and especially the heat
energy demand with steam, boiling water, or hot water systems in a central structure.
Generally, together with the preference of fossil fuel, classical boiler or fluid bed
technology is the most common. The design infrastructure for an integrated struc-
ture is shaped not only by architectural foundations but also by many disciplines
and approaches. Energy has an 83% effect on life cycle costs. However, nowadays,
energy preferences in houses have a rather diffuse structure. Figure 1 shows these
distributions.

Energy consumption behaviors in buildings should not be evaluated only on hous-
ing types. Energy consumption habits of these houses should be examined in terms
of the system activities used. The system efficiencies used in this context also have
very low values. All these evaluations have made low or zero-carbon approaches
valuable in building system preferences.

However, today, low-carbon technologies are applied as energy-efficient solutions
instead of conventional system preferences. In low-carbon technologies, different
heat pump preferences, organic Rankine cycles, and geothermal energy applications
can be seen as energy-efficient solutions according to regional situations. In this
study, the effectiveness of the applied heat pump application was investigated as a
comparison with different fuel preferences in an integrated structure.

Natural gas
26%

Electric
24%

Petroleum 
derivative

6%

Lignite
8%

Anthracite
15%

Wood
13%

geothermal
3%

Others
5%

Fig. 1 General energy consumption behavior of houses [7]
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3 Low-Carbon Approach

The fight against global climate change has become an important issue in the social
strategies for all nations since the late 1990s. In recent years, low-carbon approaches
have been developed as processes evaluating all elements based on the reduction
of greenhouse gas emissions. This approach, which is mainly to increase the con-
sumption of the fossil fuel, has highlighted the new applications defined as low-
carbon technologies instead of classical technologies. These processes can basically
be divided into five disciplines. These are given in Fig. 2.

The standards, in which the energy requirements of buildings are defined, differ in
many ways for countries. However, although national standards provide standardiza-
tion, sometimes, they are below expectations, depending on local circumstances. In
this respect, low-carbon standards developed in the world are considered as a sectoral
target for applications. In particular, while it has reduced the consumption of fossil
fuel from the building, it has contributed in terms of sustainable energy management
to the reduction of the costs. Another approach to carbon strategies is zero-carbon
technologies. The zero-carbon approach has developed solutions where technologies
with a direct zero emission effect are applied. For example, these solutions can be
expressed as the approaches that demand hydro or biomass energy sources that use
energy recycling technologies for some applications, which do not have any waste
properties instead of fossil fuels and maximizes the use of renewable energy instead
of fossil fuels [8].

In recent years, low and zero-carbon approaches, which are used as standard for
many countries, have encouraged and extended new and existing buildings consider-
ing energy management. In these buildings, applications of the low and zero-carbon
or PT like low-temperature heating system are countable. However, in such prefer-
ences, how energy is used, efficiency and sustainability are important issues. The
advantages of low carbon technologies are, in particular, the continuation of new
buildings with integrated design, production, and installation-based energy manage-
ment. In this context, such approaches are shaped by strategy and standards in process
management. Low-carbon technologies in buildings, especially passive systems, are

Low Carbon technologies 

Carbon management technologies

Carbon-free technologies

Carbon reduc on technologies

Carbon removal technologies

Recycling technologies

Smart girid, inteligent control, ITM ….

Nuclear, solar, wind technologies…..

High energy consump on and high emission 
energy saving technologies……..

Collec on, use of CO2 , CO2 storage…….

Hea ng, cooling, ven la on processes….

Fig. 2 Low-carbon technologies
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technologies that need to be evaluated in many ways. These structures, which are
defined as parameters and zero energy buildings in Fig. 3, define the energy demand
of the building and management tools.

All these technologies or approaches have shown the requirement for new stan-
dards for applications of the buildings. For example, from 2006, the EU has done
very important studies about the building sector. The building energy performance
directive is one of them and it is quite to provide energy efficiency and perfor-
mance analysis for the member countries. According to this, UK and Scotland have
published first standards as leading countries and aimed to reduce greenhouse gas
emissions by 80% with these standards.

Accordingly, by the implementation that came into force in 2008, all new build-
ings until 2019 are covered in this standard. In this scope, this standard includes some
processes like smart and recovery structure, improvement of the systems or buildings.
These applications are a healthy application in the life cycle of buildings for building
structures. Considering the reduction of the emissions threat, the construction mate-
rials of the buildings related to LCS can be expressed having the reduction of the
emission by 80% between 1000 and 1500 kg CO2/m2 (only about 500 kg CO2/m2

for construction). With all environmental transformations, a typical building, waste
management, and the transfer, as well as recovery, are considered in this context. The
standard has found a field of application in this respect and includes the improvement
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Fig. 3 Concept map in zero and low-carbon approaches [9]
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of materials preference in buildings, the preference of materials having low emission
factor and the recovery technologies.

According to the usage characteristics and structure of the buildings, the emis-
sion potential varies between 0 and 100 kg CO2/m2 as yearly. For buildings, LCSs
have been defined to reduce the emission loads under 10 kgCO2/m2 for each year.
In this context, together with the issues described above, reducing energy consump-
tion, significant gains in development the alternative energy systems application like
renewable and recovery are achieved. The energy demands of buildings supplied
based on existing systems are related to climatically and geographically values, clas-
sic or incorrect analysis. In this context, the LCS can be evaluated as a step or phase
considering zero-carbon concepts [10].

There are three basic stages in creating a zero- or low-carbon standard in a struc-
ture. These are in turn; is primarily the reduction of energy demand. In this context,
measures to minimize energy need based on building components are developed
together with passive applications, and the minimum rule is defined. In this context;
for example, for a house of 75 m2 energy efficiency in terms of a minimum of 46
kWh/m2. The second basic approach is to determine the carbon compliance limit.
In this context, the carbon equivalent defined above should be considered as a limit,
and action should be taken for the energy points that cause it. In the third stage,
the effect direction should be defined in the remaining CO2 emission loads and the
reasons should be questioned. In particular, action processes such as how energy
should be managed with the types of energy purchased and the reduction of demand
are developed. As can be seen in Table 1, low and zero-carbon buildings can be seen
in this context with many applications and different standard approaches [11].

Today energy demand calculations are handled by national rules. These rules are
defined under local circumstances and apply to approximate calculations based on
limit conditions. These approaches have a low impact on direct or indirect sustainable
energymanagement. The building sector has been developed as an important solution
for low-carbon approaches in social strategies with an emission effect of 40%. In this

Table 1 Zero or low carbon building applications [12]

Country Building
type

Criteria Energy Performance
criteria
kWh/m2 . yıl

Renewable
energy
rate %

Standard

Belgium House Energy Heating
Hot
water

45 – Code of Belgium
air conditioning
and energy

Cyprus House Energy Network 180 25 Action plan of zero
energy Building

France House Energy Network 50 – RT2012

Denmark House Energy Network 20 51–56 BR10

Latvia House Energy Network 95 kWh/m2 . year – Housing
regulations No 383
09/07/2013
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respect, sustainable energy management is the main approach, and the reduction of
fossil fuel consumption with low or zero-carbon approach has come to the forefront.
Zero-carbon approaches aim to reduce the threat of direct or indirect emissions. In the
building sector, renewable, recyclable, passive, or zero-energy approaches to fossil
resources are such approaches. Today, the technologies applied to these approaches
are mainly absorbed systems in heat flows, mainly in electrical systems [10].

Nowadays, the use of these technologies within the scope of combating green-
house gas has become important policies for many countries. Important strategies for
the preferences of these technologies were defined and system examples were devel-
oped [13]. As a matter of fact, energy demands in buildings have also been improved
in this context. In this respect, all requirements, especially building designs, have
been developed with versatile engineering studies. High insulation materials, passive
building solutions have been the key players. For this purpose, inmany countries, low
and zero energy concept in the buildings (new or existing) is evaluated as the strategic
value with its technologies like, PT and low temperature heating system. As a matter
of fact, energy demands in buildings have also been improved in this context. In
this respect, all requirements, especially building designs, have been developed with
versatile engineering studies. High insulation materials, passive building solutions
have been the key players. Although not a generally accepted standard, some coun-
tries have developed their own standards. These standards provide solutions covering
many methods and applications. These structures and applications, which have the
many parameters, directly concern energy consumption behavior in buildings. These
parameters of the structures given in Fig. 4 and also defined as zero-energy buildings
should be considered as integrated components at the energy demand for building
and management tools and in this context, they should be evaluated as holistic in
capacity analyses [11].

The conditions in which the building sector is in place highlight the need for
such a standard. As a matter of fact, it has developed works to improve the energy
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performance of buildings, especially in the European Union. He has also carried
out certification works for the member countries on this subject. It also developed
its low-carbon standard in 2008, aimed at reducing its standard work to 80% in the
UK, and Scotland’s fight against emission. The standard was defined especially for
new buildings and in this context 2019 was selected as the target year. This stan-
dard approach provides guidance for many criteria, from structural components in
buildings to energy usage behavior and technology preferences. The most important
target is defined as reducing 80% in the 1000–1500 kg CO2/m2 in the scope of the
fight against emission (around 500 kgCO2e/m2 for construction only). The standard
is provided for all processes on the basis of the developed standard. In this respect,
it develops a re-approach for all elements in buildings. It contains many compo-
nents which are suitable for recycling which should be considered together with the
building components.

When existing building stock is evaluated, it has a high emission potential. This
value reaches up to 100 g CO2/m2 per m2. However, it is aimed to have a low-
carbon approach and 10 kg CO2/m2 per year for the buildings. This defined the
target process, the development of directly or indirectly effective energy solutions
is prioritized. In addition, energy demand analyses, in which instant climate data
are valued, are evaluated within the scope of the standard. In fact, the low-carbon
approach should be seen as a transitional step [10].

4 Low-Carbon Technologies

The key player in tackling global climate change is the reduction of CO2 emission-
equivalent greenhouse gas emissions that contribute to the formation of this impact.
In this context, technological solutions of all the stakeholders that can be considered
within the scope of responsibility can be considered as the priority point of influence.
As can be seen in Fig. 5, system and technology solutions based on sectoral solutions
can be seen as focal points in innovation and implementation periods.

In 2020, the emissions reduction target of 20% of the European Union had a
positive impact also on developments in low-carbon technologies. This has been
particularly important in heating and insulation systems and applications in the build-
ing industry. Approaches to improve energy efficiency in air-conditioning systems,
energy performance product development, application in mini and medium capac-
ities in power generation technologies, and system automation applications can be
evaluated as developments. In addition, different certification programs developed
in standards (LEED, Breams, ISO50001, etc.), together with sectoral diversity, have
made low-carbon technologies important in technological changes.

Today, the adoption and implementationof low-carbon technologies, togetherwith
many factors, are quite low due to their financial impact. These approaches, which
have a counterpart in developed countries, are defined by many mechanisms in terms
of control, production, distribution, and use. However, the application procedures of
such systems are prioritized in terms of multidirectional system requirements. This
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Fig. 5 Key technology development priorities for sectors (modifed from Ref. [14])

approach, which is defined as demand management in terms of needs, is a structure
that should be managed by taking into account the risks, preferences, geographical,
and regional constraints in the preferences of low-carbon technologies.

5 Exergy Theory

The most important productivity criteria of the mechanical system in energy
efficiency-based project processes are fuel choice and system choice. As a matter
of fact, in this project, energy and cost analysis related to loading calculations were
made separately for four different sources. For process heating data, the outside air
temperature is −12 °C, indoor temperature 22 °C, system water temperature 10 °C,
and system water temperature 45 °C. Considering the total heat load requirements,
the fuel and cost relationship of the system can be evaluated. In this context, total
fuel consumption;

Mfuel = Q̇heat

LHVfuel · ηboiler
(1)

where LHV is low-heat value, ηboiler is thermal efficiency [15]. In thermal pro-
cesses, actual consumption depends on ambient temperatures. The exergy concept
defined according to the second law of thermodynamics is often dealt with in terms
of chemical where combustion reactions occur, thermal dependent on temperature
and mechanical exergy concept related to differential pressure [4]. In this context,
heating and cooling systems and applications of structures are defined directly by
thermal exergy. Heat sources in buildings can be considered as a heat machine and



Investigation of Fuel Preference Effects for Integrated … 147

can be seen as a heat transfer structure between heat sources. In addition to heat
loads in particular, the exergy factor defines the total load with the Carnot equation
of the total heat load and expresses the building’s exergy demand. Particularly in heat
loads, the exergy factor defines the total load with the Carnot equation of the total
heat load and expresses the building’s exergy demand [16]. This factor is expressed
as a ratio between the exergy and energy load of the system. The obtained factor
defines a proportionally correlation for demanded between loads of the exergy and
heat for the system [3, 4]. Accordingly, the exergy factor is:

γ = Ėx

Q̇h
=

(

1− T0
T

)

(2)

The building’sminimum energy demand is based on theminimum exergy require-
ment defined directly between the dead-state temperature and the comfort tempera-
ture. This structural feature relates to the value defined in the comfort conditions of
the building [16]. Accordingly, exergy demand is:

Ėx = Q̇h ·
(

1− T0
T

)

(3)

Here, Qh is the heat demand of buildings based on the construction materials, T0
is the surrounding temperature of the building, T is the source temperature of the
heating system.Heat demand is directly related to fuel consumption. The relationship
of fuel with exergy is directly dependent on the conditions of the dead state. In this
context, demand energy consumption can be considered as limit value. Unlike the
energy limit value, the exergy efficiency of the building is defined directly by the
rational exergy. It is also expressed as the ratio of the exergy demand to the fuel
potential in buildings [3, 5].

ψ = Ėx,heat

Ėx,fuel
(4)

Irreversibility-related losses of systems are the basis of entropy production. In
particular, the inversities within the boundaries of the system directly affect the
efficiency. A holistic approach to exergy efficiency is also calculated based on the
first law efficiency. For a process, exergy efficiency refers to the relationship between
energy efficiency and exergy factor. In this context, the exergy efficiency of the
process is [2]:

ψ = ηı

γfuel
(5)

Here, γfuel is the heat-based exergy factor. It is 1.06 for the natural gas in the study
and 1.08 for coal.
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5.1 CO2 Emission Terms

In emission analyses, the emission calculation method that has been developed
together with the concept of exergy in recent years is the method of carbon emission
metric. This method shows that a thermal structure actually has three separate carbon
emission centers. Carbon emission metric is a result of negativity based on thermal
efficiency and rational exergy. In this case the total equivalent CO2 emissions of the
system

∑
CO2 = CO2i + �CO2 j =

(
ωCO2i

∑
Q̇Wi

ηI i

)

+
(

ωCO2 j
∑

Q̇BW j

ηI j

)

(1− ψRi )

(6)

where ωCO2 is unit energy CO2 emission factor,
∑

Q̇W is waste energy,
∑

Q̇BW is
equivalent to boiler energy consumption, ψ is rational exergy efficiency [17].

6 Results and Discussion

In the study, first, the energy demand of the campus is defined for four alternative
fuel types depending on the dead-state temperature change. Considering the per-
formance, the exergy efficiency of the system to be applied for each type of fuel
has been examined and the exergy destruction based on the irreversibility has been
found. In the integrated structure, CO2 emissions potential for each type of fuel was
defined and as alternative solution, the effectiveness of the water-source heat pump,
which will be preferred instead of existing system with fosil fuel source, has been
assessed. The integrated structure referred in this study has a total heating capacity
of 918,316 kWh/year with a closed area of 12,000 m2 directly. The exergy input
values requested by the system considering the dead-state conditions are examined
and their distributions are given in Fig. 6.

When the exergy demands of fuel preferences are evaluated, LNG has the highest
value with 1.18%, based on average demand. However, natural gas preference has
a load of 0.59%. In this respect, it can be said that natural gas preference expresses
the lowest energy demand. Exergy demand is calculated directly dependent on taken
reference to adiabatic flame temperature and load requested by the system. This
refers to the demand for exergy required by the system as a result of direct fuel
consumption. These data were evaluated with the combustion chamber temperatures
and system losses were investigated separately. Accordingly, combustion losses due
to the fuel type of the system were calculated and the results are given in Fig. 7.

In boiler technology, combustion chambers transfer energy to fluid depending on
the construction they have. Considering the combustion chamber temperatures with
reference to the combustion chamber temperatures, thermal losses were found to be
10.51% for the natural gas, 8.07% for the fuel oil, 11.67% for the LNG, and 11.40%
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Fig. 7 Heat losses based on fuels in the combustion room

for the coal in consideration of the adiabatic flame temperature and the combustion
chamber temperatures. Depending on the fuel type examined, the chimney losses of
the systems were also evaluated and the energy and exergy efficiency were examined
and the results based on dead-state changes were given in Figs. 8 and 9.

Natural gas has the highest value with 89.62% if exergy factors related to fuel
sources are taken into consideration. However, when boilers and thermal systems
are evaluated, the exergy efficiency of the natural gas system was found as 51.56%.
According to these performances, the losses due to the irreversibilities of the sys-
tems were investigated and the entropy loads generated of the system are defined
separately. Accordingly, the total entropy production and improvement potential of
the system is given in Fig. 10.

According to the analyses made, the exergy destruction of the system was found
8.5% in average natural gas, whereas this value is 65.7% in coal. However, dis-
tributions of the exergy destruction show difference significantly considering the
dead-state temperature. As a matter of fact, when the distributions are analyzed, this
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change in natural gas is 45.89% and this value is 46.16% in coal. Exergy analyses
provide an important opportunity for process improvements. In this respect, system
improvements to reduce exergy consumption are defined with improvement poten-
tial. The distribution of these development potentials depending on fuel types can be
seen in Fig. 11.

The improvement of potential change was found to be 45.67%, which, when eval-
uated together with the dead-state temperature change, varies according to the fuels.
The improvement is based on the total energy of 23.47% for natural gas. However,
considering the fuel distribution, a potential of about 32% can be mentioned. Based
on these distributions, important exergy consumption potentials for all fossil fuels,
including natural gas, are noteworthy. Based on all these distributions, CO2 emission
potential (ton CO2) related to exergy destruction is given in Table 2.

Fuel consumption from fossil fuels continues its pioneering impact on all pro-
cesses. However, preferring low-carbon technologies in structures integrated with
heating processes will provide significant savings in consumption. As a matter of
fact, VRV/VRF or heat pump preferences were evaluated in terms of fuel preference
for integrated structures and low-carbon technologies, and their thermoeconomic
results are given in Table 3.

Table 2 CO2 emission potential of fuels

Dead state
temperature

285 K 279.5 K 275 K 273.1 K 274.4 K 278 K

Fuels Emission potantial (ton CO2)

Natural gas 3135.97 3127.64 3120.85 3118.00 3119.95 3125.37

Fuel-oil 5708.13 5707.20 5706.47 5706.17 5706.37 5706.96

LNG 3427.18 3416.10 3407.08 3403.29 3405.89 3413.09

Coal 10304.36 10302.71 10301.40 10300.86 10301.23 10302.27

Kerosene 6209.29 6205.23 6201.94 6200.56 6201.50 6204.13



152 M. Z. Sogut et al.

Table 3 Thermo-economic evaluation of low carbon preference for integrated Building

Natural
gas (m3)

Fuel-oil
(4) (kg)

LNG (m3) Coal (kg) Heat
pump
(kWh)

VRV/VRF
(kWh)

Heating
demand
(kWh)

475456 475456 475456 475456 475456 475456

Fuel
consumption

52171.262 51758.5 53293.7 208991.6 76686.5 118864

Unit cost of
fuel ($)

0.63 1.17 0.9 0.45 0.255 0.255

Total cost ($) 32867.895 60557.5 47964.4 94046.2 19555.1 30310.3

While heat pump preference for natural gas systems provides a saving of 40.5%,
the rate ofVRVwas found to be 7.78%. These valueswere taken as reference for coal,
79.2% in the heat pump and 67.8% in VRV. These values should also be evaluated
in terms of emission savings.

7 Conclusions

This study examines firstly the manageable energy system for the campus defined as
integrated building considering different fuels. In this context, themechanical system
design and performance analysis based on the water-based VRV/VRF system was
made. The study also examined the emission load effects for different types of fuels.
In this scope;

– All conventional fuel preferences have been shown to have a high CO2 emission
potential.

– When fossil fuel consumption was evaluated, the use of natural gas seen that
increase the emission threat by 46% compared to coal.

– In heat pumppreference, financial savings of about 41% in costswas found, despite
the consumption of natural gas provides.

– In VRV preferences, this effect has an advantage of 8%.

The integrated structures prefer low-carbon technologies in their multifaceted
energy preferences, indicating a structure where economic gains are ensured as well
as energy and environmental impacts. In these preferences, first of all, it is necessary
to make a need optimization by considering demand management. In this study,
reference is made to the evaluation of low-carbon approaches such as heat pump
with structural analysis. In addition, the exergy analysis and exergo-economic and
exergo-environmental analysis of the intelligent building management together with
the cost analysis will also contribute to these processes.
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Electricity Market Structure
and Forecasting Market Clearing Prices

Kürşad Derinkuyu and Mehmet Güray Güler

Abstract Electricitymarkets are evolving into a complex competitive business envi-
ronment with an increasing role of the private sector in production, consumption,
and retailing of electricity. Even transmission and distribution activities have private
share in many countries. Technology is also rapidly adding new concepts such as
smart grids, batteries, and prosumers (participants that are both on the production
and consumption side). This study first gives a brief history on the liberalization of
electricitymarkets, specifically concentrates on the Turkishmarkets. Other European
markets also had similar historical developments. Secondly, we provide the market
participants and their roles as well as briefly introduce the problems they need to
solve. Then the paper discusses the market types such as day-ahead market, intraday
market and balancing powermarket. Furthermore, we explain the auctionmechanism
to determine prices in these markets. Finally, we give an illustration for predicting
the electricity prices of next days using a forecasting methodology called ARIMA.
We use a real data set from Turkish market and provide a step-by-step procedure for
calculating the prices using an open-source statistical software R.

Keywords Electricity markets · Day-ahead market ·Market-clearing prices · Price
forecasting · ARIMA

1 Introduction

Liberalization policies around the world also affected the electricitymarkets. Discus-
sions on unbundling and desire to establish a new form between public and private
sector first started in Chile, England, and Norway and then spread to other markets
in the 1990s. Since electricity has special characteristics due to its non-storability
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and real-time balancing requirement, the electricity markets need central authori-
ties for regulation, physical, and financial operations. The policy makers and market
participants face many interesting problems to manage this unique commodity.

From the regulation side, pricing, tariff, and incentive mechanisms are important
decisions for efficiently working markets. Also, problems arising during the phys-
ical transaction of electricity are another dimension of this management problem.
Long-term planning is needed for transmission line investments, whereas real-time
balancing problem has to be managed both physically and financially. Both produc-
ers and consumers use portfolio optimization and forecasting techniques to secure
their assets. This complex structure of the market participants causes most of the
time conflicting objectives, and each participant tries to highlight its own objective.

To draw the big portray, we first focus on the alternative market designs and
market participants. Then we provide information about the historical development
of Turkish electricity markets. The other electricity markets also passed through
similar historical developments. Then we will provide detailed information about
day-ahead, intraday, and balancing power markets from the regulatory perspective.
Finally, we turn our interest to a very common problem of predicting future market
prices of electricity.We illustrate the problem bymodeling it with a statisticalmethod
called ARIMA and employ an open-source statistical program (R) to forecast prices
using this statistical model.

2 Market Designs

Power systems deal with electricity both as a service and a commodity. Under a
vertically integrated monopoly design, all of the activities are provided by a single
authority and thismay cause inefficiency in the system. That is why power system can
be divided into functionally independent parts: generation, transmission, distribution,
and trading (retail and wholesale). Transmission and distribution parts deal with
providing better electricity services, whereas generation, wholesale, and retail parts
threat electricity as a commodity. Figure 1 shows the layers of the power system.

Boisseleau [1] explains the electricity market designs by dividing the structure
into three main stages. In the first stage, the vertical unbundling degree is chosen [2].
There are four categories in vertical unbundling [3]:

• Vertically Bundled Monopoly: The generation, transmission, distribution, and
trading activities are united and under the control of one company. This was the
main model before liberalization policies.

Generation Transmission Wholesale Distribution Retail

Fig. 1 Layers of a typical power system
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• Single Buyer Model: Single buyer is responsible for the transmission, distribu-
tion, wholesaling, and retailing activities. However, there are multiple generation
companies for competition.

• Wholesale Level Competition: In addition to the generation companies, there are
wholesale companies that could buy electricity directly from generation compa-
nies.

• Retail Level Competition: Final consumers are eligible to choose their electricity
providers at the retail level. There is a consumption limit in Turkey to become eli-
gible. As of 2018, 2000 kWh yearly consumption (or approximately 68 TL/month
electricity bill) is required. (In most of the European countries, there is no limit.)

In most of the developed countries, vertical unbundling is on the last phase. Eli-
gible consumers are now having chance to choose their own provider. At the end
of 2017, in Turkey, over 800 generation companies, 155 wholesale companies, and
21 distribution and regulated retailer companies are active. Other European coun-
tries also have similar figures depend on their market size and age. Figure 2 shows
physical and financial trade in Turkey.

After the chosen of unbundling level, the second-stage problem is how to design
the wholesale markets and pricing regimes on these markets [4]. There are two main
models and both of them could be available in the same region:

EÜAŞ
(State-owned 
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Independent Power 
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BO, BOT and TOR 
Contracts

TETAŞ
(state-owned 

retailer)
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Regulated 
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Eligible Customers
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Genera on Procurement Consump on
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Imbalance
Market

Exchange Market

Physical 
Market

Fig. 2 Physical and financial trade in Turkey (Source Turkish Energy Foundation)
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• Bilateral Agreement Model: In this model, the companies make bilateral trade
agreements with each other without providing any information about the market
prices. Since there is no reference price construction mechanism, this is an inef-
ficient system for all parties. Nowadays, this system is used for the long-term
contracts and the prices usually refer to the prices set in the organized markets.

• Organized Market Model: To be able to establish reference prices for the market
participants, organizedmarkets are preferable. Thesemarkets have twomain types:
Exchange and Pool Models. In pool models, usually, there is no demand-side
participation and demand is predicted a priori. Electricity generating companies
submit their cost functions of generating units. Unit commitment and economic
dispatch problems are solved to determine prices and schedule of generating units
[5]. On the other hand, exchange models both the buyers and sellers of electricity
submit portfolio-based bids [6].

The third stage of the market design is about financial rules such as contract
intervals, auction types, and pricing mechanisms. For long-term contracts, there
are futures and options to buy and sell electricity. The experience for the different
countries shows that these derivatives are functional if they are connected to the
physical delivery of electricity [7]. For the short-term transactions, two spot markets
are available:

• Day-Ahead Market: This is the major market before real-time delivery to arrange
the net positions of the market participants. Electricity prices of the next day are
determined with an interval of fifteen minutes, half-hourly, or hourly basis. The
prices established in this market are used as reference prices to the other markets.

• Intraday Market: After the closure of day-ahead market, trading option is avail-
able until a few hours (1.5 h for Turkish market) before the physical delivery of the
electricity. This market enables the participants to revise their positions. This kind
of adjustments is necessary due to changes in the demand forecast or generation
amount of renewable energy.

Although there are sophisticated forecasting techniques, they are not 100% accu-
rate. Up to this point, all the market agreements are based on the expectations but not
on real production and consumption. In real time, system operator is responsible for
the stability of the power system by considering transmission line constraints and it
needs additional activities. To finance these actions, there are two options available:

• Balancing Power Market: This is a real-time market to balance the load on the
electricity network. If the predefined ancillary services are not enough to secure
supply–demand balance under transmission constraints, system operator could
give additional orders to market participants. The cost of these extra orders is
reflected the ones that cause imbalance on the system.

• Ancillary Services: There are also additional services for systemprotection. Reac-
tive power control can be used for voltage drops. Frequency (primary and sec-
ondary) control is an automatic system that insures the grid frequency stays within
a specific range. Operating reserve and demand management are other methods
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to provide sufficient energy generation or decrease consumption on energy-scarce
days.

Figure 3 shows wholesale markets in Turkey. Similar markets are available in
most of the developed countries.

Another decision on the market design is auction types. These auctions could be
one-sided or two-sided auctions. Under the one-sided auction mechanism, demand
is estimated and only the supplier side gives price bids. This mechanism is usually
preferred in pool models. Two-sided auctions accept bids from both demand and
supply sides and preferred in exchange models.

Lastly,market price construction is an important step forwholesalemarkets. There
are two main mechanisms used in the markets:

• Pay-As-Bid Pricing Model: In this model, all the accepted bids are receiving the
price they ask for. Although it looks reasonable, some studies claim that the model
causes price inflation due to asymmetric information between market participants
[4].

• Market-Clearing Price Model: All the market participants are getting the same
price which corresponds to intersection of supply and demand curves.

In addition to thesemarket choices, transparency andmarket monitoring activities
should also be well established to be able to construct well-functioning markets.
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Fig. 3 Wholesale markets in Turkey (Source Energy Exchange Istanbul)
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3 Development of Electricity Markets in Turkey

Electricity generation was started with the help of foreign investments during the
early years. Each province, such as Istanbul, Izmir, Ankara, and Antakya, built their
own generation plants. The first one was built in Istanbul in 1913. In the 1930s,
nationalization policies were applied all over the country andMinistry of Energy and
Natural Resources was established in 1963. The historical cornerstones of Turkish
electricity market could be seen as follows:

• 1913: First electricity generation plant in Istanbul.
• 1963: Establishment of Ministry of Energy and Natural Resources.
• 1970: Turkish Electricity Authority (TEK) was formed as a vertically integrated
monopoly and controlled generation, transmission, distribution, and trade.

• 1984: LawNo. 3096 gave permission to the private sector to invest in the electricity
sector.

• 1994: Built–operate–transfer (BOT) implementations were begun.
• 1994: TEK was divided into two companies: TEAS responsible for generation,
transmission, and trade and TEDAS responsible for distribution.

• 1997: Law No. 4283 is allowing build–operate (BO) implementations.
• 2001: Electricity Market Law No. 4628 changed the whole system dramatically.
Eligible consumers, market operator, and system operator definitions were intro-
duced.

• 2001: Energy Markets Regulatory Authority was established.
• 2001: TEAS was divided into three companies. TEIAS responsible for transmis-
sion, EUAS responsible for generation, and TETAS is responsible for trade.

• 2006: Balancing and settlement applications have been started. Imbalances based
on marginal prices were settled for a monthly and three-time period.

• 2009: Day-ahead planning was introduced. Balancing and settlement activities are
done on hourly basis.

• 2011: Day-ahead market has been launched (December 1st). Demand side could
give their own bids. Collateral mechanism became operational.

• 2011: Feed-in tariff mechanism and different incentive prices for different renew-
able energy technologies were introduced.

• 2013: Electricity Market Law No. 6446 defined the independent market operator.
• 2015: Independent market operator, Energy Exchange Istanbul (EXIST) has been
established.

• 2015: Intraday market has been launched (July 1st).
• 2016: Transparency platform was opened for public usage.
• 2016: Built-in open code day-ahead market software was started to operate (June
1st). Social welfare as an objective function and paradoxically accepted bids were
defined.

The restructuring of the Turkish electricity market has started in 2003 and gone
through four main stages [8]:
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Premarket Age (March 2003–August 2006): Organizedmarket was not established
yet. TEIAS operates the grid by giving orders to state-owned generation company
EUAS.
Triple Pricing Age (August 2006–December 2009): A day was divided into three
intervals: daytime, night, and peak hours. Since there are no well-defined reference
prices, the participants heavily used the balancing market.
Day-Ahead Planning (December 2009–December 2011): Hourly price regimewas
introduced for only supply-side bids.
Day-Ahead Market (December 2011–now): Both the supply and demand sides are
allowed to place bids for the determination of the day-ahead prices.

As of January 2018, there are 817 generation companies, 154 wholesale compa-
nies, 21 distribution companies, and additional 21 retail companies for last resort.
There are five layers in the electricity system and their current position is as follows:

• Generation: There is a 20% market limitation on generation and the state-owned
EUAS is controlling around 15% of the total installed power.

• Transmission: TEIAS is transmission system operator and natural monopoly. It
also operates balancing market and ancillary services. System operator is the part
of TEİAS and called National Load Dispatch Center.

• Wholesale: TETAS is state-owned wholesale company and making take-or-pay
contracts with BO/BOT/TOR plants. It also manages the purchase guarantees with
domestic coal plants and nuclear plants. It mostly sells those energies to 21 retail
companies used for last resort. There is again 20%market limitation in this sector.

• Distribution: TEDAS is divided into 21 non-overlapped regions. All of these
regional distribution companies are privatized.

• Retail: As of 2018, eligible consumer limit is 2000 kWh per year and around 5
million consumers are eligible. Those consumers could get their electricity from
any wholesale company. The limit is expected to drop zero within two years.

At the end of 2017, Turkey has 85,200 MW installed power which includes
26,637 MW natural gas power plants, 19,776 MW hydropower plants with big
reservoir, 8794 MW imported coal and 9773 MW lignite-based power plants. On
the renewable side, 7497 MW river and other hydropower plants, 6516 MW wind,
3421MW solar, and 2636MWother (such as biomass and geothermal) power plants
are installed.

4 Day-Ahead Market

Market operators in US and European electricity markets determine the reference
electricity prices for next day by organizing blind auctions either using pool or
exchangemethodology. Socialwelfaremaximization is used as an objective function.
This function represents the additional benefit of each participant if the corresponding
order is accepted. Pool model solves the unit commitment and economic dispatch
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problems to determine prices. Additional payment is allowed above the market price
if the solution with this additional payment improves social welfare. Lagrangean
relaxation is heavily used to solve this type of problems [9–11]. InEuropean exchange
models, participation is optional and demand side is flexible.Market participants give
their orders by using a portfolio-based approach. No side payment (except Turkish
market) is allowed [6, 12].

For the congestionmanagement of transmission lines, there are implicit or explicit
auctions are used. Under explicit auction mechanism, capacity and energy traded
separately, through regular capacity auctions such as for the lines between Turkey
and Bulgaria. In the implicit auction, capacity and energy effectively traded together
as in Norway and Italy. For the implicit auction, either volume coupling or price
coupling rule is used. Volume coupling first determines interconnector flows using a
single algorithm and then separate algorithms are used for the prices of each region.
European Market Coupling Company has used this methodology to couple Nordic
and Central Western European markets until 2014. Under the price coupling, single
algorithm simultaneously determines volumes, interconnector flows, and prices in
all of the regions. Price Coupling of Regions (PCR) developed the algorithm, named
EUPHEMIA, to apply this methodology in most of the European countries.

In Turkey, Energy Exchange Istanbul is responsible for day-ahead market auc-
tions. Settlement and collateral mechanisms are also managed by the exchange.
Table 1 shows the daily operations in Turkish day-ahead market.

There are several order types available in the exchanges. Three major order types
are single orders, block orders, and flexible orders.

• Single orders are effective only one period (which could be 15 min, half an
hour, or hour). Either a stepwise or piecewise linear function is used to repre-
sent relationship between volume and price. Accepted volume corresponds to the
market-clearing price on the given order function.

• Block orders are either accepted or rejected fully. They are usually given for
consecutive time periods. Volume and price are constant during these time periods.
If volume is changeable, then it is called profile block.

Table 1 Daily operations in Turkish day-ahead market (Source Energy Exchange Istanbul)

Time slot Operation

00:00–16:00 Bilateral agreements for the next day are entered into the system by market
participants

00:00–12:30 DAM participants submit their bids for the upcoming day

12:30–13:00 Collateral payments are checked and bids are validated. If there is an unusual
bid submission, the market operator has the right to call the participant for
confirmation

13:00–13:10 MCPs are determined by the optimization tool

13:10–13:30 Results are published and objections to the bid matchings are received

13:30–14:00 Objections are evaluated and resolved

14:00 Finalized MCPs are publicly announced
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Fig. 4 Average market-clearing prices in Turkey (e/MWh)

• Flexible orders do not have any period information. As long as price is in the
acceptable range, the algorithm places this order on any period.

There are also other order types that are active in Spain and Italy. These special
order types focus on ramp-up/down limitations and price equality in all regions.

In recent years, market-clearing prices in all over the world are decreasing due to
renewable energy and incentive policies on this energy. Since there is no fuel cost,
marginal production cost is near zero on these energy types. This causes a problem
on classical power units such as coal or natural gas. Figure 4 shows the average
market-clearing prices in Turkey between 2012 and 2016.

5 Intraday Market

Intradaymarket is another opportunity for market participants before real-time deliv-
ery.After the closure of day-aheadmarket, there is up to 36 h available before delivery
and in the meantime, some factors could change. After all, all the order decisions are
based on forecasting of production and consumption. If the weather temperature is
higher or lower than expectation, this could change the consumption behavior. Also,
we cannot be sure about exact production level of renewable energy.

In Turkey, intraday market opens at 18.00 for the following day based on contin-
uous market principle and the transactions can be done 1 h and 30 min prior to the
physical delivery. This time is even shorter in some European exchanges. There are
two different types of orders: Hourly and Block orders.
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• Hourly orders can be matched partially. There are four types of hourly orders:
Active order, Hourly Order with Expiration Time, Immediate or Cancel (IoC), Fill
or Kill (FoK).

– Active Order: Default order type and waits in the list to be matched. If it is
matched partially, remaining part continues to wait.

– Hourly Order with Expiration Time: Order is available only for a given time
period.

– Immediate or Cancel (IoC): It does not wait in the list. It matches with all the
appropriate orders in the list and remaining part will be cancelled.

– Fill or Kill (FoK): It does not wait in the list. This order should be either match
fully or cancelled out immediately.

• Block orders are not divisible and they are placed for a minimum of one and a
maximum of 24 h. They will be matched if there is exactly equal opposite side
block available. There are two types of block orders: Active Order or Block Order
with Expiration Time.

– Active Order: Default order type, and waits in the list to be matched. It should
be matched fully.

– Hourly Order with Expiration Time: Order is available only for a given time
period.

Matching orders quickly is the main focus of the intraday market, especially, for
the multiple regions. Cross-Border Intraday Market Project (XBID) is working on
this problem.

6 Balancing Power Market and Ancillary Services

Transmission system operator is responsible for the real-time balance of the elec-
tricity grid. System operator manages balancing power market and ancillary services
to insure sufficient supply and good quality of electricity energy to consumers with
low cost in a continuous manner. Real-time balancing activities are necessary for
the system security and system operator performs these activities by minimizing
the balancing cost. There are several control mechanisms available such as primary
frequency control, secondary frequency control, and tertiary control reserve capac-
ities. In addition, demand control is also popular in recent years. Because of the
characteristics of electricity energy, system operator also arranges reactive power
services.

System operator evaluates the eligibility of generators to be able to use them in
balancing activities. Eligible generators should have some specific properties such
as size and speed of adjustment for frequency changes on the grid. The part of the
operational reserve used as primary frequency control capacity to stabilize the system
frequency through automatic increase or decrease of unit active power output. The
plants should have at least 50 MW installed power and react within 30 s. Secondary
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frequency control capacity is chosen to release the primary control reserve. This will
bring the frequency back to its nominal value. Unlike themandatory rules for primary
frequency reserve capacities, the market participants are free to serve as secondary
frequency reserve capacities.

Tertiary control reserve capacity ismanually chosen after the secondary frequency
control reserve was put into the service. These balancing entities should react within
15min to release the secondary frequency control reserve in case of another frequency
deviation risk.

On the balancing powermarket, systemmarginal prices are equal to themaximum
accepted hourly offer price for the energy deficit and the minimum accepted bid
price applied for the energy surplus in the system. All of these balancing activities
are causing imbalance cost and this cost is applied to the market participants that
deviate from their balance responsibilities. Since extra production is sold cheaper
and extra consumption is bought higher prices in balancing power market than day-
ahead market, the market participants try to the balance their portfolio as accurate as
possible before the real time.

7 Electricity Price Prediction

Predicting electricity prices in a liberated market as significant added values for all
of the players in the market. An electricity producer can decide to produce itself or
buy from a subcontractor to supply the electricity that it committed to. Similarly, a
consumer can choose to make a bilateral contract or purchase from a pool. A factory,
for example, can move its production to cheaper hours [13]. Such decisions depend
on the price levels; therefore, there is an increasing importance attached to predicting
them in advance [14]. Although it is traded in market places like commodities, it has
a special structure: it is not storable and must be consumed instantly. The average
fluctuation in treasury bonds is below 0.5%, about 1.5% in stocks and less than 4%
in commodities like petroleum or natural gas, it can be up to 50% in market-clearing
prices [15]. Therefore, it is not an easy task.

Horizon for electricity price forecasting can be divided into three ranges: short,
medium, and long-term. Short-term generally involves forecasts from a few minutes
up to a few days ahead and is of prime importance in day-to-day market operations
[16]. A wide range of analysis can be found in the literature. Different categories
proposed by several researchers; however, a recent review by Weron states that the
prediction efforts can be grouped under five categories: Multi-agent, Fundamental,
Reduced form, Statistical, and Computer Intelligence [16]. In this chapter, we focus
on one of the statistical methods: ARIMA models. ARIMA models are widely used
in time series analysis and provide successful results in forecasting future electricity
prices [17–21]. In the subsequent parts, we give a definition and structural properties
of ARIMAmodels. Then we illustrate the usage of them through a real-life example.
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7.1 ARIMA Models

A time series is a collection of observations of some economic or physical phe-
nomenon drawn at discrete points in time. Sampling from adjacent points usually
restricts the usage of conventional statistical methods which mainly assumes that
the observations are independent and identically distributed. Time series analysis
tackles this issue and infers information from the past data to forecast future values
of the series [22, p. 2]. The ARIMAmodels (also known as the Box–Jenkins models)
exploit the autocorrelation structure in the data and are one of the widely usedmodels
for analysis time series. ARIMA is an acronym for autoregressive integrated moving
average and depends on three different concepts which we will analyze in the sequel.

Autoregressive Models: In this model, the current value of the process is
expressed as a finite, linear aggregate of previous values of the process and a random
shock [22, p. 78, 23]. Let yt denote the value of a process observed at time t and let
t, t − 1, t − 2, . . . , t − p be equally spaced time intervals. Then:

yt = φ0 + φ1yt−1 + φ2yt−2 + · · · + φp yt−p + εt (1)

is an autoregressive (AR) process of order p and denoted by AR(p). Here, φi are the
coefficients of observations yi , a is a constant, and εi is a random shock and it is
normally distributed with mean zero (E[εi ] = 0) and variance σ 2 (Var(εi ) = σ 2).

It is also called a white noise. The name auto-regressive stems from the celebrated
linear regression model where a dependent variable, say y, is explained with a linear
combination of independent group of variables, say x1, x2, . . . , xp, through a linear
model that can be written as follows:

y = β0 + β1x1 + β2x2 + · · · + βnxn + ε

Here, the variable y is said to be regressed over the variables x1, x2, . . . xn . In
(1), the variable yt is regressed over its own past p-values; hence, the model is an
autoregressive model. The parameters φi can be estimated from the data and their
derivation is beyond the scope of this text. We would rather focus on the application
of these models on real data sets.

Moving Average: In a moving average model, an observation at time t can be
written as a linear combination of the previous error terms as follows:

yt = θ0 + θ1εt−1 + θ2εt−2 + · · · + θpεt−q + εt (2)

The equation in (2) is called a moving average of order q and denoted by MA(q).
By substituting the values of yt−1, yt−2, . . ., one can show that the AR(1) process
can be written as:

yt = φ0

∞∑

i=0

φi
i + a1ε1 + a2ε2 + · · · + εt (3)
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which is a MA(∞) process. Hence, the AR models and MA models are related.
ARIMA Models: Any model that contains both AR and MA terms is called an

autoregressive moving average (ARMA) model. An ARMA(p, q) model contains p
autoregressive terms and q moving average terms and can be written as:

yt = c + φ0 + φ1yt−1 + · · · + φp yt−p + θ1εt−1 + · · · + θpεt−q + εt (4)

An ARMA model needs the assumption that the times series should be (weakly)
stationary. A stationary time series has two properties [22, p. 28]. Their mean does
not depend on time and the autocovariance between any two observations yt and
yt+d depends only on d, but not t. Covariance of two random variables, say x and
y, shows the extent to which the variables behave similarly. Autocovariance is the
covariance of the same variable with itself at different time points. Time series with
trends, or with seasonality, is not stationary—the trend and seasonality will affect the
value of the time series at different times [24]. Please note that stationarity does not
imply independence, i.e., data can be dependent but still stationary. However, many
real-life problems are nonstationary: they either have trends or seasonality. There is
a very simple way to circumvent the problem of nonstationary data. Let yt be a times
series with a linear trend and define dt as follows:

dt = yt − yt−1 (5)

The new process dt is a stationary process whenever yt has a linear trend. Hence,
taking the difference between two consecutive data points in a time series with linear
trend transforms the series into a stationary process. Similarly, taking the second
difference (i.e., the difference of the differences) will transform a times series with a
quadratic trend into a stationary process. Taking the difference is the discrete analog
of a derivative. Hence, converting the process dt to the original process is called
integration. An ARMA model used for a differenced time series data is called an
ARIMA(p, d, q) (autoregressive integrated moving average) model. Here, d shows
the level of differencing. For example, an ARIMA(1, 1, 1) model can be written as:

dt = c + φ1dt−1 + θεt−1 + εt (6)

Here, dt is the transformed variable by taking the difference as defined in (5).
The notation of ARIMA models is generally enhanced with the backshift operator
B. It represents differencing, i.e., BDt = Dt−1. For example, the model in (6) can
be rewritten using B as follows:

(1 − B)(1 + a1B)yt = c + (1 − b1B)ε1

Writing the model in (6) to explicitly find yt in terms of the other values results
in the following:

yt = c + (1 + φ1)yt−1 − φt−2 + εt − b1εt−1 (7)
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In order to forecast the value of yt , the parameters c, φ1 and b1 must be estimated.
The estimation procedure employs maximum likelihood estimation or least squares
methods and we would not give the details in this chapter. We refer the readers to
the celebrated book of G. E. P. Box and G. M. Jenkins for the estimation algorithms
[23].

ARIMAmodels can also handle seasonality. A seasonal ARIMAmodel is denoted
by ARIMA(p, d, q)(P,D,Q)m wherem is the number of observations per season and
P, D, and Q are the seasonal counterparts of an ARIMA model, i.e., the AR order,
the differencing order, and the MA order, respectively.

Forecasting the future process can be performed through the following steps:

1. Specify the model: An ARIMA model is specified by three parameters: p, d,
and q. First step is to identify these parameters, i.e., to determine stationarity of
the data, order of AR, order of MA. If there is a trend in the data, one should
take a difference and check the stationarity. A second difference (difference of
the difference) can be taken if the stationarity is not satisfied. Although visual
inspection provides valuable insights, autocorrelation plots like autocorrelation
function (ACF) or partial autocorrelation function (PACF) are basic instruments
necessary to identify ARIMA models in stationary series. Plotting the ACF of
the data will give the MA order. If the ACF vanished after some lag, that number
is the order of MA. Partial autocorrelation (PACF), on the other hand, gives the
AR order. Similar to ACF, if the PACF vanishes after some lags, the AR order
is that number. The seasonal part of AR or MA model can be observed in the
seasonal lags of the PACF and ACF. For example, an ARIMA(0, 0, 0)(0, 0, 1)12
model will show a spike only at lag 12 in the ACF and an exponential decay in
the seasonal lags of PACF. An ARIMA(0, 0, 0)(1, 0, 0)12 will have a single spike
at lag 12 in the PACF but an exponential decay in the seasonal lags of the ACF
[24].

2. Estimating the coefficients:Once themodel is chosen, the next step is to estimate
the parameters. Most of the computer packages use either maximum likelihood
estimators or least square estimation. There can be several alternativemodels. The
models can be chosen with respect to their Akaike information criterion (AIC)
or Bayesian information criterion (BIC) scores. Both depend on the likelihood
value and provide a unique performance indicator to choose a model.

3. Verify the model: The ARIMA models are built using several assumptions like
the normality of residuals. These assumptions should be checked to verify the
validity of the assumptions.

4. Calculate Forecasts and Quality of Prediction: The future values can be calcu-
lated once the model is verified. There are several ways to calculate the quality of
prediction. Let et denote the error of forecast at time t. The error is defined as the
difference between the real value and the forecasted value. The mean absolute
percentage error (MAPE), the mean absolute error (MAE), and root mean square
error (RMSE) are given as
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There are several computer programs or languages (MATLAB, Python, R, etc.)
and several libraries which can aid a decision maker to perform the steps above.
In the following section, we will illustrate how to use such a program to make
forecasts for future prices. In particular, we will use R language which is used as
open-source statistical software that has many libraries developed by practitioners
and academicians. We will provide a real-life example using R.

7.2 An Illustration from Turkish Electricity Market

In this section, we will model hourly prices of Turkish market using an ARIMA
model and forecast the future values using this model. We obtained hourly prices
of four weeks from 05.11.2018 to 02.12.2018 from website of EPİAŞ. The plot of
MCP is given in Fig. 5.

We will use R-Studio (Version 1.1.383) to perform our analysis. It can be down-
loaded from www.rstudio.com. We will use forecast package to fit an ARIMA
model for the prices given in Fig. 5 and then forecast MCPs of next day. Any R
package can be installed from Tools� Install Packages menu. The following code
will read the data from the text file and write it as a time series with frequency 24 to
a variable called dataMCP:

Fig. 5 Hourly market-clearing prices

http://www.rstudio.com
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> dataMCP = read.table(file = ”MCPData.txt”,header =
FALSE)
> dataMCP=ts(dataMCP$V1,start=c(1,1),frequency=24)

The MCP data has some extreme values and general application procedure is to
remove the extreme values [25] and replace them with the boundaries. The extreme
values can be defined as the values that are away from the mean by at least three
standard deviations. To give an intuition, less than 0.3% of a normal random variable
is three standard deviations ormore away from themean. Hence, this conversion does
not affect more than 99.7% of the data. The following code assigns the boundary
values to the extremes:

> UpperBoundary = mean(dataMCP) + 3*var(dataMCP)ˆ0.5
> LowerBoundary = mean(dataMCP) - 3*var(dataMCP)ˆ0.5
> dataMCPTruncated = dataMCP
> dataMCPTruncated[dataMCP<LowerBoundary] =
LowerBoundary
> dataMCPTruncated[dataMCP>UpperBoundary] =
UpperBoundary

Finding the best ARIMA parameters is a tedious task. One shouldmake differenc-
ing if necessary and then check the PACF and ACF values. Figure 5 shows that there
is no obvious trend in the data; hence, differencing is not needed. The PACF values
in Fig. 6 show that the MCP values are affected by the previous hour and the prices
of the same hour of the previous day, the day before, and two days before, as one
might expect due to the seasonality. The ACF values in Fig. 7 show that the prices
are correlated with the previous price but there is an exponential decay which shows
that the model is not a pure AR or not a MA model, but a mixture of both. Hence,
one should try several different ARIMA models to find the optimal representation.

The forecast package has a function called auto.arima that handles the
model identification in a systematic manner. It takes differences to maintain station-
arity if necessary and fits different AR andMA orders to the model. Then it picks the
model with the greatest AIC score. It also reports estimated values of all parameters.

8 Results and Discussion

The following code calls the forecast package which has auto.arima function in
it and then invokes auto.arima function and prints out the results.
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Fig. 6 Market-clearing prices—PACF

Fig. 7 Market-clearing prices—ACF
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> require(forecast)
> ARIMAfit=auto.arima(MCPData, approximation=FALSE,
trace=FALSE)
> summary(ARIMAfit)

The code runs for a fewminutes and the output is given in Table 2. It turns out that
the model has AR(1) and MA(1) components with values 0.6451 and −0.2739.
The seasonal part, on the other hand, has an integration of order 1 and AR of order
2 with values −0.7063 and −0.3811. The value of error measures (like MAE,
MAPE, etc.) is also reported in the output.

The auto.arima() function handles the model selection part; however, the
assumption of the ARIMA modeling should also be checked. The following code
makes a normality test on the residuals and plots the histogram of the residuals.

> checkresiduals(ARIMAfit)
Ljung-Box test

data: Residuals from ARIMA(1, 0, 1)(2, 1, 0)[24]
Q* = 77.038, df = 44, p-value = 0.001515
Model df: 4. Total lags used: 48

The Ljung–Box test is a statistical hypothesis test which tests the normality of the
error terms. The null hypothesis is “the error terms are normal.” It turns out that the
p-value is too small and hence, the normality assumption is violated. However, this
violation does not hinder the forecast values but the confidence interval estimation
should be reported carefully since the calculation of the confidence intervals depends
on the normality assumption of the errors.

The final step is to predict future prices. The following code first reads the real
values of the next week from a text file and then converts variable to a time series
which starts at week 29 (recall that we have used four-weeks data to fit an ARIMA

Table 2 Auto.arima output

Series: MCPData
ARIMA(1,0,1)(2,1,0)[24]

Coefficients:
ar1 ma1 sar1 sar2

0.6451 -0.2739 -0.7063 -0.3811
s.e. 0.0683 0.0865 0.0373 0.0378

sigma^2 estimated as 9.761: log likelihood=-1663.17
AIC=3336.34 AICc=3336.43 BIC=3358.71

Training set error measures:
ME RMSE MAE MPE MAPE MASE ACF1

Training set 0.04219 3.0584 1.669 -0.36145 3.95689 0.768796 0.0040845
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model) and then generates n.ahead many forecasts using an ARIMA model fitted
above.

> realvalues = read.table(file = "realvalues.txt",header = FALSE)
> realvalues = ts(realvalues$V1,start = c(29, 1),frequency = 24)
> pred = predict(ARIMAfit.2, n.ahead = 24*3)

In Fig. 8, we plot the real prices of one month, i.e., the prices between 05.11.2018
and 04.12.2018. The days to be forecasted (02.12.2018–04.12.2018) are plotted with
red.

In Fig. 9, we plot the data after day 25 and then add the predicted values with
blue and the real values with red. We do not plot the first 24 days to enhance the
readability of the plot. Figure 9 is generated using the following code:

> plot(MCPData,type=’l’,xlim=c(25, 31),ylim=c(25, 55), xlab = ’Days’,ylab
= ’Market Clearing Prices’)
> lines((pred$pred),col=’blue’)
> lines((realvalues),col=’red’)

It turns out that forecasts of first two days almost coincide the real values; however,
there is a downward trend starting at the third day. The MAPE value for three days
is 6.5% which shows that for the next 72 h, the average absolute percentage error is
fairly small.

Fig. 8 The MCP data between 05.11.2018 and 09.12.2018
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Fig. 9 Forecasted and real values for the next week

9 Conclusion

Market clearing prices are publicly available. A producer or a consumer can opti-
mize their revenues with good next-day price forecasts. There are several forecasting
methods proposed in the literature and ARIMA models are one of the statistical
forecasting tools that have been used to forecast market-clearing prices. Although
estimating their parameters and finding the right model turns out to be a bit tedious,
it can be easily applied with the emerging open-source statistical tools like R. Its
power is due to its large community which supports R with many different pack-
ages. Moreover, several packages of R are developed by people who have academic
background. These built-in packages make R very easy to use for complicated tasks
even for inexperienced users. In this work, we used a package called forecast in R
to develop an ARIMA model in order to forecast future market-clearing prices in
Turkish electricity market. The auto.arima() function in the package automates many
tasks and provides an easy forecasting process. The same tool can be used for similar
prediction problems.
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Energy, Environment and Education

Yunus Emre Yuksel

Abstract Renewable energy sources have more advantages than fossil fuels to gen-
erate power, especially to save environment. However, like every new emerging
technology, they need to be publicized in a suitable way. Education plays a crucial
role to increase awareness on energy and environment and develop positive attitudes
toward renewable energy sources and environment. In this study, elementary science
course books from fifth to eighth grade have been analyzed in terms of sufficiency for
energy and environment education. Also, a survey has been conducted to a total of
191 pre-service teachers of which 62.3% was from elementary science department
and 37.7% from primary education department. Analysis results show that mean
values obtained from renewable energy sources attitude scale of pre-service teachers
from both departments are above average. There is a statistically significant differ-
ence in favor of elementary science education pre-service teachers in the results of
independent t test.

Keywords Energy · Fossil fuel · Renewable energy · Environment · Education

1 Introduction

As daily life standards improve, consumption of fuels, materials and croplands
increase as well. In order to meet the daily life needs, people demand more and
more energy each passing day. There are many disadvantages of increasing energy
consumption such as degradation of energy sources, air pollution because of haz-
ardous emissions, acid rains, global warming, etc. The earth is waiting patiently and
tries to fix those environmental problems with its own effort; however, unless any
precaution is taken, earth will be insufficient to save itself and also creatures on it.
The main problem is that many people think that energy and environment problems
are virtual things and those problems are far from us. Even in universities, some
students are not aware of those complications. Therefore, energy and environmental
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education should be a compulsory part of the current curricula of education systems
in each education level from primary school to university.

After the first oil crisis in mid-1970s, countries tried to take some precautions
because oil is not infinite, and it has some disadvantages. Progress to transition to
renewable energy systems (RES) such as wind, solar and biomass has speeded up
due to advantages of RES [1–5]. However, this transition was not enough when
compared to hydropower systems. Still hydropower systems have the biggest share
among renewables [6, 7].

There are many new technological developments and methods in renewable
energy area, and those novel technologies can be integrated with current energy
infrastructure by means of competent and well-trained people [8, 9]. According to
Jennings [10], the price of renewables will be decreased due to increasing invest-
ments in them, and fossil fuel prices will go up. Also, Jennings addressed that lack
of education about RES of demanding people or professional suppliers causes bad
reputation about RES. In another study, Gelegenis and Harris [11] have compared
Greek and British courses in terms of energy education. According to this study,
many energy engineering courses given in UK are accredited by national profes-
sional institutes and organizations. The main goal of energy engineering courses is
to provide knowledge of fossil fuel and renewable energy sources and sustainable
use of energy sources. Acikgoz [12] has outlined the current status of renewable
energy education in Turkey. In that study, he or she has also claimed that energy
education consisting renewable energy education should address entire population
as audience. Generally, the objectives of energy education are making students aware
of nature and the reasons of energy crisis, making them aware of renewable and non-
renewable energy sources, potential sources of energy and current technologies of
energy generation systems.

When it comes to the appropriate level for energy education, Kandpal and Broman
[8] have mentioned that basic principles of energy conversion may be introduced in
primary school and also operation of simple energy devices may be explained in the
secondary school level. Table 1 indicates age groups and relevant types of energy
education program.

Çoker et al. [13] have mentioned that renewable energy sources topic is not
only for the scientific research but also a topic for daily life. In their study, they
have investigated Turkish primary and secondary students’ knowledge on renewable
energy sources. Open-ended questions were used for data collection. According to
the results, it was concluded that students knew main energy sources (75.7% of stu-
dents mentioned sun as an energy source), and however, they mentioned electricity
as an electricity source not an energy carrier. This misconception was found to be
higher in lower grades (4–5 grade).

In another study conducted to determine the views of ten elementary science pre-
service teachers on hydrogen as energy carrier, pre-service teachers defined energy
sources as solar with 90%, hydropower and wind with 70%, petroleum and coal with
50%, natural gas 40% and nuclear with 30%. Only two pre-service teachers defined
geothermal as an energy source. Interestingly, none of themwas aware that hydrogen
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Table 1 Age group and relevant RE education programs

Age group Types of program

5–10 Simple concepts about environmental studies and other relevant subjects

10–13 Relevant concepts and experiments in science curriculum

13–16 Relevant concepts and experiments in science curriculum
Pre-vocational courses for renewable energy

15–18 Relevant concepts, technologies, demonstrations and experiments
Vocational course for renewable energy technologies area

>17 Certificate and diploma programs for technicians and mechanics
Undergraduate and postgraduate degree level programs
Practicing for updating knowledge and skills

>25 Mid-career courses, In service trainings for technicians and other professionals

Any age Awareness programs for national, regional and local government officers, policy
makers, administrators and other general public

Adopted from [8]

is an energy carrier [14]. This study also revealed the importance of energy education
in education faculties.

Keramitsoglou [15] focused on the knowledge, perceptions and attitudes toward
renewable energy sources of 234 high school students. Analysis results revealed
that high school curriculum should be developed to improve the four main strategic
directions which are equity, flexibility, enhancement of the participatory approach
and creativity.

The purpose of the study is to determine the attitudes of elementary science and
primary education pre-service teachers toward renewable energy sources. Partici-
pants are 191 pre-service teachers studying in Afyon Kocatepe University in Afy-
onkarahisar, Turkey. Moreover, the difference of attitudes toward renewable energy
sources between these two department pre-service teachers has been analyzed by
using independent t test.

1.1 Objectives of Energy Education

After including energy education in the current education curriculum, following
objectives should be targeted:

• To achieve to use energy in an effective way,
• To motivate and direct people to save energy,
• To differentiate the energy sources as renewable and non-renewable,
• To be aware of the environmental effects of non-renewable energy sources,
• To be aware of the benefits of renewable energy sources,
• To be aware of new developing technologies about energy systems,
• To be aware of the energy related problems of the world,
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• To define “sustainability” concept and apply this concept as a part of daily life.

People educated properly about energy will be able to define energy related prob-
lems, analyze, synthesize and find a solution for the problem, and hence, they will
be energy literate [16].

2 Environmental Effects of Fossil Fuel Usage

When human being first discovered the fire, civilization began. Then people burned
wood and started to make tools by using metals or cook some meats. After burning
wood, consequently carbon dioxide (CO2) was emitted to the air [17]. Awareness
of people on the damage of CO2 started centuries later than the fire was discovered.
In 1996, Hoel and Kverndokk [18] mentioned that CO2 was main greenhouse gas
and 70–75% of all CO2 emissions was because of fossil fuels. Nowadays, in order
to produce electricity, we use mainly coal, oil and natural gas.

Figure 1 shows the share of energy sources of the World between 1990 and 2016
[19]. There aremany environmental damages of coal usage to the environment such as
atmospheric pollution, impact on global warming and impact on water quality where
mining is performed. In this frame, atmospheric pollution affects human health,
crops, forests, freshwater fisheries and unmanaged ecosystem [20]. Table 2 indicates
the effects of power generation from coal fuel cycle on human health, atmosphere,
lands, etc.
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Table 2 Effects of power generation from coal fuel cycle

Burden Receptor Impact Priority

Occupational health

Accidents Workers Minor injuries Medium

Major injuries High

Noise Workers Hearing loss Medium

Physical stress Workers Musculoskeletal injury No data

Atmospheric emissions

Particulates, SO2, NOx ,
precursors of O3

General public Acute mortality (PM10) High

Acute mortality (SO2) High

Sore throat Low

Chest discomfort Medium

Phlegm Medium

Cough Medium

Chronic cough High

Chronic bronchitis High

Asthma High

Emergency room visits High

Eye irritation Medium

Pre-school children Croup High

Air quality Visibility Low

CO2 and climate change General public Health effects High

Employment High

Low lying areas Loss of homes/land High

Lead Children Intelligence Negligible

Babies Neo-natal mortality Negligible

Adults Hypertension Negligible

Mercury General public Toxicity Negligible

Other heavy metals General public Toxicity Negligible

Other burdens

Noise General public Public nuisance Low

Physical presence General public Visual intrusion Low

Adopted from [20]



182 Y. E. Yuksel

Oil 
extractio

n 
Pipeline Terminal 

/ storage
Oil 

tanker
Terminal 
/ storage Pipeline Refinery Transport Power 

station
Waste 

disposal

Construction

Dismantling

Fig. 2 Process steps for oil-to-electricity cycle [20]

Crude oil is treated to produce petroleum products which are necessary for trans-
portation, heating buildings, medicines and also plastics. Streams, lakes, seas and
even rocks and soils can be affected by spilt oil.

Figure 2 demonstrates the process steps for production of electricity from oil
[20]. It should be noticed that each step has some potential for environment, health
and other damages. Main damages of oil-to-electricity cycle are acute mortality
and morbidity, chronic morbidity, ozone depletion, occupational health problems,
damages to agriculture, forests and marine ecosystems and global warming [21].

In spite of being the cleanest fossil fuel, natural gas has also environmental
impacts. Coal or petroleum have higher carbon content which leads to emitting CO2.
Natural gas, however, has lower carbon content, also emits less CO2 when burned.
For example, for 1000 kcal of energy, coal, petroleum and natural gas emit 407, 273
and 203 g CO2, respectively [22]. In a case study, the effects of replacing coal with
natural gas to drive electricity production plants were calculated. In that study, the
replacement of coal by gas has helped to decrease projected global temperature after
25 years [23].

3 The Importance of Renewable Energy Education

Education should not be limited with dissemination of information. It should cover
integration of knowledge to daily life, cultural values development and physical,
emotional, mental and moral development of individuals and society. Hence, it can
be said that education plays crucial role in any aspect of life. As new technologies
arise, special education and information programs will be necessary both to train
professionals and to increase the awareness of public. Developing countries are faced
with many difficulties in developing scientific education. Also, those countries may
not have enough equipment or laboratory materials. Therefore, they have difficulty
in producing local products [24]. Following paragraphs list, some studies found in
the literature showing the lack of renewable energy education in current curriculum.

Guven and Sulun [25] conducted a survey study in order to explore the aware-
ness and knowledge of pre-service teachers on renewable energy. Renewable energy
awareness scale and renewable energy knowledge level test were administered to
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196 pre-service teachers as participants in Turkey. In conclusion, results of the study
indicate that there is lack of education regarding renewable energy and pre-service
teachers are not well-informed about the renewable energy subject.

Ntona et al. [26] have investigated students’ views and attitudes toward energy
and its usage in terms of environment. A total of 249 secondary school students in
Greece participated in the study. As a result of paper, the authors claimed that a
radical change in patterns of human behavior toward to sustainable environmental
education process was needed.

Zografakis et al. [27] shared results of their study conducted to determine attitudes
of 321 students and their parents’ routine energy-related behavior in Crete-Greece.
Students are from different grades of school, from secondary to senior high school.
In order to increase the rate of energy literacy and to improve behaviors of pupils and
their parents regarding to energy use, energy education should be one of the most
urgent subjects which will be promoted.

4 Case Study 1: Analysis of Elementary Science Books
Used in Turkey in Terms of Energy and Environment

In this part of the study, elementary science books used in secondary schools in
Turkish Republic [28–31] have been analyzed in terms of energy and environment
concepts.

4.1 Analysis of the Fifth-Grade Book

Energy and environment concepts are found in the sixth unit named “Human and
Environment” of the elementary science books. The name of the chapter is “The
relationship between human and environment.” Recommended instruction hour for
this subject is 10 h. The concepts used in this unit are environment pollution, pre-
serving the environment, interaction of human and environment and local and global
environmental problems.

The learning outcomes of this subject are as follows:

• To define the importance of the interaction between human and environment,
• To present suggestions for the local or national environmental problems,
• To make an inference toward possible future environmental problems,
• To exemplify benefits and damages of human and environment interactions.

Also, biodiversity concept is presented in this unit as “numerical richness of eidos
and diversity of plant and animal in an environment.” The other concept presented
in the unit is natural life which is exemplified with forests, deserts, seas, lakes and
lowlands. Moreover, habitat is defined as “the place that living beings live naturally.”
Factors that cause the degradation of biodiversity in Turkey forest ecosystems are
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listed. Plants and animals which are either becoming extinct or having possibility to
become extinct are mentioned. There are some activities for students to find solutions
for environmental problems.

4.2 Analysis of the Sixth-Grade Book

The fourth unit of the sixth-grade elementary science book is “substance and heat.”
The third chapter of the unit consists of heat conductivity, heat insulation and heat
insulation materials. There are four learning outcomes for this subject as follows:

• To categorize materials in terms of heat conductivity,
• To determine the selection criteria of heat insulation materials used in buildings,
• To develop alternative heat insulation materials,
• To discuss the importance of heat insulation in buildings and effective use of source
for family and country economy.

The fourth chapter of the fourth unit of the book is “fuels.” Concepts included
in this chapter are solid fuels, liquid fuels, gas fuels, renewable and non-renewable
energy sources. There are three learning outcomes of this subject:

• To classify fuels as solid, liquid and gas and exemplify those fuels.
• To define fossil fuels as non-renewable energy sources and to emphasize the impor-
tance of renewable energy sources.

• To discuss the effects of different types of fuels on human and environment.
• To investigate and report precautions that should be taken for poisoning caused by
stove gases.

Fuels are described as “materials giving heatwhen they are burned.” The examples
of solid, liquid and gas fuels are given. In the same subject of the unit, renewable
and non-renewable energy sources are described and exemplified.

4.3 Analysis of the Seventh-Grade Book

The first unit of the seventh-grade book is “Solar system and beyond.” In this unit,
there is a chapter named “Space researches and space pollution.” In this chapter,
to define the reason of the space pollution and to guess possible outcomes of that
pollution are given as learning outcomes. In the fourth unit of the book, there is a
chapter on “domestic wastes and recycling.” There are five learning outcomes which
are as follows:

• To differentiate domestic wastes as recyclable and non-recyclable,
• To prepare a project for recycling domestic wastes,
• To investigate recycling in terms of effective use of sources, to emphasize the
economic benefits of recycling,
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• To make recycling and waste management a part of daily life,
• To make a project for recycling unused stuff.

In this chapter, recycling is defined, and the benefits of recycling are listed with
examples.

The solar collectors and their working principles are simply defined in the first
chapter of the fifth unit of the book named “absorption of the light.”

4.4 Analysis of the Eighth-Grade Book

In the second unit which is “DNA and genetic code” of the eighth-grade book,
the effects and damages of environmental pollution is mentioned in the chapter of
“mutation and modification.” Also, in order to prevent the environment, it is stated
that biotechnology is used.

Semimetals are mentioned as materials for solar panels in the periodic system
chapter. The cause of acid rains and their effects are mentioned in the fourth chapter
of the fourth unit.

The sixth unit of the eighth-grade book is “energy conversions and environmental
science/living beings and life.” In energy conversions part, photosynthesis, respira-
tion and fermentation are defined. The third chapter named “substance cycles and
environmental problems” covers global climate change, greenhouse effect, envi-
ronmental problems and ecological footprint subjects. The fourth chapter is about
sustainable development. Learning outcomes of this chapter are as follows:

• To save and use sources efficiently,
• To prepare a project for efficient use of sources,
• To define the importance of decomposing solid wastes for recycling,
• To suggest a solution for recycling benefits on national economy,
• To suggest a solution for possible future problems regarding saving energy.

5 Case Study 2: Pre-service Teachers’ Awareness
on Renewable Energy

The purpose of this case study is to investigate the attitudes of pre-service teachers
toward renewable energy concept in terms of their department.
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5.1 Methodology

In this study, which targets identifying and comparing the attitudes of pre-service
teachers in elementary science education and primary education departments toward
renewable energy, survey model was employed.

5.2 Participants

The total population of the study is comprised of 191 students in Afyon Kocatepe
University Education faculty elementary science education and primary education
departments in Afyonkarahisar, Turkey. The reason for selecting these two depart-
ments is that energy and environment topics are available mainly in science lessons
instructed by elementary science and primary teachers in schools. All the population
participated in the study. The demographic information of pre-service teachers in the
population of the study is given in Table 3.

As presented in Table 3, 68.1% of pre-service teachers attending this study is
female, while 31.9% of the population is male. When the departments of the par-
ticipants are analyzed, it is seen that 62.3% of the population is from elementary
science education department and 37.7% is from primary education department. The
grade level of sample group consists of 1.6% from second grade level, 41.9% from
third grade level and 56.5% from fourth grade level. Last demographic information
is related to whether pre-service teachers attending this study have taken a lecture
regarding environment or not. 50.8% of the participants have taken a course on
environment before; however, 49.2% have not taken any course on environment.

Table 3 Demographic information of the population

Variable Level Frequency (f) Percentage (%)

Sex Male 61 31.9

Female 130 68.1

Department Elementary science
education

119 62.3

Primary education 72 37.7

Grade level 2 3 1.6

3 80 41.9

4 108 56.5

Prior course for
environmental education

Attended 97 50.8

Not attended 94 49.2
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5.3 Data Collection Tool

As data collection tool, attitude scale for renewable energy sources developed by
Gunes et al. [32] is used. This attitude scale which is comprised of 26 items is a
five-point Likert scale (totally disagree, disagree, neutral, agree and totally agree).
The renewable energy attitude scale used in this study consists of four sub-factors
which are “willingness to apply,” “importance of education,” “national interests” and
“environmental awareness and investments.” The importance of education sub-factor
with total scale is preferred in this study because of convenience of the study. For
the reliability of the scale, the Cronbach alpha reliability coefficient is 0.87 which is
highly reliable. For importance of education sub-factor, theCronbach alpha reliability
coefficient is 0.80. Cronbach alpha reliability coefficient for total score of this study
has been found 0.87, and for importance of education, sub-factor has been found as
0.70.

5.4 Data Analysis

For data analysis, Statistical Package for the Social Sciences (SPSS) has been used
[33]. For data analysis, SPSS (Statistical Package for the Social Sciences) software
was used. Frequency and percentage values regarding demographic information of
participants were presented. Reliability statistics were carried out for each sub-factor
and whole scale. Independent t test was used to determine the difference regarding
attitudes toward renewable energy sources between elementary science education and
primary education departments. Also, independent samples t test was carried out in
order to determine the difference between the departments regarding “importance of
education.”

5.5 Findings

In this study, the aim is to investigate total scores obtained from renewable energy
sources attitude scale of elementary science education and primary education depart-
ment pre-service teachers. Another aim is to analyze significant differences between
these two departments. Besides, total scores and scores of the importance of educa-
tion sub-factor are calculated.

Table 4 shows number of pre-service teachers from each department and their
mean scores and standard deviations obtained from RES attitude scales.

According to the table, the mean value of 119 elementary science education pre-
service teachers is 92.2, while mean value of primary education department pre-
service teachers is 87.3. The scale consists of 26 items, and the highest point for
each item is 5. Hence, the highest score which can be obtained from the scale is 130.
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Table 4 Mean and standard deviations of total points obtained from RES attitude scale

Department N Mean Std. deviation

Total points Elementary science education 119 92.22 15.56

Primary education 72 87.25 15.98

As seen from the mean values in table, the scores of elementary science education
pre-service teachers are higher than primary education pre-service teachers. Also, it
can be said that both mean values are above average.

Table 5 indicates that there is a statistically significant difference in favor of ele-
mentary science education department pre-service teachers when scores obtained
from renewable energy attitude scale are compared according to the results of inde-
pendent t test.

Independent samples t test result shows the scores of elementary science edu-
cation pre-service teachers are higher than primary education pre-service teachers,
correspondingly Table 6 demonstrates that there is a statistically significant differ-
ence in favor of elementary science education department pre-service teachers when
scores obtained from the importance of education sub-factor are compared according
to the results of independent samples t test. The reason of higher scores of pre-service
teachers in elementary science education than those in primary education may be
that there are some chapters and subjects in physics, chemistry and biology courses
related to the renewable energy and environment which are absent or in lower detail
in primary education courses.

Table 5 Independent t test results of elementary science education and primary education pre-
service teachers for renewable energy attitude scale

Department n X SD t p

Renewable energy
attitude scale

Elementary science
education

119 92.23 15.56 2.12 0.035

Primary education 72 87.25 15.99

Table 6 Independent t test results of the importance of education sub-factor

Department n X SD t P

The importance of
education sub-factor

Elementary science
education

119 24.92 5.18 2.57 0.011

Primary education 72 22.90 5.41
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6 Conclusion

In this study, the aim was to determine the difference between elementary science
and primary education pre-service teachers’ attitudes toward renewable energy. Also,
with a brief introduction and literature review, elementary science books used as
course books in Turkish secondary schools have been analyzed in terms of which
and how much renewable energy and environment subjects are covered. As a result
of book analyzes, it can be said that there are enough subjects related to renewable
energy and environmental topics although they can be improved as well. Lack of
experts in renewable energy education or lack of well-trained teachers may result in
students having misconceptions. Moreover, integration of knowledge about renew-
able energy and environment to daily life should be increased by increasing number
of experiments and applications in school life. Survey analysis conducted to 191
pre-service teachers reveal that there is a statistically significant difference in atti-
tude toward renewable energy sources in favor of elementary science education pre-
service teachers. These results can be interpreted as the result of elementary science
education curriculum’s havingmore topics relevant to renewable energy, environment
and sustainability, elementary science teachers are equipped than primary education
teachers.
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Plastic: Reduce, Recycle,
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Nasreen Bano, Tanzila Younas, Fabiha Shoaib, Dania Rashid and Naqi Jaffri

Abstract Plastic is a general term utilized for awide scope of high subatomicweight
natural polymers obtained for the most part from the different hydrocarbon and oil
subsidiaries. Plastic is non-biodegradable, as it does not break down to a natural,
environmentally safe condition after some time by natural procedure. Global world
is attempting to recycle more plastic. Plastics that are disposed off in daily routine
are becoming noticeable execration for environment; more than half of the world is
facing these problems. Underdeveloped countries constitute more than half of the
world and have heaps or gyre of plastics and other wastes. The time rate of wastage
of plastic is increasing which can be observed by seeing oceans. It is hard now to
clean them up at this stage. It is a nature of a plastic that when it reveals to the heat or
sunlight, it starts to discharge harmful poisonous chemicals. It takes approximately
thousand years to degrade, so dumping them in ocean or in landfill does not mean
they will be gone, but they will be here after centuries. This paper focuses on the
effects of reduction and recycling of plastics on environment.
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1 Introduction

Polymers are one of the man-made inventions; Bakelite is the first polymer manufac-
tured by Yonkers back in 1970. There was a dying need of replacement of shellac in
electrical wiring which leads to the invention of polymers. Due to high adaptability,
performance, and low cost, polymers, i.e., plastics and rubbers, gained rapid growth.
These are utilized in vast applications such as packaging, automobiles, and electri-
cal appliances. 1930 is known as an era of transition, as majority of the common
thermoplastics were developed in this era.

Ethylene is the derivative of vinyl plastics; these were used in waterproofing of
the fabrics. But with the invention of polyethylene, the production of vinyl resin was
stopped. These are used in high ratio worldwide. Low-density polyethylene captured
industry for two decades. But with the development of high-density polyethylene,
its production discontinued. Low-density copolymer of ethylene (LDPE) replaced
HDPE, due to its versatile properties. This process of development in polymerswas at
its peak in the nineteenth century and leads to the invention of many useful polymers
such as polymethyl methacrylate, polystyrene, nylons, and thermoplastics.

Plastic is most accepted and favored material among all other materials. For envi-
ronment, it is being cursed [1], which is destroying environment by evolving day by
day. Most of the plastics are usually produced from non-renewable resources [2, 3]
like natural gases, fossil fuel, petro-based polymers, etc., processed with the help of
concentrated energy techniques that in response demolishes unsustainable environ-
ment. Plastics could also be produced from renewable resources [4–7]. Bioplastics
are plastics derived from inexhaustible biomass sources, for example, vegetable fats
and oils, corn starch, straw, woodchips, and sustenance squander.

By research, on the wastage of plastic, it shows up that half of the discarded plastic
that proceeds in oceans comes from five developing countries: China, Indonesia, Sri
Lanka, Vietnam, and Philippines, and by observing the record of top 20 countries
that wastes a lot, USA comes in the record at number 20 which is the most developed
country [8].

1.1 Plastic Waste

By calculating the rate waste of plastics, that are discarded in the form of bottles,
shopping bags, and children toys, it is around 8 million ton, and most of the part of
this wastage is turn out to be in the oceans. Quite a bit ends up in landfill, and rest of
it results in plastic pollution making its way into our waterways [9].
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1.2 Plastic Usage

The use of plastics in customer products is moderately more in the developed coun-
tries as compared to underdeveloped countries. In opulent countries such as Japan
and western part of Europe, the usage of plastic is higher. Figure 1 shows per capita
consumption of plastic materials worldwide in 2015 by region (in kilograms), the
NAFTA countries had the world’s highest per capita consumption of plastic mate-
rials, at some 139 kilograms, and while in year 2016, the production of plastic
worldwide amounted to some 335 million metric tons [10]. The future consumption
of plastics is probably going to build the quickest in developing countries, especially
in China, India, and a few nations in Latin America [11] in different autonomous and
non-autonomous products [12–16].

Let us take example of China; the percentage rate of waste of plastic that flows
into oceans is 28% of world that is 2.4 million tons of plastic which is discarded into
oceans. In last 10 years, more amount of plastic was manufactured than in whole
century which shows the use of plastic, which is increasing day by day. By this fact,
wastage of plastic is predictable, because more than 50% plastics are used only once
and then disposed off. This disposed off plastic floats in oceans, floating plastics
amount is 46%, and it takes several years to get deep down into the ocean and be a
part of heap or ocean gyre.

Fig. 1 Consumption of plastic materials. Modified from https://www.statista.com/statistics/
270312/consumption-of-plastic-materials-per-capita-since-1980/

https://www.statista.com/statistics/270312/consumption-of-plastic-materials-per-capita-since-1980/
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1.3 Plastic Degradation

Plastics take a lot of time to degrade, which is approximately 500–1,000 years to
break down into little pieces, which leak down into the dirt and discharge synthetic
concoctions, which in the long run achieve the water supply. Assembling of plastic
bag is harmful to the earth in light of the fact that non-renewable assets are utilized
(petroleum and natural gas).

Biodegradation [17] is brought by natural action, i.e., enzyme, especially by
catalyst activity and prompting changes in the material’s chemical structure. The
biodegradability of plastics is subject to the synthetic structure of the material. The
biodegradation of plastics continues effectively under various soil conditions as indi-
cated by their properties.

Plastics are not biodegradable; it is a disadvantage which could be changed
into advantage by recycling these plastics. Plastics are becoming threats and night-
mares to municipal organizations. Governments all over the world should do ban on
polystyrene shopping bags and increasing level of plastic manufacturing until and
unless it should start recycling or nay other solution to it. Plastics were gathered in
landfills or dumping area and start polluting environment.

The microscopic particles of plastic that could not be seen from naked eye are
broken into little microscopic segments that are present in water, air, and lands; we
are breathing it and drinking it, which is also affecting human health. These are
the unhygienic reasons that so many new dreadful diseases and viruses have been
produced. People are not aware of this severe issue. They do not take it seriously
because it is against their convenience.

1.4 Plastic Reduction

Consumers are regularly deficient with regard to the advantage of conceivable logical
data; the layman is commonly unfit to completely value the size and the suggestions
of even the regular natural issues. However, the overall population is progressively
thoughtful toward ecological safeguarding. In some areas, where government is tak-
ing action to ban plastic bags, many critics were objected on this ban because it
will affect their ease. People need to get aware of this issue and should support
government in this matter, as it is for healthy lifestyle and to create a healthy green
environment. The alternative solution to this problem could be the replacement of
plastic product, e.g., plastic bag to cloth bags or paper bags [18] and so on.

Following lifestyle could help us in plastic reduction:

• Quit utilizing plastic straws, even in cafés. In the event that a straw is an unques-
tionable requirement, buy a reusable hardened steel or glass straw.

• Utilize a reusable produce pack. A solitary plastic pack can take 1,000 years to
corrupt. Buy or make own reusable produce sack and make certain to wash them
regularly.



Plastic: Reduce, Recycle, and Environment 195

• Surrender gum. Gum is made of synthetic rubber, otherwise known as plastic.
• Purchase cardboard boxes rather than containers. Regular items like clothes clean-
ing agent may come in cardboard packaging which is more effectively reused than
plastic.

• Buy nourishment, similar to grain, pasta, and rice from mass canisters, and fill in
a reusable sack or holder.

• Reuse containers for putting away remains or shopping in mass.
• Utilize a reusable container or mug for your drinks.
• Stop purchasing frozen food, in light of the fact that their bundling is for the most
part plastic.

1.5 Plastic Recycling

Plastic recycling [19] depends upon the type of plastic. Before recycling, plastics
and non-plastics are separated as every type that could be recycled due to constraints
with them. By the research, it is confirmed that plastic wastage is becoming a threat
to marine life also because 1 million seabirds and 100 thousand marine animals have
been killed because of plastic, as it poisons the water by releasing chemicals.

We all are responsible for global warming and other environmental issues. The
most common product of plastic that is wasted by the people is shopping bags. It is
a crucial origin of disposing pile or dumping piles that can be seen in every streets
especially in underdeveloped countries.

Various plastics can be reused. Likewise, the materials recovered can be given a
second life. In any case, this strategy is not totally utilized, in view of difficulties with
the gathering and orchestrating of plasticwaste.Manydeveloping countries (and even
some developed countries) have poor waste organization workplaces which every
now and again result in plastics (and other waste) being imprudently orchestrated
into waterways and waterbodies. Notwithstanding the way that reusing is the best
strategy to oversee plastic waste, its ampleness is exceedingly depended upon open
care, monetary plausibility, and the execution of open establishments tomake reusing
progressively capable (reusing compartments and specificwaste get-together trucks).

1.6 Plastic Trends

Medical [20], aerospace, automotive [21], packaging, household appliances, and
construction industries are using plastics which is replacing conventional materials
such as glass, metal, and cloth. The global trend for plastic production is quite clear
that plastics industry is continuously prospering around the globe [22–25], it is also
depicted from Fig. 2.
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Fig. 2 US medical plastics market size by application, 2014–2025 (USD million). Modified from
https://www.grandviewresearch.com/industry-analysis/medical-plastics-market

It is pivotal for the plastics business of things to come to play a lot bigger, progres-
sively vehement, role in broad daylight training, i.e., public education and scattering
of unprejudiced technical information regarding the industry. Natural issues of today
are helpfully examined inside two wide classes; worldwide issues and local, i.e.,
neighborhood issues.

The accompanying talk inspects every one of these natural worries with an end
goal to get it, the degree towhich the plastics business conceivably adds to it. Genuine
ecological issues do not include the polymer business straightforwardly. For example,
the loss of biodiversity and the expansion in urban populace thickness are rejected
from the present discourse.

2 Global Environmental Issues

The global environmental issues and their effects in relevance to plastic industry are
as follows:

1. Consumption of petroleum product vitality and crude material assets which uti-
lizes non-renewable energy sources as a hotspot for vitality just as crude materi-
als. It is adding to future vitality emergency and future deficiency of basic crude

https://www.grandviewresearch.com/industry-analysis/medical-plastics-market
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materials. As polymers are blended generally from petroleum product assets,
e.g., raw petroleum. Be that as it may, the asset utilization by the business is
generally little (not exactly about 4%).

2. A dangerous atmospheric deviation as the arrival of ozone harming substances,
e.g., CO2, methane, NOx, and CFCs into the environment. They affect direct
well-being impacts because of high temperature. As a consequence, ocean level
raises and conceivable relocation of population occurs. Flimsy climate condi-
tions, increment in vector-borne and irresistible infections result in loss of rural
profitability. All ventures, including the plastics business, discharge some ozone-
depleting substances. Polymer industry does not create a lopsided offer of the
emanations.

3. Consumption of stratospheric ozone, identified as arrival of ozone exhausting
substances (ODS, e.g., CFCs and CHFCs into the environment). Exhaustion of
the ozone layer results in more elevated amounts of UV-B radiation achieving
the world’s surface.

Following outcomes are reported:

• Higher occurrence of skin and eye harm because of expanded UV-B radiation
• Different effects on human well-being
• Changes in horticultural efficiency just as marine and in crisp water biological
systems

• Potential changes in the biogeochemical cycles.

Plastics industry in the USA does not utilize any critical dimensions of CFCs.
Worldwide, the utilization ofHCFCs in plastic froths is additionally being eliminated.

4. Acidification of the earth can be identified as acidic gas (NOx and SOx) discharge
predominantly from the copying of petroleum products.

Its effects are as following:

• Harm to freshwater environments including inland fisheries.
• Disability of the ripeness of rural soil because of acidic draining.
• Harvest and woods harm by direct fermentation and biotoxicity due to solubilized
metals.

Polymer industry utilizes non-renewable energy sources, yet not at an unbalanced
dimension. The burning of PVC has been professed to result in the arrival of HCl into
nature adding to acidification. However, this is viewed as an irrelevant commitment
to acidification.

2.1 Reduce Use of Plastic

Although plastic was introduced under 100 years back, it has rapidly turned into
a staple in our regular daily existences—from light changes to vehicles to PCs,
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plastics are unavoidable. Lamentably, this blast in plastic items has been wrecking
our environment. Synthetic plastics are not biodegradable, which implies that once
they are made, they will be with us in our landfills and seas for hundreds of years.
There is likewise an entire clothing rundown of poisonous synthetic compounds that
spill into our air, water, and soil from the assembling and transfer of plastics. Reusing
can helpmitigate a portion of these issues. However, themost ideal approach to shield
the earth from plastics is to supplant them with more eco-accommodating materials.

Metal,wood, andglass:A standout among themost ideal approaches to disposeof
plastic in home or business is to pick items produced using progressively customary
materials like metal, wood, or glass. These materials are cleaner to fabricate and
simpler to discard. Glass alongside metals like aluminum and steel can be reused
uncertainly, which means they do not need to finish up in landfills. Wood is likewise
simpler to reuse and discard. These items are normally costly, yet their strength
and green lifecycle make them worth the cost. Whenever purchasing wood items
endeavor to ensure they are eco-accommodating and originating from economically
gathered timberlands.Onemust search formarks from theForestCaretakingCouncil,
which affirms that wood items like furnishings, paper, and ground surface are eco-
accommodating at each phase of their life from planting to the home. Likewise
endeavor to search for items produced using reused and recovered metal and glass.

2.2 Renewable Energy Sources for Plastic Production

Bagasse: Compostable, eco-accommodating bagasse is incredible for supplanting
plastic when there is a need of dispensable plates, glasses, or take-out boxes.
Bagasse—the mash left over when juice is extricated from sugarcane or beets. It
is utilized for an assortment of purposes including as a biofuel. It can likewise be
squeezed into a cardboard-like material used to make waterproof sustenance com-
partments, which is an incredible use for assembling waste that would somehow or
another be discarded. Since it is produced using plants, it will biodegrade effectively
in a home and mechanical manure heap.

Bioplastics: Once in a while, it is elusive non-plastic rendition of the items
you need, so when you need to depend on plastics endeavor to discover eco-
accommodating ones. PLA or CPLA is produced using corn rather than oil, while
taterware is a comparable material produced using potato starch. Both will biode-
grade in mechanical fertilizer destinations, despite the fact that be mindful when
buying these items as some are not compostable in home manure canisters. Numer-
ous organizations are likewise now beginning to fabricate jugs and bundling utilizing
PLA or different plastics produced using non-oil sources.

Biodegradable plastics: Biodegradable plastics cannot avoid being plastics that
separate by the action of living structures. Biodegradable plastics can clarify differ-
ent waste organization issues, especially for unimportant packaging that cannot be
adequately disconnected from common waste. Nevertheless, biodegradable plastics
are not without discussion. In spite of the way that biodegradable plastics can be
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absolutely used by life frames into carbon dioxide and water, there are claims that
oxo-biodegradable plastics may release metals into the earth.

3 Main Causes of Plastic Pollution

Plastic contamination has progressively turning into a noteworthy annoyance and
posture critical dangers to the whole condition prompting area, air, and water con-
tamination. Additionally, plastics impact the indigenous habitat and have grave ram-
ifications for people, natural life, and plants. Since they contain various dangerous
mixes, the major correspondents to these problems involve are as follows:

• Vast range of plastic trash
• High demand and usage of plastics
• Fishing nets a threat to water life
• Discarding of plastic scrap and garbage.

3.1 Vast Range of Plastic Trash

Plastics are playing very important role in thematerial nowadays; after using plastics,
they are dumped or sank to the water. Because of this behavior, land and water are
being polluted. Like many developing countries such as Pakistan and India, other
struggling countries have lots and lots of dumping ground or garbage lot. Heaps of
trash or garage in every street can be seen, which is very hazardous. It is polluting
environment as well as it will give very harmful effect on human health too as shown
in Fig. 3.

3.2 High Demand and Usage of Plastics

Plastic is a material which is available everywhere in this world. Its availability is a
very unique nature of this material. Any person could afford this because it is very
cheap and every time available, that is why its usage is increasing day by day as
shown in Fig. 4, which is becoming a threat to our environment.

3.3 Fishing Nets a Threat to Water Life

Fish is a necessity for more than half of the people in this world, and they are being
killed by polluting the groundwater. In fishing, nets that are usually used are made
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Fig. 3 Side effects of plastics trash

Fig. 4 Consumption of plastics in packaging industry. Modified fromweb https://www.visiongain.
com/Report/1622/Flexible-(Converted)-Plastic-Packaging-Market-Report-2016-2026

up of plastic. These nets do not seem to create any problem and pollution, but this is
not the reality as these nets are fully submerging into the water for a very long time.
After a long time, these nets start to penetrate by discharging hazardous toxins and
poison in the water. These nets also broken down and lost, which remain in water for
long period of time. These plastics are threat to marine life [26, 27]. Fishes are being
victim of this pollution, and by eating these fishes, humans are getting affected.

Derelict fishing gear could be a problem for navigation; they may cause injury
or harm for commercial and recreational divers. It also gets caught on rocky and
coral reefs or float on the ocean surface. Derelict gear can degrade marine habitats

https://www.visiongain.com/Report/1622/Flexible-(Converted)-Plastic-Packaging-Market-Report-2016-2026
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by inhibiting access to habitats via multiple layers of gear, suffocating habitat by
trapping fine sediments, and contributing to habitat destruction through scouring.

Sea plastic contamination is a worldwide issue with extremely noteworthy nega-
tive consequences both inside the sea and outside, i.e., in our world ecosystem. This
way of contamination includes majorly disposed of nylon plastic fishing nets. Every
year, with an expected 640,000 tons (1.28 billion pounds) of fishing gear is left in
the sea.

These abandoned fishing nets are also known as “ghost nets” could stay in the
marine biological system for exceptionally significant amount of time as shown in
Fig. 5. They incidentally catch marine warm-blooded animals, ocean fowls, and
fish in extremely substantial numbers, including whales, dolphins, sharks, seals, and
ocean turtles, which can be seriously hurt and may die because of starvation and
powerlessness to surface for air. Overall, these nets catch and damage between 30
and 40 marine creatures for each net when left in the sea.

3.4 Discarding Plastic Scrap and Garbage

Plastics hardly decompose; burning is not the solution as it is a threat due to its
profoundly noxious. Smoke of the burned plastics can lead to fatal illness, and burned
plastics as long as it remain in the landfills it releases deadly toxins [28].

Fig. 5 Silent killer ghost net. Reproduced from web https://m.gettyimagesbank.com/view/
discarded-fishing-ghost-nets-in-ocean-environmental-damage/697932870

https://m.gettyimagesbank.com/view/discarded-fishing-ghost-nets-in-ocean-environmental-damage/697932870
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4 Procedure of Plastic Recycling

Recycling of plastics comprises the following steps. Majority of the recycling facili-
ties follow these steps; however, few steps can be combined or excluded as required.

4.1 Assortment

Collection of the plastic materials for recycling is the first stage in the cycle. This
stage is dependent on the accurate disposal of the plastic waste. If it is mixed with
the normal waste, then it cannot be recycled. In order to cater this, collection of
recycling material system should be enforced by the government in a systematic
manner as shown in Fig. 6. Collection points should be nearby and easily accessible
to the people for its promotion and efficacy [29].

4.2 Categorization

After collection, sorting of plastics is second step. For this purpose, different
machines are arranged in an order according to the final product need. Plastics are
sorted into different order according to many different ways such as material type,

Fig. 6 Collection of plasticmaterials. Reproduced fromweb https://commons.wikimedia.org/wiki/
File:Trash_Recycling_with_Disposal_Containers.jpg

https://commons.wikimedia.org/wiki/File:Trash_Recycling_with_Disposal_Containers.jpg
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color, size, and shape. Then accordingly, they are recycled. If any incorrect type of
plastic is recycled in the process, it can reduce its production rate and at sometimes
the whole batch is rejected [29, 30].

4.3 Cleaning

Similar to many other processes, cleaning via washing is carried out in order to
remove impurities from the plastics stock. Non-plastic waste like labels, adhesives,
and residual materials should be removed. Structural integrity is reduced with the
presence of the impurities [30].

4.4 Shredding

Shredding is carried out in order to breakdown large pieces into small particles as
shown in Fig. 7. Reshaping, processing, and transportation can be made easy by
increasing the plastics surface area. By resizing plastics, we can increase the surface
area of the plastics.

4.5 Quality Testing and Identification

For quality testing, plastics are separated on the basis of different parameters. These
parameters include density, size, melting point, and color. Density testing is carried

Fig. 7 Shredding of plastic. Reproduced from web https://www.youtube.com/watch?v=
ohLYdtIULEU

https://www.youtube.com/watch?v=ohLYdtIULEU
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out by floating tiny plastic particles in large water tank. Dense particles will get settle
down and light weight will keep floating.

Sizing is done by air classification. In a small air tunnel, particles are dropped
and bigger particles remain lower in the tank; however, smaller pieces will fly high.
Similar to this, other testing is also carried out by different tests. This is done by
analyzing the collected plastic sample particles [29–31].

4.6 Pellet Formation

This is the last step in the process. In this, plastics are transformed into the reusable
materials for future production as shown in Fig. 8. Pellets are formed by crushing
and melting the small particles [29]. This is done in various specialized stages.

5 Analysis of Recycling Products

Plastics ought to be reused in view of various reasons as following:

Fig. 8 Pellets of plastic. Reproduced from web https://www.greenbiz.com/newsletters-subscribe

https://www.greenbiz.com/newsletters-subscribe
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5.1 Raw Material: Sustainable Source

Recycled plastics are one of the goals of sustainable development. Recycled plastics
can be redesigned to be used in different appliances. They serve as a raw material to
different manufacturing industries.

5.2 Reduction of Environmental Problems

Since plastics are non-biodegradable, they represent a high hazard to the general
population and the earth overall. Blockages of drainage and sewer lines may occur
due to plastic materials. By recycling plastics, environment can be clean and green.

5.3 Reduction of Landfill Issues

By recycling plastics, the quantity of the plastics sent to the landfill sites can be
decreased. As these sites occupy a vast area, decreasing the beauty of the earth,
majority countries have allocated areas specifically meant for burying plastics. By
doing so, these sites will receive less amount of plastic waste. Rest of the areas
can be utilized for various useful purposes, instead of dumping plastics, such as
farming, human settlement, or economic activities. As population is increasing at an
exponential rate, providing shelter is an issue. The land can be used for such activities
instead of dumping garbage.

5.4 Energy Efficient

There is a vast difference in energy utilizationwhen creating the product from scratch
or from recycled material. This saved energy can be consumed in other important
socio-economic activities between the recycling ofmaterials including plasticswhich
requires less energy as compared to making the plastic from scratch. This saves
energy, and that energy can be diverted to other important things in the economy.
Billions in the economy can be saved by recycling plastics, so it should be promoted
and well implemented.
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5.5 Sustainable Lifestyle and Alternative Income

It provides an opportunity to the individuals to earn good for their life. By adopting
plastic collection and recycling as a business, one can improve his lifestyle and
contribute to the economy of the country.

6 Discussion and Result

The exact time of the process of breaking down of plastic cannot be estimated, but
through researches in the past years, it is believed that this process takes more than
hundred years. The plastic, which decomposes through light that is photodecomposi-
tion, produces fragments that contaminate water and pollute soil. The accumulation
of plastic has other many harmful effects for the environment. As compared to other
materials like glass, paper, or iron, plastics have a low recovery rate. This means
that they are less efficient to be processed again and be reused. The recycling pro-
cesses are much expensive than the raw materials so manufacturing prefer using
newer material than using the recycled one. Against the usage of plastic bags and
plastic-made food containers, some countries have banned themanufacturing of such
products and have enforced fines on using them and not disposing them properly.
However, in the end, the main aim is to use lesser plastic products and dispose them
in a way that they cause no harm to the environment. New solutions for this problem
are also introduced like use of biodegradable plastics and the zero-waste philosophy
embraced by the government [32].

7 Conclusion

The world’s population is increasing rapidly; each individual is contributing in
increasing the pollution on this planet. There is so much of plastic wasted daily
that there is no other way but to recycle it. Products like beverages and food con-
tainers, plastic cups, utensils, plastic bags, toys, diapers, trash bags, and bottles used
for different purposes are made of plastic, not counting the plastic that is used in
furniture manufacturing, home appliances, automobiles, and computers.
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Heating and Ventilation Performance
of a Solar Chimney Designed
in a Low-Cost Ecological Home

Hakan Baş and Ayça Tokuç

Abstract TheMediterranean climate requires bothwinter and summer performance
fromabuilding.Construction costs, the environmental impact of construction, energy
demand of the building, occupants’ health, and thermal comfort are a fewof the issues
that need consideration in the design of a low-cost ecological home. A solar chimney
is a passive design strategy that can be used both as a passive heating and a natural
ventilation device. This study aims to design and investigate the heating and ventila-
tion performance of a solar chimney in winter and its overheating risk in summer in a
low-cost ecological home designed on the rural site of Izmir, Turkey. This paper per-
forms a comprehensive two-dimensional‚ numerical computational fluid dynamics
(CFD) analysis of the designed solar chimney. The time-dependent transient analy-
sis conducted in the winter and a hot summer day show that solar irradiation is the
major driving force in chimney performance. The contribution of the solar chimney
to space heating is significant in winter since the averagemean temperature inside the
chimney is around 44 °C besides the chimney does not cause overheating in summer.
The ecological home and solar chimney are under construction and experimental
works will be conducted to further this study.

Keywords Solar chimney · Natural ventilation · Computational fluid dynamics
(CFD) · Air movement · Passive system

1 Introduction

The focus of this study is to design a solar chimney and investigate its heating and
ventilation performance in a new-designed low-cost ecological home located on the
rural site of Turkey. There are many reasons for motivation:
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Firstly, it is well-documented that the emission of greenhouse gases particularly CO2

is the major reason for climate change and buildings and the building construction
sector has a pivotal role in the reduction of global carbon emissions. Buildings are
responsible for nearly 39% of total direct and indirect CO2 emissions and 36% of
global final energy consumption [1].More specifically, in Turkey, buildings consume
20% of the nation’s overall energy [2] and the domestic target to reduce the energy
consumption of Turkey is a 20% decrease on 2011 levels by 2023. To achieve this
target, the government encourages energy-efficient building design and construction
policies for the new buildings. While energy efficiency is a good policy, energy
efficiencymeasures usually increase the cost of buildingwith payback times spanning
multiple years, causing questions about whether it is a good investment and for whom
[3]. In this context, it is important to consider the cost-effectiveness of the proposed
systems while providing energy efficiency.
Secondly, there is a tendency to minimize ventilation rates of air-conditioned spaces
in buildings since ventilation-based heat losses increase the heating and cooling
energy cost significantly. However, people spend most of their time indoors and low
ventilation rates negatively affect indoor air quality (IAQ), human health, occupant
comfort, and productivity. A number of studies show that the ventilation rate below
10 l/s per person results in health problems, also called sick building syndrome (SBS)
[4–6]. The main cause of SBS phenomenon is airborne infections and adequate
ventilation is necessary to mitigate its effects [7–10].

Ventilation is the exchange between indoor and outdoor air, which enables dis-
charge of polluted air and intake of presumably fresh and clean air [11]. However, the
natural exchange of heated indoor air with cold outdoor air is not an energy-efficient
way since it causes a loss of heated air. Providing an energy-efficient solution for
ventilation and reducing ventilation-based heat losses in buildings, mechanical ven-
tilation with heat recovery system is generally proposed. It is well published that
mechanical ventilation with a heat recovery system (MVHR) is more energy effi-
cient than natural ventilation; however, it is claimed that it causesmore health-related
symptoms. Jaakkola et al. [12] studied an office building with 2150 employees to
test the effects of mechanical ventilation on SBS. They found that although the mean
ventilation rate was 26 l/s/person, mechanical ventilation caused symptoms typical
of the SBS, which are nasal, eye, and mucous membrane symptoms, lethargy, skin
symptoms, and headache. Finnegan et al. [13] conducted a doctor-administered ques-
tionnaire to inquire into symptoms associatedwith SBS in naturally andmechanically
ventilated office buildings. Significant excesses in the nasal, eye and mucous mem-
brane symptoms with lethargy, dry skin, and headaches were found in mechanically
ventilated buildings when compared to naturally ventilated buildings.

Compared with mechanical ventilation with heat recovery (MVHR), the natu-
ral ventilation system is not considered an energy-efficient solution but it causes
less SBS syndrome. Providing an energy-efficient approach for building ventilation,
natural ventilation integrated with passive solar systems is a sustainable alternative
system that is widely used to improve both energy efficiency and indoor air quality
in buildings. In this regard, a solar chimney is the focus of this study in terms of
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achieving energy-efficient space air-conditioning, as well as providing good IAQ to
maintain safe and healthy indoor environments, well-being, and sustainability.

The natural ventilation provided by a solar chimney is caused by either buoyancy
or wind. To enhance buoyancy, a chimney is placed facing the South (in the northern
hemisphere) and its southern wall is a transparent sheet, i.e., glazing, that allows the
collection and use of solar irradiation [14]. A solar chimney has many environmental
benefits. First, it collects, stores, and transfers energy for heating of the spaces.
Second, it acts as a buffer zone reducing infiltration and physical heat losses from
the adjacent space and third, it provides the supply of preheated air in ventilating the
adjacent space. In operation, at first, the glazing acts as a solar aperture and collects
solar energy to heat the air inside, and thus creates a higher temperature difference
between the inside and outside, which is sufficient to generate air movement in the
upward direction—in reverse to gravity.

The factors that influence the performance of a solar chimney depend on the type
of solar chimney, geometrical variables such as chimney height and width, glazing
inclination, inlet and outlet opening area, height/gap ratio, and also ambient variables
such as properties of the glazing, absorber walls and inside, outside air temperature,
solar irradiation, external wind velocity, and humidity [15]. Bassiouny and Koura
[16] investigated the effect of chimneywidth, both analytically and numerically. They
found that increasing chimney width by a factor of three improved the air change per
hour by almost 25%. Mathur et al. [17] conducted an experimental study on a solar
chimney to study the effect of solar radiation and the air gap between absorber and
glass cover. They found that the airflow increases with an increase in solar radiation
and the gap between absorber and glass cover. In another study, Mathur et al. [18]
investigated the effect of inclination of absorber on the airflow rate of roof solar
chimney. They found that the optimum inclination varies from 40 to 60 depending
upon latitude. They also concluded that the flow rate increases with an increase in the
air gap and inlet height [18]. Many passive solar chimneys are designed without the
use of any numericalmodel and calculation. The design generally is done by intuition,
imitation, or rules of thumb [19]. However, predicting the calculation performance
of the proposed model with numerical study at an early design stage can prevent
ineffective design prototypes. Computational fluid dynamics (CFD) technique is used
for solar chimney design with the improvement of computer power and technology.
With the use of CFD, it is possible to make an initial prediction of temperature and
air velocity field in a chimney in relation to outer weather conditions. CFD can help
to improve and optimize the performance of the model, depending on the initial
predicted performance of the chimney.

This study investigates the design, heating, ventilation performance of a solar
chimney. The solar chimneywas specifically designed for a low-cost ecological home
located on the rural site of Izmir. Its effects on heating and ventilation performance of
the building were investigated through transient CFD simulations. First, the model
was developed and validated through the published experimental data. Then two
scenarios that represent the winter and summer worst cases were simulated. The
first case represented the 15th of January and investigated the best possible heating
performance of the solar chimney on a winter day when the daily maximum solar
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irradiance is at the lowest rates. The second case represented the 15th of July and
investigated the worst case in summer (overheating risk) when the daily maximum
solar irradiance is at the highest rates.

2 Low-Cost Ecological Home Design with a Solar Chimney

2.1 Climate and Location

The project site is located in the city of Izmir, Turkeywhich is at 38.23°N latitude and
26.84°E longitude. The climate of Izmir shows the characteristic features of typical
Mediterranean climate labeled with Csa in the Köppen climate classification. The
city mostly experiences hot-dry summers and wet mild winters. July is the warmest
month with an average maximum temperature of 33.2 °C and January is the coldest
month with an average minimum temperature of 5.9 °C. According to the heating
degree hours data between the years of 2008 and 2018, Izmir is classified as a heating-
dominated climate with heating degree hours of 934 and cooling degree hours of 660.
Figure 1 shows the daily average maximum and minimum external temperatures and
Fig. 2 shows the hourly average solar insolation rate in the city of İzmir according to
the meteorological database of Turkish State Meteorological Service between 1990
and 2010 [20].

2.2 Project Description

The low-cost ecological home was designed in eco-village Seferihisar that is located
at the open part of the land and is surrounded by large fields in the town of Seferihisar
in İzmir. The project site is an ideal location for the design of an ecological home

Fig. 1 Daily average maximum and minimum external temperatures (between the years of 1990
and 2010) in İzmir
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Fig. 2 Hourly average solar insolation (between the years of 1990 and 2010) in İzmir

and a solar chimney since it can take advantage of the sun and wind without any
physical obstructions.

From a larger perspective, the project aims to take advantage of local climatic con-
ditions to reduce fossil fuel dependency for space heating, cooling, and ventilation.
To achieve this, it focuses on using renewable solar energy in building design. There-
fore, an in-depth analysis of climatic conditions has been considered in the initial
design process. Due to the limited budget of the project, low-cost passive energy sys-
tems for air-conditioning were adopted in place of the high-cost mechanical systems
having a highmaintenance cost.More specifically, the project aims to provide energy
efficiency, good IAQ, and sustainability by means of a solar chimney as mentioned
in the literature review. The solar chimney was designed as an integrated solution
to reduce both space heating and cooling energy use and to provide energy-efficient
ventilation. The solar chimney was attached to the living room, where it is mostly
used during the day. It occupies a small indoor space area and a small portion of the
South façade in order not to block the impressive lake scenery when looking from
the living room.

The project has been designed for a family of four. It has a very simple building
program that consists of a living room, a kitchen, and two bedrooms and it was
designed as a one-story detached house that is 8 m wide and 8 m deep with the front
façade oriented to the South. In the design of a passive solar home, maximum solar
façade area is necessary to take advantage of the solar power. However, due to the
parcel structure and land restriction in the eco-village, it was not possible to use an
elongated building form on the East and West axis, which would maximize the solar
façade area on the Southside. Against this problem, the height of the building on
South facade was maximized—it changes from 2.60 m at the middle to 3.10 m at
the apex of the building (from North to South) to increase the solar façade area. In
this way, on the South façade, the height of the solar chimney was determined as
3.10 m. As different from the South façade, the northern facade was kept as small as
possible to minimize the heat losses from the building. Figure 3 shows a view from
the low-cost ecological home that is under construction.
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Fig. 3 A view of the low-cost ecological home

3 Method

The preliminary design of the building and the solar chimney considered conditions
of cost, scenery, and space use as well as the desire to make use of solar energy for
space heating and ventilation. In this chapter, the designed solar chimney is evalu-
ated in terms of heating, ventilation, and overheating. The chimney was solved in a
commercial finite-volume solver, ANSYS-FLUENT v18.1 that is a CFD simulation
tool capable of such an analysis. The case was solved as transient to simulate accu-
mulation of heat depending on the variance of solar radiation through the day. The
following were assumed to define the model:

(1) The flow is laminar, continuous, incompressible, and two-dimensional.
(2) Frictional forces in reverse to the airflow are neglected.
(3) One-directional heat transfer is assumed in the heat transfer process through the

glazing aperture into the absorber wall.
(4) Air temperature and wind force at different points of the inlet grille are equal.
(5) Thermal capacities of glazing and absorber wall are neglected.

The governing equations are as follows:
Two-dimensional, incompressible, transient flow equations are given by
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where p is the pressure, ρ is the density, t is the time, u and v are the velocity
components, τ is the stress, Re is the Reynolds number, Et is the total energy, q is
the heat flux, and Pr is the Prandtl number.

The numerical model is validated in accordance with the results of the natural
convection experiment conducted by Bouchair [21] and the study by Gan and Riffat
[22] that utilized its results for validation. Time-dependent transient analyses were
conducted in a cold winter day and a hot summer day using twenty years average
climate data [20]. Time-dependent temperature and velocity magnitude change in
the solar chimney data are evaluated after the simulation.

4 Passive Solar Design

Passive solar systems are divided into three. These are direct gain, indirect gain, and
isolated gain. Direct gain is the system that collects solar energy by large glazing
aperture and distributes it passively as heat. Indirect gain contains the system referred
to as the Trombe wall technology that consists of a thick masonry wall behind a
glass external layer to passively heat the building. Isolated gain is another passive
system which consists of an insulated wall and a glass external layer to collect solar
energy in a place that is thermally segregated from the adjacent space. Due to the
thermal segregation between two separated spaces, the isolated gain system enables
preheating of the air in combination with ventilation. One of the isolated systems is
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a solar chimney that is the focus of this study since it provides both passive heating
and ventilation.

In this project, the low-cost ecological home was oriented to the South, which
provides net solar energy gain and has impressive lake scenery. Therefore, to use
an indirect system—a Trombe wall—having a high percentage of blind façade was
not a sensible solution since it occupies most of the façade for passive solar heating
and therefore blocks the scenery. Another option of the direct gain system with large
glazing area on South is an effective solution for space heating but it is insufficient
since its use could not be sufficient for building ventilation. Therefore, in place of a
Trombewall and direct gain system, a solar chimney that provides both space heating
and ventilation but does not block scenery due to its vertical thin channel geometry
was preferred.

4.1 Solar Chimney Design

Awide range of factors such as geometry, function, position, and glazing type should
be considered in the design of a solar chimney. Solar chimneys are classified depend-
ing on these factors. According to geometry, a solar chimney can have open- or
close-ended channel geometry. According to function, it can be used for ventilation,
heating, or cooling. According to position, it can be located on either the wall or the
roof. According to glazing, a solar chimney can use single or multi-glazing or has
vertical or inclined glazing [23].

In this project, the solar chimney consists of two separate but interconnected parts
(Fig. 4). The lower part of the chimney has close-ended channel geometry and it was
designed for space heating and ventilation function (Fig. 5a). Yet the upper part of
the chimney has open-ended channel geometry and it was designed for space cooling
and ventilation function (Fig. 5b). The chimney is located on the South façade wall
and uses a double glazing window. The operation of the chimney is quite simple. The
chimneyhas three insulated grilles located in different positions, the position ofwhich
can be changed seasonally. Depending on the operation mode of the insulated grilles,
the chimney can provide ventilation and heating in winter and prevent overheating
risk in summer.

This project was designed for a real client; therefore, the cost and the space
requirement of the chimney were very important due to the private preferences. In
low-cost housing, a number of studies investigate the energy consumption [24, 25]
indoor air quality (IAQ) [26, 27] and occupant thermal comfort [28, 29]. In the final
stage of this study, while the solar chimney occupies only 11% of the South facade
area, it accounts for 1% of the total floor area. On the other hand, the cost of solar
chimney accounts for only 3% of the total building cost. Therefore, a compromise
between the performance of solar chimney, its cost, its space requirements, and the
scenery was achieved.

The geometrical features of the proposed solar chimney are given in Fig. 6a. The
solar chimney has a close-ended vertical channel geometry, which is 2.40 m tall and
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Fig. 4 The solar chimney system placed on the South facade (the left side of the picture)

Fig. 5 a Winter operation mode of the solar chimney, b summer operation mode of the solar
chimney

its horizontal cross-section is 0.57 m/0.88 m with the major dimension along the
east-west orientation. The dimension of 0.57 m is for service accessibility. It has
two insulated grilles, one of them is below the glazing and the other one is between
the chimney and the adjacent room. Insulated grilles were designed to be airtight
thus to prevent reverse heat flow and to reduce heat losses when the chimney is not
in operation. In addition, there is a flap on the upper side of the glazing to prevent
overheating risk in summer. The inlet opening is also 0.30 m high and 0.88 m wide.
The solar chimney was oriented to the South to provide maximum benefit from the
sun and integrated to the main room whose relation is shown in Fig. 6b.
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Fig. 6 a Section of the solar chimney, b section of the solar chimney integrated into the main room

4.2 Validation of the CFD Model

The results of the natural convection experiment conducted by Bouchair [21] and
the study by Gan and Riffat [22] that utilized its results for validation have been
used to validate the CFD model. The published solar chimney used for validation is
3 m tall, and its horizontal cross-section is 0.20 m high and 1 m wide [22]. Its solar
collecting transparent element lied along the east-west orientation. The inlet opening
of the chimney also had 0.20 m height and 1 m width. In the validation study, the
solar heat gain of the chimney was calculated from the mean total solar irradiance
and mean solar gain factor. Double glazing, whose solar gain factor is 0.64 was used.
The mean solar irradiance on the vertical South surface was taken to be 438 W/m2.
The exhaust air entering into the chimney was assumed to be at 20 °C with 50%
relative humidity and the outside air temperature was 0 °C. A uniform rectangular
mesh structure with a maximum mesh size of 5 mm was used.

The model results show good agreement between the published results given
in Table 1, which shows the difference in results between the published study and
this model’s simulation results. The agreement between airflow patterns is shown in
Fig. 7a, b. The variables of the outside temperature, solar irradiance, and glazing type
are given in Table 1 and the effects of these variables on the chimney performance

Table 1 Published and simulated performance of the 3 m high solar chimney without wind forces

Glazing
type

T (°C) Q(W/m2) PublishedTw
(°C)

SimulatedTw
(°C)

PublishedTg
(°C)

SimulatedTg
(°C)

Double 10 280 63.2 62.93 20.2 20

Q—wall solar heat gain; Tg—area-weightedmean temperature of the interior surface of the glazing;
Tw—area-weighted mean temperature of wall surface facing glazing
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Fig. 7 a Predicted airflow pattern in the model (velocity scale 1 m/s), b airflow pattern in the
published study

are compared. The deviation from the published result is found to be 0.27 °C which
is equal to 0.42% for area-weighted average wall surface temperature and 0.20 °C
which equals to 1% for area-weighted average glazing surface temperature. This fit
around 1% of natural convection in solar chimneys is enough for the purpose of this
study.
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4.3 Numerical Study of the Solar Chimney

The validated model was used to conduct a transient analysis to test the effect of
time-dependent variations of outside air temperature and global solar radiation on
chimney temperature stratification, airflow behavior, and chimney wall and glazing
temperature. To achieve this, a user-defined function (UDF) was written in C pro-
gramming language and linked with the FLUENT solver to assign varying values to
boundaries for global solar radiation, outdoor air temperature, and sky temperature
data. The study is based on the application of the finite-difference model to the chim-
ney glazing assuming unsteady-state one-dimensional heat transfer. Glazing emits
heat toward the wall surface and the chimney is heated.

4.3.1 Simulation Setup Details

The SIMPLE algorithm was used to solve velocity and pressure conservation equa-
tions. Second-order and second-order upwind algorithmswere used to solve the pres-
sure area and momentum equations, respectively. The first-order upwind algorithm
was used for turbulent kinetic energy and turbulent dissipation rate. The convergence
criterion for all parameters was assumed to be 10−4. The inlet volumetric flow rate
was 100 l/s and external emissivity of the wall was 0.90. As the turbulence model, a
widely used, standard k–ε turbulence model was used.

4.3.2 Mesh Structure

Themesh size andmesh arrangement is the major indicator in solving equations. The
frequency and the quality of mesh arrangement are vital in providing time-efficiency
and accuracy. In this study, a uniform rectangular mesh structure has been selected
and themaximummesh sizewas defined as 5mm. In total, themesh structure consists
of 55,200 quadrilateral cells.

5 Results and Discussion

Solar irradiance is the driving force of the chimney; therefore, the effect of time-
dependent variations in solar irradiance during the day was calculated with transient
simulations. In addition, its transient nature allowed for accurate simulation of tem-
perature and velocity field.



Heating and Ventilation Performance of a Solar … 223

5.1 Winter Case

The simulationwas performed infifteen-minute intervals from9.00 a.m. to 16.00p.m.
for the 15th of January. Since solar irradiance is one of the driving forces in chim-
ney performance and its intensity fluctuates during the day, the influence of time-
dependent variations of solar irradiance on chimney performance was calculated
during the day. Figure 8a illustrates the average temperature field in the chimney
during the day. The general tendency of the air temperature is increasing in accor-
dance with an increase in height. The area-weighted average wall temperature is
around 44 °C and varies from a minimum of 7 °C to a maximum of 52 °C during
the simulation time. Figure 8b shows the velocity field when the flaps of the grilles
are open. Air velocity varies from 0.0 to 1.21 m/s inside the chimney. While the
air velocity is around 0.5 m/s around the inlet grille, it is stagnant on the glazing
surface. As long as the air rises, air movement increases and reaches its peak value
with 1.21 m/s around the grille between the chimney and the adjacent room.

Fig. 8 a Contours of static temperature in the chimney for winter, b contours of velocity magnitude
in the chimney for winter
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5.2 Summer Case

The transient simulation was performed for the 15th of July during the day. Figure 9a
shows the static temperature variations of wall and interior domain for different
heights of the chimney.Thegeneral tendencyof the air is that its temperature increases
with the increase in height. Chimney wall temperature and heat gain are considerably
high in summer. The area-weighted average wall temperature is around 80.07 °C and
the area-weighted average glazing temperature is around 35.00 °C. Overheating risk
is possible even if the chimney is ventilated. Figure 9b shows the velocity field when
the flaps of grilles are open. Velocity varies from 0.0 to 0.9 m/s inside the chimney.
Air velocity is quite stagnant around the glazing surface, yet it reaches the peak
around the upper grille.

This study aims to design a solar chimney and investigate its heating and ventila-
tion performance in a new-designed low-cost ecological home located on the rural
site of Izmir, Turkey. The results show that the proposed solar chimney shows good
heating and ventilation performance in the climate of Izmir and can be utilized as a
passive heating device to reduce heating demand in winter. In addition, it is found
that the chimney can be operated without the need for any mechanical devices and
electricity use by only using buoyancy force taken from renewable solar energy.

There are similarities between the overall conclusions of this study and previous
studies conducted in different climates and cities. Rabani et al. designed a new
Trombe wall in the form of a solar chimney that has 3 m height, 1 m length, and

Fig. 9 aContours of static temperature in the chimney for summer,b contours of velocitymagnitude
in the chimney for summer
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0.20 m width. Different from the conventional systems, this system receives solar
radiation from three directions (East, South, and West). They tested the heating
performance of the system during winter operation for Yazd city (Iran) in the desert
climate. They found that the average wall temperature (absorber) reaches around
47 °C on the coldest winter days, similar to our findings of 44 °C. When comparing
the performance of these solar chimneys, it should be noted that our system has less
glazing surface area; therefore, the temperature might be lower. Also, it should be
noted that the difference in solar intensity depending on the climate and location
changes the results to some extent.

Studies conducted in different climates of cities focus on testing of glazing type, air
gap, chimney height, and the tilt angle of the glazing to achieve the high-performance
solar chimneys. But, the chimney in this study was designed for a real client and it
is, therefore, different from a theoretical and experimental study since providing
a compromise between its cost and its space requirement, and scenery problem
was very important in design process along with the performance of the chimney.
Therefore, the design optimized these special requirements. For example, Mathur
[17] found that the airflow increases with an increase in the gap between absorber
and glass cover at Jaipur (India). In our study, this gap was taken as 0.57 m that is
quite bigger than the gap determined inmost of the studies. This gap is very important
for the occupant since keeping that space clean is important for providing IAQ. With
this preference of large gap, a ventilation rate that is enough to operate the chimney
without any additional mechanical types of equipment was achieved.

In the designed solar chimney, in summer operation, the area-weighted average
wall temperature was found as 80.07 °C. This means that the absorber wall can cause
conductive heat transfer toward the adjacent space even though it is well insulated
and there is a ventilation system that exhausts the warm air outside. It should be said
that the insulation level of the absorber wall and grille and their airtightness are very
important in the solar chimney design.

The designed solar chimney is easy to maintain for the function of heating and
ventilation. Using renewable solar energy in the operation of the chimney cannot
cause pollution on the environment and CO2 emission. However, the cost, the space
requirement, and the need for expertise in performance evaluation (such as CFD
techniques) are three limitations of the solar chimney system. While the cost of the
chimney accounts for 3% of the total cost, the space requirement of the chimney
accounts for 1% of the total floor area. Therefore, in this study, these limitations
have been considered at the early design stage, which led to a satisfactory solution.

6 Conclusion

In this paper, the design process of a solar chimney in a low-cost ecological home
was explained and its heating and ventilation performance was tested using a full-
scale CFD model. In transient simulations, it is found that temperature distribution
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and flow behavior were primarily influenced by the solar irradiation rate. The tem-
perature stratification inside the chimney shows that the air temperature would reach
a maximum of 52 °C on a winter day with the least amount of solar irradiation.
Therefore, the solar chimney can significantly contribute to space heating in winter.
Air movement in the chimney is sufficient to operate the chimney and it varies from
0.5 to 1.21 m/s.

In conclusion, the proposed solar chimney shows good heating and ventilation
performance in the climate of Izmir and can be utilized to considerably reduce heating
demand. Also, the chimney is operated without the need for any mechanical device
and electricity use. However, there is a possibility of overheating risk and shading can
be applied to the chimney to prevent this and thus improve its summer performance.

As further research, the effect of various design configurations and different mate-
rial properties on chimney performance can be tested to make the chimney more
energy efficient. In addition, on-site measurements will be carried out when the
building is completed.
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Anaerobic Digestion of Aquatic Plants
for Biogas Production
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Nalan Kabay, Aslı Güneş, Rajeev Kumar, Taylan Pek and Mithat Yüksel

Abstract Limited reserves of fossil fuel resources and negative environmental
impacts increased energy demands toward renewable energy technologies. Bioen-
ergy is one of the solutions, and biogas production from wastes and residues by
anaerobic digestion (AD) is a promising technology. Municipal solid wastes, sludge
from wastewater treatment plants, agricultural plant wastes, forestry residues and
manure are the widely used sources in AD for biogas production. Aquatic plants can
be evaluated as a renewable energy source. If waste and residues of these plants are
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not utilized in beneficial use, greenhouse gases (GHG) will be emitted through land-
filling or direct combustion. Wastes should be converted to biogas with a high yield
to decrease the quantity of wastes and biogas with a high-energy content. Substrate to
inoculum ratio, temperature regime, C/N ratio, pH, volatile fatty acid and ammonia
content are important process parameters for AD. Modified Gompertz, Cone and
first-order equations are widely used model equations for kinetic parameters that are
used in kinetic models (Monod, modified Andrew, Ratkowsky) for identification of
optimum substrate concentration and temperature for each specific feed. This chapter
evaluates effective process parameters on AD of aquatic plants for biogas production
and application of kinetic analysis for assignment of optimum conditions.

Keywords Anaerobic digestion (AD) · Aquatic plant · Biogas · Kinetic analysis,
methane

1 Introduction

Increasing energy demands, decreasing resources of fossil fuels and concern about
environmental protection are the main reasons to use renewable and environmentally
benign energy sources [1]. Biomass is one of the renewable sources having advan-
tages of wide availability and great energy potential. While the energy potential of
biomass in 2016 was about 50 EJ that was 14% of the world’s final energy use, its
realistic potential was estimated as 150 EJ by 2035 [2]. Most of the biomass potential
was originated from agricultural residues and wastes, energy crops, forestry prod-
ucts and residues. Comparing with these agricultural and terrestrial plants, aquatic
plants are accepted as prominent renewable energy resource since they are harvested
with high yields and significant contributors to future biomass potential [3, 4]. Water
lettuce, water hyacinth and salvinia as aquatic plants are very aggressive invader
plants that are used in phytoremediation but they can form a layer over the rivers,
lakes or ponds and threaten the irrigation, navigation systems and aquatic life. To
overcome these negative impacts of aquatic plants, herbicides are used to suppress
their vegetation or they are piled and then burned. These applications are not envi-
ronmentally friendly preferences. Instead, aquatic plants can be evaluated in energy
production such as biogas production by AD. Produced biogas can be supplied to
a variety of uses including electricity, heat and power generation. AD also provides
waste minimization and remaining solid residue after AD can be used as biofertilizer.

Hydrolysis, acidogenesis, acetogenesis and methanogenesis are the main reaction
steps in AD. Simple sugars, sucrose, glucose and fructose, are formed by hydrolysis
of carbohydrates. Proteins and lipids decay to amino acids and long-chain fatty acids,
respectively. Fermentation reactions of acidogenic bacteria convert simple sugars,
amino acids and long-chain fatty acids to intermediate compounds (VFAs) such as
acetic acid, propionic acid, butyric acid and valeric acid. Intermediate compounds are
metabolized into acetic acid, carbon dioxide and hydrogen by acetogenic bacteria.
Two varieties of methanogens are active in the final step which is methanogenesis.
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One of the groups directs formation of methane by reduction of CO2 using H2 as the
electron donor, and other group cleaves acetic acid into CH4 and CO2 [5].

Composition of the substrate is important for AD as every fraction is not decom-
posed easily. Lignocellulosic substrate is mainly consisting of cellulose, hemicel-
lulose, lignin, extractives and inorganics. Main fractions of holocellulose (cellulose
and hemicellulose) are easily decomposed by microorganisms during AD. But lignin
forms a rigid structure inside holocellulose, and it retards decomposition of substrate
[6]. High holocellulose content and low lignin content of aquatic plants are advan-
tages for biogas production [7].

Biogas production from aquatic plants such as water lettuce, water hyacinth,
cabomba and salvinia was investigated by using AD [3, 8–13]. The pilot-scale diges-
tions resulted in biogas yield (approximately 50% of methane content) as 267 L
biogas kg−1 VS and 221 L biogas kg−1 VS for water hyacinth and cabomba, respec-
tively [8]. Biogas potential of water hyacinth was changing between 200 and 300 L
biogas kg−1 VS with almost 70% of methane content [9]. Vaidyanathan et al. [10]
obtained a higher yield of biogas with water hyacinth as 671 L biogas kg−1 VS with
64% of methane content. AD of water lettuce was performed in laboratory-scale
digesters with digested cattle manure as inoculum and gas yields were found in the
range of 533–707 L kg−1 VS with the average methane content of 58–68% at tem-
peratures of 29.5–37.5 °C after thirteen days [11]. Ratios of carbon to nitrogen (C/N)
and carbon to phosphorus (C/P), content of hemicellulose, pH and buffering capacity
of substrate [12], digestion temperature, concentration of substrate (that is total solid
(TS) or volatile solid (VS) content) and inoculum type are the effective parameters
for biogas production [14]. Serez [15] investigated AD of water hyacinth (Fig. 1)
with waste sludge at laboratory and pilot scales (Fig. 2) by changing substrate con-
centration and digestion temperature. Elsewhere, a similar study with only lab-scale
batch digester was performed by using water lettuce as substrate [7].

Chuang et al. [13] experimented anaerobic digestion of water hyacinth using
pig manure as inoculum to produce hydrogen and methane. They selected substrate
concentration and incubation temperature as 10–80 gL−1 and 25–65 °C, respectively.
Optimum substrate concentration and temperature for maximum yields of methane

Fig. 1 Fresh water hyacinth (left) and water lettuce (right)
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Fig. 2 Pilot-scale anaerobic digester (left) and control panel (right)

and hydrogenwere searchedby application of kinetic analysis. Biogas yield increased
by increasing substrate concentration but up to 60 g L−1. Excessive organic feed
(80 g L−1) showed adverse effect on AD. Optimum temperatures for maximum
hydrogen and methane productions were 47.8 and 62.5 °C, respectively. Optimum
conditions depend on the types of substrate and inoculum in addition to reactor type
used in AD.

Kinetic analysis is used for modeling and scaling up the reactor employed, identi-
fying optimum conditions that should be defined for each specific feed. Before appli-
cation of kinetic analysis, kinetic parameters should be assigned by model equations
such as modified Gompertz, Cone and first-order kinetics [16, 17]. Experimental and
predicted values should be compared in terms of correlation coefficient and fitting
errors. Kinetic parameters of model equation giving the best fit are used further in
kinetic models. The influence of substrate concentration was included in Monod
and modified Andrew models while the impact of temperature was investigated in
Ratkowsky model [7, 13].
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2 Effect of Process Parameters on AD

2.1 Substrate to Inoculum Ratio

Concentration of substrate and inoculum in AD must be in an ideal balance to avoid
excessive loading of organic material and to stabilize bacterial activity. Low con-
centration of substrate causes low methane production, while high concentration
results in total inhibition or long lag-phase time for acclimation [18]. The substrate
to inoculum ratio is important for methanogenesis, and optimum value is determined
by achieving the highest methane production. In the literature, the highest amount of
methane production was reached at a substrate to inoculum ratio of 0.5 based on VS
(volatile solid) for the fresh human fecal and the digested sewage sludge as inoculum
[19]. The use of higher inoculum concentration generated highermethane production
rate requiring lower adaptation time in AD of swine wastewater with sewage sludge
as inoculum (substrate to inoculum ratio of 1:1 based on VS) [14]. Ratio of substrate
to inoculum can be expressed as total solid (TS) or volatile solid (VS).

Serez [15] reported AD of water hyacinth by changing substrate concentration
at constant waste sludge concentration and at digestion temperature and then by
changing digestion temperature at constant substrate andwaste sludge concentrations
(Table 1).

In that study, lab-scale batch studies were performed, and variation of cumulative
biogas production obtained at different water hyacinth concentrations was shown in
Fig. 3a. According to the report, the highest biogas yield was found as 66.1 mL g−1

VS at 50 g TS L−1 of substrate concentration. Low value of biogas yield is due to the
low concentration of inoculum used. Madenoğlu et al. [7] performed further studies
with water lettuce and using higher inoculum concentration. They used waste sludge
as inoculum and mixed with substrate (water lettuce) with different ratios based on
TS concentration. Change in cumulative biogas production (mL g−1 VS) with time at
varying substrate (30, 40 and 50 g TS L−1) and waste sludge concentrations (3.4 and
6.8 g TS L−1) was investigated at a constant digestion temperature of 35 °C (Fig. 4a,

Table 1 Operating conditions for AD of water hyacinth in lab-scale digester

Digestion
temperature
(°C)

Water hyacinth
(g TS L−1)

Waste sludge
(g TS L−1)

Ratio of
WH:WS based
on TS
(g TS:g TS)

Ratio of
WH:WS based
on VS
(g VS:g VS)

35 40 3.4 20:1.7 16:1.2

35 50 3.4 25:1.7 20:1.2

35 60 3.4 30:1.7 24:1.2

45 50 3.4 25:1.7 20:1.2

55 50 3.4 25:1.7 20:1.2

Remarks WH—water hyacinth, WS—waste sludge, TS—total solid, VS—volatile solid



234 T. Güngören Madenoğlu et al.
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Fig. 3 Variation of cumulative biogas production with a water hyacinth concentration (at waste
sludge concentration of 3.4 g TS L−1 and 35 °C) and b digestion temperature (at water hyacinth
concentration of 50 g L−1 and waste sludge concentration of 3.4 g TS L−1). Adapted from Serez
[15]
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Fig. 4 Variation of cumulative biogas production with a water lettuce concentration (at waste
sludge concentration of 3.4 g TS L−1 and 35 °C), b water lettuce concentration (at waste sludge
concentration of 6.8 g TSL−1 and 35 °C) and c digestion temperature (at water lettuce concentration
of 50 g L−1 and waste sludge concentration of 6.8 g TS L−1). Adapted from Güngören Madenoğlu
et al. [7], with permission from John Wiley and Sons

b). Whereas there was a slight change by increasing substrate concentration from
30 to 50 g TS L−1, a remarkable increase was obtained by increasing waste sludge
concentration from 3.4 to 6.8 g TS L−1. Biogas production was increased twofold
(from 168.8 to 321 mL g−1 VS) by increasing waste sludge concentration (from 3.4
to 6.8 g TS L−1) at a constant substrate concentration (30 g TS L−1). In addition,
methane content was almost same as 72.5% which corresponds 122.4 mL CH4 g−1

VS and 232.7 mL CH4 g−1 VS. The reason of sharp increase in biogas yield with
a high sludge concentration was due to the fact that an increase in microorganism
quantity resulted in better biodegradability.
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Comparing the results of water hyacinth and water lettuce at the same operating
conditions, both aquatic plants gave the highest biogas yield at a substrate concen-
tration of 50 g L−1, but biogas yield was found to be higher when water lettuce was
used as substrate (Figs. 3a and 4a).

2.2 Temperature Regime

Temperature is one of the most important parameters affecting not only
bacterial activity but also biodegradation rate and methane yield. AD can
be performed at four different temperature regimes that are psychrophilic
(15–25 °C), mesophilic (20–40 °C), thermophilic (50–65 °C) and hyperthermophilic
(65–75 °C). Thermophilic conditions are more advantageous as reaction rates are
higher at a high digestion temperature yielding higher productivity, but biogas yield
can be lower because of the tendency of acidification. High-energy input, negative
impacts for environmental changes and lower stability, lower methanogenesis are the
other disadvantages of thermophilic conditions. Even though mesophilic conditions
show better process stability, low biodegradation and low methane content occur
in this regime [20]. In psychrophilic regime, organic materials can be digested at
ambient temperature. While energy requirement is lower, biodegradation, methane
production and stability can be also lower compared to mesophilic condition because
of the negative effect of temperature fluctuation in the environment. Wei et al. [21]
emphasized that biogas production at thermophilic condition (55 °C) was more than
double at psychrophilic (15 °C) condition. In addition, the passive disintegration of
solid under thermophilic condition was easier than at psychrophilic condition [22].
In the hyperthermophilic regime, persistent biomaterials, proteins and lipids can
be treated, but methane production can stop because of proliferation of acidogenic
communities [12]. Lee et al. [23] co-digested waste activated sludge with kitchen
garbage at two-phased hyperthermophilic conditions. High-performance treatment
was achieved by acidogenesis at 70 °C and by methanogenesis at 55 °C. High pro-
tein solubilization of sludge was confirmed by the presence of specific bacteria
(Coprothermobacter sp.) at 70 °C. Wang et al. [24] described a relation between
temperature and C/N ratio. The increase of C/N ratios reduced the ammonia forma-
tion, but maximum methane production potential was achieved with C/N ratios of
25:1 and 30:1 at 35 and 55 °C, respectively. Effect of ammonia inhibition can be
reduced by increasing the C/N ratio of feed when temperature increased.

Effect of digestion temperature was investigated at constant water hyacinth and
waste sludge concentrations as summarized in Table 1 [15]. Change in cumulative
biogas production with time at varying digestion temperatures (35, 45, and 55 °C)
was shown in Fig. 3b for water hyacinth concentration of 50 g TS L−1 and waste
sludge concentration of 3.4 g TS L−1. The highest biogas yield as 144.2 mL g−1 VS
was obtained at 55 °C. Even though methane content reached up to 70% at 55 °C,
biogas yield at this temperature was not high enough. Therefore, further studies were
carried out with higher inoculum concentration and temperature.
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Madenoglu et al. [7] studied on the effect of mesophilic and thermophilic
temperatures on biogas yield of water lettuce. Effect of digestion temperatures
(35, 45, 55 and 65 °C) on cumulative biogas production (mL g−1 VS) was
investigated at constant substrate and waste sludge concentrations of 50 g TS
L−1 and 6.8 g TS L−1, respectively (Fig. 4c). The maximum biogas yield
reachedwas 289mLg−1 VS at 35 °Cwhile theminimumyield at 65 °C as 162mLg−1

VS in which methane content was only 50.4%. Bacterial activity was almost dimin-
ished at 65 °C. Although the methane content was satisfactory as 79% at 45 and 55
°C, maximum biogas yields obtained were not as high as at 35 °C.

AD of water hyacinth with waste sludge was investigated using a pilot-scale
batch digester [25]. Effect of digestion temperature (35, 45, and 65 °C) was
searched at a water hyacinth concentration of 20 g TS L−1 and using a waste
sludge concentration of 1.7 g TS L−1. Similar to lab-scale studies, the highest
biogas and methane yields were obtained at 35 °C as 176.9 and 108.8 mL g−1

VS (61.5% of methane), respectively (Figs. 5 and 6). Yields of pilot-scale studies
[25] with water hyacinth were found to be lower compared with the lab-scale studies
[15] since both concentrations of the substrate and inoculumwere lower in pilot-scale
studies.
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Fig. 6 Variation of cumulative methane production with time at different digestion temperatures
(at water hyacinth concentration of 20 g TS L−1 and waste sludge concentration of 1.7 g TS L−1)

2.3 C/N Ratio

The C/N ratio defines the performance of digestion process as anaerobic bacteria
need nutrients to build its cell structure and to growth. High value of C/N ratio
shows a low protein solubilization rate and low total ammonium nitrogen (TAN).
Insufficient nitrogen to build cell of bacteria leads to failure in microbial activity and
lower biogas yield. Substantially, low ratio of C/N in substrate increases the ammonia
inhibition effect that is toxic for methanogens and carbon source cannot be evaluated
and digested effectively. Ammonia inhibition can be controlled by adjustment of C/N
ratio. The optimum C/N ratio for AD was recommended between 20 and 35, and the
ratio of 25 was the most commonly used value [26–28].

Wang et al. [29] investigated AD of multi-component substrates, using a mixture
of dairy manure, chicken manure and wheat straw to obtain a high methane yield
by adjusting C/N ratios. They concluded that C/N ratios of 25:1 and 30:1 had better
digestion performances because of stable pH and low concentrations of TAN and
free NH3. The optimum C/N ratio was 20 for co-digestion of algae with corn straw
[30] while the optimum C/N ratio was 15.8 for co-digestion of food waste with cattle
manure [31]. The optimum C/N ratio was 25 for the anaerobic co-digestion of rice
straw and Hydrilla verticillata that is an aquatic weed [16]. It can be concluded that
the optimum C/N ratio for AD depends on both substrate and the inoculum.
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2.4 VFA, Ammonia and pH

Volatile fatty acids (VFAs) are formed as intermediates during AD of organics and
mainly composed of acetic acid, propionic acid, butyric acid and valeric acid. Mean-
while, protein- or nitrogen-rich compounds are degraded to ammonia that are mainly
in the forms of ammonium ion (NH4

+) and free ammonia (NH3). The pH of the
medium affects the progress of digestion and products. High organic loading causes
accumulation of VFAs and results in a certain pH decrease and unsuccessful AD
[32–34]. Presence of ammonia with high concentration results in higher pH. Buffer-
ing capacity of AD was improved by neutralization of VFAs with ammonia [35,
36]. The optimum pH range of AD process was recommended between 6.8 and 7.4
[37]. Anaerobic bacteria need different pH ranges for their growth. Optimum pH for
acidogenesis bacteria is between 5.5 and 6.5 [38] while for methanogenesis bacte-
ria between 6.5 and 8.2 [39]. As bacterial activity depends on pH values, two-stage
ADwas preferred for hydrolysis/acidification and acetogenesis/methanogenesis pro-
cesses to increase the yield.

Madenoğlu et al. [7] investigated the effect of substrate (water lettuce) and inocu-
lum (waste sludge) concentrations, and temperature on aqueous phase composition
at the end of AD. Biogas formation was directly connected with degradation of
compounds in the aqueous phase. Carbohydrate hydrolysis products were analyzed,
and only glucose was identified among the products. Its concentration increased by
increasing substrate concentration while low glucose concentration was handled by
doubling waste sludge concentration from 3.4 to 6.8 g TS L−1. This situation was
explained by a high-rate conversion of glucose to methane gas through VFAs with
increased waste sludge concentration. Total VFAs concentration was defined as sum-
mation of acetic acid, propionic acid, butyric acid and iso-butyric acid. Continuous
degradation of VFAs produced methane gas. Total VFAs increased by increasing
substrate concentration. Parallel to biogas formation, total VFAs decreased by dou-
bling waste sludge concentration from 3.4 to 6.8 g TS L−1. Total VFAs concentration
decreased from 115 to 41 mg L−1 by doubling waste sludge concentration from 3.4
to 6.8 g TS L−1 at constant substrate concentration of 50 g TS L−1. Concentrations
of VFAs were not high enough to change pH of the aqueous phase, and final pH
was between 8.1 and 8.4 at a digestion temperature of 35 °C. Increase in final pH
compared to initial pH of 7.0 was caused by the increase in total ammonia nitrogen
(TAN) that was total of ammonium (NH4-N) and ammonia (NH3-N) content. At the
end of AD, TAN, final NH4-N and NH3-N were found as 349–673 mg L−1, 329–635
and 19–65 mg L−1, respectively. Inhibitory effect of TAN concentration was in the
range of 1.500 and 10.000 mg L−1, and toxicity level for bacteria was 30 g L−1 [40].
As their values were well below the limits, medium of bacteria was comfortable for
their activities. Ammonia is prevailing at a pH greater than 9.25 while ammonium
ion is at a pH less than 7.0 in the solution [41, 42]. The ratio of NH4

+: NH3 was
between 89.2:10.8 and 95.0:0.5 at 35 °C [7].

Separately, the effect of digestion temperature on aqueous solution of AD was
also examined [7]. A high reaction rate expected at thermophilic conditions was not
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confirmed as biogas and methane yields decreased as a result of accelerated growth
of acid-forming bacteria and suppressed activity of methanogenic bacteria. The con-
centrations of VFAs obtained, especially propionic acid, were 209 and 1856 mg L−1

at 55 and 65 °C, respectively. In the same temperature range, NH4
+ concentrations

ranged between 595 and 690 mg L−1. The pH of aqueous solution slightly increased
from 7.0 to 7.7 during AD in thermophilic conditions due to the parallel increase of
both VFAs and TAN. The ratio of NH4

+: NH3 was between 90.7:9.3 and 97.7:2.3
at a temperature range of 35–65 °C. When ratio of NH4

+: NH3 is high and pH of
the medium exceeds 8, the performance of AD starts to decline that leads to a low
gas formation [43, 44]. Additionally, high pH causes increase in concentrations of
CO3

2− and S2− ions that give rise to elimination of tracemetals which is necessary for
bacterial activity [45]. Since bacterial activity is mostly inhibited at extremely ther-
mophilic and hyperthermophilic conditions (>65 °C), methanogenic bacteria cannot
convert VFAs into methane and excessive accumulation of VFAs cause a sharp drop
in pH [13, 37].

3 Model Equations for Kinetic Parameters

Modified Gompertz, Cone and first-order kinetic models [41, 46] can be used to
simulate to estimate kinetic parameters for methane production. Modified Gompertz
(Eq. 1), Cone (Eq. 2) and first-order (Eq. 3) model equations were fitted to cumula-
tive methane production data and kinetic parameters (ym, U, λ, khyd, k and n) were
calculated by the following equations:

y(t) = ym · exp
{
−exp

[
U · e
ym

(λ − t) + 1

]}
, t ≥ 0 (1)

y(t) = ym

1 + (
khyd · t)−n , t > 0 (2)

y(t) = ym · (1 − exp(−k · t)), t ≥ 0 (3)

The cumulative methane production is y(t) in mL/g VS, the maximum methane
production potential is ym in mL/g VS, the maximum methane production rate is U
in (mL/g VS)/h, e is 2.718, the lag-phase time is λ in h, the hydrolysis rate constant is
khyd in 1/h, the shape factor is n, the rate constant is k in 1/h, and the incubation time
is t in h. The volumetric overall methane production rate (Roverall, in mL CH4/L/h)
can be calculated by (Eq. 4) as follows:

Roverall =
(

ym
(ym/U )+

)
1

V
(4)
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The total volume of the digestion mixture is V in mL. This equation includes
process performance, rate and retardation in methane production.

All these kineticmodels fitted toADofwater lettucewithwaste sludge at different
substrate concentrations and temperatures [7]. Cumulativemethane productions well
fitted only to modified Gompertz and Cone models since first-order kinetic models
did not give a good fit. Correlation coefficient for both modified Gompertz and
Cone models ranged between 0.94 and 0.99. In addition, the correlation coefficient
is not satisfactory alone to decide on best fit of experimental and predicted values.
Differences between these values were calculated for each condition, and it was
emphasized that modified Gompertz model deviated from experimental values up to
32%. Cone model was found to be more flexible in order to fit experimental values
as it contains a shape factor of “n”.

Kinetic models should be applied to find the best fit for AD of each substrate at
different operating conditions as the composition of feed (substrate and inoculum)
affects the best model selection. For instance, fish or meat wastes with high protein
and fat contents do not give a good fit for the first-order kinetic model as lag-phase
time is reasonably long. Kafle et al. [47] experienced that situation with fish wastes
and decided that modified Gompertz model was the best model giving low fitting
error. Similar results of Kafle et al. [47] were obtained by Zhan et al. [48] in AD of pig
manurewith dewatered sewage sludge as sludge can contain high nitrogen. Budiyono
et al. [49] applied AD of carbohydrate-rich feed of vinasse, and they implied that
the first-order kinetic model gave the best fit as the carbohydrates degraded quickly
and biogas was produced in a short lag-phase time. Syaichurrozi [50] co-digested
an aquatic plant (Salvinia) with rice straw to adjust C/N ratio in an optimum range
and application of kinetic analysis which revealed that Cone model gave the lowest
fitting error compared to modified Gompertz and first-order kinetic models.

4 Kinetic Models

Rate of substrate degradation and biogas (also methane) formation is interrelated
with each other and directly affected by the substrate concentration. Kinetic models
of Monod (or Michaelis–Menten) and modified Andrew highlight this relationship
[51]. Limiting step was included inMonod model while inhibition effect of substrate
concentration was only described bymodifiedAndrewmodel. That is the reasonwhy
modified Andrew model is satisfactory at high concentrations of substrate. These
models are not only used in methane production but also in hydrogen production by
AD. Identification of digestion kinetics in AD is important for designing of digesters,
understanding effect of process parameters and selecting optimum parameters for
biogas production with a high yield [52].
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4.1 Effect of Substrate Concentration

Monod (Eq. 5) and modified Andrew (Eq. 6) models were used to describe the effect
of substrate concentration on methane production rate. Modified Gompertz equation
(Eq. 1) was used to calculate methane production rate (R).

R = Rmax S

Ks + S
(5)

R = Rmax S

Ks + S + S2/Ki
(6)

The methane production rate is R in mmol/L/d, the methane production rate con-
stant is Rmax in mmol/L/d, the substrate concentration is S in g/L, the saturation
constant is K s in g/L, and the inhibition constant is K i in g/L. The fitting parame-
ters (Rmax, K s and K i) can be calculated by nonlinear regression method. In Monod
model, K s represents the affinity of the microorganisms to substrate.

Chen et al. [53] applied Monod model for AD of sucrose, food waste and non-
fat dry milk (NFDM) with digested sludge and found high correlation coefficients
as 0.858, 0.976 and 0.980, respectively. The values K s of sucrose, food waste and
NFDM were given as 1.4, 8.7 and 6.6 g COD L−1, respectively. Since the affinity of
the microorganisms to substrate depends on carbohydrate content, the substrate with
high carbohydrate content gave a lower K s value. Madenoğlu et al. [7] fitted both
Monod and modified Andrew models for AD of water lettuce with waste sludge and
found good fit with high correlation coefficient for both models as 0.996. Chuang
et al. [13] also applied these both models to AD of water hyacinth and obtained
high correlation coefficient for both models as 0.998. High methane production rate
constant (Rmax), saturation constant (K s) and low inhibition constant (K i) are favored
for anaerobic digestion. Comparing these two studies, Madenoğlu et al. [7] reached
higher Rmax (47.8 mmol/L/d > 37.3 mmol/L/d) andK s (234.5 g/L > 24 g/L) but lower
K i (14,650 g/L < 973,087.5 g/L) values.

4.2 Effect of Temperature

The effect of digestion temperature on production of methane was defined by
Ratkowsky equation [13]. The effect of temperature onmethane production potential
and rate was given by Eqs. 7 and 8, respectively. Modified Gompertz equation (Eq. 1)
can be used to calculate methane production potential (P) and rate (R) as follows:

P = [A1(T − Tmin)]
2{1 − exp[B1(T − Tmax )]}2 (7)

R = [A2(T − Tmin)]
2{1 − exp[B2(T − Tmax )]}2 (8)
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Fig. 7 Representation of Ratkowsky model for minimum (Tmin), maximum (Tmax) and optimum
(Topt) temperatures

The methane production potential is P in mL, the methane production rate is R in
mmol/L/d, A1 (mL0.5/°C), A2 (mL0.5/°C), B1 (mL/°Cd0.5) and B2 (mL/°Cd0.5) are all
parameters in Ratkowsky model. The fitting parameters (A, B, Tmin and Tmax) can be
calculated by nonlinear regression method. Minimum and maximum temperatures,
Tmin (°C) and Tmax (°C), required for AD process can be determined from curve,
and maximum point of the curve represents the optimum operating temperature, T opt

(°C) (Fig. 7).
Optimum operating temperatures for AD of water lettuce with waste sludge was

determined as almost 45 °C for P and R while minimum and maximum tempera-
tures were 8.8 and 74.8 °C, respectively [7]. Fermentative hydrogen production from
digested sludgewas performed, andoptimum temperatureswere foundbyRatkowsky
model as 39.3 and 34.2 °C for P and R, respectively [54]. Optimum digestion tem-
perature ranges of water hyacinth with pig manure were found as 47.8–57.5 °C and
50.0–62.5 °C for hydrogen and methane productions, respectively [13]. Selection of
optimum temperature ranges was based on the values found in Eqs. 7 and 8.

5 Conclusions

Biogas production from agricultural wastes, residues and especially aquatic plants
by AD provides a solution for waste minimization and sustainable alternative to
fossil fuels. Effective parameters in AD process are substrate to inoculum ratio,
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temperature regime, C/N ratio, pH, VFAs and ammonia contents. Optimum C/N
depends on digestion temperature. VFA and TAN contents affect pH of medium and
activity of microorganisms. Biogas production with high yield and high methane
content can be accomplished by selecting optimum conditions with application of
kinetic analysis. Optimum parameters depend on each feed employed and should be
specified by choosing suitable kinetic models. Effect of substrate concentration and
temperature on kinetic models should be examined for identification of inhibition
effect of high substrate concentration, minimum–maximum temperature range and
optimum temperature for biogas production.
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Prediction of Solar Energy Potential
with Artificial Neural Networks

Burak Goksu, Murat Bayraktar and Murat Pamik

Abstract The energy requirements have been met from fossil fuels since the early
1800s. Considering the environmental awareness and limited fossil resources, using
renewable energy resources are compulsory to meet the increasing energy demand.
Solar and wind energy, biofuels, and natural gas are leading ones. Solar energy is an
effective and clean energy source compared in terms of sustainability, reliability, and
economy. In the maritime sector, eco-friendly and sustainable qualities are sought in
all of the efforts to reduce costs. Therefore, in many maritime fields, solar energy is
used as an alternative energy source. The purpose of this study is achievingmaximum
efficiency from solar panels by using optimization technique. The energy estimation
was performed by artificial neural networks method on solar panels based onweather
changes in IzmirGulf. The results are comparedwith the “RenewableEnergyGeneral
Administration” data of Turkey. As a result, the obtained data will be informative
to the researcher who will study solar energy’s maritime applications. Besides, this
studywill be a possible source tomake comparisonswith similar solar energy studies.

Keywords Neural networks · Emissions · Energy saving · Solar energy

1 Introduction

Solar energy radiation is an important influence on calculations to create solar energy
models [1]. Energy requirement increases by about 4–5% every year in the world
[2]. Considering the reduction of fossil fuel reserves and emissions to environment,
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interest in alternative energy sources has increased. In this context, usage of the
solar energy can provide solutions to meet this energy need. Solar energy is a real
renewable energy that can be used anywhere in theworld andwill not be consumed as
long as the sun exists [3]. Expensive initial investment costs are the biggest concern
while the use of solar energy is seen as positive by all [4]. Generating energy from
solar panels is quite usable and practical if high installation costs are reduced [5].
However, it is possible to use solar energy in rainy and closed weather, and it is a fact
that the energy received is seriously lowered. In addition, storage of the produced
energy is also not preferred due to its high cost [6].

Renewable energy accounts for about 3% of the world’s energy needs [7]. Along
with the developing technology, the cost of using solar energy and other alternative
energy resources has been reduced by a certain amount. The potential of renewable
energy sources has increased in this respect [8]. The efficiency of solar panels used
to generate energy from the sun is low, and power outputs vary according to weather
conditions and solar irradiation [9]. There are factors such as latitude, daily variability,
climate, and geographic diversity, which are largely responsible for determining the
intensity of solar flow throughout the Earth’s atmosphere. The amount of energy
transferred from the sun to the earth is about 239 W/m2 when the energy reflected
back into the space is removed [10].

This study was carried out by using artificial neural networks method to estimate
solar energy potential for Izmir region. Detailed literature review are described in
the Table 1 and similar studies have been scrutinized in terms of titles, methods and
case areas of the studies.

The estimation of solar radiation is quite important for power plants that use solar
energy as renewable energy [17]. In this period, where natural energy resources have
become important due to environmental awareness, the use of solar energy comes to
significant point and this also puts forward together in making accurate estimates for
efficient installation to benefit from solar energy. Using wrapper mutual information
methodology (WMIM), Bouzgou and Gueymard [11] make forecasting about solar
irradiance. WMIM is very realistic method when the statistical results are evaluated
[11]. Using and selection of estimation tools constitute a very important part to cre-
ate appropriate energy management. In this way, tools give information about the
production and consumption of the system to be installed. Extraterrestrial horizontal
irradiation, solar declination, and zenith angle are calculated by global horizontal
solar irradiation, global tilted solar irradiation, ambient temperature, relative humid-
ity, wind speed, wind direction, precipitation, sunshine duration, and atmospheric
pressure data values using artificial neural network methodology. In this article, solar
irradiation values are estimated together with this ANN method in Notton et al. [12]
studies. Despite the development of new methods about estimation and forecasting,
ANN is a very successful and promising method [12].

Solar energy, one of the most used renewable energy sources in the world, directly
affects people’s lives. The main purpose of Feng et al. [13] that estimates solar radia-
tion values for areas where have difficult to obtainmeteorological data and no archive
data is available. The neural network model, which is composed of Levenberg–Mar-
quardt (LM) algorithm and backpropagation (BP), has been generated to predict
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Table 1 Literature review

Study Method Site

[11] Fast short-term global solar
irradiance forecasting with
wrapper mutual
information

Wrapper mutual
information methodology

Tamanrasset, Algeria;
Madina, Saudi Arabia

[12] Some applications of ANN
to solar radiation
estimation and forecasting
for energy applications

Artificial neural network
methodology

Bouzareah, Algeria

[13] An LM-BP neural network
approach to estimate
monthly mean daily global
solar radiation

Levenberg–Marquardt
(LM) algorithm and
backpropagation (BP)
neural network

Jinghe, Xifeng town,
Yan’an, China

[14] Solar radiation forecasting
using artificial neural
network and random forest
methods: application to
normal beam, horizontal
diffuse, and global
components

Smart persistence, artificial
neural network and random
forest

Odeillo, France

[15] Modelling the global solar
radiation climate of
Mauritius using regression
techniques

Regression analysis Mauritius

[16] An improved algorithm for
estimating incident daily
solar radiation from
measurements of
temperature, humidity, and
precipitation

Improved algorithm
(reformulation of the
Bristow–Campbell model)

Albany, NY Albuquerque,
NM Bismarck, ND Boise,
ID Boston, MA etc. (40
stations)

[17] A 24-h forecast of solar
irradiance using artificial
neural network: application
for performance prediction
of a grid-connected PV
plant at Trieste, Italy

Artificial neural network Trieste, Italy

[18] Simultaneous estimation of
daily solar radiation and
humidity from observed
temperature and
precipitation: an
application over complex
terrain in Austria

Simultaneous estimation Austria (Warth, Ranshofen,
Aflenz etc.) 24 stations

(continued)
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Table 1 (continued)

Study Method Site

[19] The optimized artificial
neural network model with
Levenberg–Marquardt
algorithm for global solar
radiation estimation in
Eastern Mediterranean
Region of Turkey

Artificial neural network Eastern Mediterranean
Region of Turkey

[20] Adaptive neuro-fuzzy
approach for solar radiation
prediction in Nigeria

Adaptive neuro-fuzzy Nigeria

[21] Short-term solar irradiation
forecasting based on
dynamic harmonic
regression

Dynamic harmonic
regression

Spain

monthly mean daily global solar radiation (M-GSR) values in Shaanxi Province
by such parameters as aerosol optical thickness (AOT), cloud fraction (CF), cloud
optical thickness (COT), precipitable water vapor (PWV), air temperatures (T ), sun-
shine duration (S0), air pressure (P), vapor pressure (Pw), and relative humidity
(RH) values. The data obtained compared against remotely sensed radiation prod-
ucts. Referring to these comparisons, the accuracy of the values reached is quite high
and has great stability (correlation coefficient (R) = 0.96, root mean squared error
(RMSE)= 1.34 MJ m−2, and mean bias error (MBE)= 0.15 MJ m−2). This LM-BP
neural network is the estimation method for people to take full advantage of solar
energy [13].

Thornton and Running [16] have forecasted the solar radiation values from 40
different stations with opposite climates using daily temperature, radiation, humid-
ity, and precipitation observations. In the summer season, the smallest errors and
deceptions were occurred [16]. The Study done by Benali et al. [14] was carried out
for a season. Solar radiation values vary in spring and autumn seasons; therefore,
making predictions at these times is more complicated than when daily parameters
such as winter and summer are stable. For this reason, Thornton and Running have
selected the smart persistence, artificial neural network (multilayer perceptron), and
random forest methods in this article. In this study, solar irradiation values have been
measured on Odeillo, France, and the forecasted results have been evaluated with
the solar data measured in a meteorological association [14].

The study of Doorga et al. [15] has been carried out in Mauritius in which has
plenty of sun throughout the year. Sunshine-based, temperature-based, and hybrid-
parameter-based are investigated using twenty-nine years meteorological data which
contain sunshine hours, temperature, and relative humidity. Using these parameters,
solar irradiation values were calculated and forecasting was performed. Hybrid-
parameter-based models were more effective than others compared to the data
obtained [15].
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Independent algorithms have been tested and combined by Thornton et al. [18].
Based on temperature and precipitation data, radiation and moisture estimation algo-
rithmwas developed [18]. Çelik et al. [19], havemodeled a neural network to estimate
global solar irradiation and used input parameters as air temperature, sunshine dura-
tion, latitude, altitude, longitude, and month of the year. The main purpose of the
study, the variability of the different input parameters in the Eastern Mediterranean
Region of Turkey, is to evaluate the suitability of the ANN to predict the global
solar irradiation [19]. Olatomiwa et al. [20] have aimed to scrutinize the suitability
of neuro-fuzzy method to estimate the solar irradiation at a particular site in Nige-
ria. Such meteorological data as minimum and maximum temperature and sunshine
duration have been used for input parameters. The high availability inmany areas and
their strong relations with the global solar irradiation, these parameters have been
chosen for this study [20]. In another article, Trapero et al. [21] estimated short-term
solar irradiation with 24-h data. Global horizontal and normal solar irradiation values
were used in the study which uses dynamic harmonic regression model [21].

The literature review relating to the calculation methods of solar irradiation and
their applications sites are described in this part. The remainder of this study consists
of “Materials and Methods,” “Results and Discussion,” and “Conclusions” parts,
respectively.

2 Materials and Methods

Artificial neural networks (ANN) is the application of learning ability, which is the
most basic function of a human brain, by computer systems. Sample data set is
used to carry out the learning process of networks. ANN provides the user with the
necessary model without the need for prior knowledge and assumptions between
input and output variables. It is the fact that ANN is preferred as predicting method
for this study [22].

Considering the historical development of ANN, a turning point of 1970 is
accepted. It seems that research had been stopped because of a problem that many
researches were made before this date and which were not resolved in 1969. Solving
the problem of 1969 has an important role for today’s popularities. The premises are
based on the work of McCulloch and Pitts in 1942 [23].

Apart from other prediction models, ANN has the ability to adapt in different
situations. This calculation method, which can work with missing information, can
decide under uncertainties and is tolerant to errors, shows successful applications in
almost every field of life. At the stage of determining, the structure of the network to
be created the choice of network parameters is not a certain standard. Also, problems
can be shown only with numerical information, and despite the inability to explain
when finish the training, interest in these networks is increasing day by day [24]. The
entries that create the ANN are described in Fig. 1.
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Fig. 1 The model of single-layer artificial neuron [25]

ANN is practiced in various fields such as space, automotive, banking, defense,
electronics, entertainment, finance, insurance, manufacturing, medical, oil, robotics,
real estate, telecommunication, and transportation [26].

Characteristic features of ANNs are listed below [27]:

• They perform machine learning; the basic function is to be learned by computers.
By learning about actual events, they try to make similar decisions about incidents
that do not happen.

• They use examples; in order for ANN to be able to learn about the incidents,
it is necessary to identify the existing examples. They have the ability to make
generalizations using examples. If there are no examples, it is not possible to train
ANN.

• They must first be trained and then tested for safe operation, where the topic of
training is to show individual instances of any network. Relations between the
samples are determined by operating the network’s own mechanisms.

• The results of the input data which cannot be found in the sample can be estimated.
• The missing information does not hinder the study; ANNs can work with incom-
plete information after being trained themselves. New events are given accurate
results despite deficient knowledge.

• Have fault tolerance; artificial neural networks are able to tolerate faults thanks to
their ability to work with lacking information.

• Deterioration occurs gradually; ANNs are tolerant to faults and provide a degree
of impairment.

Besides them; network topology does not depend on precise rule, it requires experi-
ence, behavior at learning and testing stage is inexplicable, network training may not
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be in one session, and it may be a disadvantage that not all of the results are optimal
[26].

Calculation of theTurkey global solar radiation distribution is done byHELIOSAT
model. This model is based on the analysis of a radiation transfer equation and simple
statistical relationships, and using the hourly data, daily kWh/m2 data is obtained. In
the verification studies, this model estimates with approximately 2% error on solar
radiation distribution [28]. In this study, radiation values were described in Fig. 2.

Moreover, annual temperature and humidity values of Izmir province were
recorded between 2017 and 2018 [29]. The data obtained throughout the one year
for the Izmir region are shown in Fig. 3.

Izmir province has been selected because of the suitability of solar energy usage
and many solar energy applications have been found in this region. Furthermore,

Fig. 2 HELIOSAT model of Turkey global solar radiation average (2004–2016) [28]

Fig. 3 Temperature, humidity, radiation, and energy values
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Table 2 Comparison of performance criteria in different hidden neuron numbers

5 Hidden neurons
70% Training
15% Validating
15% Testing

10 Hidden neurons
70% Training
15% Validating
15% Testing

20 Hidden neurons
70% Training
15% Validating
15% Testing

30 Hidden neurons
70% Training
15% Validating
15% Testing

MSE 1.62 × 10−8 2.45 × 10−10 0.002 0.034

Epoch 3 6 8 6

R value 1 0.999 0.985 0.931

The SP-130 type panel is used; the panel efficiency and panel area values are used
as input in artificial neural network analysis.

The determination of the optimal neural network parameters depends on the clar-
ification of the data set. In this study, “Mean Square Error” and “Regression” values
are used to measure the performance of the network. Table 2 shows the regression
(R) and mean squared error (MSE) parameters of the trained network. The reason
for using Levenberg–Marquardt algorithm is quick learning feature [26].

The Levenberg–Marquardt (LM) algorithm is an iterative technique that deter-
mines the minimum of a multivariable function expressed as the sum of the squares
of nonlinear real-valued functions. It has become a standard technique for nonlinear
least square problems commonly adopted in a wide range of disciplines [30].

The regression (R) value indicates the degree of relationship between the outputs
and the targets. R represents a close relationship when it approaches “1,” and a far
relationship when it approaches “0.” MSE parameter implies the mean value of the
square of difference between calculated outputs and desired output value of relevant
inputs. The ideal expected MSE value is “0,” and it means zero error [31]. The
performance results of the modeled artificial neural networks with different hidden
neurons are described in the Table 2. The intended performance parameters are MSE
and R values and the second column of the table have the best results to simulate
the network for solar energy prediction. For getting high training speed, the second-
order algorithms such as Newton and Levenberg–Marquardt (LM) algorithms are
chosen. The high accuracy of the second-order algorithms is due to the use of the
Hessian matrix. LM algorithm is composed of error backpropagation and Newton
algorithm, and it uses for small- and medium-sized patterns as the most efficient
training algorithm [32].

3 Results and Discussion

The energy (kWh) obtained from the example panel is used as the output while the
temperature, humidity, radiation, panel efficiency, and panel area input values are in
the application part of the work. All the data are transferred to theMATLAB package
program by dividing one year into 10-day periods. The increase of the information
about the input and output values in the data set enables the artificial neural network
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to give more accurate results in the prediction part after the learning process. The
topology of the ANN is shown in Fig. 4.

The creation of the artificial neural network structure and the estimation of the
predicted values were done with the help of the “MATLAB Neural Network Tool.”
The network was trained using 70% of the sample data, verified with 15%, and tested
with the remaining 15%. The regression values for the network are shown in Fig. 5.

The first five columns are the input values for the last column’s estimated values
and are shown in Table 3. In prediction session, the previously created and trained
artificial neural network has been simulated.

Temperature, humidity, and radiation values were randomly selected depending
on the data set. Using artificial neural network estimation model on these inputs,
energy values were calculated on panel which has 0.623 m2 area and 0.21 panel

Fig. 4 Artificial neural network topology

Fig. 5 Artificial neural network regression values

Table 3 Experimental data

Case Temperature
(°C)

Humidity
(%)

Radiation
(kWhday/m2)

Panel
efficiency

Panel area
(m2)

Energy
(kWh day)

1 6 70 2 0.21 0.623 0.263

2 14 61 5 0.21 0.623 0.654

3 22 52 7 0.21 0.623 0.916

4 29 43 7 0.21 0.623 0.916

5 22 50 4 0.21 0.623 0.523

6 12 67 2 0.21 0.623 0.259
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efficiency. The obtained energy output (kWh day) values when compared to the
existing HELIOSAT data set, very similar results have been achieved and described
in Table 3.

4 Conclusions

Proving the sustainability of renewable and environmentally friendly energy
resources, demand for fossil fuels can be reduced. Solar energy is a significant alter-
native renewable energy source in terms of safety, maintainability, and reliability.
Considering the geography of Turkey, Izmir is one of the provinces that have the
highest radiation and solar fraction values. This study will be useful in decision-
making process since there are studies on obtaining energy from this region. In this
study, optimized ANN model was developed for Izmir province. Radiation, tem-
perature, humidity, panel area, and efficiency values are utilized for the purpose of
obtaining high accurate solar energy estimation. The energy output from the sun has
reached its maximum level in summer when the radiation and temperature values
increase.

The amount of energy obtained from the sun largely depends on the radiation
values compared to other inputs and this is clearly seen in rows of 3 and 4 in Table 3.
The effects of temperature and humidity values are less than the radiation for the sake
of benefit from solar energy that is clearly visible compared to all cases. Moreover, at
low radiation levels, the effect of temperature and humidity are noticeable on energy
outputs.

The aim of this study is to give preliminary information about the total amount
of energy to be obtained daily in working conditions when it is integrated with solar
energy systems. In this way, the solar energy is utilized more efficiently and its usage
is enhanced in this region. Consequently, this study will be a significant source for
researchers who work on solar energy and panels.
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Thermodynamic Modeling
of a Seawater-Cooled Foldable PV Panel
System

Olgun Konur, Suleyman Aykut Korkmaz, Onur Yuksel, Yigit Gulmez,
Anil Erdogan, K. Emrah Erginer and Can Ozgur Colpan

Abstract Solar-powered systems can supply clean and sustainable energy for both
service requirements and also for the propulsion of marine vessels. However, the
restricted available area for photovoltaic panels and high setup costs inhibits the
sufficient energy production for satisfying the whole needs of vessels. Due to the
limited panel area that can be installed on the vessel, it is necessary to improve the
system efficiency in order to obtain more power from the existing solar panel system.
In this study, cooling solar panels from the back surfacewith seawater in an open loop
cooling water circuit for a 527-W solar-powered system are investigated. In order
to observe the effects of cooling the panels, thermodynamic modeling and analysis
of a foldable photovoltaic panel set have been carried out. The result illustrates the
potential of these systems as the power output difference of the panel set is more
than the consumed power for cooling on above-specific irradiation conditions. The
remaining power output, which would be up to 37% of the uncooled system, is high
enough to be utilized to speed up the marine vessels or to increase their range.
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Keywords Solar energy · Seawater-cooling systems · PV panel · Thermodynamic
analysis

1 Introduction

The crystalline silicon solar cells, as the biggest shareholder in the photovoltaic (PV)
industry, can only reach up to 26.6% cell efficiency values without the use of con-
centrators [1]. As a result of more comprehensive researches for silicon-based solar
cells, the maximum cell efficiency value of 46% [1] has been achieved with the help
of nanotechnology and multi-junction products with concentrating PV technology.

Silicon solar cells are specialized semiconductor diodes inwhich electrical current
is being driven by the energy of photons. I–V characteristic of a silicon solar cell
can be derived from the diode law for ideal diodes. The diode law is a function of
the temperature that shows the negative impact on energy efficiency upon increasing
temperatures. The temperature coefficient states the effect of the temperature on
cells or solar panels. Lowering the temperature coefficient still lies as a challenge
among solar panel manufacturers that could not be lowered to zero because of the
natural characteristic of crystalline silicon cells [2]. As can be deduced from the
information given above, a cooling system fitted to the solar modules would increase
the power output substantially. The heat exchange from the surface of the solar
cell/panel can be achieved by a fluid flow like air or water. The land applications
of these systems mostly utilize from the water as the cooling medium because of
good thermo-physical properties of water. The water is heated up during the cooling
process and then utilized as hot water for domestic applications. This system is called
the hybrid systems; also known as photovoltaic/thermal (PV/T) systems.

As the environment around marine vessels is water-rich and relatively cool, water
would also be an effective source to be used for cooling purpose. PV/T systems
stand as an alternative for marine vessels that need hot water, but the requirement
for continuous cooling water supply for the PV system and the limited space for the
collection tank cause restrictions against utilizing these systems. On the contrary,
open loop cooling water systems can meet the continuous cooling water demand of
PVcooling systems; only by discharging the collectedwaste heat out of the system. In
the open-cooling water circuits, the water is taken from the environment by a pump;
and discharged though the vessel is overboard after the cooling duty is accomplished.

A considerable amount of papers on the cooling systems of PV panels has been
published in the literature. Tiwari and Sodha [3] evaluated the performance of
PV/thermal water/air heating systemwith a parametric study. They developed a ther-
mal model of integrated photovoltaic and thermal solar (IPVTS) water/air heating
system. Four configurations, (a) unglazed with tedlar (UGT), (b) glazed with tedlar
(GT), (c) unglazed without tedlar (UGWT) and (d) glazed without tedlar (GWT),
were tried. The results showed that IPVTS system efficiency is about 65% in win-
ter conditions and 77% in summer conditions. Also, IPVTS system with water has
higher daily efficiency than with air for all configurations except GWT. Odeh and
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Behnia [4] investigated the efficiency enhancement of PV modules using a cooling
water system. They developed long-term performance modeling for a solar system
with water cooling. To evaluate the model, an experimental setup was developed to
validate the PVmodule with cooling. Results indicated that an increase of about 15%
in system output was observed at peak radiation conditions. Du et al. [5] analyzed the
performance of water-cooled concentrated photovoltaic (CPV) system. The active
water-cooling systemwas tested with experimental setup and the effect of water flow
rate analyzed. The results of the experiment showed that the CPV module’s operat-
ing temperature decreased under 60 °C and its power output increased. Teo et al. [6]
investigated the effects of the active cooling systems on photovoltaic (PV) modules.
To achieve the active cooling of the PV cells, they designed a manifold to send the
air uniformly to the back of the panel. They practiced simulations and experiments
with and without active cooling. According to results, without active cooling, solar
cells can achieve an efficiency of 8–9%. When the active cooling was implemented,
the efficiency of the solar cells reached to between 12 and 14%. Bahaidarah et al. [7]
studied performance analysis of PVmodel with water cooling for hot climates. They
developed a mathematical model, which can predict various parameters affecting the
performance, using EES (Engineering Equation Solver) software. The results of the
numerical model illustrated that with active cooling module temperature decreased
20% and panel efficiency increased by 9%. Moharram et al. [8] enhanced the perfor-
mance of the PV panels using water cooling. A mathematical model was developed
to determine when to start the cooling process. A water spray cooling system model
was proposed to determine the cool down period of PV panels. Based on the results
of the models, PV panels had the maximum output energy if cooling of the panels
started when the temperature of the PV panels reached a maximum allowable tem-
perature (MAT) of 45 °C. Baloch et al. [9] conducted an experimental and numerical
investigation about the converging channel cooling method. Experimental setups for
uncooled PV and converging channel cooled PV systems were carried out subjected
to the hot climate of Saudi Arabia for June and December. An extensive system
model enhanced to numerically evaluate the performance of the PV systems. Tem-
peratures are measured for an uncooled PV showed cell as 71.2 and 48.3 °C for
June and December, respectively. With converging cooling, cell temperature was
reduced remarkably to 45.1 °C for June and 36.4 °C for December. The power out-
put and the alteration efficiency increased by 35.5 and 36.1%, respectively, when
compared to the performance of an uncooled PV system. Popovici et al. [10] studied
on the enhancement of the PV panel efficiency using air-cooled heat sinks. They
presented a numerical model to reduce the temperature of the panel surface with a
high thermal conductivity material. The numerical simulation was carried out using
ANSYS-Fluent software to investigate the cooling efficiency. According to results,
the temperature decreased at least 10 °C, and the producedmaximumpower increased
from 6.97 to 7.55% comparing to uncooled panels for different angles. Kane et al.
[11] conducted a study on optimization of thermoelectric (TEM) cooling technology
for active cooling of a photovoltaic panel. The mathematical model of TEM was
developed, and the performance enhancement of the PV system with thermoelectric
cooling through this model was carried out. Results showed that PV system exposed
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to wide spectrum other than visible light. Schiro et al. [12] studied on efficiency
enhancement of photovoltaics using water cooling. The steady-state thermal model
of photovoltaics was developed to compute the cooling regime. Also, a dynamic
model was developed to predict the effect of external parameters. The model was
validated with the experimental investigation. The results of the model indicated that
water cooling improved overall performance. Bashir et al. [13] investigated the effect
of back surface water cooling on the efficiency of PV modules. They experimented
with four PVmodules. Two of themhad back surfacewater cooling, and the other two
PV was used without cooling. The results showed that there was a linear relationship
between the module efficiency and temperature. The average temperature of c-Si
and p-Si modules without cooling was 13.6 and 7.2% lower, respectively, than the
samemodules without cooling. Because of the temperature drop, the averagemodule
efficiency of c-Si and p-Si was 13 and 6.2% higher, respectively, compared to the
modules without cooling. Salem et al. [14] conducted a study about performance
improvement of water cooling using Al2O3/PCM mixture. The study was carried
out experimentally. Results showed that using the compound technique for cooling
was more effective than using cooling with 100% water. 25% Al2O3/PCM and 75%
water mixture ensured the highest PV performance. Ahmed et al. [15] assessed the
performance of the combined PV with thermal water-cooling system for hot climate
conditions. The experimental results of the study illustrated that the average surface
temperature of the PV modules decreased from 44.8 to 30.3 °C on the back surface
and from 46.6 to 36.9 °C on the front side with water cooling. PV with thermal
cooling had 8% higher efficiency than PV module without cooling.

The studies discussed above outline that the thermal cooling has a remarkable
effect on PV panel efficiency and the output temperature of the module. Studies
involve mathematical modeling and experimental analyses and generally focus on
hot climate conditions. However, these studies lack the consideration of the thermal
cooling of a PV panel under different ambient conditions for marine applications.
Marine vessels, especially yachts can use solar power, and for the cooling of the PV
panel can be carried out easily with seawater. In this study, cooling solar panels with
seawater in an open loop cooling water circuit for a 527-W solar-powered system is
investigated. In order to observe the effects of cooling the panels, a thermodynamic
analysis has been carried out. The thermodynamic model’s data set is composed of
the previous experimental study shown in Ref. [16]. The data was taken from one
solar panel with eight cells on June irradiation conditions at Izmir, and the model
is customized for the whole system based on it. In the model, the seawater in the
ambient passes through a cooling system on the backside of the panel that is installed
with a pump, so that the heat generated on the panel cools down and reduces the panel
surface temperature. By taking the mass flow rate of the cooling water into account,
the feasibility of cooling the solar panel system is investigated according to the solar
irradiation changes by time.
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2 Materials and Methods

In this study, a cooler integrated PV system designed for a solar boat race is inves-
tigated to predict the optimum power output parameters by building the thermody-
namic model of the system via EES (Engineering Equation Solver) software. The
model is validated with the data taken from the previous experimental research of
Konur and Erginer [16], whichwas conductedwith one solar panel with eight cells on
June irradiation conditions of Izmir. The experimental research provides the required
data of panel surface temperature, power output, ambient temperature, cooling water
inlet/outlet temperatures and pressure, solar irradiation and volumetric flow rate of
cooling water for cooled and uncooled conditions. A reference point is picked up
from the solar irradiation—power output graphics of the experimented solar panel.
The other results are validated using the following formulations shown in Sects. 2.2
and 2.3 for both cooled and uncooled solar panels. As the results are consistent with
the experimental results as shown in Fig. 3, the 527-W solar panel system parameters
designed for the solar boat race are then used in the same model to get an optimum
cooling water volumetric flow rate on specific irradiation conditions.

2.1 Geometrical Properties

Solar panel used in the experiment was made of an FR4 layer at the bottom, a
monocrystalline solar cell in the middle, and a Teflon fluoropolymer layer on the top
surface as shown in Fig. 1.Water-cooling system is designed as a duct-flow-type heat
exchanger that directly interacts with the back surface of the solar panel. The heat
exchanger is established with an insulating layer made of Plexiglas and packing in
the middle of the Plexiglas and solar panel, which allows the water to flow through

Fig. 1 Cross-sectional view of solar panel for one cell
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Table 1 Geometric parameters of experimented and theoretically investigated solar panel systems

Properties Experimented solar panel
system

527 W Solar panel system

Lteflon (Teflon thickness) 0.007 m 0.007 m

Lcell (cell thickness) 0.003 m 0.003 m

LFR4 (FR4 layer thickness) 0.015 m 0.015 m

bPV (solar panel breadth) 0.36 m 0.419 m

lPV (solar panel length) 0.70 m 3.894 m

Ncell (number of cells) 8 156

APV (solar panel area) 0.252 m2 3.263 m2

Hheat_exc (heat exchanger
height)

0.01 m 0.01 m

Wheat_exc (heat exchanger
width)

0.34 m 0.40 m

Lheat_exc (heat exchanger
length)

0.68 m 3.874 m

Dgasket (dimensions of gasket
between panel and cooler;
square type)

0.01 m × 0.01 m 0.01 m × 0.01 m

βcell (packing factor of solar
panel)

0.7484 0.7470

a duct of 10 mm height. The geometrical properties of the experimented solar panel
that is used for validating the model are given in Table 1. The geometric parameters
of the 527 W solar-powered system, which is the main focus of this paper, are also
shown in the same table.

2.2 Thermal Model

The thermalmodel of the system has a resemblance to PV/T systems as these systems
benefit from the waste heat produced from the PV panel by a heat exchanger. These
systems are commonly made of glass, cell, a layer of Tedlar and an integrated heat
exchanger at the bottom, which are not viable for solar boats because of their exces-
sive weight. Flexible and light-weighted panels are manufactured for solar boats to
endure the rough conditions of water and get better performance. An equivalent ther-
mal resistance diagram of the investigated water-cooled and uncooled flexible solar
panel system is shown in Fig. 2.

The assumptions for the developed model are given as follows:

• The system is considered to be in steady-state conditions.
• Contact resistances between each layer are neglected.



Thermodynamic Modeling of a Seawater-Cooled Foldable … 265

Fig. 2 Equivalent thermal resistance diagram for both cooled and uncooled PV system

• Simultaneous heating and cooling variations of the PV panel through time are
considered to be negligible.

• Cooling water flow below the PV panel is assumed as uniform.
• Radiation heat transfer between the insulation and back surface of the PV panel is
neglected.

Solar irradiation is directed to the solar cell. Heat is distributed from the cell to
two sides; one of which travels through the ambient by passing the Teflon layer, and
the other passes the cell and the FR4 layer through the back surface of the panel. Ut

describes the overall heat transfer coefficient from the ambient to the cell surface.
UK refers to the overall heat transfer coefficient from the cell surface to the back
surface of the FR4 layer. UtK is the combination of Ut and UK . Utf describes the
overall heat transfer coefficient from the top surface ambient to the water flowing
through the backside of the panel. The defined Ut , UK , UtK, and Utf parameters are
formulated as shown in Eqs. 1–4.

Ut = [(L teflon/Kteflon) + (1/hamb)]
−1 (1)

UK = [(Lcell/Kcell) + (LFR4/KFR4)]
−1 (2)

UtK = (Ut ·UK )/(Ut +UK ) (3)

Ut f = (UtK · hwater)/(UtK + hfluid) (4)

Penalty factor due to the presence of solar cell material, Teflon and FR4 is defined
as hp1, which can be found by Eq. 5. hp2 is also described in Eq. 6 as the penalty
factor due to the interface between FR4 and the cooling water. These factors refer
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to the amount of energy divided to the related section and are used in the energy
balance to find specific terms such as the panel back surface temperature (T back sur)
and the rate of thermal energy transferred to the cooling water (Q̇u) as shown in
Eqs. 15 and 24.

h p1 = (Ut )/(Ut +UK ) (5)

h p2 = (hwater)/(UtK + hwater) (6)

UtB is described as the overall heat transfer coefficient from FR4 layer to the
ambient of back surface to calculate the uncooled process as given in Eq. 7. UKB

is defined as the overall heat transfer coefficient from the back surface of the cell
to back surface ambient on uncooled condition in Eq. 8. It is also denoted that Ut

and UtK should be calculated separately for the uncooled process by Eqs. 9 and 10
because of the radiation heat transfer coefficient variation with the Teflon surface
temperature [3, 7, 17].

UtB = (LFR4/KFR4) + (
1/

(
hconv,back sur + hrad,back sur

))
(7)

UKB = (LFR4/KFR4) + (
1/

(
hconv,back sur + hrad,back sur,uncooled

))
(8)

Ut,uncooled = [
(L teflon/Kteflon) + (

1/hamb,uncooled
)]−1

(9)

UtK ,uncooled = (
Ut,uncooled ·UK

)
/
(
Ut,uncooled +UK

)
(10)

Thermal and physical parameters used in the thermal model for the experimented
and new designed 527 W systems are shown in Table 2. While the experimented
system references are taken from the measured data, reference panel temperature
and efficiency values for the 527-W system are obtained from the catalog of the
panel manufacturer [18].

Surface temperatures of each layer (Teflon, cell, FR4) are found by energy balance
equations in Eqs. 11–16.

Tteflon = [(Kteflon · Tcell) − (Ut · L teflon · (Tcell − Tamb))]/Kteflon (11)

Tteflon,uncooled = [(
Kteflon · Tcell,uncooled

) − (
Ut,uncooled · L teflon · (

Tcell,uncooled − Tamb
))]

/Kteflon
(12)

Tcell = [
((αζ )eff · G) + (Ut · Tamb) + (UK · Tback sur)

]
/(Ut +UK ) (13)

Tcell,uncooled = [ζteflon · G · ((αcell · βcell) + (αFR4 · (1 − βcell)))

+(
Tamb · (

Ut,uncooled +UKB
))]

/(Ut +UKB) (14)

Tback sur = [(
h p1 · (αζ )eff · G) + (UtK · Tamb) + (

hwater · Twater,average
)]

/(UtK + hwater) (15)
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Table 2 Thermal and physical parameters of experimented and theoretically investigated solar
panel systems

Properties Experimented solar panel
system

527-W solar panel system

K teflon (Teflon conductivity) 0.195 W/m K [19] 0.195 W/m K

Kcell (solar cell conductivity) 148.9 W/m K [20] 148.9 W/m K

KFR4 (FR4 conductivity) 0.25 W/m K [21] 0.25 W/m K

T amb (ambient temperature) 305 K [16] 305 K

Twater,in (cooling water inlet
temperature)

296 K [16] 296 K

T ref,panel (reference panel
temperature)

295.6 K [16] 293 K (NOCT conditions)

ηref,panel (reference panel
efficiency)

0.159 [16] 0.166 [18]

V air (air velocity of ambient) 1 m/s 1 m/s

εteflon (emissivity of Teflon) 0.88 [22] 0.88

εFR4 (emissivity of FR4) 0.90 [23] 0.90

Pwater (cooling water pressure) 1.5 bar [16] 1.5 bar

αcell (absorptivity of solar cell) 0.85 [22] 0.85

αFR4 (absorptivity of FR4) 0.65 [22] 0.65

ζ teflon (transmissivity of Teflon) 0.96 [24] 0.96

G (reference solar irradiation
value)

1000 W/m2 1000 W/m2

Tback sur,uncooled = [(
h p1 · (αζ )eff · G) + (

UtK ,uncooled · Tamb
)

+(
hamb,uncooled · Tamb

)]
/
(
UtK ,uncooled + hamb,uncooled

)
(16)

Convective heat transfer coefficient is a function of wind speed as can be seen
in Eq. 17 [25]. Wind speed is assumed as 1 m/s for both upper and bottom surface
calculations. It should be noted that the combined heat transfer coefficient to ambient
(hamb) is found by combining the radiation heat transfer coefficient (hrad,amb) in Eq. 18
[26] and convective heat transfer coefficient (hconv,amb) to ambient for upper and
bottom surfaces on the cooled process as given in Eq. 21. Convective heat transfer
coefficient for the uncooled process is calculated by following formulations shown
in Eqs. 19, 20, and 22.

hconv,amb = 10.45 − Vair + 10 · (Vair)
1/2 (17)

hrad,amb = εteflon · σ · [
(Tback sur)

2 + (Tamb)
2
] · (Tback sur + Tamb) (18)
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hrad,amb,uncooled = εteflon · σ ·
[(
Tteflon,uncooled

)2 + (Tamb)
2
]

· (
Tteflon,uncooled + Tamb

)

(19)

hrad,back sur,uncooled = εFR4 · σ ·
[(
Tback sur,uncooled

)2 + (Tamb)
2
]

· (
Tback sur,uncooled + Tamb

)
(20)

hamb = [(
1/hconv,amb

) + (
1/hrad,amb

)]
/
[(
1/hconv,amb

) · (
1/hrad,amb

)]
(21)

hamb,uncooled = [(
1/hconv,amb

) + (
1/hrad,amb,uncooled

)]
/
[(
1/hconv,amb

) · (
1/hrad,amb,uncooled

)]

(22)

Heat removal factor (FR) is considered for calculating Q̇u in Eqs. 23 and 24 [27].
F ′ is the collector efficiency factor and assumed as 1 because the cooling water
directly flowing below the FR4 layer. Heat exchanger is designed as duct-flow-type.
hwater is calculated according to the mass flow rate of water (ṁwater) using the EES
software.

FR =
[
ṁwater · Cp,water · 1000 ·

(
1 − e

−APV ·Ut f ·F ′
ṁwater ·Cp,water ·1000

)]
/
(
APV ·Ut f

)
(23)

Q̇u = [(
h p1 · h p2 · (αζ )eff · G) − (

UtB · (
Twater,in − Tamb

))] · APV · FR (24)

Twater,out can also be calculated from the well-known energy equation, as Q̇u

is found by Eq. 24. (αζ )eff is defined as the product of effective absorptivity and
transmissivity as given in Eq. 25 [3].

(αζ )eff = ζteflon · [(αcell · βcell) + (αFR4 · (1 − βcell)) − (ηcell · βcell)] (25)

2.3 Electrical Model

The final step of the model is to calculate the power output obtained by the cooling
effect. PV efficiency is needed to be determined for different temperatures. Reference
cell temperature and panel efficiency at that point are chosen from the experimental
data to validate the model. Then, the reference points given by the solar panel manu-
facturer are used on the model to simulate the new solar panel set efficiency as given
in Eqs. 26–28 [27].

ηcell = ηref,cell · [1 − 0.0045 · (Tcell − Tref)] (26)

ηPV = ηcell · ζteflon · βcell (27)
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Poutput = ηPV · APV · G (28)

3 Results and Discussion

EES software provides a parametric study of the equations given in Sect. 2. The
experimental and calculated data sets are defined and shown as a graphic in Fig. 3.
The time parameters on the x-axis correspond to the solar irradiation data that are
measured at that specific time. The irradiation values can be found in the study of
Konur and Erginer [16]. The difference is considered to be caused by the measure-
ment errors of the experiment, and also by the assumptions taken from Table 2.
Nonetheless, power output difference values validate the model by showing simi-
larity in Fig. 3. The standard deviation value for the difference between calculated
and experimented power output differences is calculated as 1.37 W by utilizing the
statistical analysis module of SPSS software.

The 527-W system model is built with the parameters shown in Tables 1 and 2
in the next step. The cooling water volumetric flow rate chart is obtained as shown
in Fig. 4. 8 L/min pumping capacity is considered to be proper as it would lead to
109-W power output difference under 1000 W/m2 solar irradiation condition.

The volumetric flow rate of 8 L/min is then defined as constant in the model. The
effect of changing solar irradiation on power output difference with constant ambient
temperature is investigated in Fig. 5 to determine the feasibility of the cooling system.

The only power consumption for the cooling system will cause from the cooling
water pump. The pump should be selected by considering the ability of self-priming
as it would be placed over the sea level. The power consumption of a commercially

Fig. 3 Validation graphic of experimented and modeled systems by utilizing power outputs
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Fig. 4 Obtained power output difference according to changing volumetric flow rate for new panel
system

Fig. 5 Effect of solar irradiation on the power output difference
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available water pump is given as 38.4 W at 1.5 bar and 8 L/min pumping capacity
in Ref. [28]. Thus, the cooling water system would cause power consumption rather
than gain for the irradiation values below 600 W/m2 for the given parameters.

4 Conclusions

PV/T systems are well-known systems, but these systems’main purpose is to provide
heat from the solar irradiation and improve the panel efficiency as a consequence. In
this study, only the efficiency improvement is considered for foldable solar panels
considering feasibility for marine vessels. The thermal energy produced by the solar
system is regarded as waste heat, which is removed from the system by an open loop
cooling water circuit. The thermal model calculations of the water-cooled solar panel
systemare validated through the experimental results of the author’s referenced study.
Based on the results derived from the study, the following conclusions are drawn:

• The simulation results show the potential of these systems as the power output
difference of the panel set is more than the consumed power for cooling on above
specific irradiation conditions.

• The remaining power output, which would be up to 37% of the uncooled system,
is high enough to be utilized to speed up the marine vessels or to increase their
range.

• Volumetricflow rate shouldbe carefully selected for the coolingwater systemas the
power output difference may be reduced with the increasing power consumption
of the cooling water pump.

• Solar irradiation value of 600 W/m2 has a critical role in the proposed system
design. The cooling water system should be equipped with a shut-off system that
prevents power consumptions higher than the power produced with the cooling
system.

The experimental study and the current study were carried for the June irradiation
conditions of Izmir, Turkey. A more comprehensive study for a year-long period of
different locations may be recommended to attract the potential technology devel-
opers and end-users utilizing from the solar systems for marine vessels, accordingly.
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Effect of Using Photovoltaic Power
Systems in Sustainable Energy Action
Plan of a Big County Municipality
in Turkey

Mert Biter and Mete Cubukcu

Abstract Integration of solar photovoltaic energy systems to urban planning is
one of the key priorities of local authorities who cares the global warming threat.
“Covenant of Mayors” (CoM), which is the most extensive association of local gov-
ernments in the world, has started serious works on fighting against climate change
and required the local governments’ preparation of sustainable energy action plans
(SEAP). Bornova Municipality has calculated its reference greenhouse gas emission
inventory as 31,432 t CO2e (CO2 equivalent) in the SEAP delivered to the CoM on
February 7th, 2013. In accordance with the CoM goal, it has committed to reduce
its greenhouse gas emission value by 25% by 2020 and realized the installation of a
300 kWp photovoltaic power system (PVPS) in 2013 as the most important project.
The main objective of this study is to use the real-time data of 300 kWp plant and
evaluate its contribution to the reduction of greenhouse gas emission. Moreover,
usable potential roof surface areas of the service buildings of Bornova Municipality
have been calculated and the contribution of the increase of the PVPS capacity to
the goal of greenhouse gas emission reduction by 2020 has been studied.

Keywords Sustainable energy action plan · Greenhouse gases · Photovoltaic
power systems · Covenant of Mayors

1 Introduction

Industrialized cities and increase of population forced the human beings to consider
different energy resources and fossil fuels for their requirements [1]. Nobel prize-
awarded Swedish scientist Svante Arrhenius (1859–1927) emphasized the serious-
ness of this circumstance in his study on the relationship between the carbon dioxide
in the atmosphere and the average temperature of the earth in 1896 and entered the lit-
erature as the very first person who suggested that that would lead to global warming
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almost a century in advance [2]. The global energy use has grown since the industrial
revolution in close relation with the increase of welfare [3]. Use of conventional fuels
including, without limitation, coal as a source of energy for development for many
years by countries significantly increased the impacts of the climate change after
1950. Cities, accounting for more than 3/4 of global final energy consumption, are
equipping themselves with governance tools to improve energy efficiency [4]. Tran-
sition the global economy from fossil fuels to renewable energy sources has been
identified as a key strategy for mitigating climate change [5]. The Paris agreement is
a milestone in global climate policy due to its wide international support [6]. Local
communities or municipalities are one of these actors, as local action is seen as key
to combating climate change [7], and energy and climate planning at the municipal
level is a vital part of this decarbonization [8–10]. Green energy plays a significant
role in the strategic energy planning process for any country [3].

The role of local authorities in tackling climate change can be traced through
the emerging local sustainable energy and climate action plans which commit to
voluntary emissions reduction targets [11]. The sustainable energy action plan is the
most common and widespread strategy due to its voluntary nature [12].

“CoM” is created under the European Commission and of which basic objective
is to reduce the emission of greenhouse gas and to encourage and support the use of
renewable energy resources for a world that fights against global warming. Relevant
administrations that have signed this commit themselves to reduce their greenhouse
gas emission value by 20% as a minimum by 2020 and prepare a SEAP containing
their strategies and actions. The number of those that signed the CoM is 7755 all
over the world and the number of the local administration that has signed it is 11 in
Turkey as of February 21st, 2018 [13].

Bornova is one of the most important metropolitan counties of Izmir with its pop-
ulation of 442.389 inhabitants as of 2017, industrial estates and factories, hospitals
and universities within its boundaries. The geographic structure of Bornova looks
like a basin or a lowland surrounded by mountains. From the sea level, the altitude
changes from 20 to 200 m within the residence area, but it reaches to 600 m in the
mountains [14]. A part of Bornova is shown in Fig. 1 [15]. Besides its member-
ship to CoM, it is also a member of such extremely significant non-governmental
organizations as “Energy Cities” and “United Nations Global Compact.”

Bornova Municipality became a party to CoM on May 5th, 2011, and presented
its SEAP on February 7th, 2013. It has targeted to reduce its greenhouse gas emission
by 25% by 2020 to comply with the scope of CoM.

2 Overview

Cities are essential players of the world in the efforts of adaptation to climate change
and reduction of carbon emission [16, 17]. That is to say, 74% of the population
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Fig. 1 A picture of Bornova county

live in cities in Europe; it is for this reason why and how cities will be engaged in
the climate policy. This is the main issue in discussions for the time being [18–22].
Therefore, combating climate change is an issue of priority for the European Union
and the Union has targeted to achieve reduction rates of 20% by 2020, 40% by 2030,
and 80% by 2080 as compared to the levels of the 1990s in the short and long terms
[23].

2.1 Covenant of Mayors Initiative

Once the EuropeanUnion had adopted the climate and energy package, following the
perception of the key role of the cities in reducing the impacts of climate change in
2008, the European Commission (EC) activated CoM initiative in order to encourage
local authorities to apply sustainable energy policies in their respective regions [24].
A community ofmunicipalities has the largest network of theworld, and theCovenant
of Mayors focused on spreading and supporting the use of clean energy resources for
cities that have reduced greenhouse gases and combat the adverse impacts of climate
change.

Urban administrations that signed the Covenant of Mayors have committed them-
selves to reduce their greenhouse gas emission values by 20% as a minimum by 2020
by applying the strategies and actions which they will design and include into SEAP
in accordance with the “20-20-20 Climate–Energy Package” [25] which the Euro-
pean Union has approved. Climate and energy package targets:
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• To save 20% in energy consumption as compared to the ordinary projection in
2020 (business as usual (BAU);

• To increase the share of renewable energy in energy consumption by 20% in 2020;
• To reduce CO2 emissions by 20% in 2020 as compared to the value in 2005 [26].

2.2 Sustainable Energy Action Plan

Climate change requires more comprehensive studies to take sustainable develop-
ment into consideration. Cinocca et al. [26] drew attention to the fact that the sustain-
able development studies burden the local administrations with more responsibility
and to the importance of the principle “Think globally and act locally.” Therefore,
strengthening of the reduction and adaptation strategies in climate on cities basis has
vital importance in terms of sustainable development [17, 27].

2.2.1 Definition and Scope of the Sustainable Energy Action Plan

European Union leads the global combat against climate change and tries to achieve
all emission values by reducing the CO2 rate by 20% and increasing the share of
renewable energy by 20%and accomplishing a 20% reduction in energy consumption
on 20-20-20 basis in question [28]. Local administrations have a significant role in
the achievement of the European Union’s goals of energy and climate. CoM consists
of urban administrations comprised of the European and non-European countries in
the reduction of the greenhouse gas emissions originating from the municipalities’
use of energy by 2020 [29].

SEAP is an important document containing the steps planned in order to achieve
the 2020 goals by a Covenant signatory. It uses the results of the basic emission
inventory (BEI) and identifies the best actions and opportunities so that a local admin-
istration could achieve its greenhouse gas reduction goal. A tangible reduction goal
is identified for a particular period, and long- and medium-term strategies are turned
to actions. Signatories commit themselves to present their sustainable energy action
plans during the year in which they declare their commitment.

CoM focuses on those actions as contained in the boundaries of authority of a
municipality. SEAP should take into consideration the CO2 reduction and the energy
consumption of the end users. CoM promises cover the whole geographical area
of the local administration. Both the public and the private sectors should therefore
be included into the plan. A municipality is expected to commence SEAP studies
about its own buildings, plants, and vehicle fleet in order to set an example. Main
sectors on which the SEAP studies will basically focus are buildings, plants, and
transportation. Then, local electricity generation (if applicable), long-term land use
planning affecting energy consumption, incentive to the products with higher energy
efficiency in the market and public utility purchases within the municipal boundaries
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Fig. 2 Preparation phases of SEAP

should also be included into the contents of SEAP. Industry is not one of the key
sectors of CoM, and the relevant CoM-signatory municipality may decide whether
or not it will carry out any studies on industry. Under normal conditions, factories
as contained in the European CO2 emission trading system (ETS) are excluded from
SEAP studies.

Preparatory process of SEAP is comprised of the beginning phase, planning,
implementation, reporting, and monitoring steps. This may be represented by a
flowchart (Fig. 2).

2.2.2 SEAP Structure

Sustainable energy action plan is dependent upon the results of the basic emission
inventory quantifying the energy consumption and greenhouse gas emission quanti-
ties in the area remaining within the urban limits for a designated reference year. It
further describes the short- and long-term actions to be applied in the priority areas
developed in order to achieve the estimated greenhouse gas reduction goal [30]. Local
administration that will prepare SEAP may make use of the following list [31]:

• Presentation of a summary containing the views of the mayor who occupies the
managerial position in SEAP

• Description of the whole strategy from the beginning to the end

– Objectives and goals.
– Description of vision and current due diligence.
– Coordination and structure of the established organization.
– Personnel capacity to be assigned.
– Inclusion of all stakeholders.
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– Budget.
– Financial resources and supports anticipated for the planned investments.
– Plans containing follow-up studies.

• Study containing the basic emission inventory (reference GHG inventory) should
be included

• SEAP’s outlines should be comprised of the methods and actions planned until
2020 (the year 2030 should also be taken into consideration in the long run)

– Long-term goals and promises should be included.
– Short- and long-term activities should be clearly described.
– Description of the study to be carried out.
– Person or company responsible for the relevant section should be designated.
– Start and finish times should be identified.
– Basic turning points should be represented (an important project to leave an
impression).

– Cost of the studies.
– Estimated energy saving and renewable energy generation amount.
– Estimated greenhouse gas reduction amount.

2.3 Local Administrations Preparing SEAPs in Turkey

Although cities occupy only 2% of the surface of the earth, their role in the amount of
greenhouse gases they produce is clearly known [32]. This awareness has started to
gradually increase in our country as well, and our local administrations have become
parties to CoM and prepared sustainable energy action plans in order to be able to
combat the climate change in the global area. Number of the local administrations
preparing SEAPs is 11 as of March 24, 2019 [33] and is shown in Table 1.

Out of these 11 municipalities excluding Bornova, we will review the sustainable
energy action plans as prepared by the Eskişehir Tepebası Municipality and Antalya
Metropolitan Municipality in so short a manner.

2.3.1 Eskisehir Tepebasi Municipality

Greenhouse gas inventory of Tepebasi City was calculated as 749,119 tCO2e in 2010
(Table 2) and this year is considered as the reference year [34].

Tepebası Municipality prepared the following actions and committed itself to
reduce the greenhouse gas emission by 23% by 2020:

• To carry out energy efficiency studies in all residential and non-residential build-
ings;
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Table 1 Local administrations preparing SEAPs in Turkey

Signing municipalities Year of signing SEAP presentation year

Çankaya Municipality 2015 2017

Bursa Metropolitan Municipality 2016 (2030-compliant) 2017

Maltepe Municipality 2014 2016

İzmir Metropolitan Municipality 2015 2016

Nilüfer Municipality 2014 2016

Kadıköy Municipality 2012 2016

Eskişehir Tepebaşı Municipality 2013 2014

Seferihisar Municipality 2011 2013

Bornova Municipality 2011 2013

Antalya Metropolitan Municipality 2013 2014

Karşıyaka Municipality 2011 2012

Table 2 Greenhouse gas emission by Tepebasi City

Category Energy consumption (MWh) CO2e (t)

Buildings, equipment, plants, and industry 1,189,151 355,702

Transportation 1,099,072 291,259

Other emissions 102,158

Total 2,288,222 749,119

• To speed up the process of transition to natural gas in the existing residential
buildings;

• To support the lighting area and electrical appliances by equipment with higher
energy efficiency;

• To plan an urban transformation focusing on energy efficiency and renewable
energy;

• To prefer electric vehicles for public transportation and prioritize the streetcar
project in public transportation;

• To construct bicycle tracks and support bicycle use;
• To achieve transition to smart system applications in traffic;
• To make use of renewable energy in the municipal buildings and other residential
buildings;

• To generate electricity by using biogas at the solid waste plant;
• To organize events on energy efficiency and energy saving.
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Table 3 Greenhouse gas
emission by Antalya Province

Category Energy consumption
(MWh)

CO2e (t)

Buildings, equipment,
plants, and industry

6,583,799 3,255,971

Transportation 8,556,095 2,054,890

Other emissions 0 529,243

Total 15,139,834 5,840,104

2.3.2 Antalya Metropolitan Municipality

Taking the year 2012 as a reference year, the Antalya Metropolitan Municipality
(AMM) has determined its annual greenhouse gas inventory as 5,840,104 t CO2e. It
has been calculated that the relevant emission is consisted of buildings, equipment,
and plants with 55.8%, of transport sector with 35.2% and of other sectors with 9%
[35] (Table 3).

Antalya Metropolitan Municipality has committed itself to take the following
actions and reduce the total emission amount by 23% by 2020:

• To bring energy efficiency to the forefront and prepare a renewable energy-based
urban transformation plan;

• To carry out heat insulation studies at existing residential buildings, municipal
service buildings, and business enterprises;

• To use fittings with higher energy efficiency in lighting;
• To plan photovoltaic integration works for street lighting;
• To increase the share of bus rapid transit and light rail system;
• To construct the infrastructure necessary for the proliferation of bicycle use;
• To encourage the use of electric or CNG-fueled vehicles;
• To optimize the traffic systems by renewable energy;
• To increase the renewable energy applications at hotels;
• To make use of solar energy in agricultural land;
• To support biomass recovery from forestry and agricultural wastes;
• To generate electricity by making use of solar energy and wind energy;
• To apply the solid waste and wastewater management in an effective manner;
• To establish information points on the matter in the municipality;
• To organize training for economic driving techniques.

2.4 Examples of Local Administrations Preparing SEAPs
in Europe

One of the objectives of CoM is to support the efforts of the local administrations in
the processes of concretization of their energy and climate change policies [30, 36].
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Main focus of CoM is the greenhouse gas emissions exposed as a result of the energy
combustion, and the contribution of CO2 arising from the energy used in residences
and tertiary sectors and transportation to the global emissions is 70% [29, 37]. It
is for this reason that the formation of CoM has turned the main focal point of the
efforts toward the energy sector in order to be able to combat the climate change
all over the world. Two European municipalities that prepared a sustainable energy
action plan and present good examples are briefly included here below.

2.4.1 Birmingham City Council

It is now a necessity to bring into being large-scale energy programs in order to
achieve the carbon reduction goal in a definite and strong manner. Birmingham City
Council has determined a pretentious greenhouse gas reduction goal and committed
itself to reduce the carbon dioxide percentage per capita by 60% by 2026 and by 32%
by 2020 as compared to the 1990 level. BirminghamCity Council has identified 2005
as the reference year for the basic emission inventory which is the most important
phase of SEAP. All energy consumption and CO2 mission amount-related thereto in
2005 are given in Table 4.

They are expected to achieve their goals by applying the opportunities and strate-
gies as presented below [38]:

• To carry out energy efficiency studies in all its buildings and enterprises;
• To bring into being such strategies as flexible working models, property manage-
ment, tracking and management of energy use under the designation “Transfor-
mation Program”;

• To spend thirty million pounds for energy-related works every year;
• To install smart measuring systems at small- and medium-sized enterprises, thus
ensuring energy saving;

• To bolster up the heat pumps used for heating and cooling in commercial and
industrial buildings;

• To replace all the vehicle fleet of the city council with either electric or liquefied
petroleum gas (LPG) fueled vehicles;

• To make pedestrian walkways healthier, thus ensuring dependence on personal
vehicles to be reduced;

• Instead of 15 million l of fossil fuel, to use biofuel of the same amount highway
transportation;

Table 4 Greenhouse gas
emission by Birmingham City

Category Energy consumption
(MWh)

CO2 (t)

Buildings, equipment,
plants, and industry

18,126,712 5,396,401

Transportation 6,139,625 1,579,150

Total 24,266,337 6,975,551
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• To cover the energy requirements of residences, business enterprises, stadiums,
etc., by solar energy; 60 new professions are expected to appear in connection with
this in the region;

• To generate 300 MWe electric power from non-recoverable waste heaps by 2026;
• To extend the heating and cooling network of the city by the use of the combined
heat and power (CHP) system;

• To organize festivals and trainings under the designation “awareness campaigns”;
• To introduce national financial resources and grant programs.

2.4.2 Dublin City Council

Dublin City Council joined in CoM onMarch 2, 2009, and presented the sustainable
energy action plan which it had undertaken on December 6, 2010. Dublin City Coun-
cil aimed at bringing into being a sustainable energy action plan covering the steps
which it would take in order to be a smart energy city by 2030. It is anticipated to
develop carbon-neutral and low-carbon-generating buildings and low-carbon trans-
port system with the progress in the information technology and to achieve a CO2

reduction of 50% in the long term. In line with the European Commission and Kyoto
Protocol, it aims at reducing the CO2 emission by 20% by 2020 and has identified
2006 as the reference year for the basic emission inventory. According to the data
from 2006, the population of the city of Dublin is 506,211. Energy consumption
and consumption-dependent CO2 emission amount of the city of Dublin is given in
Table 5.

Actions and strategies as contained in the sustainable energy action plan have
been considered under four main headings as legislation, financial, behavioral, and
technology. Actions which will enable the Dublin City administration to achieve its
ultimate carbon reduction goal in 2020 are briefly represented here below [39]:

• To ensure that Dublin will be one of the leading cities of Europe in terms of
sustainability, equity richness, and dynamism by 2030;

• To support the sustainable space planning for the construction of new buildings
and identify high standards in terms of energy efficiency;

• To use the CHP system and try to design much more efficient and zero-carbon
buildings;

Table 5 Greenhouse gas
emission by Dublin City

Category Energy consumption
(MWh)

CO2 (t)

Buildings, equipment,
plants, and industry

11,294,467 3,936,601

Transportation 4,586,243 1,181,927

Total 15,880,710 5,118,528
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• Dublin City Council will establish a sustainability unit under the designation
“minus 3% project” and monitor the energy service purchase, paper use, waste
recycling, water management, and employees’ travels and try to improve such
processes in terms of sustainability;

• To carry out a feasibility study for the establishment of the Dublin regional heating
corporation;

• To build wastewater treatment plants and to improve renewable heat and electric
generation infrastructural works;

• To provide free parking places in order to encourage electric vehicles;
• To make use of the national and European Union financial assistance programs;
• To organize various campaigns in order to reduce energy bills.

3 Material and Method

The elaboration and development of a SEAP constitute a decision-making problem
[40]. The local authorities have to identify the best fields of actions and opportunities
for reaching their long-term CO2 reduction target [31] (EC-European Commission
Covenant of Mayors 2010 Brussels, Belgium). Based on these EU targets, and in
order to implement the Renewable Energy Directive [41] and the Energy Efficiency
Directive [42], many local authorities established their action plans. The experience
of these studies is reported in several scientific articles. For instance, Italian cities’
experiences [4] andSweden’s successful implementation [43] are shared. TheMunic-
ipality of Bornova has also prepared its SEAP with the guidance and instructions of
CoM to fight the climate change.

3.1 Current Situation of Bornova Municipality and SEAP

The current situation related to 2011, the year which is defined as the reference year
for BEI of Bornova Municipality, is illustrated in Table 6 as corporate inventory.

Table 6 Bornova Municipality energy consumption and amount of greenhouse gas emission

Category Energy consumption (MWh) CO2e (t)

Buildings, equipment, and facilities 3468 1488

Street light and traffic signals 10,809 5448

Vehicle fleet (own) 19,243 4463

Subtotal 33,520 11,453

Public transportation 83,367 19,979

Total 116,887 31,432
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As seen fromTable 6, the greatest share of corporate emissions of BornovaMunic-
ipality belongs to fuel consumptions caused by public transportation with Bornova
departure and arrivals. This system is operated by İzmir Metropolitan Municipality.
Figure 3 explains this information clearly.

As it is understood in Fig. 3, when emissions caused by public transportation
(64%) are taken out of the inventory, the emissions of Bornova Municipality itself
will decline from 31,432 ton CO2e to 11,453 CO2e.

Main strategies and projects, which Bornova Municipality includes into SEAP
prepared in compliance with its 2020 goals, are outlined below [15]:

• Construction of a photovoltaic plant with 300 kWp power;
• Energy efficiency improvements in service buildings;
• Prioritization of renewable energy resources in the urban transformation applica-
tions;

• Encouragement of electric vehicles and construction of electric charging stations;
• Utilization of renewable energy in the lighting of public parks and gardens;
• Project of a new service building with a high energy efficiency which contains all
departments;

• Awareness raising in the community by creating energy information points in the
county.

Fig. 3 GHG emission amount of Bornova Municipality
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Fig. 4 Planned layout area of the PVPS

3.2 Example of a 300 kWp PVPS Installation

Installation of the 300 kWp PVPS is the leading one of the noteworthy projects
of Bornova Municipality which is intended to reduce the greenhouse gas emission.
PVPS is located in Evka 3-Bornova, Izmir, and its coordinates are 38.463206 N,
27.257028 E.

Its satellite image and planned layout are shown in Fig. 4. Real-time monthly
energy generation data and CO2 reduction amount of the project during 2015–2017
are given in Table 7.

3.3 PVPS Potential of Service Buildings of Bornova
Municipality

Buildings as owned by the Municipality of are categorized by their activity area
as the following: 15 service buildings, 9 community centers, 8 sports facilities, 6
wedding halls, 4 theater halls, 28 lodgings, 7 public marketplaces, and 8 healthcare
facilities. Upon examining the technical capacities of these buildings, those that are
most suitable for PVPS installation are given in Table 8.
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Table 7 Energy generation
data of 300 kWp PVPS
during 2015–2017

Year 2015 (kWh) 2016 (kWh) 2017 (kWh)

January 22,434.66 22,778.97 22,287.69

February 23,861.58 27,099.06 25,174.65

March 30,268.92 31,984.26 11,890.08

April 40,456.06 41,891.97 41,568.36

May 44,449.82 38,443.35 40,556.13

June 37,786.47 41,206.80 41,019.81

July 38,439.90 44,869.32 41,654.61

August 46,241.73 41,464.17 29,013.12

September 36,581.04 38,187.36 24,294.90

October 34,108.77 34,333.02 27,408.18

November 28,824.75 24,951.78 26,538.78

December 27,513.75 23,784.30 19,440.75

Total 410,967.46 410,994.36 350,847.06

CO2 reduction
(ton)

223 223 190

Table 8 Buildings that are most suitable for PVPS installation

Building name Usage purpose Gross area (m2) Roof area (m2)

BELGEM Classroom Education 2900 1500

Technical Works Site Municipal services 8153 4790

Muhammed Yıldız Sports Facilities Sport activities 6555 3590

3.4 Forecast of PVPS Energy Generation and CO2 Emission
at Selected Service Buildings

Buildings suggested for the installation of PVPS are selected because of their location
in different districts, frequently usage during the day and suitability in terms of
visibility and awareness. Additionally, the sites do not remain in shade in terms of
roof surface. The planned layouts are shown in Figs. 5, 6, and 7, respectively.

PVPS parameters and CO2 reduction quantities are given in Table 9.

4 Results and Discussion

Urban greenhouse gas inventory which is the starting point of the SEAP studies
represents the reflection of the physical growth of the town and its economic and
commercial life in terms of energy and carbon densities. Evaluations of the urban
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Fig. 5 BELGEM Classroom

flows of energy and their combination with a sustainability vision are of vital impor-
tance for those towns which will face the adverse impacts of the climate changes
in the medium and long terms. CoM is an important initiative so that local admin-
istrations can benefit from successful practices in European cities and display their
best practices later. Besides, provided that one supports CoM and fulfills its commit-
ments, it is possible to get financial support from research and funding programs of
European Union.



288 M. Biter and M. Cubukcu

Fig. 6 Technical Works Site

The membership of Bornova Municipality to CoM is an important step for sus-
tainable urban development. On the other hand, there are still several to-do lists to
catch 2020 target. Within this scope, additional PVPS installations will be definitely
beneficial. Particularly, the usage of the roofs should be considered. Additionally,
Bornova Municipality should form an active strong monitoring system to follow its
SEAP activities and update them if required. CoM requires to deliver the monitor-
ing reports biennially. An applicable CoM and its SEAP strategy will also create an
ecotourism brand value for Bornova.
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Fig. 7 Muhammed Yıldız
Sports Facilities

Table 9 PVPS parameters and CO2 reduction quantities

Building
name

Usable area
(m2)

Number of
PV modules

PVPS power
(kWp)

Energy
generation
(kWh/year)

CO2
reduction
(t/year)

BELGEM
Schoolroom

631 190 51.30 94,170 51

Technical
Works Site

1284 818 220.86 405,880 220

Muhammed
Yıldız Sports
Facilities

1418 400 108 198,195 108

Total 698,245 379



290 M. Biter and M. Cubukcu

5 Conclusions

With CoM initiative, municipalities are actively involved in a common strategy
toward energy and environmental sustainability, and they commit to the energy and
climate directives of European Union. Bornova Municipality also realized several
actions under its commitment to CoM to reduce greenhouse gas emission value
by 25% by 2020. 300 kWp PVPS installation was one of its significant projects
under the planned SEAP actions. From the starting day in 2013 for operation to the
present, it contributed about 1000 t CO2 reduction in total. On the other hand, the
quality test checks and remediation are required for the existing 300 kWp PVPS
according to the real-time operation results listed in Table 7. Moreover, this study
has analyzed the potential of photovoltaic solar energy production of three buildings
as 698,245 kWh/year and their total CO2 reduction contribution as 379 t CO2 per
year.
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Hybrid Cooling Tower for a Solar
Adsorption Cooling System:
Comparative Study Between Dry
and Wet Modes in Hot Working
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Abstract This study investigates the applicability of a hybrid cooling tower (HCT)
of solar adsorption air-conditioning system in the hotworking conditions of the region
of Biskra, Algeria. A calculation method is presented to size the cooling tower and
to define the main characteristics of the sprayed water. In addition, the effect of the
ambient and humid temperatures on the heat transfer coefficients and the total heat
transfer area were determined for both dry and wet modes. Results were compared
with experimental measurement obtained from the literature, and good agreement
was found. It has been concluded that the wet mode presents an effective solution
for the region of Biskra. The ambient operating temperature limits of the cooling
tower can be increased from 33 to 51 °C, respectively, for the dry and wet modes.
Besides, it was found that the maximum mass flow rate of sprayed water is about
0.036 kg s−1 which is sufficient to operate the cooling tower and consequently the
solar adsorption system.
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Keywords Solar adsorption · Air-conditioning · Hybrid cooling tower · Sprayed
water

Nomenclature

A Total heat transfer area, m2

Cf Factor of friction
Cp Heat capacity, J/kg K
D Diameter, m
F Correction factor
g Gravity, m/s2

h Convective heat transfer coefficient, W/m2 K
H Enthalpy, kJ/kg
j Colburn factor
l Depth of the finned coil, m
L Height of the finned coil, m
L Latent heat, kJ
Lt Length of the tube, m
ṁ Mass flow rate, kg/s
N Number of rows
Nu Nusselt number
Pl Longitudinal pitch, m
Pr Prandtl number
Pt Transverse pitch, m
� Thermal resistance, W/K
Re Reynolds number
Rext Radius, m
S Surface per meter of length, m2/m
U Overall heat transfer coefficient, W/m2 K
V Velocity, m/s
w Humidity, kg of water/kg dry air

Greek Symbols

ν Cinematic viscosity, m2/s
φ Heat flux, W
λ Themal conductivity, k s
μ Dynamic viscosity, Pa s
η Efficiency
ρ Density, kg/m3
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Subscripts

a Air
pf Process fluid
f Fin
ai Air inlet
ao Air outlet
pfi Process fluid inlet
pfo Process fluid outlet
e External
h Hydraulic
i Internal
g Global

1 Introduction

In Algeria, the most part of the electric power consumed in summer is used in the
field of cooling of domestic and commercial buildings. Indeed, the rising demand
for efficient energy use and the higher comfort standards have gained an increasing
interest during latest years [1].

Renewable energies are increasingly used and developed because it allows saving
energy and contributing to sustainable development. Solar energy in hot countries is
a non-neglected source because its exploitation can become an important factor of
its development. These advantages could be profitable, especially in air-conditioning
applications where energy consumption is very important.

Solar air conditioning can be accomplished by three classes of systems: sorption
cycles, desiccant cycles and solar mechanical processes [2]. Recently, several works
in the field of air conditioning by solar adsorption were performed [3–7]. The authors
of the manuscript can give the example of the ACS08 machine marketed by SorTech
solar adsorption cooling system [3]. The ACS08 air-conditioning machine, with a
nominal cooling capacity of 8 kW, serves to cool domestic and commercial buildings.
Also, a novel solar silica gel-water adsorption air conditioning with cooling capacity
of 3.6 and 5.7 kW to reach to 15 °C of chilled water was developed and tested in
China, by Lu et al. [4, 5]. This cooling installation (Fig. 1) includes a set of thermal
systems such as refrigeration machine (chiller), solar heating system and air cooling
system (air cooling tower).

The main problem of these air-conditioning machines, particularly in hot climate,
is how to provide effectively a cooling fluid to cool the adsorbent of the chiller [8]. As
a solution, hybrid cooling towers, HCT, are used to operate in dry and wet modes. At
low ambient temperatures, the cooling tower is operating in dry mode. In this case,
ambient air is used directly to cool the cooling fluid at low ambient temperatures.
During peak temperatures, the cooling tower operates in a wet mode when a spray
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Fig. 1 Scheme of a solar adsorption cooling machine studied by Lu et al. [4]

water system is activated to cool the ambient air [3–6]. Indeed, sprayingwater is often
used as a technological solution in hot regions, especially during peak temperatures
[9–12]. Alkhedhair et al. [9] presented an experimental study of air pre-cooling
with water sprays to enhance the performance of natural draft dry cooling tower,
DCT, during high ambient temperature at different droplet sizes and air velocities.
Dehaghani and Ahmadikia [10] studied the retrofit of a wet cooling tower, WCT,
in order to reduce water and fan power consumption using a wet/dry approach.
Ghafoor andMunir [11] studied available and actually installed solar thermal-driven
technologies used for cooling or air-conditioning purposes. A review analysis has
been performed taking into account research on experimental and simulated solar
cooling systems in termsofCOP.Always in order to decrease the inlet air temperature,
Ounis et al. [12] proposed to use the condensed water, coming from the evaporator,
to humidify a grid positioned behind the condenser of an air-conditioning system.
In all of these cases, the goal was to reduce the air temperature at the cooling tower
inlet by humidifying the ambient air to ensure the continued operation of the system
in hot regions, especially during hot times.

The present paper interests to the applicability of the solar adsorption air-
conditioning systems in the hot regions by studying the performances of a HCT.
The objective is to study and design the cooling tower by estimating the heat transfer
area and the main characteristics of the sprayed water appropriate to the region of
Biskra in order to prevent the malfunction in hottest summer days (T > 33 °C).
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2 System Description

The studied system is a HCT, which is a combination of a DCT and a sprayed
water system. The air heat exchanger of the DCT is a finned tube heat exchanger
with same geometrical and thermo-physical parameters of the DCT of Citherlet et al.
[3] (Table 1).

2.1 Dry Mode

The process fluid to be cooled is the ethylene glycol 34 vol.% which flows in the
tubes of the DCT heat exchanger. Process fluid is cooled by a cross-flow of ambient
air moved by fans and passing through the heat exchanger (Fig. 2a).

2.2 Wet Mode

A simple installation called spray water system is added as shown in Fig. 2b. In
this case, the dry system can become a wet system when the ambient temperature
or process fluid temperature increases. The adiabatic cooling allows enhancing the
thermal performance of coolers by reducing the temperature of the inlet air. This
temperature reduction is obtained by water misting at the air inlet through series of
ramps of misting placed in front of the finned tubes heat exchanger. The adiabatic
transformation is realized by the evaporation of the misted water against or with the
inlet airflow.

Fig. 2 Hybrid cooling tower, HCT: a dry mode and b wet mode
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3 Sizing and Calculation Method

The studied heat exchanger is a finned tubes heat exchanger with a number of rows.
The tubes are arranged in staggered rows to ensure several passes by row. The total
number of tubes is the same in each row.

The studied flow is a cross-flow where the external fluid is the air which arrives
with maximum air mass flow rate of 4.3 kg s−1 on the tube wall by forced convection.
In the tubes, the process fluid flows with a mass flow rate of 3.19 m3 h−1.

The LMTD method [13] is used to calculate the required heat transfer area of
the finned tubes heat exchanger by using the following assumptions: (i) The studied
system is an open steady-state system for both air and sprayed water; (ii) Overall
heat transfer coefficient is constant [14]; (iii) Mass flow rates for both air and process
fluid are constants and (iv) Airflow is considered as a counter-flow to simplify the
sizing calculation.

3.1 Dry Cooling Tower DCT (Dry Mode)

At the air side, the external heat transfer coefficient can be calculated by using the
Wang et al. [15] correlation:

he = jρaCpaVaPr
−2/3
a (1)

For N ≥ 2 and 200 < Re < 1000

j = 0.086Re j3DcN
j4

(
Sa
De

) j5( Sa
Dh

) j6( Sa
Pt

)−0.93

(2)

The Reynolds number ReDc is calculated from the external diameter of the tubes
De

ReDc = VaDeρa

μa
(3)

Where j3 = −0.361 − 0.042N

log(ReDc)
+ 0.158 log

[
N

(
Sa
Dc

)0.41
]

(4)

j4 = −1.224 −
0.076

(
Pt
Dh

)1.42

log(ReDc)
(5)

j5 = −0.083 + 0.076N

log(ReDc)
(6)
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j6 = −5.735 + 1.21 log

(
ReDc
N

)
(7)

The internal heat transfer is calculated as:

hi = Nuλw

di
(8)

Nusselt number for water flow inside a pipe is given by the correlation proposed
by Gnielinski [16] in Eqs. (9) and (10) for 0.6 < Pr < 1.5

Nu = 0.0214
(
Re0.8 − 100

) 0.4
Pr
pf

[
1 +

(
di
L t

) 2
3

]
(9)

For 1.5 < Pr < 500

Nu = 0.012
(
Re0.87 − 280

) 0.4
Pr
pf

[
1 + (di/L t)

2
3

]
(10)

This correlation is applied for 0.06 < Pr < 2000, 2300 < Re < 106, 0 < di/Lt < 1.
Overall heat transfer coefficient of the heat exchanger is calculated by the Eq. (11)

[14]:

U =
[(

1

hi
+ �i

)
Se
Si

+ Se
2πλt

Ln
de
di

+ 1

ηghe
+ �e

]−1

(11)

The overall efficiency ηg of the finned tube surface is given by:

ηg = 1 − (1 − ηf)
Sf-m
Sf-m

(12)

where Sf-m and Stot-m are the net and the total heat transfer areas of the finned tubes
per meter of length, respectively.

Sf-m = 2Nf-m

(
PtPl − πd2

e

4

)

And Stot-m = Snet-m + Sf-m (13)

The logarithmic mean temperature difference (LMTD) of the finned tubes heat
exchanger is defined by the following relation:

�TML =
(
Tai − Tpfo

) − (Tao − Tpfi)

log (Tai−Tpfo)
(Tao−Tpfi)

(14)
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Table 1 Input parameters of the DCT studied by Citherlet et al. [3]

Process fluid Ethylene glycol 34 vol.%

Fins material Aluminum

Tubes material Copper

Maximum inlet air temperature (°C) 33

Process fluid inlet temperature (°C) 41

Process fluid outlet temperature (°C) 34

Air volumetric flow rate (m3/h) 12,900

Fluid volumetric flow rate (m3/h) 3.19

Heat power exchanged (kW) 24

Spacing between fins (mm) 2.40

Number of rows 10

The total heat transfer area of the finned tubes heat exchanger needed to cool the
fluid to the desired temperature can be calculated using the Eq. (15):

A = φ

U �TML
(15)

with

φ = ṁpfCppf
(
Tpfi − Tpfo

)
(16)

The same geometrical and thermo-physical parameters of the DCT of Citherlet
et al. [3] are used as input parameters for the dry mode calculation (Table 1).

3.2 Wet Cooling Tower WCT (Wet Mode)

In this part, the same heat transfer area of Citherlet et al. [3], A = 271.43 m2, is
considered. The spray humidification system is presented in Fig. 3. This system
is integrated in the front of the heat exchanger to improve the operating limits of
the cooling tower when the ambient air temperature exceeds 33 °C. For that, the
following assumptions are considered in the humid air calculations: (i) The humid
air is considered as amixture of ideal gases; (ii) Dalton’s law is usedwhich postulates
that the pressure, internal energy, enthalpy and entropy of a mixture of ideal gases
at temperature T and pressure P are, respectively, the sum of the partial pressures,
partial internal energies, partial enthalpies and partial entropies of gas constituents
[17]; (iii) During its passage through the water nozzles, the air is humidified until
the partial pressure of water vapor becomes equal to the saturated vapor pressure of
water at the liquid temperature. This humidification of the air is accompanied by an
air temperature variation which will be calculated.
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Fig. 3 Schematic diagram of inlet air cooled by sprayed water

3.2.1 Mass Conservation of Dry Air

ṁ1
da − ṁ2

da = 0 (17)

Sprayed water mass conservation is written as:

ṁ1
daω1 + ṁ liq − ṁ2

daω
h
sat = 0 (18)

δω = δωh
sat − ω1

δω is introduced to allow writing the liquid mass flow rate as:

ṁ liq = ṁ1
da δω (19)

3.2.2 Energy Conservation

Applying the first principle for an open system in steady state and permanent flow
for n inlet and p outlet:

0 = Q̇ + Ẇ +
∑
i,o

ṁ i,o

(
h + 1

2
v2 + gz

)
i,o

(20)

With neglecting the kinetic energy variations and potential energy, the Eq. (20)
becomes

0 = Q̇ + Ẇ +
∑
i,o

ṁ i,o(h)i,o (21)
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Considering that the system does not exchange heat or mechanical work with the
outside, the Eq. (21) simplified as the Eq. (22):

0 =
∑
i,o

ṁ i,o(h)i,o (22)

Energy conservation reduced to enthalpy conservation, enthalpy flux is consti-
tuted: (i) in the inlet: air enthalpy flux and water enthalpy flux; (ii) in the outlet:
enthalpy flux of the saturated air.

ṁ1da = ṁ2da (23)

According to above equations

ṁ1da
[
(Cpda + ω1Cpv

)
T1 + ω1L] + ṁ1daδωCpliqT1

− ṁ1da[(Cpda + ωh
satCpv)Twb + ωh

satL = 0 (24)

where Twb is the wet-bulb temperature of the humid air.
On the basis of the fact that ṁ1da = ṁ2da, Eq. (24) can be divided by ṁ1da

(Cpda + ωh
satCpv)Twb = (Cpda + ω1Cpv + δωCpliq)T1 + (ω1 − ωh

sat)L (25)

But (ω1 + ωh
sat) = −δω

(Cpda + ωh
satCpv)Twb = [

Cpda + ωh
satCpv + δω(Cpliq − Cpv)

]
T1 − δωL (26)

The wet-bulb temperature can be calculated as:

Twb =
[
Cpda + ωh

satCpv + δω(Cpliq − Cpv)
]
T1 − δωL

(Cpda + ωh
satCpv)

(27)

Then:

Twb = T1 + δω
[
(Cpliq + Cpv)T1 − L

]
(Cpda + ωh

satCpv)
(28)

Generally, the term Cpliq(Cpliq + Cpv)T is very small than L, Eq. (28) can be
simplified to:

Twb ≈ T1 − L(ωh
sat + ω)

(Cpda + ωh
satCpv)

(29)
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4 Algorithm Validation

In order to validate the dry mode calculation method, the obtained results are com-
pared with those of the experimental study of Citherlet et al. [3] by using the same
geometrical and thermo-physical parameters of the DCT of Table 1. Results show
that there is a good agreement between the experimental results of Citherlet et al. [3]
and the calculated values (Table 2).

To validate the wet mode calculation method, Fig. 4 shows a comparison between
the numerical results of the developed calculation method and the experimental
results of Boulet et al. [18]. In this case, the variation of wet-bulb temperature versus
the ambient air temperature for different flow rates of sprayed water is presented. For
the same mass flow rate (1.12 l/h), the average relative error between the compared
results in Fig. 4 is 3.87%.

Table 2 Validation results with Citherlet et al. [3] in the DCT case

Citherlet et al. [3] Present paper

Heat transfer area A (m2) 270.6 271.43

Overall transfer coefficient U (W/m2 K) 28.6 34.65

Tubes volumes (l) 37 36.67

Finned tubes heat exchanger length (m) 2 2

Finned tubes heat exchanger width (m) 1.16 1.009

Fig. 4 Validation of the present calculation method with the experimental measurement of Boulet
et al. [18] for three volumetric flow rates
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5 Results and Discussion

As shown in Fig. 5, when the ambient air temperature exceeds 33 °C the required heat
transfer area increases enormously, this makes the DCT unable to reduce the fluid
temperature to the desired temperature (34 °C). However, the ambient temperature in
the region ofBiskra exceeds this value during summer [19]. These ambient conditions
cause the malfunction of the cooling tower and thus air-conditioning system. A
supplementary sprayed water system is integrated to the DCT to reduce the air inlet
temperature before entering to the finned tubes heat exchanger. This latter operates
when the ambient temperature exceeds 33 °C. Thus, the cooling tower operates at
wet mode.

Figure 6 shows the variation of the heat transfer area required to cool the process
fluid to the desired temperature (34 °C). With the inlet air temperature equal to
the wet-bulb temperature calculated above, the heat transfer area increases with the
increasing of the inlet air temperature. For the same heat transfer area of the DCT (A
= 271.43 m2), the operating limits of the cooling tower can be increased to 51 °C of
ambient temperature.

Figure 7 shows the variation of mass flow rate of the sprayed water versus the
ambient inlet air temperature. According to Fig. 7, it is clear that the increasing of
the ambient air temperature induces the increasing mass flow rate of sprayed water
to reach 0.036 kg/s when the ambient air temperature reaches 51 °C. This value of
mass flow rate is acceptable in comparison with the gain obtained from this solution.

It must be noted that one of the disadvantages of the wet mode, in semiarid
and Saharan regions, is the phenomenon of the fouling of the cooling tower due
to the sandstorms which can reduce its performance over the time [20, 21]. This

Fig. 5 Effect of ambient air temperature on the heat transfer area of the heat exchanger
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Fig. 6 Effect of inlet air temperature on the heat transfer area in wet mode

Fig. 7 Wet-bulb temperature and mass flow rate of sprayed water versus ambient air temperature
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Fig. 8 Variation of the heat transfer coefficients versus the inlet air temperature for dry and wet
modes

phenomenon is not considered in the present study, and extended studies are needed
in the future.

Figure 8 illustrates the variation of the overall and the external heat transfer coeffi-
cients versus the inlet air temperature for both dry andwetmodes of theHCT. Overall
and external heat transfer coefficients decrease with the increasing of the inlet air
temperature and reach their lowest values at 33 °C in the dry mode. After running
the spray humidification system (wet mode), the heat transfer coefficients increase
significantly due to the decrease of the inlet air temperature, and it then decreases
with the increasing of the ambient temperature.

6 Conclusion

The present paper interests to the applicability of hybrid cooling tower, HCT, of
a solar adsorption cooling system in the hot arid Saharan regions. The aim of this
work is to design the cooling tower by estimating its heat transfer area and to define
the main characteristics of the sprayed water system of wet cooling tower (WCT)
appropriate to the region of Biskra.

In the case of dry mode, the LMTD method is used to size the finned tube heat
exchanger of the DCT. Numerical results are compared with experimental DCT,
obtained from the literature. It has been concluded that the required heat transfer
area of the finned tubes heat exchanger increases enormously when the ambient air
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temperature exceeds 33 °C. That is what prevents the DCT to decrease the process
fluid temperature to the desired temperature. As a solution, this study proposes to
study a HCT by coupling a spray humidification system to the same heat transfer
area of the sized DCT.

In the case ofwetmode, the spray systemof theHCTworks onlywhen the ambient
air temperature exceeds 33 °C, in order to keep the inlet air temperature lower than
this value and to cool the process fluid. The proposed calculation method allowed
defining the main characteristics of the sprayed water. Results showed that the hybrid
solution can increase the operating limits of the system to 51 °C, with 0.036 kg/s
of maximum mass flow rate of sprayed water. The parametric study showed that the
sprayed water improves the heat transfer by improving the external and the overall
heat transfer coefficients.
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Experimental Investigation on Heat
Transfer Coefficient and Thermal
Efficiency of Solar Air Heaters Having
Different Baffles

Charaf-Eddine Bensaci, Abdelhafid Moummi and Adnane Labed

Abstract The courant research presents the heat transfer and thermal efficiency in an
experimental investigation of solar air collector system for several configurations in
Biskra Region (Algeria). Experiments were performed for forced convection airflow
in the air duct of SAH to define the performance. A conventional solar air heater
considered for the comparison purpose was working under similar conditions for
all the configurations. The effect of baffles configurations and arrangement on the
convective heat transfer coefficient and thermal efficiencywere compared.The results
showed that the thermal performance is proportional to the solar intensity at the Type
I and a specific mass flow rate.

Keywords Heat transfer · Thermal efficiency · Baffles · Mass flow rates

Nomenclature

A Absorber plate surface area, m2

� Heat flux, W m−2

h Convective heat transfer coefficient, W m−2 K−1

h(x) Local convective heat transfer coefficient, W m−2 K−1

Qu Useful heat gain, W m−2

Tab Absorber temperature, K
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Tf Fluid temperature, K
�T Temperature difference, K
ṁ Mass flow rate, kg s−1

Qv Volume flow rate m3 h−1

U Velocity, m s−1

η Thermal efficiency
IG Incident solar radiation, W m−2

Greek Symbols

Cp Specific heat J kg−1 K−1

ρ Fluid density, kg m−3

αabs Absorptivity of absorber plate

Subscripts

i Inlet
o Outlet
SAH Solar air heater

1 Introduction

The energy can be exploited by using devices called solar air heater collectors. There
are many applications of solar air heaters as crop drying [1, 2], building heating
[3], marine products. The studied systems absorb the solar radiation, transform it
into thermal energy and then transfer this thermal energy to the air flowing under
the absorber plate. Many of the research on heat transfer in roughened and smooth
plates have been noted in the literature. One of the oldest studies investigated the
effect of the geometric parameters (p/e), (e/D)) on the thermo-hydraulic performance
(friction factor and heat transfer) [4]. Improved heat transfer by placing obstacles
with single window cut on the two opposite heated surfaces was obtained by Habib
et al. [5]; they also observed that by increasing the baffles conductivity, the baffles
spacing, theReynolds number, and the heat flux had approximately same effect on the
convective heat transfer coefficient. The ideas were developed at the beginning of the
twenty-first century; Ahmed-Zaïd et al. [6] studied and compared the results obtained
from tested configurations using obstacles, barriers and without them on the flat plate
solar air collector system. Ay et al. [7] achieved a study by the infrared thermography
technique inside heat exchangers for computing the heat transfer coefficient over the
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plate-fin based on the finite difference method. Moummi et al. [8] have created a
turbulent flow for decreasing dead zones by the use of baffles perpendicular to the air
duct. Ho et al. [9] presented a mathematical formulation for double-pass SAH with
recycling. The results presented that the double-pass collector type with recycling
was the thermo-hydraulic parameters better than the model without recycling. Hans
et al. [10] reviewed the performance of solar air heaters by use different roughness
geometries, and twenty-three configurations have been considered to determine from
thermo-hydraulic viewpoint to the best performing roughness geometry. Labed et al.
[11] studied an experimental and theoretical study to optimize the performance of
solar air heater by proposing a novel roughness case, and the solar air collector
was the studied system for single pass. In the same year, Gupta and Kaushik [12]
investigated many roughness elements types under the absorber plate of the system
duct. Akpinar and Koçyiğit [13] presented the performance of a novel SAH with
roughness and without it by an experimental investigation. It was found that the
ideal efficiency value was specified by the SAH for all operating conditions, and it
was significantly better than that without roughness. They defined the energy and
exergy of SAHs, and comparisons were made among them at various air mass flow
rates. El-Khawajah et al. [14] are examined the arranging of the simple fins and the
transverse fins for increase in the heat transfer between wire mesh layers flowing air,
and the highest value of SAH thermal performance was found when they used six
transverse fins. Chabane et al. [15] presented a heat transfer study for new solar air
collector’s design. Experimental and theoretical investigations on single-pass solar
air heater were carried out to simulate the heat transfer by Aissaoui et al. [16].
Bensaci et al. [17] presented a numerical study on natural convection heat transfer
inside the air gap between the absorber plate and the glass cover; in the application
on a flat plate SAH, the Navier–Stokes and energy equations were solved using
the finite volume method to estimate the thermal performance. Menasria et al. [18]
presented numerical investigation on the bottom wall of the solar air heater duct
with continuous rectangular baffles having an inclined upper part for obtaining the
thermo-hydraulic of the fully developed turbulent flow characteristics. Ghritlahre
and Prasad [19] implicated the ANN technique on the solar air heaters to predict the
performances for versus models. Baissi et al. [20] carried out an experimental study
to improve thermal performance of the SAH.

In the currentwork, a single-pass SAH systemwas presented to determine the con-
vective heat transfer coefficient, thermal efficiency, and enlarged exchange area. This
research aimed to test several configurations (transversal obstacles with and without
baffles, smooth plate) and their effects, environmental conditions, solar radiation,
inlet temperature, and air mass flow rate on the thermal performances.
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2 Experimental

2.1 Thermal Analysis

In the present study, the steady-state heat transfer rate was supposed to equal the heat
loss in the air channel [21]:

Qu = Qconv (1)

where

Qu = ṁCp(To − Ti) (2)

the mass flow rate (ṁ) is

ṁ = ρQv (3)

The convection heat transfer of the air duct can be given by:

Qconv = hA(Ts − Tb) (4)

where

Tb = (To + Ti)/2 (5)

Ts =
∑

Tab/4 (6)

A measure of the system performance defined as the useful heat gain ratio on the
solar radiation, and the absorbing area we presented that as follows:

η = Qu/IGA (7)

We compensated Eq. (2) in Eq. (7), and the thermal efficiency can be given as:

η = ṁCp(To − Ti)/IGA (8)

The local convective heat transfer coefficient h(x) described the heat transfer
phenomena between the fluid (air) and the absorber.

The convective heat flux from the absorber to the fluid (air) is written as:

� = h(x)(Tab − Tf) (9)
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where Tab is the superficial absorber temperature in X-point, given as an average
along the absorber width L.

The local heat transfer coefficients are defined in each position (X) for versus air
mass flow rates by Moummi et al. [8]:

h(x) = eUρfCp
∂Tf(x)

∂x

Tab(x) − Tf(x)
(10)

2.2 Experimental Setup

An experimental system was a solar air heater (SAH), which was constructed and
tested in the Mohamed Khider University—Biskra (latitude 34° 48′N, longitude
5° 44′E, altitude 85 m above sea level), Algeria. The SAH component sizes were
thickness of the glass cover is 5 mm, the air gap between the absorber plate and the
glass cover height is 30 mm, the air duct height is 25 mm, the absorber sizes are
1.5 m × 0.75 m with the thickness of 0.5 mm and the rear insulation (polystyrene)
thickness is 40 mm. The galvanized steel is the type of absorber with a black coating
(αabs =0.95). TheSAHwaspositioned in inclined support having an inclination angle
of 34° and was oriented to the south to receive the maximum solar radiation during
all the experiments. The heated air flowed between the absorber inner surface and the
backplate (air duct) with or without baffles. A front view sight of the experimental
setup and schematic diagram of the constructed system was shown in Figs. 1 and 2,
respectively.

Fig. 1 Experimental setup
model (SAH)
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Fig. 2 Schematic diagram of experimental setup (SAH). Inlet port (1), outlet port (2), glass cover
(3), absorber plate (4), insulatingmaterial (polystyrene) (5), air duct (6), metal support (7), insulated
tube (8), blower (9)

In this study, we used three configurations with roughness (Type I and Type II)
and without roughness or smooth plate (Type III); photographic views of different
configurations are shown in Fig. 3, and these configurations arementioned as follows:

• Type I: using transverse obstacles in the dynamic air vein.
• Type II: using transverse obstacles and baffles in the dynamic air vein.
• Type III: no baffles in the dynamic air vein (smooth plate).

Thermocouples were positioned evenly on the bottom and absorber plate’s loca-
tions on the air duct.

The recorded test data of SAHs were measured at the time range of 30 min, the
tests from 9 a.m. to 3 p.m. The measured parameters in the experiments were inlet
temperature, outlet temperature, the temperatures of an absorber, and bottom plates
in each X distance, air velocity, wind velocity, and solar radiation. The temperature
measured byPT100 type to 04wires thermocoupleswith an accuracy 0.1 °C, pressure
transducer (Kimo CP301) with an accuracy ±0.1 Pa and 0.5% of reading, Kimo-
type (VT300) anemometer an accuracy ±1% and reading ±0.1 m/s of velocity, the
pyranometer with 1% accuracy were used.
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Type I      Type II     Type III

Fig. 3 Photographs of different tested SAHs configurations

3 Results and Discussion

In this part, we present the experimental test results of the experiments performed
from May to June 2017. The comparison between three configurations and the
experiments were performed under climatic conditions of Biskra, Algeria. Figures 4,

Fig. 4 Temperature of the absorber and bottom plates of Type I versus the SAH length (ṁ =
0.035 kg/s)
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Fig. 5 Temperature of the absorber and bottom plates of Type II versus the SAH length (ṁ =
0.035 kg/s)

5, and 6 show the temperature of the absorber and bottom plates versus the SAH
length, and the values of the temperatures were measured along the air duct from
the inlet cross section to the outlet after the test section at distance of 15 cm, cor-
responding to the types I, II, and III, respectively, at ṁ = 0.035 kg/s. The curves
evolution of the temperature take a similar behavior, where the absorber plate tem-
perature increases in the flow direction and the bottom plate temperature increases
in the flow direction at the same time, for example in the Type II “T bp = 62.44 °C,
T ab = 88.83 °C” and “T bp = 67.22 °C, T ab = 95.10 °C) at X = 0.4 m and X = 0.7 m
(Fig. 5). The temperature difference is important with the smooth plate of the order
of 72 °C at X = 0.4 and 85 °C at X = 0.7 in the absorber plate, that corresponds to
poor heat exchange between the fluid (air) and the absorber (Fig. 6). In the presence
of transverse obstacles, the exchange is effective in along the air duct. The trans-
verse obstacles clearly play a very important role where results in acceptable heat
exchange in the presence of the fins, because it offers a minimum passage section in
front of the fluid, narrowing and sudden enlargement, to lengthen the air trajectory,
the stay extension, and to create a turbulent flow within the dynamic air for reducing
the dead zones. The temperature difference �T = (To + Ti) versus the daily time at
ṁ = 0.017 kg/s increased with the solar intensity from the sunrise, the maximum
value in the midday from 12:00 to 1:00 p.m., as shown in Fig. 7, then afternoon
decreased. The maximum �T values for all different configurations (Type I, Type
II, Type III) were 27.5 °C, 28 °C, and 23 °C, respectively.

In order to present the relationship between the fluid and the absorber plate, the
local convective coefficient versus the length of the SAH is shown in Fig. 8, for ṁ
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Fig. 6 Temperature of the absorber and bottom plates in a smooth plate (Type III) versus the SAH
length (ṁ = 0.035 kg/s)

Fig. 7 Temperature difference versus time of the day for three configurations (ṁ = 0.017 kg/s)
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Fig. 8 Variation of the local convective heat transfer coefficient versus the SAH length for three
configurations (ṁ = 0.03 kg/s)

= 0.04 kg/s. The local convective coefficient obtained from Eq. (10) describes the
quality of heat transfer. It is shown that the SAH (Type II) presents the higher local
convective coefficient over all the SAH duct where it varies from 77 to 30 (W/m2

K), followed by Type I, while the less of local convective heat transfer coefficient in
smooth duct (Type III) due to the lack of baffles.

Figure 9 shows the thermal efficiencies of different SAHs configurations versus
ṁ. The thermal efficiency increaseswith increasing airmass flow rate. Themaximum
efficiencies for all the configurations were obtained for air mass flow rate from 0.03
(kg/s) to 0.035 (kg/s). The thermal efficiency of Type II is higher than Type I and
the latter was higher than that of Type III (no turbulence) in the higher values of
air volume flow rate. As seen from Table 1, the efficiency values were obtained
for Types I, II, and III need to be compared, the optimal values of efficiency (or
the best turbulence) were in Type II for all operating conditions. We presented the
verification of thermal efficiency of the current study for Type II with some studies
from the literature in Table 2.
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Fig. 9 Thermal efficiency versus air volume flow rate for different configurations

Table 1 Thermal efficiency of the tested configurations of the solar air heaters

Solar air heaters ṁ (kg/s) η (%)

Type I 0.017 43

0.025 58.5

0.035 77

Type II 0.017 45.3

0.025 63

0.035 78

Type III 0.017 35

0.025 51

0.035 72

Table 2 Verification of thermal efficiency values of the present work with literature

ṁ (kg/s) η (%)

Karim and Hawlader [22] 0.02 40.21

0.03 48.73

Esen [23] 0.025 65

Current study (Type II) 0.025 63

0.035 78
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4 Conclusions

In the current study, three configurations of solar air heaters SAHs were tested and
their thermal performances were compared to valorize thermal conversion systems
of solar energy. It was shown that the efficiency depended on solar radiation, the air
mass flow rate, and the position of roughness in the air duct. The heat transfer and
the thermal efficiency were higher when the baffles were fixed over all the tested
channel of the SAH. The solar radiation, the type and location of baffles, and air
mass flow rate were principal parameters which affected the performance of SAH.
The configurations presented here can be utilized for the SAH’s enhancement.
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13. Akpinar EK, Koçyiğit F (2010) Experimental investigation of thermal performance of solar
air heater having different obstacles on absorber plates. Int Commun Heat Mass Transfer
37:416–421

14. El-Khawajah MF, Aldabbagh LBY, Egelioglu F (2011) The effect of using transverse fins on
a double pass flow solar air heater using wire mesh as an absorber. Sol Energy 85:1479–1487.
https://doi.org/10.1016/j.solener.2011.04.004

https://doi.org/10.1115/1.2911408
https://doi.org/10.1016/j.renene.2003.11.006
https://doi.org/10.1016/j.rser.2009.01.030
https://doi.org/10.1016/j.renene.2008.06.001
https://doi.org/10.1016/j.solener.2011.04.004


Experimental Investigation on Heat Transfer Coefficient … 321

15. Chabane F, Hatraf N, Moummi N (2014) Experimental study of heat transfer coefficient with
rectangular baffle fin of solar air heater. Front Energy 8:160–172. https://doi.org/10.1007/
s11708-014-0321-y

16. Aissaoui F, Benmachiche AH, Brima A, Bahloul D, Belloufi Y (2016) Experimental and
theoretical analysis on thermal performance of the flat plate solar air collector. Int J Heat
Technol 34:213–220

17. Bensaci C-E, Labed A, Zellouf M, Moummi A (2017) Numerical study of natural convection
in an inclined enclosure: application to flat plate solar collectors. Math Model Eng Probl 4:1–6

18. Menasria F, Zedairia M, Moummi A (2017) Numerical study of thermohydraulic performance
of solar air heater duct equipped with novel continuous rectangular baffles with high aspect
ratio. Energy 133:593–608. https://doi.org/10.1016/j.energy.2017.05.002

19. GhritlahreHK, PrasadRK (2018) Prediction of heat transfer of two different types of roughened
solar air heater using artificial neural network technique. Therm Sci Eng Prog 8:145–153.
https://doi.org/10.1016/j.tsep.2018.08.014

20. Baissi MT, Brima A, Aoues K, Khanniche R, Moummi N (2019) Thermal behavior in a solar
air heater channel roughened with delta-shaped vortex generators. Appl Therm Eng

21. Duffie JA, Beckman WA (2013) Solar engineering of thermal processes, 4th edn. Wiley, New
York

22. Karim MA, Hawlader MNA (2006) Performance investigation of flat plate, v-corrugated and
finned air collectors. Energy 31:452–470

23. EsenH (2008) Experimental energy and exergy analysis of a double-flow solar air heater having
different obstacles on absorber plates. Build Environ 43:1046–1054. https://doi.org/10.1016/j.
buildenv.2007.02.016

https://doi.org/10.1007/s11708-014-0321-y
https://doi.org/10.1016/j.energy.2017.05.002
https://doi.org/10.1016/j.tsep.2018.08.014
https://doi.org/10.1016/j.buildenv.2007.02.016


Impact of Carbonization
on the Combustion and Gasification
Reactivities of Olive Wastes

Hakan Cay, Gozde Duman, Gizem Balmuk, Ismail Cem Kantarli
and Jale Yanik

Abstract As an alternative to biomass, biochar is known as a promising candidate
to replace or co-process with coal as solid fuel. In this study, biochars were obtained
from pyrolysis of olive tree pruning (OP) at different temperatures and duration
in order to investigate their possible use in combustion and gasification processes
alone or with lignite. Steam gasification experiments of raw biomass, biochars and
their blends with lignite were conducted in two-stage reactor at 850 °C to produce
hydrogen-rich gas. The combustion behavior of fuels was investigated using ther-
mogravimetric analyzer. The temperature was more effective than duration on the
yield and properties of biochar. Biochars obtained above 350 °C had more aromatic
structure with higher fixed carbon content. Gasification of biochar was more efficient
than that of biomass, due to its high carbon content, homogeneous properties, and
minimized tar formation. Hydrogen yield increased with the increase in the potas-
sium and fixed carbon contents of biochars. Slagging and fouling indices of biochars
indicated the tendency of slagging and fouling during their combustion alone. For
the blends containing OP and biochars produced at low temperatures, antisynergistic
effect was observed, lowering the combustion reactivity. In contrast, no interaction
was found for the blend containing high-temperature biochar.
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1 Introduction

Overpopulation and industrialization of the world led to increase of worldwide fossil
fuel consumption for energy production and hence to the increase in amount of CO2

released from the combustion of fossil fuels, which are responsible for 65% of total
greenhouse gas (GHG) emissions. Therefore, reduction of the use of fossil fuel in
energy systems is a fundamental requirement to reduce GHG emissions. This can be
achieved by renewable energy sources, namely wind, solar, geothermal and biomass.
Among renewable energy sources, biomass represents the only renewable resource
of liquid, solid, and gaseous fuels that contain carbon. Biomass mainly refers to
materials of plant origin such as wood, wood processing waste, plant cultivated as
energy crops, agricultural residues, and organic waste.

Biomass has advantages such as reducing pollutant greenhouse gas emissions,
extremely lower sulphur and nitrogen content compared to coal, local availability
and sustainability [1, 2]. Biomass is also considered as carbon neutral. Despite these
advantages, the direct usage of biomass in existing combustion systems is limited
by its physicochemical properties such as heterogeneity, low bulk, and energy den-
sity, high ash content, and high moisture content. These undesirable properties of
biomass bring technical and economical concerns related to storage, transportation,
and operation [3]. Moreover, co-combustion of biomass with coal has been also
attempted for electricity generation in existing coal-firing power stations [4, 5]. Till-
man pointed out that low percentage of biomass species is available for co-firing [6].
Besides, limitations due to the physical and chemical differences between coal and
biomass make difficulties and challenges to operate blends in firing systems, partic-
ularly in case of blends with the biomass ratio higher than 5% [7]. From the point of
biomass processing in the current coal gasification systems, high tar formation is the
main problem, which may lead to blockages in the equipment and poor gasification
efficiency [8, 9]. Therefore, co-gasification was also suggested and some studies
focusing on co-gasification of biomass and coal have been attempted [8, 10]. The
main concern of these studies was on tar reduction, which can be mostly achieved
by low ratio of biomass/coal blends. Howaniec and Smolinski reported a correlation
between synergic effect and alkali and alkaline earth metals (AAEM) content [8].
Improvement on the reactivity of blends of coal and biomass was observed due to
the catalytic properties of biomass ash. Even though formation of potassium silicates
during co-gasification may inhibit gasification reactions, higher K/Al ratio in blends
by increase of biomass ash may overcome this problem [11].

Taking the advantages of better fuel characteristics, the use of biochar reduces
the deficiencies of biomass and enables the implementation of blends in current coal
combustion and gasification systems by less investment and adjustment. Therefore,
it is of great importance that biomass is converted into biochar to utilize as solid
fuel [12]. Different thermochemical processes can be applied to convert biomass to
a stable and energy-intensive biochar. The most common of these thermochemical
methods is pyrolysis. Pyrolysis is a thermochemical method that subjects biomass
to thermal decomposition at moderate temperatures (between 200 and 600 °C) in
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an inert atmosphere [12, 13]. Slow pyrolysis is usually applied as a pre-treatment of
biomass in order to eliminate technology barriers during its utilization as solid fuel
[3]. By pyrolysis at lower temperatures, a high percent of the biomass energy (up
to 95%) and mass (up to 90%) are conserved in produced biochars. Many studies
exist in literature about biochar production by pyrolysis of different types biomass
including mainly agricultural residues such as pine sawdust [14], vineyard pruning
[15], palm kernel shell [16], eucalyptus wood [17, 18] rice straw [19], corn stover
[20] and agro-industrial residues such as orange pomace [15] and grape pomace [21].

Lately,most of the research studies regarding biochar combustion have focused on
utilization of different types of biochars blending with coal [22–26]. Ro et al. studied
combustion behavior of biochars obtained from chicken manure by two different
thermochemical methods, namely pyrolysis and hydrothermal carbonization [27].
They also tested the blends of biochars and coal with different ratios and suggested
that the usage of blends is more preferable than the replacement of coal with biochar
due to the significant difference in combustion characteristics of biochars and coal.
In a study reported by Gil et al. [28], biochars obtained from pyrolysis of three types
of biomass (pine, black poplar, and chestnut woodchips) at 240 and 300 °C were
combusted in an entrained flow reactor at 1300 °C. By pyrolysis, the grindability
of raw biomasses was improved, while chestnut biochar at 280 °C was the easiest
one to pulverize. Compared to coal combustion, lower NO and SO2 emissions were
detected in case of blends of the biochar and coal. The burnout of coal and blends
were close due to the high reactivity of coal at higher oxygen concentration and
temperature. At low oxygen concentration, burnout improved for the blend prepared
with a ratio of 10:90 biochar and coal.

In our previous study, combustion of biochars derived from lignocellulosic
biomass and animal wastes and their blends with lignite were performed by using
thermogravimetric analyzer under air atmosphere [26]. Lower ignition and burnout
temperature were obtained by mixing coal with lignite at a ratio of 1:1 resulting from
high reactivity of biochars. It is worth noting that an interaction between blends was
apparent only at char combustion step. Liu et al. investigated combustion behavior
of bamboo, torrefied bamboo, coal, and their blends by using thermogravimetric
analyzer (TGA) [24]. Compared to raw bamboo, the reactivity of pyrolyzed bam-
boo was lower with higher ignition and burnout temperatures. They also reported
that char combustion step of coal and pyrolyzed bamboo was similar revealing that
co-combustion of their blends is more feasible.

Compared to biomass gasification, biochar gasification is reported to show great
superiority due to low tar content and high gasification performance of biochars
[7]. It was reported that AAEM in biomass remains in biochar, which is a potential
catalyst for gasification reactions [28]. Therefore, co-gasification of biochar and coal,
instead of biomass and coal, can be an effective way to obtain tar free gas products.
Nevertheless, only our recent study exists in the literature about co-gasification of
biochar with coal [29]. In our study, blends of coal with raw sunflower seed and
its biochar obtained at 300 and 500 °C were gasified under a steam atmosphere in a
vertical fixed bed reactor. The results revealed that blends of lignite/biochar at 300 °C
showed stronger synergic effect than blends of lignite/biomass and lignite/biochar at
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500 °C. We concluded that besides AAEM, volatile matter (VM) content of biochar
had also an important role in synergic reactions between biochar and lignite.

Olea europaea, the olive tree, has been traditionally cultivated for centuriesmainly
in the Mediterranean countries and is being increasingly cultivated in the rest of the
world for the production of oil and table olives due to their benefits to human health
and very tasty characteristics [30–32]. The FAO statistics reveals that the amount
of areas used for olive tree cultivation increased from 10,131,418 to 10,804,517 ha
worldwide between 2014 and 2017 [33]. Olive tree pruning is implemented every
2 years during cultivation in order to rejuvenate trees and increase olive production
and produces a large amount of lignocellulosic biomass, known as olive tree pruning
waste (OP) including mainly old branches [34]. It is stated by Hodaifa et al. that,
on average, 3000 kg/ha of OP is produced annually [35] and 30 Mt/year of OP is
predicted to occur from the olive trees cultivated over 10 million ha of land all over
the world [34]. OP finds a limited industrial application. Larger branches of OP are
used as firewood in small industries, while the rest of OP is directly burnt or used as
a vegetal additive to soil in the olive cultivation fields, as stated by Ruiz et al. [32].
Environmental problems such as fire risk and uncontrolled CO2 emissions would
occur in case of combustion of OP in the field. Papadakis et al. reported that burning
OP increases average fine PM levels by more than a factor of 2 [36].

The main novelty of this study is the investigation of both combustion and gasi-
fication properties of the biochars obtained at different carbonization temperatures.
Specific objectives of this study were to evaluate (1) the effect of pyrolysis condi-
tions (duration and temperature) on the yield and characteristics of biochar (2) the
impact of biochar properties on combustion behavior and gasification performance
of biochar alone and mixing with lignite.

This case study provides important insights on utilization of olive tree pruning
as potential substitute fuels for co-combustion and co-gasification with coal, for the
first time.

2 Materials and Methods

2.1 Material

OP was collected from agricultural fields in Manisa, Turkey. After OP was dried at
105 °C overnight, it was ground and sieved less than 1.00 mm in order to provide
homogeneity of the biomass for the experiments, and then they were stored in sealed
containers until use. Component analysis was done by an ANKOM 200 Fiber Ana-
lyzer according to Van Soest et al. [37]. OP contains, 10.8% hemicellulose (+soluble
inorganics), 16.7% cellulose, 17.8% lignin (+silica), 19.0% extractives and 35.6%
carbohydrates (sugars, starch, pectin) and protein.
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2.2 Pyrolysis Experiments

A stainless steel 1 L vertical reactor was used for pyrolysis experiments. The exper-
iments were carried out at different temperatures between 250 and 500 °C under
nitrogen (30 mL min−1) as inert and sweeping gas. In a typical experiment, first,
100 g of OP was placed into the reactor. Then, the system was heated to the desired
temperature at a rate of 7 °C min−1 and held at this temperature for 1 or 2 h. The
volatile products passing through collection flasks cooled with a water-ice mixture
were condensed as the liquid products. In some experiments, liquid phase involved
two phases: bio-oil and aqueous phase. Aqueous phase was separated by separatory
funnel frombio-oil in two-phase liquid products. The non-condensable volatileswere
collected in Tedlar Bag as the gaseous products. At the end of the experiment, reactor
was cooled down under nitrogen gas stream. The amount of biochar produced was
determined by weighing. Biochars were ground to <500 mm and stored in sealed
containers for further analysis.

Each pyrolysis process was repeated three times. The product yields were calcu-
lated as follows:

Yield% = mx

mb
∗ 100 (1)

where mb stands for the mass of raw olive waste and mx is the mass of product
(biochar or liquid product).

2.3 Steam Gasification Experiments

A vertical stainless steel reactor was used for steam gasification experiments. The
reactor has top and bottom beds which are separately heated. The fuel (~3 g) was
loaded in a basket at the top section of the reactor. A detailed description of the
reactor set up and the gasification procedure is given in our previous study [29].
After loading the fuel, first, bottom section was heated to 850 °C under a nitrogen
flow of 50mLmin−1.When the temperature reached to 850 °C, heating of top section
to 850 °C was started at a heating rate of 8 °C min−1. Once the temperature of top
section reached 850 °C, steam with a flow rate of 0.6 mL H2Omin−1 was introduced
from this section with nitrogen flow (50 mL min−1) at constant temperature for 1 h.
During gasification of fuel, the volatiles formed at the top section of reactor passed
through the bottom section of reactor (at 850 °C), at where volatiles underwent the
secondary reactions (Eqs. 7–10). The tar and unreacted water were collected in the
condenser and traps during the passage of the volatiles from reactor. Finally, the
resulting gaseous products were collected in a Tedlar bag for further analysis.
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2.4 Combustion Experiments

Combustion behavior of biochars and their blends with lignite was investigated by
using a thermogravimetric analyzer (Perkin Elmer Diamond TG/DTA). 5–10 mg
of sample was heated from room temperature up to 850 °C with a heating rate
of 10 °C min−1 under airflow (200 mL min−1). Ignition temperature (IT), burnout
temperature (BT) and reactivity were calculated from TG/DTG curve as given in
the literature [26]. Overall reactivity (Rm) was calculated by average of individual
reactivity of first and second peaks.

2.5 Analysis

The elemental composition of biomass and biochars was determined by a LECO
CHNS 932 elemental analyzer according to ASTM 5291-96. The ash and volatile
matter contents were determined according to EN 14775 and ASTM D1762 – 84,
respectively. The inorganic contents of biomass, biochar, and lignite were determined
by using XRF analyzer (Spectro X-LabPro). The higher heating values (HHV) of
biomass and biochar were calculated according to the formula given by Channiwala
and Parikh [38]. Product gas composition was examined by RGA (Agilent Technolo-
gies 7890A GC system). HHV of product gas was calculated by equation given in
literature [39].

3 Results and Discussion

3.1 Product Distribution of Pyrolysis

As well-known, the pyrolysis product yields depend on the process parameters
including temperature, heating rate, duration and particle size besides feedstock
type. In this study, the influences of temperature and duration on product yields from
slow pyrolysis of OP were investigated.

The product yields from pyrolysis of OP at different temperatures for duration of
1 and 2 h are shown in Fig. 1. It is clear that the carbonization temperature is the main
factor affecting product yields. The biochar yield decreased remarkably (from 78 to
40%)with the increase of temperature from200 to 350 °C, and then slightly decreased
above 350 °C. This was possibly due to the higher degradation rates of extractives
and hemicellulose within the OP at lower temperatures. In contrast to char yield, the
total liquid product yield considerably increased from 11 to 43% as the pyrolysis
temperature increased to 400 °C, and then it remained almost constant with further
increase in temperature. Similar result was observed in slow pyrolysis of pistachio
shell [40]. The liquid products obtained from pyrolysis at 300 °C and below were
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observed as one phase with reddish-brown color. But, the liquid products obtained
above 300 °C were observed as two phases; bio-oil and aqueous phase. It is well-
known that the liquid composition is largely dependent on the intensity of the process,
such as temperature and residence of the tar vapors [41]. The liquid product from low-
temperature pyrolysismainly consists of thewater-soluble products fromdegradation
of hemicellulose and partly cellulose, besides a significant amount ofwater originated
from dehydration reactions and physically bonded water in the biomass. However,
at higher temperatures, tarry compounds (hydrocarbons, aromatic ethers, carbonyl
compounds, and long-chain alcohols, aromatic oxygenates, etc.) occur due to the
several molecular rearrangements from degradation of lignin and cellulose [42]. The
gas yield gradually increased from 7.5 to 22.0 wt% as pyrolysis temperature rose
from 200 to 300 °C, and then slightly increased to 28.9% as the temperature rose
to 500 °C. Normally, it is expected that higher temperatures led to more production
of gases due to the secondary cracking of the oil product. From these results, it can
be argued that there is a competition between the formation of pyrolysis products
due to the secondary reactions (cracking and recombination), with liquid becoming
successively more favored. On the other hand, duration did not affect the product
yields significantly. Generally, the effect of duration depends on the temperature
and heating rate. For example, Park et al. [43] observed an increase in the char
yield with the increase of residence time during the fast pyrolysis of pine sawdust.
On the contrary, no considerable change in the biochar yield was noted during the
slow pyrolysis of empty fruit bunch [44] and walnut shell [45] with the increase
of residence time. Overall, the results indicated that temperature had a significant
impact on the yield of products from olive pyrolysis, especially on the liquid and
char yields.

3.2 Composition of Gas Products from Pyrolysis

Table 1 summarizes the composition of gases obtained at different pyrolysis temper-
atures for a duration time of 1 h. Although gas yields did not significantly change

Table 1 Composition of gas products obtained at different temperatures for a duration time of 1 h,
% mole

Pyrolysis temperature (°C) 200 300 350 400 450 500

CH4 – 2.2 10.9 22.1 36.0 42.1

C2–C5 – 2.1 9.7 25.2 20.6 9.6

CO2 81.6 74.4 63.9 36.4 19.9 11.3

CO 18.4 21.0 14.8 12.2 10.7 7.0

H2 – 0.2 0.7 4.1 12.7 30.0

HHVa (MJ/N m3) 2.3 4.9 12.4 26.8 30.4 27.5

aCalculated as N2 free
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above 300 °C, the contents of both methane and hydrogen increased continuously up
to 500 °C. In fact, the main difference in gas content was observed when the pyroly-
sis temperature increased from 350 to 400 °C. At low temperatures, the main gases
were COx, mainly due to the degradation of hemicellulose and some part of cellu-
lose. At higher temperatures, due to the lignin degradation and secondary cracking
of volatiles, more hydrocarbon gases and hydrogen were released. At the pyrolysis
temperature above 400 °C, an increase in demethanation and dehydrogenation reac-
tions led to the more production of methane and hydrogen. This result is in good
agreement with results of pyrolysis studies carried out with variety of biomasses,
such as cherry seed [46] and wheat straw [47].

The heating value of gas product was calculated based on the concentration of
each individual gas and its corresponding heating value. The gas products obtained
at high pyrolysis temperature have quite high heating value due to the existence of a
lot of combustible gases and could provide energy requirements of some part of the
pyrolysis plant.

3.3 Chemical Properties of Biochars

The composition of biochar is an important indicator of its availability as fuel.
The proximate and ultimate analysis results of biochars obtained at different
temperatures for duration of 1 h were given in Table 2. The biochars were coded
according to the pyrolysis temperature, e.g. B300 stands for biochar obtained from
pyrolysis at 300 °C.

An increase in pyrolysis temperature had a pronounced impact on the biochar
properties. The increase in temperature led to an increase in carbon content while

Table 2 Some properties of biochars and raw biomass

OP B200 B250 B300 B350 B400 B450 B500

Ultimate analysis (wt%, dry basis)

C 49.98 55.43 60.29 63.69 64.4 65.48 67.17 67.64

H 6.45 6.15 5.87 5.01 5.02 3.52 2.83 2.31

N 1.88 1.99 2.39 2.69 2.70 2.71 2.79 2.93

S 0.15 0.06 0.08 0.07 0.06 0.07 0.05 0.06

Oa 36.22 29.78 23.41 18.58 15.88 13.43 10.34 9.60

Proximate analysis (wt%, dry basis)

Ash 5.3 6.6 8.0 10.0 11.9 14.8 16.9 17.5

Fixed carbon (FC) 26.9 32.0 38.6 56.7 64.7 72.3 71.6 73.8

Volatile matter (VM) 68.0 61.4 53.4 33.3 23.4 12.9 7.5 4.8

HHV (MJ/kg) 21.18 23.35 25.35 25.97 26.47 25.27 25.32 24.94

aCalculated from difference
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resulting in a lower content of hydrogen and oxygen due to the removal of oxy-
gen and hydrogen-containing functional groups via dehydration, decarboxylation,
aromatization, etc. The most significant changes in carbon content occurred in the
temperature range of 200–300 °C. On the other hand, nitrogen content of biochars
slightly increased with increasing temperature, showing that most of nitrogen com-
pounds in OP retained in biochar.

Change of H/C and O/C ratios during the conversion of OP into biochar by pyrol-
ysis at different temperatures can be followed on the van Krevelen diagram shown in
Fig. 2. The biochars became more carbonaceous with the increase of pyrolysis tem-
perature. The decrease in the H/C and O/C ratios was almost linear up to pyrolysis
temperature of 350 °C. Low H/C ratio of biochars obtained at temperatures higher
than 350 °C indicates the aromatization of structure. Hammes et al. stated that a
H/C ratio of around 0.3 indicates substances with highly condensed aromatic ring
system, while a H/C ratio of more than 0.7 indicates substances with non-condensed
aromatic structures such as lignin [48]. As a result, the biochars obtained at 250 °C
and above were comparable to lignite and coal.

The proximate analysis of raw biomass and biochars indicates that the increase
of pyrolysis temperature led to a decrease in the VM content and an increase in the
FC content of biochar. On the other hand, a significant increase in ash content was
observed due to the inorganics retaining in solid product of pyrolysis. Similar results
were reported in the previous studies by Xin et al. [49] for cattle manure, by Tag
et al. [15] for vine pruning, poultry litter and orange pomace and by Ahmad et al.
[50] for soybean stover and peanut shell.
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Table 3 Mineral contents (%), fouling and slagging indices of biochars

OP B250 B300 B500 Lignite

MgO 0.325 0.459 1.005 1.120 0.369

Al2O3 0.061 0.066 0.154 0.157 3.635

SiO2 0.166 0.169 0.393 0.430 8.340

P2O5 0.128 0.232 0.505 0.642

K2O 1.550 2.360 4.740 5.260 0.230

CaO 3.485 5.180 10.250 11.850 4.335

TiO2 0.006 0.008 0.015 0.016 0.230

Fe2O3 0.028 0.146 0.199 0.071 1.170

SI 3.5 2.7 2.1 1.8 0.7

FI 36.0 79.4 136.7 159.9 0.115

As well-known, the main technical difficulties in combustion of biomass/biochar
in boilers or power plants include slagging and fouling due to their high alkaline
content (Ca, K, Mg, and Na). Table 3 lists the mineral composition of biochars
as determined by X-ray fluorescence spectroscopy (XRF). To predict the proba-
bility of slagging and fouling during combustion, slagging index (SI) and foul-
ing index (FI) were calculated based on the mineral composition of the biochars
(Eqs. 2 and 3) [51].

SI = %(Fe2O3 + CaO + Na2O + K2O + MgO)

%(SiO2 + Al2O3 + TiO2)
∗ %(S)(dry) (2)

FI = %(Fe2O3 + CaO + Na2O + K2O + MgO)

%(SiO2 + Al2O3 + TiO2)
∗ %(Na2O + K2O) (3)

The SI values greater than 2.0 indicate high slagging potential, while the FI values
greater than 40.0 indicate high fouling potential. Although the low S content and
reasonable calorific value make the biochars attractive for use as a solid fuel in
combustion, it can be predicted that they lead to low combustion performance in
boilers.

3.4 Steam Gasification of Biochars

Steamgasification is one of themost promising thermochemical processes to produce
hydrogen from biomasses. But, the formation of tar that causes plugging in system is
themain disadvantage of steamgasification. Tar formation can be reduced in different
ways, such as varying the operating conditions and using catalyst [52]. Ex-situ tar
steam reforming is known as one of the efficient ways to reduce tar formation by
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converting the tar into gas products. In this study, steam gasification experiments
were carried out in two-stage gasifier by following reaction pathways.

On top section of reactor:

At temperatures between 200 and 500 °C

Pyrolysis of carboneous materials → Char + Tar + H2O

+ Gases
(
CO2 + CO + H2 + CH4 + C+

2

)
(4)

At temperatures between 500 and 850 °C

Steam gasification of char C + H2O → CO + H2 (5)

C + 2H2O → CO2 + 2H2 (6)

On bottom section of reactor:

Steam reforming of tar Tar + yH2O → wCO + zH2 (7)

Water-gas shift reaction CO + H2O → CO2 + H2 (8)

Methanation CO2 + 4H2 → CH4 + 2H2 (9)

Steam-methane reforming CH4 + H2O → CO + 3H2 (10)

In gasification experiments, besides biochars and their blends with lignite (L), raw
biomass (OP) was also gasified for comparison purpose. In our previous study [29],
we found that gasification time of 1 h at 850 °Cwas adequate to gasify biomass and its
derived biochars completely. For all types of fuel, the hydrogen-rich gas, consisting
of mainly H2 (58–66%, v/v %) and CO2 (28–32%, v/v %) was obtained by steam
gasification similarly to our previous study about steamgasification of sunflower seed
cake and its derived biochars. Figure 3 shows the individual gas amounts (mL g−1

fuel) evolved from gasification of OP, biochars and their blends.
As seen from Fig. 3, highest hydrogen yield was obtained from B500 and hydro-

gen yield sequence followed B500 > B300 > B250 > OP. This result is reasonable,
since the contents of AAEMs, particularly K, and FC increase by following the same
sequence. B300 and B500 produced 2.3 and 2.6 times more H2 than OP, respectively.
Similarly, previous studies also reported that gasification of biochar was more appli-
cable than that of biomass, due to its higher carbon content and homogeneity and
minimized tar formation [28, 53].
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On the other hand, the co-gasification of coal and biomass has gained importance
as a very effective way to reduce GHG emissions besides fossil fuel dependency. But,
in co-gasification of biomass with coal in existing plants, the rate of biomass in blend
was limited by the technical challenges including heterogeneity, poor grindability,
and low carbon content. Using biochar instead of biomass provides a technical option
for high substitution ratios of biomass in the co-gasification systems. In this study,
the blends of biochars with lignite (ash: 8.9%, volatiles: 49.0%; C: 71.0%, O: 13.0%)
were co-gasified. For comparison purpose, the blend containing parent biomass with
lignite was also co-gasified. The mass fractions of lignite in these blends were 50 and
75 wt%, referred to as 1:1 and 1:3, respectively, in Fig. 3. In case of gasification of
lignite alone under identical conditions with biochars, the lignite was not completely
gasified and 25% of lignite remained as residue after gasification, which equals to
16.1% of the initial mass of lignite on ash-free basis. But, the residues from blend
gasification consisted of only inorganics and no char was observed.

From the obtained results, we concluded that there is synergy between biochar
and lignite during steam gasification due to the catalytic effect AAEMs in biochars.
Thus, the AAEMs in biomass/biochars catalyzed the gasification of lignite char
(Eqs. 5 and 6). Here, it should be noted that calcium in lignite could be attributed to
calcium aluminosilicate (CaAl2Si2O8) [11], not in the salt form as in biochar. The
catalytic effect of AAEMs has also been reported in previous gasification studies,
such as gasification of corncob char [54], of sewage sludge [53], of tobacco stalk
[55], of wheat straw [56].
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3.5 Combustion Behavior of Biochars and Their Blends

Although co-combustion of biomass with lignite has been considered as cost-
effective technology to convert biomass into energy in existing co-firing plants,
co-processing can be difficult due to the several technical challenges arisen from
the difference between physicochemical properties of biomass and lignite. Taking
the advantages of improved fuel characteristics, biochar is expected as a promising
solid fuel, which can be easily operated with lignite. For this purpose, combustion
behavior of individual biochar and their blends containing 50% (1:1) and 25% (1:3)
was investigated in thermogravimetric analyzer. For comparison, OP and blends
containing OP were also combusted under identical conditions.

The DTG curves obtained from combustion of biomass, biochars and their blends
with lignite at different ratios are shown inFig. 4.DTAcurve ofOP showed the typical
combustion behavior of lignocellulosic biomass. DTA curve involves two clear peaks
between 190–360 °C and 450–510 °C; first peak is evolution of volatiles and latter is
associatedwith oxidation of char. Thefirst peak ismostly related to the decomposition
of cellulose and hemicellulose. Hemicellulose degradation is highlighted by a left
shoulder in the first peak. Vamvuka et al. [57] also observed similar combustion
profile of olive tree pruning. A small peak around 600 °C, which is related to the
decomposition of carbonates of inorganics, was observed in biomass and all biochars.

B250 had similar peaks with OP, while first peak become narrower with disap-
pearance of left shoulder. It can be clearly seen that the intensity of the first peak
got dramatically smaller with the increase of the pyrolysis temperature to 300 °C.
B500 had only one peak which corresponded to the temperature range of char oxi-
dation. The reason is that hemicellulose and cellulose, from which most of volatiles
originated, were decomposed during pyrolysis at higher temperatures. This result
is also agreement with the VM content of biomass and biochars (Table 2). Similar
observation was also made in a combustion study of rice husk and wood pellets
reported by Park and Jang [58]. They observed one broad peak for biochars obtained
from pyrolysis ≥400 °C due to their low VM content, whereas biochar produced at
300 °C had two DTG peaks. On the other hand, DTG curves of lignite also give one
broad peak at higher temperatures attributed to the simultaneous reactions of volatile
evolution and char oxidation [26].

In case of blends of OP and B250 with lignite, the first peak existed in the DTG
curves of blends, which is linked to the concentration of OP or B250 in blends. The
first peak was smaller at lower blending ratios. In contrast, for blends containing
B300 and B500, only one broad peak was observed in DTG curves.

Combustion parameters of individual fuels and their blends are listed in Table 4.
Due to their low volatile content, ignition temperature of biochars was higher than
that of raw biomass. Ignition temperature of blends (except B500 blends) was found
to be higher than that of biomass/biochar alone. This shows that in the initial phase
of combustion there was an interaction between the blend components. In contrast,
ignition temperatures ofB500blendswere very close to that ofB500 alone, indicating
no interaction in the initial phase of combustion between the blend components.
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The reason might be the negligible amount of volatiles in B500. Ro et al. [27]
indicated that low ignition temperatures may cause potential risk of self-ignition of
biomass since hot air (around 310–340 °C) is used in coal mill during drying and
transporting to burner. On the other hand, lignite can hardly start burning because
of its high ignition temperature. Therefore, the utilization of blends with biochars
insteadof lignite can improve combustion efficiencyby lowering ignition temperature
of lignite. But, modification of combustor system is needed to avoid self-ignition
(except for blends containing biochar obtained at high temperatures).

Pyrolysis temperature had no clear effect on burnout temperature of biochars,
which are between 488 and 505 °C. However, the addition of biomass/biochars into
lignite lowered burnout temperature of lignite.

The addition of biochar to lignite led to increasing the combustion reactivity
except for OP250:L (1:3). In most cases, pyrolysis improved the overall combustion
reactivity. The highest reactivity was observed in B500, probably due to its inorganic
content. It should be also noted that since overall combustion reactions take place
in either one or two-step, it is difficult to compare the average reactivity of fuels.
Difference in Rm of biomass and its biochars can be explained by two main reasons,
one of them is volatile content that is related to the reactivity of first peak and the other
is inorganic content, which affects char oxidation. In addition, porous and disordered
structure of biochars may increase the combustion reactivity [59].

The theoretical DTG curves of blends were calculated from experimental data
of individual solid fuels (was not presented here) to speculate possible interac-
tions between biomass/biochars and lignite. The curve of B500 coal was almost
the same with the experimental curves, indicating that there was no significant inter-
action between biomass/biochars with lignite. Other blends except B250:L (1:4)
lowered the reactivity of char combustion. An antisynergistic effect of these blends
might result from the low K/Al ratio in blends containing OP, B250, and B300 pos-
sibly due to the deactivation of K by the formation of potassium aluminosilicate
components [11].

4 Conclusion

In this chapter, biochar was produced from pyrolysis of olive tree pruning at different
temperatures to improve the performance of biomass in the gasification and com-
bustion systems. Blends with different ratios (1:1 and 1:3) were also investigated for
their potential usage with lignite in existing coal plants.

The following remarks can be concluded:

– Pyrolysis temperature was much more effective on the yield and properties of
biochar than duration. Biochars, even obtained at 250 °C, had nearly same calorific
value with lignite. Due to the demethanization and dehydrogenation reactions,
pyrolysis conducted at and above 350 °C resulted in biochar with lower H/C
ratios, revealing more aromatic nature.
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– In case of steam gasification experiments, hydrogen yield was in the order of
B500 > B300 > B250 > OP, which is correlated with AAEM and FC content. The
addition of biomass/biochars into lignite enhanced the gasification of lignite due
to the catalytic behavior of AAEMs in biomass/biochars.

– By increasing of pyrolysis temperatures, the combustion reactivity of produced
biochars was improved. Although the low S content and reasonable calorific value
make the biochars attractive for utilization as a fuel in combustion, the use of
biochar alone may cause a risk of slagging and fouling due to their high SI and FI
values.

– In case of co-combustion, no synergetic effect was observed between lignite and
biochars. The use of blends instead of biochars alone can be suggested in order to
lower the tendency of slagging and fouling during combustion.
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Removal of Polyphenolic Compounds
from Olive Mill Wastewater
with Sunlight Irradiation Using
Nano-Zno–Sio2 Composite

Çağlar Ulusoy and Delia Teresa Sponza

Abstract Olive mill wastewater (OMW) includes high concentrations of polyphe-
nolic organics. Phenolic compounds in OMW cannot be removed with conventional
removal processes. In this study, the polyphenolswere removedwith nano-ZnO–SiO2

under sunlight. The effects of nano-composite levels, irradiation times, and pH on the
phenol removals were investigated. The aim of this study is to photodegrade the total
phenol and three polyphenols (gallic acid, para-coumaric acid, t-paracoumaric acid)
in theOMWusingnano-ZnO–SiO2.Thebehaviors of elevatednano-ZnO–SiO2 doses
(0.5, 1, 3, 5 and 10 g/L), the photodegradation intervals (8, 16, 24 and 36 h) and ele-
vated pHs (4, 7 and 10) during sunlight were researched on the removals of polyphe-
nols in the OMW. The best phenol yield was 73% using 3 g/L nano-ZnO–SiO2 under
24 h sunlight at pH 4. The maximum yields for gallic acid, para-coumaric acid, and
t-para-coumaric acid were 90%, 5%, and 5%, respectively.

Keywords ZnO–SiO2 · Photocatalytic degradation · Olive mill wastewater ·
Polyphenols · Phenolic compounds

1 Introduction

The discharge of OMW is dangerous for aquatic and terrestial ecosystems [1], due to
their acidic and toxic properties. The OMW toxicity is 200–500 times higher than the
other industrial wastes [2] since the elevated doses of polyphenols. The polyphenols
can decrease the growth of greens because they are toxic to the microbial activities
in plants [3]. OMW proses produce both solid and liquid wastes via olives extracting
processes between September andMay. Recently, different treatment processes were
studied to minimize the pollutants in the OMW [4], i.e., advanced membrane pro-
cesses, extraction, solid phase, sonication and microwave processes [1]. However,
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these treatment applications were not cost-benefits and were complicated. There-
fore, more simple, not expensive and environmentally friendly treatment processes
should be used. Adsorption is one of the most effective processes utilized to treat the
organics from the wastewaters [5]. Naturally produced sorbents are extensively used
in the sorption of some unwanted chemicals [6]. However, elevated doses of total
polyphenols in the OMW limit the effective utilization of natural adsorbents [3].

High adsorption efficiencies for gallic acid (63 and 69%) were obtained. Annab
et al. [7] used granulated and powdered carbons at pH= 4.5 after 24-h retention time.
Mostafa et al. [8] used a high-power sonicator and an electro-Fenton stage to remove
the biological oxygen demand (BOD) and chemical oxygen demand (COD) from the
OMW at 40 kHz frequency and at 1500 W power. 79% COD and 73% BOD yields
were detected. Under these conditions, 86% polyphenol removals were measured.
Photocatalysis of nano-metal oxides cause to the “zero waste discharge” in the olive
mill, dye, and textile industries due to a low-cost, green treatment technology [9–11].

Zinc oxide (ZnO) is suitable for use in the photocatalysis and has a big direct band
gap of about 3.3 eV. Its surface-to-volume ratio is high and exhibits good chemical
and thermal stability in the photocatalytic removals of pollutants in wastewaters. It
has high activity, has low cost, and is environmental friendly [12]. Therefore, pho-
tooxidation with zinc oxide (ZnO) was an effective wastewater purification method
by decomposing and mineralizing the organics degraded with difficulty. Zinc oxide
is an active semiconductingmaterial oxide and is capable to activate itself by electron
transferring process under sunlight and UV. Under these conditions, nano-ZnO must
be adsorbed O2 at optimum amount and reductive organic pollutants. Silicium diox-
ide (SiO2) has an elevated activity, a good chemical resistance and high surface areas,
therefore, can be available commercially due to aforementioned properties. High sur-
face area provides high adsorption layers and results with the removals of pollutants,
greatly. By the synthesis of core and shell-shaped materials, a new nano-composite
material was obtained with electron transferring between core and shell substances.
SiO2 is a commonly studied nano-metal oxide since its easy preparation, has good
stability and can be combined with other half conductive metal oxides. Therefore,
a core/shell-structured nano-composite can be fabricated with ZnO and SiO2. In
the novel produced nano-composite (nano-ZnO–SiO2) causes a strong interaction
between ZnO and SiO2. SiO2 can be produced under laboratory conditions easily
since it is unexpansive. It has a big surface area (1200 m2/g) and can be absorbed into
the organic pollutants of the wastes. Nowadays, the production of core/shell-shaped
nanomaterials is extensively increased [13]. The shell can change the charge and the
functionality of nano-composites, and the activity of the surfaces. This elevated the
stability and dispersity of the core structure of the nano-composite. Additionally, by
doping of photocatalytic and photomagnetic properties of the nano-composites to the
core material, the shell structure can be more activated. By the synthesis of core and
shell-structuredmaterial, new nano-composite materials developed having high pho-
tocatalytic activity and additional behaviors [14]. Nano-ZnO–SiO2 composite was
used in the removal of methylene blue via photocatalysis [15, 16] and Rhodamine B
[14]. Areerob et al. [17] found 65 and 67% photooxidation yields for methyl orange
and rhodamine B dyes with 1 g/L ZnO–SiO2. Nezamzadeh-Ejhieh and Bahrami [18]



Removal of Polyphenolic Compounds from Olive Mill Wastewater … 347

detected 56% photocatalytic treatment yield with 5 g/L ZnO–TiO2. Shah et al. [19];
67% solvent and 56% red dye and 69% toluene photo-oxidation yields. Rabahi et al.
[20] found 67% toluene removal from a petrochemical industry wastewater using
4 g/L ZnO–SiO2.

In this work, SiO2 was doped to ZnO to treat some pollutants present in the
OMW. It is assumed that SiO2 will elevate the activity of the superficial domain and
will increase the resistance and the dissolubility of the ZnO [12]. More pollutant
amount can be removed by using nano-ZnO–SiO2 composite. The goal of this study
is the treatment of total phenol and polyphenols (gallic acid, p-coumaric acid, and
trans-p-coumaric acid) from theOMWbynano-ZnO–SiO2 composite under sunlight
irradiation.

1.1 Theoretical Backgrounds for Polyphenols

Polyphenols are a diverse group which is naturally occurred organics containing dif-
ferent phenolic compounds with carbonaceous, benzoic, and –OH groups [21]. The
natural polyphenols have numerous biological activities. One of them is the antioxi-
dant properties of the polyphenols. The authorities mentioned that some polyphenols
improve the human health [22]. Gallic acid (GA) is a natural polyphenolic antiox-
idant [23] and is widely used in pharmaceuticals and in dermatologic face creams.
By releasing hydrogen groups from the carbonaceous ring of GA and by conjugation
of GA to chitosan, the carcinogenic activity of chitosan can be increased. Phenolic
mixtures of olives have been used extensively due to their anti-carcinogenic and
anti-bacterial properties. The olive and olive oils were examined for their pheno-
lic properties since it was used in the Mediterranean diet and has positive effects
on the health [24, 25]. The importance of olive oil is related to its highly elevated
long-chain non-saturated fatty acids like oleic acid, some aliphatic and tri-terpenic
acids, volatile compounds, and several anti-carcinogenic compounds at minor lev-
els. The main anti-carcinogenic volatile polyphenol organics contained carotenes
and polyphenolic chemicals. These substances exhibited lipophilic and hydrophilic
structures and were used extensively. Tocophenols are not dissolved in water; they
can be dissolved in oil. On the other hand, some phenolic alcohols and acids, like
hydroxy-isochromans, flavonoids, secoiridoids, and lignins can be dissolved inwater.
Some polyphenol structures containing benzoic acid with C7–C2 carbon bounds and
cinnamic acid with C7–C4 carbon bounds are found extensively in olive fruits. Some
polyphenols such as caffeic, vanillic, syringic, p-coumaric, o-coumaric, protocate-
chuic, sinapic, and p-hydroxybenzoic acid are found in the olive mills. Hydroxyty-
rosol (3,4-dihydroxyphenyl-ethanol) and tyrosol (p-hydroxyphenyl-ethanol) are the
main polyphenol alcohols measured in the olives. The secoiridoids (oleuropein agly-
con, demethyloleuropein, ligstroside aglycon) and the lignans (1-acetoxypinoresinol,
pinoresinol) were extracted and identified in the olive mills. Luteolin and apigenin
are the favorite polyphenols present in olive oils [26].
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Polyphenolic organics are present in some nutritional compounds and have sen-
sory properties. The polyphenols produced from the degradation of oleuropein
increase the brightness of the olive oil. Polyphenols, namely hydroxytyrosol, tyrosol,
caffeic acid, coumaric acids, and p-hydroxybenzoic acid affect significantly the anti-
carcinogenetic properties of olive oils [27]. Some polyphenolic organics are very
important to humanhealth due to their anti-inflammatory, antiallergic, anti-microbial,
and anti-carcinogenic properties [28]. These polyphenols decrease the lipid oxidative
process and decrease the density of lipid protein via some antioxidant processes [29].
The levels and the abundance of polyphenolic organics in olive mill severely affected
with some agronomical properties like growth of olives [30], point of growth [31],
climatic index, level of growth [32], crop months [33], irrigation [34] and growth
properties [35].

P-coumaric acid can be exhibited trans-cis isomerization via photochemical vari-
ation by absorption of the light. The molecular properties of p-coumaric acid are
to have a ligand in inner structure. The other side of p-coumaric acid exhibited
crystallographic properties since 2PYP PyMOL binding to the ligand site based on
polyphenol [36]. This could be due to the trans-cis isomerization of the vinyl dou-
ble bonds in the p-coumaric acid [37–39]. The crystal structure of p-coumaric acid
bounds to the hydroxyl radicals bond to the C4 carbon of the phenyl ring during the
deprotonation process of a phonolite organic group [38, 40]. This could be due to
short hydrogen bonding to the proteomic crystal structure of polyphenol. Figure 1
exhibited the properties of p-coumaric acid, gallic acid, and trans-p-coumaric acid
while Table 1 showed the chemical structures of these phenolic compounds.

Gallic acid (3,4,5-trihydroxybenzoic acid) has a benzoic ring with trihydroxyl
bonds, and it is found in tea leaves, oak bark, and in olives. It can be found free
and it can be combined to the hydrolyzable tannins. The gallic acids are bonded to
ellagic acid and formed dimers. The tannins which can be hydrolyzed via hydrolysis
produce gallic acid and ellagic acid. These organics are known as gallotannins and
ellagitannins, respectively.Gallic acid produces intermolecular esters (depsides) such
as digallic and trigallic acids, (depsidones).Gallic acid is extensively used in hospitals
to determine the phenolic ingredients of various organics by the Folin-Ciocalteau
method, and the data was reported as gallic acid.

The trans-p-coumaric acid is a severe organic which kill the bacteria in the treat-
ments containing the microorganisms in some industrial wastewaters. P-coumaric
acid is a hydroxycinnamic acid, producing from the hydroxylation of cinnamic acid.
The isomers were o-coumaric acid, m-coumaric acid, and p-coumaric acid. The

Fig. 1 Structures of p-coumaric acid, gallic acid, and trans-p-coumaric acid, respectively
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Table 1 Chemical properties of polyphenols

Properties Chemical
formula

Molecular
weight

Other name Compound
type

Gallic acid C7H6O5 170.12 g/mol 3,4,5-
trihydroxybenzoic
Acid

Organic

p-coumaric
acid

C9H8O3 164.16 g/mol p-coumaric acid
4-hydroxycinnamic
acid
p-hydroxycinnamic
acid
501-98-4
4-coumaric acid

Organic

Trans-p-
coumaric
acid

C9H8O3 164.16 g/mol ortho-coumaric acid
2-hydroxycinnamic
acid

Organic

structures of these varied by the bonding of the phenyl moieties to the hydroxyl
group. P-coumaric acid is the most measured polyphenol in the aquatic environment
and in the pedosphere. P-coumaric acid derivatives were trans-p-coumaric acid and
cis-p-coumaric acid.

OMWswere extremely toxic to gram-negative and gram-positive bacteria, namely
Pseudomonas syringae and Corynebacterium michiganense via phytopathogenic
properties of the polyphenolic compounds. These phenolic organics exhibited bacte-
ricidal properties to the aforementioned bacteria and to the other heterotrophic bac-
teria present in the biological treatment processes treating the OMW [41]. Among
these, methyl catechol is severely toxic to Pseudomonas savastanoi and has bac-
tericidal activity, while was slightly toxic to Coryne. Michiganense. Polyphenols
namely catechol and hydroxytyrosol also were slightly toxic to P. savastanoi, how-
ever, is o toxic o Coryne. Michiganense. Tyrosol and its derivatives, namely 1,2-
and 1,3-tyrosol were not toxic to the aforementioned bacteria. Acetylcatechol and
guaiacol were partially toxic forP. Savastanoi. Another polyphenol amely o-quinone
was extremely bactericidal to all bacteria. The carboxylic polyphenols also were not
toxic to the bacteria. Catechol and 4-methylcatechol and some carboxylic polyphe-
nols were found to be toxic to some cells in humans. As a result, it was found that
the polyphenolic compounds have extremely killing effect on the biological treat-
ment processes to the OMW. On the other hand, some polyphenols were extensively
used in pharmaceutical, cosmetic and in hospitals [42]. Besides toxic properties of
polyphenols their anti-inflammatory, antimicrobic, and antioxidant activities cause
to their extensive utilization in the words.
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2 Materials and Methods

2.1 Wastewater Origin

The OMW used in this study is raw, and it was getting from an olive mill industry
in Aydin, and it was used without any pre-treatment, in November 2013.

2.2 Synthesis of Nano-ZnO–SiO2 Composite

Nano-ZnO and nano-SiO2 were bought from Ege Nanotek chemical industry. The
nano-ZnO–SiO2 composites were produced under laboratory conditions. 1.6 mg of
ZnO and 2.8 mg SiO2 were mixed at 120 °C in an thermoreactor during for 2 h. The
precursor of the reaction was 0.01 μ four silica particles containing 0.7 mg ZnO,
100ml ZnO colloid. These components were stirred with 1.2 mg of tetraethoxysilane
(TEOS, Sinerji, Turkey). An ultrasonic spray nebulizer with a 1.45 MHz resonator
(MERCK) was used, and the nano-composite was performed under nitrogen gas in
a tubing reactor. The initial temperatures were 180, 340, and 405 °C. The prepared
droplets were collected in a precipitator at 150 °C to decrease the condensation of
liquid sample. The ratio of nano-ZnO to nano-SiO2 was 1:1.

2.3 Photocatalytic Experiments

Photocatalytic removal experiences were performed under sunlight in 1 L quartz
glass reactors. The studies were performed at increasing times, and the reactors were
put to a high wall (5 m of height) with an angle of 90 degrees to the sunlight. The
tests were performed with increasing nano-ZnO–SiO2 composite levels (0.5, 1, 3, 5,
and 10 g/L).

2.4 Phenol Measurements

The total phenol was measured by MERCK Spectroquant N 1.14551.0001 kits
(Merck Germany) in a NOVA-60 spectrophotometer.
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2.5 Polyphenol Measurements

The phenolic organic concentrations were investigated by HPLC (Aglent 110). The
HPLC consists of a Degasser, a HPLC Pump, a HPLC Auto-Sampler, a HPLC Col-
umn Oven and a HPLC Diode-Array-Detector (DAD). External standards were uti-
lized for the calibration curves and graphs. The peak areas obtained from the HPLC
chromatograms, were fitted versus to the certain increasing standard doses. About
20 mg phenolic standard was weighed and stirred into a 40 mL flask in a ratio of
1.3:1.3 withMeOH/water to obtain different dilutions. For linear plot, the main solu-
tion was mixing with water (4) and MeOH (1) to obtain the level sequences. From
the linear drawings and from the equations obtained from the linear regression; the
polyphenol equivalents were calculated for 50, 20, 10, 5, and 1 mg/L samples.

2.5.1 Gallic Acid, P-coumaric Acid, and Trans-P-coumaric Acid

Gallic acid was taken from Dr. Ehrenstorfer GmbH (Augsburg, Germany). P-
coumaric acid and trans-p-coumaric acid were taken from Fluka (Buchs, Switzer-
land). Trifluoroacetic acid (TFA) was bought from Merck (Hohenbrunn, Germany).
All chemicals were at a purity of 99.9%. Methanol was taken from Fisher (Fairlawn,
NJ). Deionized water with a salinity of 10−18 � was taken by using an deionized
water apparatus (Agilent, Turkey).

The flow rate of the mobile phase was kept at 0,8 mL/min. Mobile phase x
was contained 0.06% TFA, and phase y contained methanol with a TFA ratio of
0.06%. The gradient conditions were: 0–6 min, 29% B; 7–13 min, 30–36% B;
14–19 min, 37–56% B; 20–29 min, 57% B; 30–38 min, 58–66% B; 39–41 min,
80% B; 42–44 min, 81–94% B. The column temperature was adjusted to 28 °C.
The injection volume was 12 μL. The optimized wavelengths of DAD were set to
a wavelength of 258 nm. Calibration graphs of gallic acid, p-coumaric acid, and
trans-p-coumaric acid were summarized in Figs. 2, 3, and 4, respectively.

3 Results and Discussion

3.1 Properties of Raw OMW

The mean total phenol level of the raw olive mill was measured around 659 mg/L,
while the mean pH value varied between 3.7 and 4.8. The samples were kept in
a refrigerator and mixed before the analysis. Gallic acid, p-coumaric acid, and
trans-p-coumaric acid concentrations were detected as 65.51821, 43.85360, and
43.85381 mg/L, respectively, in the raw OMW (Table 2).

The concentrations of polyphenols present in the OMW in this research are at low
level than the mentioned by Casa et al. [43]. This can be attributed to the centrifuging
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Fig. 3 Calibration graph of p-coumaric acid

andfiltration of the samples before analytical analysis. In this study, polyphenolswere
in the acidified OMW and they were not treated before analysis.

3.2 Effects of Increasing Nano-ZnO–SiO2 Composite
on the Removal of Total Phenol via Sunlight

The total phenol removals were obtained as 50, 66, 73, 72, and 70% at 0.5, 1, 3, 5,
and 10 g/L nano-ZnO–SiO2 composite, respectively, after 24 h irradiation time at a
sunlight intensity of 80 W at 34 °C ± 3 °C and at original pH of OMW (Fig. 5). The
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Table 2 Initial values of polyphenols in OMW

Polyphenol name Amount (mg/L)

Gallic acid 65.51821

p-coumaric acid 43.85360

Trans-p-coumaric acid 43.85381

0

50

100

150

200

250

300

350

400

0

10

20

30

40

50

60

70

80

90

100

0.5 1 3 5 10

Ef
flu

en
tc

on
ce

nt
ra

tio
n

(m
g/

L)

Re
m

ov
al

Ef
fic

ie
nc

y
(%

)

Concentration of Nano-ZnO-SiO2 (g/L)

Effluent concentration (mg/L) Total Phenol Removal Efficiency (%)

Fig. 5 Effect of concentration of nano-ZnO–SiO2 composite on the total phenol yield (outdoor
temperature: 35 °C ± 5 °C, original pH of OMW (4.01), sunlight irradiation time: 24 h, sunlight
power: 80 W, influent total phenol concentration: 660 mg/L)



354 Ç. Ulusoy and D. T. Sponza

maximum total phenol yield was obtained as 73% at 3 g/L nano-ZnO–SiO2 compos-
ite. At high nano-ZnO–SiO2 composite concentrations, the turbidity increased and
the light penetration decreased. Turbidity caused to loss of contacting surface area
for light-harvesting and as a result, the catalytic activity decreased slightly.

The photocatalytic removal of polyphenol in the OMW using nano-ZnO–SiO2

under sunlight can be summarized with Eqs. (1), (2), (3), (4), and (5) given below;

ZnO/SiO2 + hv → e−
cb + h+

vb (1)

O2 + e−
cb → O2

•− (2)

O2
•− + H2O → O• + OH− + O2 + HO2

− (3)

H2O + h+
vb → HO• + H+ (4)

The elevated HO• and O•−
2 concentrations absorbed in the surface of nano-

ZnO–SiO2 composite. The polyphenols are broken down through oxidative pho-
todegradation as indicated in (5):

Polyphenol + O2
•− + HO• → CO2 + H2O + sub composite (5)

3.3 Effects of Irradiation Time on the Treatment of Total
Phenol OMW Under Sunlight

The effects of 8, 16, 24, and 36 h sunlight irradiation times were investigated to
obtain the maximum removal efficiency of total phenol with 3 g/L nano-ZnO–SiO2

composite at original pHofOMW(4.01) at outdoor temperature (34 °C± 3 °C) and at
80W sunlight irradiation. 50, 62, 73, and 68% total phenol removal efficiencies were
obtained as the sunlight intensity duration was elevated from 8 h to 16, 24, and 36 h,
respectively (Fig. 6). The maximum phenol yield was obtained after 24 h sunlight
irradiation. Lowering the removal efficiencies with increasing the irradiation time
can be associated with metabolite phenolic molecules such as para-coumaric acid
and gallic acid formed during photooxidation under long irradiation times. These
polyphenolic compounds were shown in further section.
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Fig. 6 Effect of irradiation time under sunlight on the total phenol yield (outdoor temperature:
35 °C ± 5 °C, original pH of OMW (4.01), concentration of nano-ZnO–SiO2 composite: 3 g/L,
sunlight energy power: 80 W, influent total phenol concentration: 660 mg/L)

3.4 Effect of pH on the Treatment of OMW Under Sunlight

The studies were performed in original pH of OMW (4.01) in pH 7 and in pH 10
to determine the optimum pH for maximum removal of total phenol from OMW.
All experiments were performed with 3 g/L nano-ZnO–SiO2 composite, under 80W
power and 24 h irradiation time at 34.9 °C± 2 °C outdoor temperature. The obtained
phenol removal efficiencies were 75, 73, and 70% for original pH of OMW, for pH
7 and for pH 10, respectively, as shown in Fig. 7. The maximum phenol yield (75%)
was obtained at original pH of OMWamong the pH values studied. At higher pH, the
phenol exhibited negatively charged phenolate species [44]. Low photodegradation
removals at higher pH are attributed to the inhibition of penetration of UV to the
nano-ZnO–SiO2 composite due to low concentration of OH− radicals in the OMW
[45].

3.5 Measurement of the Concentration of Polyphenolic
Compounds by HPLC in Raw and Treated OMW
with Nano-ZnO–SiO2 Composite Under Sunlight
Irradiation

The raw OMW was treated with 1 g/L nano-ZnO–SiO2 composite under 24 h
sunlight with an intensity of 80 W at a original pH of OMW (pH 4.01) and at a
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Fig. 7 Effect of pH of OMWon total phenol yields under sunlight (T: room temperature, irradiation
time: 15 min, concentration of nano-ZnO–SiO2 composite: 1 g/L, sunlight energy power: 80 W,
influent total phenol concentration: 660 mg/L)

room temperature. During this period, the gallic acid, p-coumaric acid, and trans-p-
coumaric acid polyphenol concentrationsweremeasuredwithHPLC.Thesepolyphe-
nols can be seen from Fig. 8 for raw OMW. The gallic acid amount was measured
as 65.51821 mg/L in the raw OMW, however, after treatment with sunlight, the
whole of the gallic acid was treated in the OMW. The yield of this polyphenol was
recorded as %100 after photo-oxidation. P-coumaric acid and trans-p-coumaric acid
levels were calculated as 43.85360 and 43.85381 mg/L, respectively, in the raw
OMW. After treatment under sunlight via photocatalysis, p-coumaric acid and trans-
p-coumaric acid levels were detected as 39.16515 and 39.16585 mg/L, respectively.
The removal efficiencies of p-coumaric acid and trans-p-coumaric acid were % 10
and % 10, respectively. The concentrations of three polyphenol can be seen in Fig. 9
after photocatalytic treatment under sunlight.

Gallic acid was removed completely; on the other hand, coumaric acid and p-
coumaric acid were removed with low yields under sunlight irradiation. The low
yields for the last two polyphenols can be attributed to the ineffective treatment of
these polyphenols due to low OH radical formation via nano-ZnO–SiO2 composite
photocatalysis (data not shown). This nano-composite was not breakdown to the
phenol bounds between benzene and –OHand=O. Sunlight photocatalysis is a cheap
treatment method to obtain higher removal yields for phenolic and polyphenolic
compounds. The warm regions of the world can be used in this cheap treatment
method for the treatment of strict wastewater types. Treatment with sunlight will
decrease the cost of treatment methods. Additionally, it supplies high removal yields
for pollutants. A summary of initial and effluent concentrations of polyphenols is
summarized in Table 3.
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4 Conclusions

Phenol and polyphenol treatments in OMWwere carried out under sunlight intensity
via nano-ZnO–SiO2 composite in this study. The photocatalytic removal of phenol
and polyphenols in the OMW was studied under optimum operational conditions
to obtain the maximum treatment conditions. The effects of concentration of nano-
ZnO–SiO2 composite, irradiation time and pH of OMW were investigated on the
removal efficiencies of pollutant parameters under constant sunlight irradiation. The
OMW was photo-oxidized with 3 g/L nano-ZnO–SiO2 composite in which maxi-
mum yields of total phenol (73%) were detected after 24-h sunlight irradiation. For
aforementioned maximum yields, the pH of original OMW should be 4.01. For max-
imum removal efficiencies of phenols, long irradiation time (24 h) is required for
photooxidation with sunlight. Gallic acid was removed with a yield of 100% while
the other two polyphenols were removed with 10% removal efficiencies.
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Fig. 9 Concentration of gallic acid, p-coumaric acid and trans-p-coumaric acid measured in the
treated OMW with sunlight photooxidation (nano-ZnO–SiO2 composite concentration: 3 g/L, T:
35 °C ± 5 °C, pH: 4.01, sunlight irradiation time: 24 h, sunlight energy power: 80 W)

Table 3 Removal
efficiencies of polyphenols
(gallic acid, p-coumaric acid,
and trans-p-coumaric acid) in
OMW

Polyphenols Raw OMW
(mg/L)

Treated
OMW

Removal
efficiency
(%)

Gallic acid 65.51821 0 100

p-coumaric
acid

43.85360 39.16515 10

Trans-p-
coumaric

43.85381 39.16585 10

References

1. Stasinakis AS, Elia I, Petalas AV, Halvadakis CP (2008) Removal of total phenols from olive-
mill wastewater using an agricultural by-product, olive pomace. J Hazard Mater 160:408–413

2. Jahangiri M, Rahimpour A, Nemati S, Alimohammady M (2014) Recovery of poly-phenols
from olive mill wastewater by nanofiltration. Cell Chem Technol 50(9–10):961–966

3. Rosello-Soto E, Koubaa M, Moubarik AP, Lopes R, Saraiva A, Boussetta J, Grimi N, Barba
JF (2015) Emerging opportunities for the effective valorization of wastes and by-products
generated during olive oil production process: nonconventional methods for the recovery of
high-added value compounds. Trends Food Sci Technol 45:296–310



Removal of Polyphenolic Compounds from Olive Mill Wastewater … 359

4. Bertin L, Ferri F, Scoma A, Marchetti L, Fava F (2011) Recovery of high added value natural
polyphenols from actual olive mill wastewater through solid phase extraction. Chem Eng J
171:1287–1293

5. Basta AH, Fierro V, El-Saied H, Celzard A (2009) 2-Steps KOH activation of rice straw:
an efficient method for preparing high-performance activated carbons. Bioresour Technol
100:3941–3947

6. Pagnanelly F, Sara M, Luigi T (2008) New biosorbent materials for heavy metal removal:
development guided by active site characterization. Water Res 42:2953–2962

7. Annab H, Fiol N, Villaescusa I, Essamri A (2019) A proposal for the sustainable treatment and
valorisation of olive mill wastes. J Environ Chem Eng 7:102–803

8. Mostafaa H, Iqdiam BM, Abuagela M, Marshall MR, Pullammanappallil P, Goodrich-
Schneiderb R (2018) Treatment of olive mill wastewater using high power ultrasound (HPU)
and electro-fenton (EF) method. Chem Eng Process Process Intensif 131:131–136

9. Deeb AA, Fayyad MK, Alawi MA (2012) Separation of polyphenols from Jordanian olive
oil mill wastewater. Hindawi Publishing Corporation Chromatography Research International
Volume, Article ID 812127, 8 p

10. Mulinnacci N, Romani A, Galardi C, Pinelli P, Giaccherini C, Vincieri FF (2001) Polyphenolic
content in olive oil wastewaters and related olive samples. J Agric Food Chem 49:3509–3514

11. Leouıfoudı I, Zyad A, Mouse HA, Amechrouq A, Mbarkı M, Oukerrou MA (2013) Iden-
tification and characterisation of phenolic compounds extracted from Moroccan olive mill
wastewater. Food Sci Technol Camp 34(2):249–257

12. Sangeeta M, Renuka L, Karthik KV, Ravishankar R, Anantharaju KS (2017) Synthesis of
ZnO,MgO and ZnO/MgO by solution combustionmethod: characterization and photocatalytic
studies. Mater Today: Proc 4(11):11791–11798

13. Lee HB, YooYM,HanYH (2006) Characteristic optical properties and synthesis of gold–silica
core–shell colloids. Scripta Mater 55:1127–1129

14. Zhai J, Tao X, Pu Y, Zeng X, Chen J (2010) Core/shell structured ZnO/SiO2 nanoparticles:
preparation, characterization and photocatalytic property. Appl Surf Sci 257:393–397

15. Mohamed RM, Baeissa ES, Mkhalid IA, Al-Rayyani MA (2013) Optimization of preparation
conditions of ZnO–SiO2 xerogel by sol–gel technique for photodegradation of methylene blue
dye. Appl Nanosci 3:57–63
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Catalytic Treatment of Opium Alkaloid
Wastewater via Hydrothermal
Gasification

Nihal Ü. Cengiz, Mehmet Sağlam, Mithat Yüksel and Levent Ballice

Abstract Thewastewater from an opiumprocessing plant shouldmeet the standards
as specified in the ‘Water Pollution Control Regulation (WPCR), 2004’ before being
discharged safely into the receiving medium. Treatment of opium alkaloid wastew-
ater is not sufficient using the existing combined methods of aerobic/anaerobic and
chemical treatment. Hydrothermal gasification (HTG) is proposed as an alternative
treatment in this study. The other aim of this study is to show the ability to manufac-
ture CH4 and H2 as renewable energy sources and to determine to what extent the
removal of chemical oxygen demand (COD) is. Studies were carried out in batch
autoclave reactor systems without catalyst, with original red mud (RM), activated
RM, and nickel-impregnated (10, 20, and 30%) forms. Reduction with NaBH4 was
done to the nickel-impregnated forms of RM to increase the catalytic activity. Yields
of CH4 and H2 increased from 16.8 to 28.6 mol CH4/kg C in wastewater and from
20.3 to 33.3molH2/kgC inwastewaterwith 20% impregnated nickel and reduced red
mud as the highest at 500 °C. The COD of the wastewater was lowered by 81–85%
approximately while the TOC content decreased by 85–90%.
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HTG Hydrothermal gasification
ni Number of carbon atoms of component ‘i’ in the gas product
m Weight of biomass in feed (g)
M Molar mass of carbon (g mol−1)
P Pressure (Pa)
R Universal gas constant 8.3143 J mol−1 K−1

T Temperature (K)
V gas Volume of gas product under ambient conditions (L)
TOCaq Total organic carbon content of the aqueous product (g L−1)
TOCww Total organic carbon content of raw alkaloid wastewater (g L−1)
CODww Chemical oxygen demand raw alkaloid wastewater (g L−1)
TOCaq Chemical oxygen demand of the aqueous product (g L−1)

1 Introduction

The alkaloids factory in Turkeymanufactures crudemorphine and derivatives such as
codeine phosphate, codeine hydrochloride, codeine sulfate, and dionine, which meet
the pharmacological standards when processing the traditional poppy product. There
are only a few countries that are licensed in opium poppy cultivation worldwide,
and Turkey has one of the biggest capacity plants in this field and is located in
Afyonkarahisar (Turkey). The factory generates a very complex wastewater and has
a highCOD (chemical oxygendemand) content [1].Afyon alkaloidwastewater has an
initial total organic carbon (TOC) of 11,500mg/L and an initialCOD of 32,050mg/L.
It is resistant to treatment using conventional methods [2], and advanced or pre-
treatment techniques are required to reach discharge limits. The COD parameter
must be less than 1,500 ppm for safe discharge [3] according to the WPCR and the
existing treatment system in the plant does not meet the standards and discharging
around Lake Eber would increase the environmental pollution when combined with
the other plants’ wastes in this region.

The utilization of biomass using various conversion techniques for the purpose
of energy, fuel, heat, etc., is researched with interest. Combustion, pyrolysis, tor-
refaction, conventional gasification, fermentation, hydrolysis, and HTG are the main
technologies that have been studied for years [4–9]. The SCWG studies were started
by Amin and Modell’s investigations at the Massachusetts Institute in the 1970s.
Amin realized that organics degraded to hydrogen and methane in a water medium
forming a significant amount of char and tar. Modell performed gasification exper-
iments in supercritical water and observed that the char and tar almost disappeared
[10]. In the last four decades, HTG has been applied to various biomass types and
model compounds to produce hydrogen and methane as renewable energy sources
[4]. Industrial wastewaters have been evaluated as feedstock in recent years in HTG
(or SCWG) studies to convert organic carbon content into valuable calorific gases
and chemicals, and this method is proposed as a treatment alternative [11–15].
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Water above the critical point displays extraordinary properties, increasing dif-
fusivity, and decreasing viscosity which provides a homogeneous reaction medium
[16]. The density of water decreases with increasing temperature and pressure from
ambient to critical conditions: d = 1 g/cm3 at 25 °C and 0.1MPa to d = 0.17 g/cm3 at
400 °C and 25 MPa substantially. The ambient water hydrogen bond lattice weakens
resulting in lower densities at near-critical temperature. Water at normal conditions
has a higher dielectric constant (ε = 80) than the SCW (ε = 5) at critical point
[17] due to diminishing intermolecular interactions based on hydrogen bonding and
decreasing dipoles ofmolecules [18]. The higher dielectric constant of ambient water
makes it a good solvent for polar substances. SCW with its lower dielectric constant
like common non-polar solvents εethanol = 28 and εbenzene = 2.3 at 25 °C [19] gains
the ability to solve non-polar organics.

The discharge region ofEberLake is contaminatedwithwastewaters fromalkaloid
plant and other plants around the region. Researchers are focused on solving the
treatment problem of this wastewater by applying conventional and novel methods as
pre-treatment or advanced treatment alternatives such as anaerobic/aerobic treatment
[1, 2, 20, 21],wet air oxidation [22], Fentonoxidation [23], andmembrane technology
[24]. The COD value in the raw wastewater was lowered by 88%, the highest in the
reported studies, and took six days to reach this ratio using a biological treatment
but could not meet the discharge standards.

This study provides COD removals higher than 90% and with 1 h of operation
time only using the HTG technique and did not require any pre-treatment. The opium
alkaloid wastewater was evaluated to produce valuable gases such as H2 and CH4 as
a spontaneous result of treatment using this method for the first time. Red mud was
used as catalyst since it is a by-product from alumina production and has no cost and
is widely used in liquefaction of coal and biomasses [25].

2 Materials and Methods

2.1 Feedstock and Catalyst

Feedstock was supplied from an alkaloid manufacturing factory in Turkey with a
COD of 32,050 mg/L and a TOC of 11,500 mg/L. The wastewater characteristics
were determined in our laboratories. The 0.5 g of catalyst/20 ml of wastewater was
fed into the autoclave reactors after shaking for homogeneity. The experiments were
performed at least four times for reproducible results. The catalysts were prepared
using the following procedure: The red mud (includes Fe2O3, Al2O3, and SiO2 as
major components) was supplied by the alumina plant in Turkey. Original red mud
was used for comparison with the activated forms of it and referred to as ORM. The
precipitation using the K2CO3 solution (25%) at a high temperature was the first step
then it was filtered, washed, and calcined. Then Ni(NO3)2·6H2O was impregnated
into the precipitated redmud to obtain various nickel impregnation ratios (10, 20, and
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Table 1 Nomenclature of the activated red mud catalysts and the preparation steps of them

Catalyst
CODe

Precipitation
agent

Calcination Nickel
impregnation
(%)

Reduction by
NaBH4

A Group ARM K2CO3 + –

ARM-1 K2CO3 + 10 –

ARM-2 K2CO3 + 20 –

ARM-3 K2CO3 + 30 –

ARM-1R K2CO3 + 10 +

ARM-2R K2CO3 + 20 +

ARM-3R K2CO3 + 30 +

B Group BRM NH3 + – –

BRM-1 NH3 + 10 –

BRM-2 NH3 + 20 –

BRM-3 NH3 + 30 –

BRM-1R NH3 + 10 +

BRM-2R NH3 + 20 +

BRM-3R NH3 + 30 +

30%) and ARM-1, ARM-2, and ARM-3 catalysts were obtained as the first group.
The Ni-containing red mud catalysts were reduced using NaBH4 to increase the
effectiveness and the ARM-1R, ARM-2R, and ARM-3R catalysts were synthesized.
As an alternative, an activation procedure was started by precipitation using NH3

(25%, d = 0.91 g/cm3) at a high temperature, then filtered, washed, and calcined.
Three other catalysts were prepared at different nickel impregnation ratios (10, 20,
and 30%) similarly and referred to as BRM-1, BRM-2, and BRM-3 as the second
group. Reduced catalysts were prepared via reduction using NaBH4 and referred to
as BRM-1, BRM-2, and BRM-3. Table 1 shows the preparation procedure details of
the catalyst types.

2.2 Experimental Procedure

Stainless steel batch autoclave reactors with an inner volume of 100 cm3 are heated
to the reaction temperature of 500 °C. The wastewater and catalyst are loaded into
the reactor at a ratio of 20 mL/0.5 g. Then the autoclaves are closed tightly and the
air in the reactor is purged with nitrogen gas.



Catalytic Treatment of Opium Alkaloid Wastewater … 367

2.3 The Analysis of the Products

The gaseous product distribution is determined with gas chromatography (Agilent
Technologies HP 7890A, USA)with a standard deviation of±2%.H2, CO2, and CH4

are the main products and CO, and C2–C4 hydrocarbons (C2H6, C2H4, C3H8, and
C4H10) are the minor products. The total gas volume is measured using a gasometer
with ±10% accuracy. The TOC values of the raw wastewater and aqueous products
are measured with a TOC analyzer (Shimadzu TOC-VCPH, Japan). The COD of
the raw wastewater and aqueous products were determined using a thermo-reactor
(MERCK, Spectroquant TR320) and a spectrophotometer (MERCK, Spectroquant
Nova 60), and COD kits.

3 Results and Discussion

The opium alkaloid wastewater was gasified in supercritical water conditions at,
500 °C and a pressure range of 40.5–44.0 MPa in the presence of the original and
activated red mud catalysts. The experiments were also carried out without a catalyst
and with the original red mud (ORM) to understand the effect of activation. In the
absence of a catalyst, the pressure reached 36.5 MPa and with ORM, 40.5 MPa
was recorded as the reaction pressure. The effect of A and B group catalysts on the
carbon gasification efficiencies, gaseous product distribution, and yields of hydrogen,
methane, carbon dioxide, C2–C4 hydrocarbons, and carbon monoxide are given in
Tables 2, 3 and 4 and Figs. 1, 2, 3 and 4. For accuracy, each run was repeated five

Fig. 1 Effect of catalyst type on gaseous product yields in hydrothermal gasification of alkaloid
wastewater in the presence of original red mud and activated red mud derivatives in A group
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Fig. 2 Effect of catalyst type on gaseous product distribution in hydrothermal gasification of
alkaloid wastewater in the presence of A group catalysts

Fig. 3 Effect of catalyst type in B group on gaseous product yields in hydrothermal gasification of
alkaloid wastewater

times. The effect of red mud derivatives on the product efficiencies, gaseous product
yields, and COD and TOC removal efficiencies were examined.

The carbon gasification efficiency (CGE, %) =
∑

i niCi
PV gas
RT M

Vfeed T OCww
× 100

The chemical oxygen demand removal efficiency (CODRE,%)= CODww−CODaq

CODww
×100

Total organic carbon removal efficiency (TOCRE, %) = T OCww−T OCaq

T OCww
× 100
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Fig. 4 Effect of catalyst type in B group on the gaseous product distribution in hydrothermal
gasification of alkaloid wastewater

3.1 Experimental Results of (A) Group Catalysts

3.1.1 CGE (%) of Wastewater and Total Amount of Produced Gas Per
Unit Volume

Carbon gasification efficiencies and the amount of total gas product in the unit of
mmol gas/L wastewater are shown in Table 2. A group catalyst promoted the carbon
gasification efficiencies by changing ratios of 7–17% with the effect of reduction

Table 2 Reaction conditions,CGE, produced gas amount, and the TOC values of the hydrothermal
gasification of alkaloid wastewater with the effect of A group catalyst

Reaction
temperature
(°C)

Reaction
pressure (bar)

CGE (%) TOC (mg/L) Produced gas
amount
(mmol/L
wastewater)

No catalyst 500 365 55.5 2843 766

ORM 500 405 57.6 2125 773

ARM 500 430 62.3 1675 896

ARM-1 500 425 62.9 1325 948

ARM-2 500 435 64.2 1200 1000

ARM-3 500 430 64.5 1504 970

ARM-1R 500 420 68.6 1675 979

ARM-2R 500 440 72.6 1500 1010

ARM-3R 500 425 70.8 1760 990
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using NaBH4. The original red mud did not have a considerable effect on the gasi-
fication but did reduce the TOC value of the aqueous product by 25%. The highest
gasification ratios were obtained with the reduced form of activated red mud in this
group. The reduction process resulted in a better catalytic activity with the red mud
as seen from the results: CGE with ARM-1, ARM-2, and ARM-3 catalysts were
62.9, 64.2, and 64.5% while with the reduced forms of them (ARM-1R, ARM-2R,
and ARM-3R) the CGE values increased to 68.6, 72.6, and 70.8%, respectively.

Nickel impregnation slightly increased gasification, while the amount of impreg-
nated nickel did not have a significant effect. The produced gas amounts increased
with the addition of the catalysts in A group. The highest gaseous product
amounts were reached with 20% nickel containing ARM-2 and ARM-2R (1000 and
1010 mmol/L wastewater) while the others give similar catalytic activity in terms of
produced gas quantities. Gaseous product amounts were enhanced by varying ratios
of 17–32% within this group.

3.1.2 The Composition and Yields of the Gaseous Product

The main gaseous compounds in the product gas mixture are CH4, H2, and CO2

as expected, and a little amount of CO and C2–C4 compounds were also produced.
The molar percentage of methane and hydrogen increased while the carbon dioxide
decreased. The carbon monoxide and C2–C4 hydrocarbons molar ratios were not
changed much. The molar percentage of CH4 increased from 28.8 to 33.6% with
ARM-1R as the maximum, while with the other, the catalyst yield of CH4 is similar.
Themolar percentage of H2 increased from 34.9 to 39.7%with ARM-2 as the highest
while with the other catalyst, the molar ratio of H2 changed between 36.5 and 39.4%.
The molar percentage of CO2 decreased from 33% to the levels of 22.6–28.8%. The
effect of the catalyst type can be seen in the CO2 ratios more than the H2, while
hardly seen in theCH4. The yields of CH4, H2, andC2–C4 compoundswere improved
with the addition of a catalyst while the CO2 did not change remarkably except for
ARM-2R and ARM-3R and the yields of CO decreased. A group catalyst enhanced
the methane and hydrogen formation greatly, from 16.8 to 28.6 mol CH4/kg C in
wastewater and from 20.3 to 33.3 mol H2/kg C in wastewater with ARM-1R as the
best in the studied range. The yields of CH4 with a reduced form of red mud are
a bit higher than the others but for hydrogen, a generalization cannot be made. In
terms of total gaseous product yields, it can be concluded that ARM-1R, ARM-2R,
and ARM-3R have slightly higher than non-reduced states of them. The amount of
nickel did not make a significant effect.

3.1.3 COD and TOC Content of the Aqueous Product and Removal
Efficiencies

TheCOD andTOC contents of the aqueousproduct at the endof theHTGexperiments
in this group are given in Table 3. The chemical oxygen demand and total organic
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Table 3 COD and TOC results, removal efficiencies of the SCWG of Alkaloid wastewater in the
absence of a catalyst (NC) and in the presence of the A group catalyst

Experiment
COD

COD of the
reactor effluent
(ppm)

COD removal
efficiency (%)

TOC of the
reactor effluent
(ppm)

TOC removal
efficiency (%)

Raw wastewater 32,050 – 11,500 –

NC 8470 73.6 2843 75.3

ORM 7610 76.3 2125 81.5

ARM-1 4940 84.6 1325 88.5

ARM-2 5860 81.7 1200 89.6

ARM-3 6240 80.5 1500 86.9

ARM-1R 5950 81.4 1675 85.4

ARM-2R 6050 81.1 1500 87.0

ARM-3R 5230 83.7 1760 84.7

carbon in the raw wastewater were reduced using a catalyst in this experiment.
The COD of the wastewater, 32,050 ppm, was lowered to 4940–6240 ppm levels
with a removal range of 81–85% approximately. This is a good result for only 1 h
of treatment and applied without a need for pre-treatment or even filtration. The
discharge limit in terms of COD is 1500 ppm for this special industrial wastewater,
to maintain this value, the temperature should be increased. The TOC content of
the raw wastewater, 11,500 ppm, decreased around to 1200–1760 ppm with removal
efficiencies of 85–90%. The effect of the catalyst type within the activated state of
red mud in A group cannot be seen clearly since the effectiveness is alike.

3.2 Experimental Results of B Group Catalysts

The investigation of the effect of red mud in HTG studies is very rare. Yanık et al.
used red mud in the gasification of various types of waste (sunflower stalk, corncob,
and vegetable-tanned leather waste) as a catalyst. They found that red mud increases
gasification of corncob significantly andwas proposed as a promising natural catalyst
[26]. The corncob was gasified in supercritical water at 500 °C and 357 bars in the
presence of red mud in this study, and it was seen that the gas amount increased
from 340.0 to 426 g gas/kg biomass. Since red mud is a by-product from aluminum
production, utilizing it as a catalyst is both valuable and economical.

The produced gas amount was promoted by activation of red mud since all the
activated forms increased the gas amount at varying ratios of 17–48%.Nickel impreg-
nation enhanced gasification while the effect of reduction by NaBH4 was not so
effective and that can be seen from the results of BRM-2 and BRM-2R, BRM3, and
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Table 4 Reaction conditions, CGE, produced gas amount, and the TOC values of hydrothermal
gasification of alkaloid wastewater with the effect of a catalyst type

Reaction
temperature
(°C)

Reaction
pressure (bar)

CGE (%) TOC (mg/L) Produced gas
amount
(mmol/L
wastewater)

No catalyst 500 365 55.5 2843 766

ORM 500 405 57.6 2125 773

BRM 500 410 62.7 2000 896

BRM-1 500 420 65.3 1250 948

BRM-2 500 410 69.4 1065 1000

BRM-3 500 405 67.1 1201 970

BRM-1R 500 425 68.3 1595 1135

BRM-2R 500 440 71.3 1685 1010

BRM-3R 500 420 70.5 1975 990

BRM-3R which includes 20 and 30% nickel, respectively. At a lower nickel impreg-
nation ratio (10%), reduction has a positive effect on the total produced gas amount
as seen from the difference between BRM-1 and BRM-1R.

3.2.1 CGE (%) of Wastewater and Total Amount of Produced Gas Per
Unit Volume

Carbon gasification efficiencies and the amount of total gas product in the unit of
mmol gas/L wastewater are shown in Table 4 for the studied conditions. The addi-
tion of a catalyst increases CGE and produced significant gas amounts except for
the original red mud. Kıpçak et al. used Ni/Al2O3 and Ru/Al2O3 as catalysts in the
gasification of olive mill wastewater within a range of 400–600 °C of reaction tem-
peratures. They also concluded that the catalyst enhanced the gasification and the
yields of methane and hydrogen [13]. GCE is promoted from 55.5% in the absence of
catalyst up to 70.5 and 71.3%with the catalyst BRM-2R and BRM-3R as maximum.
The most effective forms of red mud in terms of carbon gasification into valuable
gaseous products are found as 20 and 30% of nickel-impregnated ones.

3.2.2 The Composition and Yields of the Gaseous Product

The molar percentage and the yields of the gaseous product without a catalyst and
with red mud catalysts are given in Figs. 1 and 2. The decomposition characteristics
of this specific wastewater in HTG have not been studied before in literature. The
content of it was investigated in few researches [1, 20, 22]. The alkaloid industry is a
biomass-based plant and the wastewater contains 10,000 mg/L of carbohydrate and
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5000–6000 mg/L of protein as expected. Additionally, it has acetic acid and sulfuric
acid from extraction and has pH adjustment steps during production. The reactions
for glucose and acetic acid are given below representing the biomass degradation:

C6H12O6 + 6H2O ↔ 6CO2 + 12H2 (1)

CO + 3H2 ↔ CH4 + H2O (2)

CO2 + 4H2 ↔ CH4 + 2H2O (3)

CO + H2O ↔ CO2 + H2 (4)

CH3COOH → CH4 + CO2 (5)

The organic content arising from the carbohydrate and organic acid content in
the alkaloid wastewater was decomposed to produce gaseous products, such as CH4,
H2, CO2, and CO as stated via reactions [1–5]. Additionally, low amounts of C2–C4

hydrocarbons were generated at the end of HTG process. In non-catalytic and cat-
alytic cases at 500 °C, the main gases in the product gas mixture are H2, CO2,
and CH4 in hydrothermal gasification of this wastewater in the percentage of H2

increased from 34.9% to 38.1–39.4% and percentage of CH4 also increased from
28.8% to 31.5–33.8% at varying ratios with the B group catalyst. Conversely, the
molar percentage of CO2 decreased from 33.0% to between 22.7 and 25.8% with the
addition of the B group catalysts of red mud. The nickel impregnation effect in the
gaseous product distribution is not clear since the yield of gases should be evaluated
to determine this.

The yields of each gas are given in Fig. 3, and the total of the gaseous product
yields for each run is given in Table 4. Comparing the yields in the non-catalytic run
to the catalytic runs, it is seen that the yields of H2 and CH4 dramatically increased.
In a study of De Blasio et al., they gasified black liquor in stainless steel and Inconel
625 at supercritical conditions to estimate the catalytic effect of the INCONEL 625
alloy which contains nickel as the main element. They found that the nickel content
promotes hydrogen production as in this study while significant influence on carbon
gasification efficiency was not observed [27].

The original red mud increased the CH4 amount (mmol/L wastewater) by 32%
while enhancing the H2 formation by 17%. The catalytic effect of the original red
mud originated from the iron and aluminum containing structure of it. Activated
red mud catalysts also show good catalytic activity in hydrogen production and
the yields of hydrogen reached 34.1 and 34.3 as the highest with the BRM-4 and
BRM-4R catalyst while the yield of H2 was found as 20.3 mol/kg C in wastewater
without a catalyst. The other activated red mud derivative results are very similar
to the hydrogen yields. The methane yields are extremely enhanced by changing
ratios of 52–74%with activated red mud in group B. The yields of CO2 were slightly
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increased with the BRM-2R and BRM-3R catalyst while almost unchanged with
others in the B group and original red mud. The yields of C2–C4 in a gaseous product
increased from 0.2 to 3.9 mol/kg C in wastewater with both the original and activated
red mud derivatives in this group. The very low CO level, 1.5, also declines further
in the product gas to around 0.2–0.3 mol/kg C in wastewater. These results show us
that the original red mud is effective in terms of hydrogen and methane formation
in hydrothermal gasification of opium processing wastewater, and the activation and
nickel impregnation increased the catalytic effect of it due to higher CH4 and H2

yields in the activated forms of it. The changing impregnation ratio of nickel did not
make a significant effect. In the case of the promotion of the H2 and CH4 production,
the order of effectiveness in the catalytic performance of the catalysts may be given
as: Original RM < activated red mud without nickel (BRM) < BRM-1, BRM-1R,
BRM-3, BRM-3R < BRM-2, BRM-2R.

In the study of Yanık et al., red mud is defined as iron-based catalysts and men-
tioned that is has a catalytic activity in hydrogenproductionwith the studied feedstock
in the operated conditions. Together with the supercritical water acting as a catalyst,
iron oxide active sites enhanced the water gas shift reaction toward CO2 and H2 from
CO as stated similarly in the study of Uddin et al. 2008. The yields of CO decreased
with the usage of a catalyst from 17.25 to 3–4 mmol/L levels. Nickel is widely used
in biomass gasification as a catalyst [28–30] and it is reported that nickel promotes
the hydrogen process for red mud and also promotes the effectiveness of it in the
case of hydrogen and methane yields because of it selectivity of H2.

3.2.3 COD and TOC Content of the Aqueous Product and Removal
Efficiencies

The original alkaloid wastewater, used in this study, had a COD of 32,050 ppm and a
TOC of 11,500 ppm. The COD and TOC contents of the aqueous product at the end
of the HTG experiments are given in Table 5. The results show that the COD was
lowered to the levels of 5100–6550 ppm using the supercritical water gasification
technique in a 1-h operationwith theBgroupof activated redmud.This is a successful
result hence it provides aCOD removal of approximately 84%while theTOC removal
was achieved at 91% as a maximum in the presence of A3 in this experiment. The
catalyst used improved the COD and TOC removal by 10 and 15%, respectively, at
500 °C.Kazemi et al. investigated the hydrothermal treatment of distillerywastewater
in a batch tubular reactor at temperatures of 250–400 °C, with a reaction time of
30–120 min, and an initial COD concentration of 9600–26,200 mg l−1 at a constant
pressure of 25.0 MPa in the presence and absence of various homogeneous and
heterogeneous catalysts [12].

They concluded that COD removal is mainly dominated by temperature increase
while homogeneous and heterogeneous catalysts substantially affected the COD and
color removal efficiencies. The optimum conditions were obtained at 400 °C, for
30 min with CuO and MnO2 (~75%) and 400 °C, at 120 min with 5 wt% of CuO
(80.9%). The amount of nickel impregnated did not make a sensible change in the
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Table 5 COD and TOC results, removal efficiencies of the SCWG of Alkaloid wastewater in the
absence of a catalyst (NC) and in the presence of a B group catalyst

Experiment
CODe

COD of the
reactor effluent
(ppm)

COD removal
efficiency (%)

TOC of the
reactor effluent
(ppm)

TOC removal
efficiency (%)

Raw wastewater 32,050 – 11,500 –

No catalyst 8470 73.6 2843 75.3

ORM 7610 76.3 2125 81.5

BRM 5630 82.4 2000 82.6

BRM-1 5325 83.4 1250 89.1

BRM-2 5025 84.3 1065 90.7

BRM-3 5100 84.1 1201 89.6

BRM-1R 6550 79.6 1595 86.1

BRM-2R 6475 79.8 1685 85.3

BRM-3R 5625 82.4 1975 82.8

COD and TOC removal efficiencies while the reduction with NaBH4 had a slightly
negative effect. When higher COD removals are needed in the case of discharge
limits, the reaction temperature or impregnated nickel ratio may be increased.

3.3 Addition of K2CO3 to the HTG Runs with B Group
Catalysts

B group catalysts were combined with 0.5 g of K2CO3 to strengthen the effect on
the gasification and COD removal efficiency. A 20 mL sample of wastewater and
1.0 g of catalyst were used in the hydrothermal gasification of alkaloidmanufacturing
wastewater. The reaction pressure was 500 °C and a pressure range of 40.5–44.0MPa
was obtained. The results of the non-catalytic, with original redmud (ORM) catalyst,
and the combined catalysts are given for comparison in Tables 5 and 6 and Figs. 5
and 6.

3.3.1 CGE (%) of Wastewater and Total Amount of Produced Gas Per
Unit Volume

The addition of K2CO3 to the B group catalysts promoted carbon gasification effi-
ciencies from 55.5% up to around 77% as the highest which is significantly higher
than the obtained CGE values with K2CO3 (66%) alone and with the B group cat-
alysts (68%) alone. The effect of the catalyst combinations is clearly seen on the
total produced gas amount and gaseous product yields. The amount of the gaseous
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Table 6 COD and TOC results and removal efficiencies of the SCWG of alkaloid wastewater in
the absence of a catalyst (NC) and in the presence of a B group catalyst with K2CO3

Experiment
COD

COD of the
reactor effluent
(ppm)

COD removal
efficiency (%)

TOC of the
reactor effluent
(ppm)

TOC removal
efficiency (%)

Raw wastewater 32,050 – 11,500 –

No catalyst 8470 73.6 2843 75.3

ORM 7610 76.3 2125 81.5

BRM + K2CO3 6150 80.8 950 91.7

BRM-1 +
K2CO3

6390 80.1 1515 86.8

BRM-2 +
K2CO3

7210 77.5 1550 86.5

BRM-3 +
K2CO3

6325 80.3 1540 86.6

BRM-1R +
K2CO3

6800 78.8 1610 86.0

BRM-2R +
K2CO3

5400 83.2 1660 85.6

BRM-3R +
K2CO3

6875 78.5 1815 84.2

K2CO3 5125 84 1200 89.6

Fig. 5 Effect of catalyst type in B group catalyst with K2CO3 on gaseous product yields in
hydrothermal gasification of alkaloid wastewater
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Fig. 6 Effect of catalyst type in B group catalyst with K2CO3 on gaseous product distribution in
hydrothermal gasification of alkaloid wastewater

Table 7 Reaction conditions,CGE, produced gas amount, and the TOC values of the hydrothermal
gasification of alkaloid wastewater with the effect of the B group catalyst with K2CO3

Experiment
COD

Reaction
temperature
(°C)

Reaction
pressure (bar)

CGE (%) TOC (mg/L) Produced gas
amount
(mmol/L
wastewater)

No Catalyst 500 365 55.5 2843 766

ORM 500 405 57.6 2125 773

BRM +
K2CO3

500 435 74.0 950 1095

BRM-1 +
K2CO3

500 425 76.2 1514 1114

BRM-2 +
K2CO3

500 405 76.4 1550 1108

BRM-3 +
K2CO3

500 440 76.8 1540 1104

BRM-1R +
K2CO3

500 422 76.9 1610 1135

BRM-2R +
K2CO3

500 415 73.6 1660 1112

BRM-3R +
K2CO3

500 410 74.1 1815 1100

K2CO3 500 365 66.2 1200 1003
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product was promoted by a ratio varying from 43 to 48%. The amount of product
gas did not change with the catalyst type remarkably within this group.

3.3.2 The Composition and Yields of the Gaseous Product

The gaseous product distribution and yields obtained in hydrothermal gasification of
alkaloid wastewater with combined catalysts was given in Figs. 5 and 6. The molar
percentage of CH4 and H2 in the product gas is higher while the composition of
CO2 is lower in the presence of B group and the K2CO3 catalyst together. CO and
C2–C4 hydrocarbons have almost the samemolar percentage in the non-catalytic and
catalytic cases. The molar percentage of CH4 increased to 35.5% as the maximum
with a combination of alkali (K2CO3) and 30% nickel containing the activated and
reduced red mud catalyst (BRM-3R) while it was 28.8% in the absence of a catalyst.
The effectiveness in methane formation is very similar in this group while the ratio of
nickel impregnation has slightly promoted the methane amounts. The molar percent-
age of H2 has also enhanced from 34.9 to 39.6% using a catalyst, and BRM-2R with
K2CO3 was found as the most effective catalyst while the other shows almost indis-
tinguishable catalytic activities. The reduced state of the catalysts slightly increased
the H2 percentages. The molar ratio of CO2 decreased from 33% to the percentages
of 23–26%. The effect of reduction can be seen since slightly lower CO2 ratios were
obtained in the runs of BRM-1 with K2CO3, BRM-2 with K2CO3, and BRM-3 with
K2CO3.

The amount of produced gas, in the unit of mol/kg C in wastewater, was increased
with the addition of a combined catalyst. The increment in yields of CH4, and H2 is
virtually high while in yields of CO2 is less and the rise in the yields of C2–C4 com-
pounds and CO are very low. The combined catalysts promoted hydrogen production
greatly above 38.0, from 20.3 mol H2/kg C in wastewater for non-catalytic case. The
H2 yield with A or B group alone was nearly 33–34 mol H2/kg C in wastewater. This
result shows that the addition of K2CO3 gives higher yields in case of H2. CH4 yields
were 16.8 in the non-catalytic case and 28–29 mol CH4/kg C in wastewater with the
A or B group catalyst. The combined catalysts accelerated the formation of methane
and the amount produced nearly doubled, to the levels of 34–35 mol CH4/kg C in
wastewater. In terms of methane production, the combined catalyst is the best group
in all the activated red mud catalysts. The CO2 yields generally increased while the
reduced catalysts give slightly lower CO2 yields than the others. The other gases
did not considerably vary with the effect of catalyst use and type. The total gaseous
product yields reached 97–98 mol/kg C which is 70% higher than the non-catalytic
run.
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Table 8 Multipoint BET results

Sample CODe Area (m2/g) Slope Y-Intercept Correlation coefficient C

BRM-1 48.8 70.8 0.64 0.999917 112

BRM-1R 24.5 140.4 1.82 0.999946 78.3

ARM-1 44.8 77.3 0.49 0.999901 157.1

ARM-1R 24.0 142.6 2.43 0.999919 59.7

3.3.3 COD and TOC Content of the Aqueous Product and Removal
Efficiencies

The COD and TOC in the raw wastewater were lowered with the combined catalyst
in this experimental part and the results are given in Tables 6 and 7. The COD of the
wastewater, that was 32,050 ppm, was lowered to 8470 ppm without a catalyst using
the HTG process at 500 °C and to 7610 ppm with the original red mud. The best
COD removal was achieved as 5400 ppm impregnated with 20%Nickel and reduced
form (BRM-2R) while the others varied from 6150 to 7210 ppm. The addition of
K2CO3 enhanced the gasification while it did not have a remarkable positive effect
on the COD removal. The CODRE values were obtained as changing ratios between
78 and 83% while they were 80–84% with A and 81–85% with B. As it is seen, the
COD removals were not affected much by the type of the activation process and the
K2CO3 addition to the red mud. The TOC content of the raw wastewater decreased
with the HGT process by 75% without a catalyst, 81.5% with original red mud, and
90% in the presence of K2CO3. BRM with K2CO3 is the most effective catalyst in
TOC removal with 92% and the others have removal efficiencies within the range of
84–87%.

3.4 Characterization of an Activated Red Mud Catalyst

Activated red mud catalysts contain silica, aluminum, iron, calcium, sodium, and
titanium, in forms of Fe2O3, Al2O3, SiO2, Na2O, CaO, and TiO2 and as minor potas-
sium, etc. Also, these catalysts include varying ratios of nickel since they are pre-
pared by impregnation of Ni(NO3)2·6H2O and calcinations. Characterization results
of one of the activated red mud catalyst are given in Figs. 7 and 8 to represent all
others since they have similar structures. The SEM photograph of elemental map-
ping shows that the nickel is distributed homogenously on the catalyst surface seen
in the elemental mapping of the SEM photographs. Some parts have some elements
together andmaybe determined as structures of goethite (Fe(1−x)AlxOOH), calcium
aluminum hydrate (x·CaO·y Al2O3·zH2O), kaolinite (Al2O3·2SiO2·2H2O), CaTiO3,
etc. According to the XRD phase analysis that was shown in Fig. 9, the BRM-1R
catalyst has structures of hematite, nickel-titanium oxide and nickel oxide, SiO2,
iron titanium oxide, and cancrinite Na6Ca2[(CO3)2|Al6Si6O24]·2H2O. In the work
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Fig. 7 General electron image of BRM-1R catalysts

of Nath et al., the original red mud characterization was investigated [31] and they
found the main phases as hematite (Fe2O3), gibbsite (Al(OH)3), rutile (TiO2), calcite
(CaCO3), sodium aluminum silicate (Na(AlSiO4)), dicalcium silicate (Ca2SiO4), and
quartz (SiO2). Some differences maybe caused by the activation process of red mud
in this study compared to literature findings (Fig. 10).

The mean size of the crystallites from the XRD pattern data by means of Origin
software was done and given in Fig. 10. By applying the Scherrer equation on the
XRD pattern, the particle size can be calculated as 29.2 nm. The multipoint BET
results of the selected catalysts are given in Table 8. The BET results show that the
reduction decreased the BET area and the precipitation with NH3 slightly increased
the BET area.

4 Conclusions

In this study, wastewater from opium processing industry was gasified with original
and activated red mud as catalyst in supercritical water at 500 °C. The most appro-
priate catalyst type for maximum H2 and CH4 yield and highest COD removal was
determined. Effect of nickel impregnation and reducing of the catalyst with NaBH4

were investigated, and some key findings were listed below:
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Fig. 8 Electron image (a) and elemental mapping (b) of BRM-1R catalyst

Fig. 9 Plot of intensity versus degree (2θ) within NiO peak in XRD pattern of BRM-1R catalyst
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Fig. 10 XRD and phase
analysis results of BRM-1R
catalyst

• The original red mud increased the CH4 amount (mol/L wastewater) by 32%while
enhancing the H2 formation by 17%. It did not make a considerable effect on the
gasification but reduced the TOC value of the aqueous product by 25%.

• The highest gaseous product amounts were reached with ARM-2 and ARM-2R
(1000 and 1010 mol/L wastewater) while the others give similar catalytic activity
in terms of produced gas quantities.

• A group catalysts promoted CGE and produced gas amounts of the highest gasi-
fication ratios were obtained as 68.6, 72.6, and 70.8% with reduced forms of
them: with ARM-1R, ARM-2R, and ARM-3R, respectively. Nickel impregnation
slightly increased gasification, while the amount of impregnated nickel did not
have a significant effect.

• The COD of the wastewater was lowered to 4940–6240 ppm levels with a removal
range of 81–85% approximately while the TOC content decreased to around
1200–1760 ppm with removal efficiencies of 85–90% with group A.

• The effect of catalyst type within the activated state of red mud in A group cannot
be seen clearly since the effectiveness is alike.

• B group activated red mud catalysts show good catalytic activity in hydrogen
production, and the yields of H2 reached 34.1 and 34.3 as the highest with BRM-2
andBRM-2Rcatalystwhile the yield ofH2 was only 20.3mol/kgC in non-catalytic
run.

• CH4 yields are significantly enhanced with the changing ratios of 52–74% with
activated red mud in group B.

• The catalyst use (B group) improved CODRE and TOCRE by 10 and 15%, respec-
tively, at 500 °C. The amount of nickel impregnated did notmake a sensible change
in the CODRE and TOCRE while the reduction with NaBH4 had a slightly negative
effect in group B.
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• The produced gas amount was promoted with the activation of red mud in group A
since all the activated forms increased gas amounts. Nickel impregnation enhanced
gasification while the effect of reduction by NaBH4 was not so effective.

• The addition of K2CO3 to the B group catalyst gives higher yields in the case of
hydrogen, and the combined catalysts accelerated methane formation up to the
levels of 34–35 mol CH4/kg C. In terms of methane production, this group is also
the best group in activated red mud catalysts.

• The CO2 yields were generally increased while the reduced catalysts give slightly
lower CO2 yields than others.
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Exergetic and Environmental Analyses
of Turbojet Engine

Burak Yuksel, Ozgur Balli, Huseyin Gunerhan, Arif Hepbasli
and Halil Atalay

Abstract This study deals with exergetic and environmental analyses of turbojet
engine used on the military training aircrafts. In the analysis, the engine data mea-
sured in the Engine Test Cell at First Air Maintenance and Factory Directorate of
Turkish Air Forces in Eskisehir, Turkey are utilized. The exergy balance equations
are derived for each component of the engine along with the overall the engine. Sev-
eral thermodynamic parameters (the fuel exergy depletion ratio, the productivity lack
ratio, the relative exergy consumption ratio, exergetic improvement potential, exer-
getic improvement potential ratio, relative exergetic improvement potential, exergetic
fuel-product ratio, and sustainability index) are used to evaluate the performance of
the engine and its main components (the air compressor, the combustion chamber,
the gas turbine, the exhaust forward duct, the aft exhaust duct, and the mechanical
shaft). Exergy losses and destructions are investigated to determine thermodynamic
inefficiencies. The exergetic efficiency of the engine is determined to be 18.77%. The
highest exergy destruction rate of 2921.01 kW in the engine occurs within the com-
bustion chamber. Themechanical shaft of the engine has the maximum sustainability
index of 100.65. An environmental analysis of the engine is also performed.
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Nomenclature

cP Specific heat capacity (kJ kg−1 K−1)
Ėx Exergy rate (kW)
ĖxIP Exergetic improvement potential (kW)
ĖxIPR Exergetic improvement potential rate ratio (%)
LHV Lower heating value of fuel (kJ kg−1)
ṁ Mass flow rate (kg s−1)
p Pressure (kPa)
RĖxIP Relative improvement potential rate (%)
SI Sustainability index (–)
T Temperature (K)
Ẇ Work rate or power (kW)

Greek Letters

α Fuel exergy depletion ratio (%)
β Productivity lack ratio in exergetic term (%)
χ Relative exergy consumption ratio (%)
γ Fuel exergy grade function
ψ Exergy (second law) efficiency (%)

Subscripts

a Air
AC Air compressor
C Consumption
CC Combustion chamber
cg Combustion gases
D Destroyed, destruction
EAD Exhaust aft duct
EFD Exhaust forward duct
GT Gas turbine
GTMS Gas turbine mechanical shaft
in Input
out Output
P Pressure
Pr Product
ref Reference
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T Temperature
TJE Turbojet engine

Abbreviations

AC Air compressor
EAD Exhaust aft duct
EFD Exhaust forward duct
CC Combustion chamber
GT Gas turbine
GTMS Gas turbine mechanical shaft
TJE Aircraft jet engine

1 Introduction

Using the energy of fuel to produce flights is the job of both the military and civil
aviation propulsion system. The military aircraft is used to maximize aerodynamic
performance, in which case it complies with some operational constraints and uses
fuel less efficiently than an efficient aircraft. High-performance start-up, maximum
performance climbing and retrofitting are significantly less fuel-efficient than driving
performance [1]. For cost-effective and environmental-friendly aviation, system effi-
ciency should be kept maximum, while minimizing cost and environmental impacts
of aircraft engines. In order to achieve these objectives, the engine must be operated
in optimum operating mode, the best quality fuel should be selected, the fuel con-
sumption rate and the exergetic consumption (losses and destruction) rate should be
reduced and the cost of capital should be diminished. In this context, thermodynamic
exergy, exergoeconomic, sustainability, and environmental (exergoeconomic, envi-
ronmental damage cost) analysis methods are used to evaluate the performance of
aircraft engines [2]. The main objective of this study can be summarized as follows:

• Exergetic analyses of J69 turbojet engine used on the military training aircrafts.
• Environmental analyses of J69 turbojet engine used on the military training air-
crafts.

The exergy balance equations derived for each component of the engine along
with the overall the engine and exergoenvironomic balance equations are given below
section.
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Fig. 1 Schematic of the investigated turbojet engine

2 Methodology

2.1 General Description of TJE with Afterburner

A schematic of the investigated TJE is given in (Fig. 1). This system consists of an
air compressor (AC), a combustion chamber (CC), a gas turbine (GT), an exhaust
forward duct (EFD), an exhaust aft duct (EAD), and a gas turbine mechanical shaft
(GTMS).

2.2 Assumptions

In this study, the assumptions made are listed below:

• The TJE operates in a steady-state.
• The ideal gas principles are applied to air and combustion gas.
• The combustion reaction is complete.
• The changes in the kinetic exergy and potential exergy are assumed negligible.
• The temperature and pressure of dead state are 288.15 K and 99.85 kPa, respec-
tively.

• The exergetic analyses are made on the lower heating value (LHV) basis of liquid
JP-8 fuel.

• The chemical formula of jet fuel is assumed as C12H23.
• While the engine operates in military operation, air/fuel mass ratio is equal to 65.
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2.3 The Exergy Equilibrium Equations

General exergy equilibrium equation is defined in Eq. (1) as under mentioned:

∑ (
1 − To

Tk

)
Q̇k − Ẇ +

∑

in

Ėxin −
∑

out

Ėxout − ĖxD = 0 (1)

where Q̇k represents the heat transfer rate through the boundary at temperature Tk
at the location k, Ẇ is the work rate, Ėx is the exergy rate of stream, and ĖxD is the
exergy destruction rate.

The total exergy for a system can be given in Eq. (2) as under mentioned:

Ėx = Ėxkn + Ėxpt + Ėxph + Ėxch (2)

where the terms Ėxkn , Ėxpt, Ėxph, and Ėxch denote the kinetic exergy, potential exergy,
physical exergy, and chemical exergy, respectively. In the present study, the changes
in the kinetic exergy and potential exergy within the system are assumed negligible.

The physical exergy for air and combustion gaseous with constant specific heat
is obtained in Eq. (3) as under mentioned [3]:

Ėxph = ṁcP(T )

[
T − To − To ln

(
T

To

)]
+ RTo

(
P

Po

)
(3)

The chemical exergy of liquid fuels asCaHb on a unitmass basis can be determined
in Eq. (4) as under mentioned:

Ėxch, f
ṁ f LHV f

= γ f
∼= 1.04224 + 0.011925

b

a
− 0.042

a
(4)

where γ f denotes the liquid fuel exergy grade function. The chemical formula of jet
fuel is assumed as C12H23. γ f is calculated as 1.0596 for this fuel. The sum of fuel
chemical exergy and the fuel physical exergy gives fuel energy in Eq. (5) as follows:

Ėx f = (
Ėxch + Ėxph

)
f (5)

2.4 The Exergy Efficiency and Thermodynamic Performance
Parameters

The exergy efficiency of the system or subsystems can be defined as the ratio of
the exergy in outputs products to the exergy in inputs. The exergy efficiency of air
compressor is obtained as under mentioned:



392 B. Yuksel et al.

ψ = Ėxout − Ėxin
Ẇ

(6)

The exergy efficiencies of the n’th component of a system are calculated in Eq. (7)
as under mentioned:

ψ = Ėxout
Ėxin

(7)

The exergy efficiency of whole system is obtained as under mentioned:

ψSYS = ĖxP
ĖxF

(8)

The thermodynamic parameters such as the fuel depletion rate, relative irre-
versibility, and productivity lack, are used in evaluating the exergetic performance
of the system [4]. These are given in Eqs. (9)–(16) as follows:

The fuel exergy depletion ratio is written as the ratio of the exergy consumption
of n’th component to the fuel exergy rate input the TJE such as:

α j = ĖxC, j

Ėx f
(9)

The productivity lack ratio is written as the ratio of the exergy consumption of
n’th component to the exergy of products as:

β j = ĖxC, j

ĖxP,TJE
(10)

The relative exergy consumption ratio is defined as the ratio of the exergy con-
sumption of n’th component to the exergy consumption of the TJE system as:

χ j = ĖxC, j

ĖxC,TJE
(11)

Van Gool also stated that maximum improvement in the exergy efficiency for a
process or system could be achieved when the exergy consumption is minimized.
Consequently, he suggested that it is useful to employ the concept of an exergetic
improvement potential when analyzing different processes, as applied by some inves-
tigators [5]. The exergetic improvement potential can be written as follows [2]:

ĖxIṖ j = (1 − ψ)ĖxC, j (12)
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The exergetic improvement potential ratio:

ĖxIṖR j = ĖxIṖ j

ĖxD, j
(13)

The relative exergetic improvement potential:

RĖxIṖ j = ĖxIṖ j

ĖxIṖtot
(14)

Exergetic fuel-product ratio:

FPRex, j = Ėxin, j
Ėxout, j

(15)

Sustainability index:

SI j = 1

(1 − ψ)
(16)

2.5 The Specific Heat Capacity of Air and Combustion Gases

Combustion equilibrium equation for the engine is given as under mentioned:

C12H23 + 379.61(0.7748N2 + 0.2059O2 + 0.0003CO2 + 0.019H2O)

→ 12.11CO2 + 18.71H2O + 60.41O2 + 294.12N2 (17)

The specific heat capacity of the combustion gases:

cP,cg(T ) = 0.91582 + 0.01102

102
T + 0.01556

105
T 2 − 0.06724

109
T 3 (18)

The specific heat capacity of air is a function of temperature [6]:

cP,a(T ) = 1.04841 − 0.000383719T + 9.45378T 2

107
− 5.49031T 3

1010
+ 7.92981T 4

1014
(19)
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2.6 The Exergy Equilibrium Equations of the TJE and Its
Components

The exergy equilibrium equations for the TJE and its primary segments are shown
in Eqs. (20)–(29):

For air compressor:

Ėx1 + Ėx11 − Ėx2 = ĖxD,AC (20)

For combustion chamber:

Ėx2 + Ėx2.3 − Ėx3 = ĖxD,CC (21)

For gas turbine:

(
Ėx3 − Ėx4

) − Ėx7 = ĖxD,GT (22)

For exhaust forward duct:

Ėx4 − Ėx5 = ĖxD,EFD (23)

For aft exhaust duct:

Ėx5 − Ėx6 = ĖxD,EAD (24)

For mechanical shaft:

Ėx7 − Ėx8 = ĖxD,GTMS (25)

Work rate distribution:

Ėx11 = (
Ėx8 − Ėx9

)
(26)

For the whole engine:

(
Ėx1 + Ėx2.3

) − Ėx6 = ĖxD,ENG (27)

Ėx6 − ĖxP,ENG = ĖxL,ENG (28)

ĖxC,ENG = ĖxL,ENG + ĖxD,ENG (29)
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2.7 Exergoeconomic Analysis

The economic analysis, conducted as part of the exergoeconomic analysis, provides
the appropriate monetary values associated with the investment, operation, mainte-
nance, and fuel costs of the system being analyzed [7, 8]. These values are used in
the cost balances [9].

2.8 Exergoenvironomic Analysis

To minimize the environmental impacts, a primary target is to increase the efficiency
of energy conversion processes and, thus, decreases the amount of fuel and the related
overall environmental impacts, especially the release of carbon dioxide, which is one
of themain components of greenhouse gas [10]. In this study, three stepswere applied
to carry out the exergoenvironomic analysis of gas turbine system. The first step is
the determination of pollutant emission (CO and NOx) in grams per kilogram of fuel,
the estimation of the total cost rate of product and environmental impact and CO2

emission calculation.

2.9 Determination of Pollutant Emission

In order to determine the pollutant emission in grams per kilogram of the fuel, the
adiabatic flame temperature in the combustion chamber has to be computed first. The
adiabatic flame temperature in the primary zone;

TPZ = Aσα exp
(
β(σ + λ)2

)
π xθ yψ z (30)

where π is a dimensionless pressure P2/Pref (P2 being the combustion pressure and
Pref = 101,300 Pa); θ is a dimensionless temperature T 2/T ref (T 2 being the inlet
temperature and T ref = 298.15 K); ψ is the H/C atomic ratio (ψ = 4); σ = ∅ for φ

≤ 1 (φ is the fuel to air equivalent ratio), and σ = φ − 0.7 for φ ≥ 1. Moreover, x,
y, and z are quadratic functions of σ based on the following equations [11]:

x = a1 + b1σ + c1σ
2 (31)

y = a2 + b2σ + c2σ
2 (32)

z = a3 + b3σ + c3σ
2 (33)
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Table 1 Constant for Eqs. (31)–(33)

0.3 < ϕ < 1 1 < ϕ < 1.6

Constants 0.92 < θ < 2 2 < θ < 3.2 0.92 < θ < 2 2 < θ < 3.2

A 2361.7644 2315.752 916.8261 1246.1778

α 0.1157 −0.0493 0.2885 0.3819

β −0.9489 −1.1141 0.1456 0.3479

λ −1.0976 −1.1807 −3.2771 −2.0365

a1 0.0143 0.0106 0.0311 0.0361

b1 −0.0553 −0.045 −0.078 −0.085

c1 0.0526 0.0482 0.0497 0.0517

a2 0.3955 0.5688 0.0254 0.0097

b2 −0.4417 −0.55 0.2602 0.502

c2 0.141 0.1319 −0.1318 −0.2471

a3 0.0052 0.0108 0.0042 0.017

b3 −0.1289 −0.1291 −0.1781 −0.1894

c3 0.0827 0.0848 0.098 0.1037

where parameters A, α, β, λ, ai, bi, and ci are constant parameters. These parameters
are given in Table 1 regarding Eqs. (31)–(33) [12]. The calculated exergy rate and
other thermodynamic parameters of the components of the TJE are given in Table 2.

The amount of CO andNOx produced in the combustion chamber and combustion
reaction depends on the adiabatic flame temperature [11]. Accordingly, to determine
the pollutant emission in grams per kilogram of the fuel were used in this study.

•
m
NOx

= 0.15E16τ 0,5 exp(−71, 100/TPZ)

P0.05
2 (�P2/P2)

•
m
CO

= 0.719E9 exp(7800/TPZ)

P2
2 τ(�P2/P2)

(34)

where τ is the residence time in the combustion zone (τ is assumed constant and is
equal to 0.002 s); T pz is the primary zone combustion temperature; P2 is the combus-
tor inlet pressure; �P2/P2 is the non-dimensional pressure drop in the combustion
chamber.

2.10 Cost of Environmental Impact

The cost of environmental impact expresses the environmental impact as the total
pollution damage ($/h) due to CO and NOx emission by multiplying their respective
flow rates by their corresponding unit damage cost (CCO, and CNOx are equal to
0.02086 $/kgCO and 6.853 $/kgNOx) [8]. In the present work, the cost of pollution
damage is considered to be added directly to the expenditures that must be paid.
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Where, Zk , Cf , CD, and Cenv are the purchase cost of each component, fuel cost, cost
of exergy destruction, and cost of environmental impact, respectively.

2.11 CO2 Emissions Calculation

Using the combustion equations, the normalized CO2 emission is expressed as below
[13]:

ε = mCO2

Wnet
(35)

The effect of CO2 emissions is of considerable significance, such that reduction
of its harmful release is twofold. The first is obviously related to communal and envi-
ronmental health. The second, as suggested in many references, is improvement in
reduction of harmful emissions in the combustion chamber can lead to improvements
of gas turbine cycle efficiency. Reduction of the harmful emissions in the combustion
chamber to the environment has proven its benefits in increasing system efficiency,
which in turn increases sustainability by lengthening the lives of the fuel resources.
A depletion number Dp could characterize the efficient fuel consumption.

The relationship between the depletion number and the exergy efficiency and SI
are described by:

ηex = 1 − Dp SI = 1

Dp
(36)

3 Results and Discussion

The exergoeconomic parameters considered in this study include average costs per
unit of fuel exergyCF and product exergyCP, rate of exergy destruction ĖD, cost rate
of exergy destruction ĊD, investment and O&M costs rate Ż, and exergoeconomic
factor f. In analytical terms, the components with the highest value of Żk + ĊDk are
considered the most significant components in terms of an exergoeconomic perspec-
tive. This provides a means of determining the level of priority a component should
be given with respect to the improving of the system. For all the engines considered,
the combustion chamber and air compressor have the highest value of the sum Żk +
ĊDk . Therefore, they are the most important components from the exergoeconomic
viewpoint. The low value of exergoeconomic factor, f, associated with the combus-
tion chamber suggests that the cost rate of exergy destruction is the dominate factor
influencing the component. Hence, it is implied that the component efficiency is
improved by increasing the capital investment. This can be achieved by increasing
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gas turbine inlet temperature (GTIT). Table 3 shows the results of exergoenvironmen-
tal analysis of this work. The computed exergoenvironmental parameters are CO2

emission, depletion number, sustainability index, cost flow rate of environmental
impacts (Ċenv) in $/h, and total cost rates of products (ĊTot) in $/h. The study shows
that increasing exergetic efficiency results in CO2 emission reduction. The increase
of exergetic efficiency is related to reduction of ambient inlet air temperature into the

Table 3 Exergy rate and other properties at various system locations for TJE

State Fluid type m (kg s−1) p (kPa) T (K) cp
(KJ kg−1

K−1)

Ex (kW)

0 Air 9.10 99.85 288.15 1.0037 0.00

1 Air 9.10 99.85 288.15 1.0037 0.00

2 Air 9.10 389.42 525.65 1.0342 1664.23

2.3 Fuel (JP-8) 0.14 220.64 298.15 6348.97

3 Combustion
gases

9.24 369.94 1111.67 1.1261 5092.20

4 Combustion
gases

9.24 115.61 942.30 1.0832 2690.53

5 Combustion
gases

9.24 113.30 899.16 1.0822 2646.29

6 Combustion
gases

9.24 111.03 894.70 1.0812 2597.54

7 Mechanical
work

2349.56

8 Mechanical
work

2326.22

9 Mechanical
work

2314.22

11 CO2
emissions
(kgCO2/MWh)

112.75

12 Depletion
number (Dp)

0.69

13 Sustainability
index (SI)

1.23

14 Cost flow rate
of env. Ċenv
($/h) impact

796.54

15 Total cost
rates of pr.
ĊTot ($/h)

3256.83
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compressor. The efficiency of the system is directly linked to the entire system. How-
ever, it is apparent that the overall exergy destruction of the cycle decreases, while
the sustainability index increases with decreasing compressor inlet temperature.

4 Conclusion

Exergy analysis provides useful information about the performance of the turbojet
engine.

• The exergetic efficiency of the engine is accounted for 18.77% with 1191.72 kW
as exhaust gases product for thrust.

• The highest exergy destruction between the components of the engine occurs
within the combustion chamber with 2921.01 kW, as expected; hence, the com-
bustion reaction is an irreversible process.

• The constructional and thermodynamic improvements on the engine can be made
to decrease the exergy destruction and losses rate. After this improvements, the
exergetic efficiency increases from 18.77 to 46.02%.

• The results from the exergoeconomic analysis, in common with those from the
exergy analysis, show that the combustion chamber has the greatest cost of exergy
destruction compared to other components. In addition, the results show that
by increasing the turbine inlet temperature (TIT) the gas turbine cost of exergy
destruction can be decreased.

• The finding solidifies the concept that the exergy loss in the combustion cham-
ber is associated with the large temperature difference between the flame and the
working fluid. Reducing this temperature difference reduces the exergy loss. Fur-
thermore, cooling compressor inlet air allows the compression of more air per
cycle, effectively increasing the gas turbine capacity.

• The cost rate of environmental impact is 796.54 $/h.
• The study further shows that increasing exergetic efficiency of gas turbine engine
results in CO2 emissions reduction. The increase of exergetic efficiency is related
to reduction of ambient inlet air temperature into the compressor. This implies
that improvement of a system’s efficiency is twofold. By improving the most
inefficient components of the system and utilizing the minimum adequate fuel
flow rate ensuring maximum burn. The reduction in wasted unburned fuel and the
reduction in overall system inefficiencies results in net CO2 emissions reduction.

References

1. Lucia DJ (2011) Cruising in afterburner: air force fuel use and emerging energy policy. Energy
Policy 39:5356–5365

2. Balli O, Hepbasli A (2014) Exergoeconomic, sustainability and environmental damage cost
analyses of T56 turboprop engine. Energy 64:582–600



Exergetic and Environmental Analyses of Turbojet Engine 401

3. Kotas TJ (1995) The exergy method of thermal plant analyses, Reprint edn. Kieger, Malagar
4. Xiang JY et al (2004) Calculation for physical and chemical exergy of flows in system elabo-

rating mixed-phase flows and a case study in an IRSOFC plant. Int J Energy Res 28:101–115
5. Van Gool W (1997) Energy policy: fairly tales and factualities. In: Innovation and technology-

strategies and policies, pp 93–105. https://doi.org/10.1007/978-0-585-29606-7_6
6. Moran MJ, Shapiro HN (1995) Fundamentals of engineering thermodynamics. Wiley, New

York
7. Siahaya Y (2009) Thermoeconomic analysis and optimization of gas turbine power plant. In:

Proceedings of the international conference on fluid and thermal energy conversion
8. Ahmadi P, Dincer I (2011) Thermodynamic and exergoenvironmental analyses, and multi-

objective optimization of a gas turbine power engine. Appl Therm Eng 31:14–15
9. Bejan A, Tsatsaronis G et al (1996) Thermal design and optimization. Wiley, New York
10. Ahmadi P, RosenMAet al (2011)Greenhouse gas emission and exergo-environmental analyses

of a trigeneration energy system. Int J Greenh Gas Control 5:1540–1549
11. Ahmadi P, Dincer I (2010) Exergo-environmental analysis and optimization of a cogeneration

engine system using multimodal genetic algorithm (MGA). Energy 35:5161–5172
12. Gulder O (1986) Flame temperature estimation of conventional and future jet fuels. J Eng Gas

Turbine Power 108:376–380
13. Altayib K (2011) Energy, exergy and exergoeconomic analyses of gas turbine based systems.

M.Sc. thesis, University of Ontario Institute of Technology

https://doi.org/10.1007/978-0-585-29606-7_6


Effect of Hydrogen Enrichment
on Pollutant and Greenhouse Gases
Formation and Exergy Efficiency
of Methane MILD Combustion

Amin Khanlari, Ali Salavati-Zadeh, Mobin Mohammadi,
Seyyed Bahram Nourani Najafi and Vahid Esfahanian

Abstract The present study aims to investigate the effect of hydrogen enrichment
of the methane jet fuel on the formation of pollutants and greenhouse gases and
exergy efficiency of a burner working on flameless MILD combustion mode for
different amounts of oxygen present in the hot air co-flow streamusing computational
fluid dynamics coupled with detailed chemistry. OpenFOAM v. 3.0 is employed for
the simulations. The results indicate considerable the pivotal role of the amount of
hydrogen present in the fuel stream. It is also evident that hydrogen enrichment could
be considered as a promising strategy for further increasing the exergy efficiency of
burners working in MILD combustion mode.

Keywords MILD regime · Hydrogen enrichment · Exergy efficiency · Nitrogen
oxide · Carbon monoxide · Greenhouse gases
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ex Intensive molar exergy
Ex Extensive molar exergy
R Universal gas constant
V Velocity
x Mole fraction

Greek Letters

η Thermodynamics efficiency
μ Dynamic (absolute) viscosity
ρ Density

Subscripts and Superscripts

2nd Pertinent to second law
ch Pertinent to chemical
D Pertinent to destructed exergy
dry Pertinent to dry
in Pertinent to inlet
liq Pertinent to liquid water
out Pertinent to outlet
ph Pertinent to physical
Q Pertinent to heat
ref Pertinent to reference
sat Pertinent to saturated
sp Pertinent to species
vap Pertinent to water vapor
W Pertinent to work

1 Introduction

One of the bases of industrial development is combustion of fossil fuels, which play
a role in many processes, e.g., casting of metals, petroleum refining. Today, about
80% of the energy demand all over the world, which may grow speedily in the
coming years, is provided through burning of fossil fuels [1]. On the other hand,
despite the fact that enhancement of the energy efficiency of combustion process in
industrial applications has been the serious duty for long time, other issues including
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pollution emissions have also attracted the researchers and experts attention consid-
ering the strict regulatory agenda. In this framework, besides efficiency, air pollution,
and global warming, which is believed to be mainly due to the increased emission
of greenhouse gases, e.g., carbon dioxide, water vapor, and nitrous oxide are the
main matters that should be taken into account in the forthcoming innovations and
technologies related to industrial combustion.

Moderate or intense low-oxygen dilution (MILD hereafter) combustion [2] is a
novel technology known to be a subset of high-temperature air combustion (HiTAC)
[3], or more generally the high-temperature combustion technology (HiCOT). The
cradle of these technologies is the idea of “large excess enthalpy combustion” pre-
sented in the beginning of 70s decade [4, 5]. This idea engages preheating the reac-
tants by utilizing the hot flue gases. In MILD combustion regime the temperature
distribution is uniform, and it comes with higher efficiency compared with conven-
tional combustion regimes. Bearing all these into mind, MILD burners are becoming
interesting choices to be employed in many industries, e.g., steel, cement, and glass-
making factories [6, 7], industrial boilers [8] and also gas turbines [9–14]. More
recently, MILD combustion is also playing role in a more innovative combustion
technology referred to as MILD-oxyfuel combustion [15–17].

Using hydrogen as a clean fuel has attracted attention of many researchers. In
spite of this, its usage comes with severe difficulties considering its high diffusivity,
wide flammability limits, high flame speed, along with its tendency to form nitrogen
oxides, especially in presence of air as oxidizer [18]. Nevertheless, many investiga-
tions address using hydrogen blended with natural gas in conventional combustion
applications, e.g., internal combustion engines [19], alongwithmild combustors (e.g.
[20–22]). The latter comeswith several advantages considering the potential ofMILD
combustion for forming low amount on nitrogen oxides [23]. In this framework, the
possibility of approaching a zero-emission MILD furnace for pure hydrogen fuel
without air preheating was indicated by Ayoub et al. [24].

The dissimilarities between MILD and conventional combustion regimes have
made many researchers investigate the characteristics of MILD burners. Some
researches indicated the crucial role of the model considered for simulating the
interaction between the combustion chemistry and turbulence phenomena within the
flowfield [7, 25–27]. The latter showed shortcomings associatedwith thewell-known
EDC model [28–30], in simulating the MILD flame structure especially in the pres-
ence of very low oxygen. Later, many researches employed Partially Stirred Reactor
(PaSR) [31], as an improved form of the EDC model (e.g. [32, 33]). On the other
hand, importance of boundary condition treatmentwas also proved, especially in case
of blend of CH4/H2 MILD combustion [34, 35]. Also, the importance of considering
molecular diffusion in simulating MILD burners was proved by Parente et al. [25],
Mardani et al. [36], and Salavati-Zadeh et al. [1]. The indispensable importance of
employing actual temperature profile instead of nominal in DNS simulation ofMILD
combustion on prediction of ignition delay is shown [37]. More recently, Chitgarha
and Mardani [38] analyzed the flamelet approach for simulation of MILD burners.
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They recommended employment of higher values for scalar dissipation rates when
increasing the amount of oxygen in the hot air co-flow stream.

The potential ofMILD combustion regime for the production of very low amounts
of nitrogen oxides could be considered as one of itsmost interesting features. Accord-
ing to literature, this important characteristic could be contemplated to be due to three
main reasons [23]. First, the homogenous combustion zones which cause reduction
in maximum temperature and accordingly in the amount of NOx formed [39], sec-
ond, local reduction in availability of the main reactants leading to nitrogen oxides,
i.e., oxygen, and finally affecting the NNH, N2O, prompt along with NOx re-burning
paths causes change in the chemistry of NOx formation. Nicolle and Dagaut [40],
used PaSR model to study the mechanisms of formation and destruction of NOx

under MILD combustion regime. This research proved that in contrast to normal
burning regimes, the NNH and N2O routes are significantly important when being
in MILD combustion regime. It also addressed the role of NOx re-burning regime,
whose significance was previously highlighted [41]. The conclusion of Nicolle and
Dagaut [40] regarding the importance of NNH and N2O routes was later approved by
Galletti et al. [7], especially when hydrogen was present in the fuel stream. Sepman
et al. [42] studied the effects of adding hydrogen to laminar MILD flame of methane
and proved the formation of NO from fuel burning to be insignificant, comparing
to mixing of the nitrogen oxide produced in the co-flow with the MILD combus-
tion products. Later, Li et al. [43] indicated the influence of equivalence ratio on
significance of different paths of forming NO in MILD combustion regime under
lean conditions. The N2O route was proved to be dominant for equivalence ratios
less than 0.8. It was also shown that this conclusion does not depend on the amounts
of hydrogen and oxygen present in the fuel and hot oxidizer co-flow streams. Nev-
ertheless, for higher equivalence ratios, they proved that the amount of hydrogen
present in the fuel stream begins to become important increasing the role of NNH
intermediate route and decreasing the influence of prompt path. For lower equiva-
lence ratios, they also pointed out that the NO re-burning reaction has a crucial role
in reduction of the amount of nitrogen oxide produced. In spite of this, Galletti et al.
[44] proved the significant role of NNH route in some locations which contributes to
more than 50% of the total NO produced in higher equivalence ratios, using reduced
NO mechanisms for CFD results post-process.

On the other hand, formation of CO and CO2 has also been the subject of many
investigations. Yu et al. [45] stated that increasing the amount of hydrogen used for
enrichment of the fuel stream will decrease formation of CO in MILD regime. The
research of Mardani et al. [46] could be considered as one of the most comprehen-
sive examples in this regard. Using CFD modeling and well-stirred reactor zero-
dimensional analysis, formation of carbon oxides from pure CH4 oxidation under
MILD conditions were investigated. Along with illustrating an unpredicted behav-
ior of carbon oxides formation when reducing the amount of oxygen in oxidizer
stream, which was previously concluded also by Christo and Dally [47], Mardani
et al. [46] also stated that higher levels of O2, the activation of methane low oxidation
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pathways is responsible for enhancement of CO formation under MILD conditions.
While Mardani et al. [46] mostly addressed contribution of CH3 conversion path to
ethane, the importance of acetylene in formation of CO was found to be comparable
to the mentioned path under MILD conditions by Zou et al. [48], who opted opposed
flame configuration to conduct their research. The impact of other parameters, e.g.,
equivalence and entrainment ratios on reduction of carbon monoxide formation was
also pointed out by Zou et al. [48].

It is also found crucial to recognize the factors causing failure to make good use
of energy in combustion systems. Besides, analyzing the energy from the aspect
of its quality and usefulness is also crucial. Hence, several works have addressed
exergy analysis based on the second law of thermodynamics in different systems,
e.g., power plants, internal combustion engines, gas turbines, fuel cells, etc. [49–56].
Some researchers have also addressed the exergy analysis for MILD burners. Chen
et al. [57] studied the impact of air inlet temperature and the equivalence ratio on
entropy generation in counter-flow diffusion flames of hydrogen/air mixtures for dif-
ferent combustion regimes and concluded that in contrast to MILD combustion of
methane in the same configuration, in which dilution decreases the entropy genera-
tion strength, this intensity for the MILD H2-air counterflow diffusion flame shows
variable trend, i.e., it may increase for higher dilutions. Later, Hosseini and Wahid
[58] performed second law analysis of methane combustion in both conventional and
flameless modes. They reported 13% higher exergy efficiency for flameless combus-
tion mode with respect to conventional combustion at stoichiometric conditions, at
which the maximum exergy efficiency was yielded. More recently, Liu et al. [59]
performed exergy efficiency analysis on MILD Oxyfuel combustion of methane and
identified the major parameters contributing to destruction of exergy.

At the present state, it seems pivotal to focus on the influence of hydrogen addition
to methane on exergy efficiency of MILD combustion in co-flow configuration for
different amounts of oxygen present in hot co-flow stream, which is the main aim of
the current investigation. Besides, the flame structure along with formation of NO,
CO, and CO2 are also studied. To accomplish this, CFD is coupled with detailed
chemistry to simulate the burner previously studied experimentally by Dally et al.
[60].

2 Flow Field Simulation Strategy

Themethodology of the simulations follows the path reported bySalavati-Zadeh et al.
[1], for the similar burner configuration (Adelaide fuel-jet-in-hot-co-flowburner [60])
using the same computational grid. Nevertheless, to achieve more accurate results
on distribution of species, especially when very low amount of oxygen molecule is
present in the hot air co-flow stream, the KEE-58 reduced scheme utilized in the
above-mentioned research for simulating the combustion chemistry is substituted by
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theGRI-Mech 3.0 detailedmechanism. The simulations are carried out for 3 different
amounts of oxygen in hot diluted co-flow stream, i.e., 3, 6, and 9%, and 5 different
amounts of hydrogen in the fuel stream, 3, 5, 7, 9, and 11%. All the amounts are
expressed on mass basis. The simulations are carried out using OpenFOAM v. 3.0
software package.

2.1 Exergy Efficiency Analysis

In order to recognize the sources of entropy generation in this combustion system,
i.e., mixing, reaction, mass diffusion, etc., an exergy analysis for steady, reactive
flow is performed over the control volume surrounding the reaction zone. Exergy
content of both input and output streams is considered to be summation of two parts,
i.e., physical and chemical. Taking the ideal gas assumption into account, Eq. (1) is
utilized for calculation of the mixture’s physical exergy [61]:

exph = (h − href) − (s − sref) + 1

2

(
V 2 − V 2

ref

)

= cpTref

[(
T

Tref

)
− 1− ln

(
T

Tref

)]
+ RTref ln

(
P

Pref

)
+ 1

2
V 2 (1)

The standard environmental conditions are considered to be the dead state as
pref = 101.325 kPa and Tref = 298.15 K. NASA polynomials are employed for
computation of the specific heat capacity. It is worth noting that during combustion
process, the pressure is constant and is equal to pref. On the other hand, chemical
exergy is obtained from Eq. (2) [58]:

exch =
nsp∑

i=1

xiex
i
ch + RTref

nsp∑

i=1

xi lnxi (2)

where xi and exich aremole fraction andmolar standard chemical exergy of ith species,
respectively, and nsp stands for number of species which are taken into account in the
calculations. It should be considered that GRI-3.0 contains 53 species. Nevertheless,
32 species are collected as in Table 1. The contents of this table are obtained by
indirect method using the concept of Gibbs formation free energy of each species and
its related primary reactions, as in [62]. The eliminated species have small amounts
in reaction zone. Due to the non-uniform distribution of temperature field in output
stream, it would be possible that a fraction of water vapor be condensed. Therefore,
it is essential to correct the chemical exergy of the output stream to take the amount
of liquid water formed into account. Partial pressure of water vapor in mixture is
obtained by Eq. (3) [63]:

Pvap = xvapPref (3)
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Table 1 Standard molar
chemical exergy

Species Exch
( KJ
mole

)
Species Exch

( KJ
mole

)

C 1485.5 O 233.7

CH 1225.5 O2 3.97

CH2 1030.5 H 331.3

CH3 900.5 H2 236.09

CH4 831.2 H2O 9.5

C2H 1217.35 H2O2 134.58

C2H2 1265.0 N 455.94

C2H3 1312.65 N2 0.72

C2H4 1360.3 N2O 106.9

C2H5 1427.65 NO 88.9

C2H6 1495.0 NO2 55.6

C3H8 2152.8 NH 489.66

CH2O 538.4 NH2 672.74

CH3OH 721.61 NH3 337.9

CO 274.71 CN 845.0

CO2 19.48 HCN 682.72

where xvap is mole fraction of water vapor, pvap, having a corresponding Tvap in
equilibrium conditions, is calculated in each computational cell within the output
region. The relation between this pressure and temperature is expressed as a function
using interpolating Lagrangian polynomials over experimental data. If Tvap is less
than Tref, the amount of water which converts from vapor to liquid state, is found
using Eq. (4) [63]:

Psat = xvap
xvap + xdry

Pref (4)

where psat = 0.0316 is partial pressure of water vapor in Tref [58] and xdry is the
mole fraction of all non-water species. To calculate the revised value of the chemical
exergy, Eq. (5) is employed:

exch,rev = xdry × exch,dry + xliq × exch,liq (5)

where, xliq and exch,liq are mole fraction and chemical exergy of the liquid water
formed, respectively. As aforementioned, the summation of contributions of both
physical exergy (exph) and revised chemical exergy (exch,rev) at each section, i.e.,
inlet and exhaust, yields the total exergy.

Finally, the rate of exergy destruction in the control volume over the flame should
be calculated. To accomplish this, one should bear in the mind that employment
of zero gradient assumption for temperature in boundaries has eliminated the heat
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transfer phenomenon from the walls and the exergy flow associated with it. Mean-
while, the exergy flow due to mechanical work is also zero considering the fact that
no mechanical work exists within the burner. So, the destructed exergy, ĖxD, could
simply be computed by subtracting the output exergy from the input exergy, i.e.,
Equation (6);

ĖxD =
∑

ṁ inexin −
∑

ṁoutexout (6)

Eventually, the second law efficiency could be achieved with Eq. (7):

η2nd = Ėxout
Ėxin

× 100 (7)

3 Results and Discussion

The contours of temperature within the burner are brought in Figs. 1, 2 and 3 for
oxygen mass concentrations of 3, 6, and 9% in diluted hot co-flow, respectively.
Meanwhile, in eachfigure, the results corresponding to different amounts of hydrogen
in the fuel stream is also depicted. It could be indicated from the figures that with
increase in the amount of hydrogen, the hot region begins to grow and approaches
the fuel nozzle, which is especially obvious for the case of hot co-flow with 3% of
oxygen, i.e., Fig. 1. Also, it could be observed that the maximum temperature is
sensitive to the amount of oxygen in the hot co-flow stream. With increase in the
amount of oxygen, the peak temperature increases. The oxygen amount in the hot
co-flow stream alsomakes the hot region grow. This could be observed by comparing
Figs. 1, 2 and 3. With increase in the amount of oxygen, the temperature of the hot
zone, i.e., the peak temperature, increases, and this zone becomes thicker.

These observations could also be interpreted under the light of an assessment on
the influences of the oxygen in the hot air co-flow stream and hydrogen in the fuel
stream on the distribution on hydroxyl and formaldehyde radicals in the field which
is brought in Figs. 4, 5, 6, 7, 8 and 9.

Declaration on the roles of hydroxyl, formyl, and formaldehyde in indication
of flame existence and heat release quality has previously been addressed in some
researches [32, 33, 47, 64]. Presence of OH is considered to be an important sign
of stronger flame front with thicker hot zone, whereas formation of formaldehyde
(CH2O) along with formyl (HCO) radicals ends in a weaker flame by increasing the
dissipation of heat and reducing the reaction rates. This point is discussed here for
sake of more clarity: The inevitable dissipation of heat from the flame area coupled
with high residence time of methane molecule in this area, end in passing of some
portion of those molecules through the flame front and formation of some premixed
regions which burn when facing the hot co-flow stream of air having a temperature
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Fig. 1 Temperature field for case: a O3H3, b O3H5, c O3H7, d O3H9 and e O3H11

higher than the self-ignition temperature. Formation of formaldehyde radical is a
criteria for fuel diffusion to hot oxidizer stream and existence of such bubble-shaped
premixed regions, which in turn enhances the dissipation of heat and depletion of the
reaction rates. Increasing the amount of H2 and O2 in the flame improves the reaction
rates and the mixture capability to ignite and strengthen the flame (Figs. 4, 5 and
6). On the other hand, this rise in the amounts of oxygen and hydrogen molecules
causes disappearance of the mentioned premixed zones (Figs. 7, 8 and 9).
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Fig. 2 Temperature field for case: a O6H3, b O6H5, c O6H7, d O6H9 and e O6H11

The temperature profiles for the different flames studied are brought in Fig. 10.
The data are illustrated for two different positions from the nozzle. The temperature
profile for 30 mm from the nozzle is depicted in the figures on the left side, whereas
the same data for axial distance of 120 mm from the nozzle are brought in the plots
on the right side of the figure. It could be indicated from the figures that when being
close to nozzle, addition of hydrogen to fuel stream will cause an increase in the
peak temperature. Same result can be deduced for increasing the amount of oxygen
in the hot air co-flow stream. However, for higher amounts of oxygen, the effect
of hydrogen on the peak temperature in the small axial distances from the nozzle
becomes little as could be observed from Fig. 10a, c, e. Also, as we go far from
the nozzle and at the axial distance of 120 mm, increasing the amount of hydrogen
in the fuel stream has negligible effect on the peak temperature, which could be
due to entrainment of oxygen from the surrounding air. In spite of this, the average
temperature slightly increases when having more hydrogen within the fuel stream
(Fig. 10b, d, f).



Effect of Hydrogen Enrichment on Pollutant and Greenhouse … 413

Fig. 3 Temperature field for case: a O9H3, b O9H5, c O9H7, d O9H9 and e O9H11

Same results could be indicated from the profile of NO in two different axial
positions from the nozzle, 30 mm illustrated in Fig. 11a, c, e, and 120 mm illus-
trated in Fig. 11b, d, f. At the axial distance of 30 mm, any rise in the amount of
hydrogen present in the fuel stream, will increase production of NO. This increase
could be interpreted through dominancy of zel’dovich mechanism, i.e., thermal NO
(Eq. 8a–8c). Increase in the amount of hydrogen, as seen before, ends in higher
temperature and higher amount of hydroxyl radical, which taking the zel’dovich
mechanism into account, enhances the production of NO (Eq. 8c):

N2 + O�NO+ N (8a)

N+ O2 �NO+ O (8b)

N+ OH�NO+ H (8c)
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Fig. 4 OH distribution for case: a O3H3, b O3H5, c O3H7, d O3H9 and e O3H11

The same phenomenon could be observed when increasing the amount of oxygen
molecule in the hot co-flow stream. Again, increase in temperature and availability of
reactants could be considered to justify the observations. Meanwhile, as the distance
from the nozzle increases, i.e., Fig. 11b, d, f, the sensitivity of NO formed to the
amount of hydrogen present in the fuel stream begins to decay. This influence is less
in higher amounts of oxygen present in the hot air co-flow stream. The profile of
show similar behavior with respect to amount of hydrogen and oxygen (Fig. 12a–f).
Additionally, it has a minimum in the same radial position where NO has a peak,
proving the importance of re-burning path in formation of NO2.
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Fig. 5 OH distribution for case: a O6H3, b O6H5, c O6H7, d O6H9 and e O6H11

Assessment on the results depicted in Figs. 13 and 14 justify the increase in the
amount of carbon oxide species with increase in the amount of oxygen, considering
increase in the availability of the reactants. On the other hand, increase in the amount
of hydrogen present in the fuel stream also enhances the formation of CO. This
influence decays as we go far from the nozzle. It could be indicated from Fig. 13a–f
that the peak amount of carbonmonoxide does not depend on the amount of hydrogen
present in the fuel stream. The effects of oxygen and hydrogen present in hot air co-
flow and fuel streams on the second law efficiency of the burner are illustrated in
Fig. 15. In all the cases, high second law efficiency of MILD combustion is evident,
which seems to be due to more uniform distributions within a MILD burner, causing
depletion of exergy destruction. As depicted, increase in the amount of hydrogen
will enhance this efficiency monotonically, whereas the slope of increase in second
law efficiency with increase in the amount of oxygen decays. Therefore, it seems
that there would be a maximum, after which the efficiency begins to become lower
as we proceed to conventional combustion regime.
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Fig. 6 OH distribution for case: a O9H3, b O9H5, c O9H7, d O9H9 and e O9H11
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Fig. 7 CH2O distribution for case: a O3H3, b O3H5, c O3H7, d O3H9 and e O3H11
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Fig. 8 CH2O distribution for case: a O6H3, b O6H5, c O6H7, d O6H9 and e O6H11
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Fig. 9 CH2O distribution for case: a O9H3, b O9H5, c O9H7, d O9H9 and e O9H11
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Fig. 10 Diagram of radial temperature for: a O3 at Z = 3 cm, b O3 at Z = 12 cm, c O6 at Z =
3 cm, d O6 at Z = 12 cm, e O9 at Z = 3 cm, f O9 at Z = 12 cm
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Fig. 11 Diagram of radial NO mass fraction for: a O3 at Z = 3 cm, b O3 at Z = 12 cm, c O6 at Z
= 3 cm, d O6 at Z = 12 cm, e O9 at Z = 3 cm, f O9 at Z = 12 cm
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Fig. 12 Diagram of radial NO2 mass fraction for: a O3 at Z = 3 cm, b O3 at Z = 12 cm, c O6 at Z
= 3 cm, d O6 at Z = 12 cm, e O9 at Z = 3 cm, f O9 at Z = 12 cm
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Fig. 13 Diagram of radial CO mass fraction for: a O3 at Z = 3 cm, b O3 at Z = 12 cm, c O6 at Z
= 3 cm, d O6 at Z = 12 cm, e O9 at Z = 3 cm, f O9 at Z = 12 cm
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Fig. 14 Diagram of radial CO2 mass fraction for: a O3 at Z = 3 cm, b O3 at Z = 12 cm, c O6 at Z
= 3 cm, d O6 at Z = 12 cm, e O9 at Z = 3 cm, f O9 at Z = 12 cm
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Fig. 15 Exergy analysis

4 Conclusion

For a MILD burner working with blended CH4/H2 fuel [60], the effect of hydrogen
in fuel stream and oxygen in the hot air co-flow stream on formation of pollutants
and CO2 is studied. The simulations are carried out using OpenFOAM v. 3.0 solver
package. The RNG k − ε model is employed for simulation of turbulence flow
field, chemistry-turbulence interaction is simulated using Partially Stirred Reactor
(PaSR) model. The GRI-Mech 3.0 detailed chemical scheme is utilized to model the
combustion chemistry. The following results were obtained:

1. Increase in the amount of hydrogen and oxygen cause growth of hot zone and
increase in the peak temperature.

2. With increase in the amount of hydrogen present in the fuel stream, the peak
temperature rises. Nevertheless, for higher amounts of oxygen in hot air co-flow
stream, the effect of hydrogen on the peak temperature in the small axial distances
from the nozzle becomes little.

3. As we go far from the nozzle, increasing the amount of hydrogen in the fuel
stream has negligible effect on the peak temperature.

4. Increase in the amount of oxygen and hydrogen will cause production of more
NO in axial positions close to fuel nozzle. For axial positions far from the noz-
zle, especially at higher amounts of oxygen, the influence of hydrogen on the
maximum value of NO vanishes.

5. An increase in the amount of hydrogen present in the fuel stream also enhances
the formation of CO. This influence decays as we go far from the nozzle.

6. An increase in the amount of hydrogen will enhance the second law efficiency
monotonically, whereas the slope of increase in second law efficiency with
increase in the amount of oxygen decays.
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Energetic, Exergetic, and Environmental
Assessments of a Biomass Gasifier-Based
Hydrogen Production and Liquefaction
System

Yunus Emre Yuksel and Murat Ozturk

Abstract In this chapter, a novel hydrogen generation and liquefaction process is
presented. The source for this plant straw is chosen as biomass source.Biomass-based
hydrogen generation and liquefaction plant consist of biomass gasifier, air separation
unit, catalyst bed component with helium expander and liquid hydrogen storage tank
sub-component. To examine the performance of plant, energy, and exergy analyses
have performed.Also, the environmental analyses for various systemdesign based on
generation options have been conducted to reveal the CO2 emission of system. The
energetic and exergetic efficiencies of plant for the base design parameters have been
found as 68.26% and 64.72%, respectively. Parametric analysis results also indicate
the effects of some variables on system performance and environmental effect of the
system.

Keywords Biomass gasification · Hydrogen · Liquefaction · Energy · Exergy ·
Environmental analysis

1 Introduction

As energy demand increases with decreasing fossil fuel sources, finding of novel,
clean and cheap alternatives for present energy framework has been must. There
are ongoing researches either to improve present energy systems or develop novel
energy systems. One of the alternative for current energy infrastructure is to change
energy carrier to hydrogen. Hydrogen is the most abundant element in the universe
however it is not free but bonded to other elements in compounds. So, there needs
energy to dissociate hydrogen from those compounds. If this dissociation energy is
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met by clean, cheap and renewable sources, hydrogen will be also clean and cheap
solution.

Some advantages of hydrogen have been listed by Dincer and Acar [1] as high
efficiency for energy conversion, no emissionwhen produced fromwater, abundance,
various storage options, long-distance transportation, ease of conversion to other
energy types and high HHV and LHV.

There are many hydrogen production methods currently used and found in litera-
ture. Unfortunately, hydrogen is mostly produced from fossil sources of which 48%
from natural gas, 30% from heavy oils and 18% of coal [2, 3].

Hydrogen generation from biomass is a good method for the regions having suf-
ficient biomass sources. Recently, biomass gasification processes have been devel-
oped to produce syngas, hydrogen, methane and other chemicals by using wastes as
biomass source [4]. In biomass gasification process, liquid or solid phase source is
converted to gas/vapor phase usually called syngas having high heating power [5].
There are several gasification technologies compared in terms of their working con-
ditions, efficiency and conversion percentage [6]. Shayan et al. [7] have compared
biomass gasification agents (air, oxygen, oxygen-enriched air, and steam) in order to
reveal the impacts of those agent on plant efficiency after biomass gasification pro-
cesses being popular. Results of the study concluded that the best energy efficiency
result occurs when air gasification is used, and the highest exergy performance value
is reached with steam gasification system.

In this study, a novel hydrogen generation and liquefaction method are presented
with energy and exergy efficiency analyses. Moreover, environmental analyses have
been performed for this plant by presenting CO2 emission amounts. Analysis results
have been supported by parametric analysis in order to see the impacts of different
variables.

2 Plant Description

The schematic flow diagram of biomass-based hydrogen generation and liquefaction
plant is given in Fig. 1. Firstly, air is supplied to air compressor then compressed
air is sent to air separation unit (ASU) to dissociate oxygen and nitrogen. Then
air with the flow 3 enters gasifier. In this gasification process, straw, air coming
from ASU and steam coming from water–gas shift reactor are gasified. Produced
syngas with the stream numbered 12 goes through heat exchangers (HEX) 1 and
2, respectively. To separate tar, syngas enters to gas conditioning, and then flows
through water–gas shift reactor. Steam produced here is sent to gasifier. Syngas is
sent to sulfur removal and CO2 capture rooms, respectively. After this point produced
hydrogen is sent to pressure swing adsorption unit with the flow 21. Purge gas is
exhausted from this unit, hydrogen goes to hydrogen compressor to be compressed.
Then compressed hydrogen enters the hydrogen liquefaction sub-system using four
helium turboexpanders. In each stage, hydrogen will be cooled down by passing
through eight heat exchangers and three catalyst beds. In this hydrogen liquefaction
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Fig. 1 Biomass gasification-based hydrogen generation and liquefaction plant
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Table 1 Design indicators of
integrated plant

Parameter Value

Dead state temperature, To (°C) 25

Dead state pressure, Po (kPa) 101.3

Compressor pressure ratio, rAC 6

Mass flow rate of biomass, ṁ11 (kg/s) 6.72

Biomass gasifier temperature, TBG (°C) 780

Nitrogen turbine inlet temperature, T5 (°C) 420

Nitrogen turbine inlet pressure, P5 (kPa) 1500

Isentropic efficiency of nitrogen turbine, ηNT (%) 85

Hydrogen compressor exit pressure, P24 (kPa) 2125

Helium compressor exit pressure, P37 (kPa) 1522

Helium turbo expander1 exit temperature, T40 (°C) −133.5

Helium turbo expander2 exit temperature, T45 (°C) −199

Helium turbo expander3 exit temperature, T50 (°C) −226.5

Helium turbo expander4 exit temperature, T53 (°C) −253.8

Single phase wet expander input pressure, P35 (kPa) 2125

Single phase wet expander exit pressure, P36 (kPa) 202.5

unit, helium helps to cool down hydrogen and phase change. Also, helium turbo
expanders produce electricity. Finally produced liquid hydrogen is sent to liquid
hydrogen storage tank with the flow 36 (Table 1).

3 Thermodynamic Analysis

For thermodynamic analyzing of a control volume, four topics should be analyzed,
such as mass, energetic, entropy, and exergetic balance. By defining, these equalities
for each component of integrated system, thermodynamically equalities should be
analyzed rightly. According to the conservation of mass principle, mass going into
the control volume equals to mass leaving from this volume as given below;

∑

in

ṁ =
∑

out

ṁ (1)

Here, ṁ is the mass flow rate. Based on the First Law of Thermodynamics, energy
conservation equality can be given as

∑

in

ṁh +
∑

in

Q̇ +
∑

in

Ẇ =
∑

out

ṁh +
∑

out

Q̇ +
∑

out

Ẇ (2)
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Here, Q̇ and Ẇ show heat transfer rate and power, h denotes specific enthalpy.
An entropy balance equality applied to a control volume should be defined as;

∑

in

ṁs +
∑

in

Q̇

T
+ Ṡgen =

∑

out

ṁs +
∑

out

Q̇

T
(3)

where s and Ṡgen are specific entropy and entropy generation rate. Based on the
second law of thermodynamics, the exergy balance equality is

∑

in

ṁex +
∑

in

Ėx
Q +

∑

in

Ėx
W =

∑

out

ṁex +
∑

out

Ėx
Q +

∑

out

Ėx
W + ĖxD (4)

Here, ĖxD is the exergy destruction rate, and should be given as

ĖxD = T0 Ṡgen (5)

An exergy rate of heat energy transfer should be given as

ĖxQ =
(
1 − To

T

)
Q̇ (6)

An exergy rate associated with shaft work is

ĖxW = Ẇ (7)

A specific exergy can be given as

ex = exph + exch (8)

where exph and exch show physical and chemical exergy content, and can be written
as

exph = (h − ho) − To(s − so) (9)

exch =
∑

ni
(
u0i − u00i

)
(10)

where u0i and u00i show chemical potential of i th section in the thermomechanical
equilibrium and chemical equilibrium [8]. The balance equalities for sub-systems
are written in Table 2.
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+ṁ

9
+ṁ
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ṁ

12
s 1

2
+

Q̇
L
,B
G
/
T B

G

ṁ
3
ex

3
+

ṁ
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ṁ
4

ṁ
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Ṡ g

,A
SU

=
ṁ
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ṁ
13

ṁ
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ṁ

12
h
12

=
ṁ
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Ė
x D

,N
T

H
E
X
2

ṁ
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ṁ

17
ex

17
=

ṁ
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+ṁ

21
s 2

1
ṁ
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ṁ

24
ex

24
+

Ė
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ṁ

67
h
67

ṁ
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ṁ
42
s 4

2
+

ṁ
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ṁ
63

ṁ
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ṁ
27
s 2

7
+

ṁ
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ṁ
44

=
ṁ
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ṁ

47
ex

47
+

ṁ
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ṁ
47
ex

47

+
ṁ
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ṁ
30

=
ṁ
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ṁ

31
s 3

1
+

ṁ
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ṁ
59
ex

59

+
Ė
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ṁ
31
ex

31
+

ṁ
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ṁ
33
s 3

3
+

ṁ
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ṁ

34
s 3

4
+

ṁ
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Ė
x D

,S
PW

E



440 Y. E. Yuksel and M. Ozturk

3.1 Gasifier Sub-component

For this book chapter, the straw is chosen as biomass sources, and its composition
assessment based on the dry basis and dry ash-free basis is defined in Table 3.

The equality of biomass gasification reaction is given as

CHxOyNz + μH2O + λ(O2 + 3.76N2) → yCOCO

+ yN2N2 + xH2H2 + yCO2CO2 + yCH4CH4 + yH2OH2O (11)

Biomass resource chemical exergy content is calculated as given below equation;

Exchbm = βbmLHVbm (12)

Here βbm shows the chemical exergy ratio [9], and also is calculated from

βbm = 1.044 + 0.016H
C − 0.34493O

C

(
1 + 0.0531H

C

)

1 − 0.4124O
C

(13)

LHVbm gives the biomass lower heating value, and should be computed as given
below [10];

LHVbm = (1 − εMC)HHVbm − Ew
(
ξHCHCmH2O

) − EweεMC (14)

where εMC shows the biomass moisture content, and can be given as

εMC = 18w

25.93 + 18w
× 100% (15)

ξHC shows the biomass hydrogen content, Ewe is the energy required for water
evaporation (~2.26MJ/kg), and HHVbm is the biomass higher heating value, and can
should be given as [11];

Table 3 Ultimate assessment
for biomass source

Compound Straw

Dry basis Dry ash free basis

C 44.86 47.66

H 3.82 4.06

N 0.73 0.78

S 0.11 0.12

O 44.59 47.37



Energetic, Exergetic, and Environmental Assessments of a Biomass … 441

Table 4 LHVbm and HHVbm
of biomass source

Heating value Straw

Original basis (kJ/kg) Dry basis (kJ/kg)

LHVbm 16,525 18,020

HHVbm 17,785 19,225

Table 5 Chemical
composition of produced
synthesis gaseous

Component % mol

Hydrogen 21.28

Carbon monoxide 43.16

Carbon dioxide 13.45

Methane 15.83

Acetylene 0.36

Ethylene 4.62

Ethane 0.62

Tars 0.40

Hydrogen sulfur 0.08

Azote 0.37

HHVbm = 0.3491zC + 1.1783zH − 0.1034zO
− 0.0151zN + 0.1005zS − 0.0211zA (16)

where zC, zH, zO, zN, zS and zA shows the percentage mass for C, H, O, N, S and
ash in biomass samples. Finally, the LHVbm and HHVbm of biomass sample, and
chemical composition of produced synthesis gaseous are given in Tables 4 and 5,
respectively.

3.2 Air Compressor Sub-component

Air at dead state temperature and pressure enters the air compressor sub-component
for using in the air separation unit. The exit temperature of compressed air can be
calculated as given below;

T2 = T1

[
1 + 1

ηAC

(
r

γac−1
γac

AC − 1

)]
(17)

Here ηAC shows isentropic efficiency of air compressor sub-component, rAC is
compressor pressure ratio, and γac is specific heat ratio. The consumption work for
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compressor sub-system should be calculated as

Ẇac = ṁ9Cp,ac(T10 − T9) (18)

Here Cp,ac shows air specific heat, and should be defined as [12]

Cp,ac = 1.048 −
(
3.83T

104

)
+

(
9.45T 2

107

)
−

(
5.49T 3

1010

)
+

(
7.92T 4

1014

)
(19)

3.3 Catalyst Bed Sub-component

According to the molecular temperature function, the ortho-hydrogen (o-H2) and
para-hydrogen (p-H2) nuclear spin combinations are present for hydrogen molecule.
At dead state temperature status, the percent of nuclear spin combination for hydro-
gen molecule are given as 74.93% o-H2 and %25.07 p-H2. In addition to that, the
percent of p-H2 reaches nearly 100% at −253 °C. The o-H2 to p-H2 transforma-
tion cycle in catalyst beds give the important amount of waste heat energy (almost
0.146 kWh/kg) because p-H2 compositions have the lower energy quantity than o-
H2 compositions [13]. When required transformations happen, the particle bonds
of o-H2 are broken, and furthermore the e− spins rearranged to produce p-H2. A
transformation of chemical reactions in the catalyst beds can be defined as

2C + (o-H2) ↔ 2CH2 ↔ 2C + (
p-H2

)
(20)

Here, C shows the hydrogen production and liquefaction cycle catalyzer. The o-H2

and p-H2 have different several thermodynamic property diversities. Enthalpy and
entropy properties equations for o-H2 and p-H2 mixture can be calculated as follows
[14]

hmx = xphp + xoho (21)

smx = xpsp + xoso − RH2

(
xp ln xp + xo ln xo

)
(22)

Here, x , p and o are mass fraction, p-H2 and o-H2. Also, RH2 shows gas constant
of hydrogen. The mass transfer equality of catalyst can be defined as given below

yout − yeq
yin − yeq

= e−γ λpLcb/ṁH2 (23)

Here, y shows p-H2 mass fraction and eq is equilibrium case, γ gives total mass
transfer conductivity, and Lcb is length of catalyst bed. Also, λp shows transfer
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perimeter, and can be calculated as

λp = 6(1 − ε)

dp
Ac (24)

Here, dp, ε and Ac are particle sphere diameter, volume void fraction, and cross-
sectional area. By using Eqs. (23) and (24), y is

− ln

(
yout − yeq
yin − yeq

)
= γ

6(1 − ε)AcLcb

dpṁH2

(25)

3.4 Liquid Hydrogen Storage Tank Sub-component

The flow exergy rate of generated hydrogen plus the primary exergy content of liquid
hydrogen storage tank (LHST) equivalents to the whole total of exergy rate for liquid
hydrogen in LHST plus the exergy destruction during the cycle. By utilizing the
model, the exergy balance equality for LHST should be calculated as

(
ṁ36tpt

)
ex35 + mH2, f exie, f = mH2,l exie,l + ExD,chst (26)

where tpt is process time, mH2, f and mH2,l show hydrogen mass in the LHST at first
time interval and each time interval, exie, f and exie,l give the initial exergy content
of LHST tank at first time interval and each time interval, and ExD,chst is the exergy
destruction of LHST. Also, exie, f and exie,l are

exie, f = (
uie, f − uo

) − To
(
sie, f − so

) + Po
(
vie, f − vo

)
(27)

exie,l = (
uie,l − uo

) − To
(
sie,l − so

) + Po
(
vie,l − vo

)
(28)

where uie, f and uie,l show the internal energy of liquid hydrogen in the LHST sub-
component at first time interval and each time interval. Also, vie, f and vie,l give the
specific volume of hydrogen in LHST at first time interval and each time interval.

3.5 Energetic and Exergetic Efficiencies

According to the energetic and exergetic viewpoints, a parameter of how efficiently
the input is converted to the useful output is the ratio of output to input. Therefore,
the energetic efficiency can be defined as
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η = Energy output in product

Energy input
= 1 − Energy loss

Energy input
(29)

If we consider the useful part of energy, the exergetic efficiency can be given as
follows;

ψ = Exergy output in product

Exergy input
= 1

− Exergy waste emission + Exergy destruction

Exergy input
(30)

The energetic and exergetic performance equations for gasifier sub-plant is

ηBG = ṁ12LHVSyngas

ṁ11LHVBM + ṁ3h3 + ṁ9h9
(31)

ψBG = ṁ12exSyngas
ṁ11exBM + ṁ3ex3 + ṁ9ex9

(32)

The energetic and exergetic performance equalities for ASU sub-plant can be
written as

ηASU = ṁ3h3 + ẆNT

ṁ1h1 + ẆAC
(33)

ψASU = ṁ3ex3 + ẆNT

ṁ1ex1 + ẆAC
(34)

The energetic and exergetic performance equations for hydrogen generation sub-
component can be written as

ηHP = ṁ21h21
ṁ10h10 + ṁ16h16

(35)

ψHP = ṁ21ex21
ṁ10ex10 + ṁ16ex16

(36)

The energetic and exergetic performance equalities for hydrogen liquefaction
sub-system is defined as

ηHL = ĖH2,l + ∑
ẆExp

ĖH2,g + ẆHyC + ẆHlC
(37)

ψHL = ĖxH2,l + ∑
ẆExp

ĖxH2,g + ẆHyC + ẆHlC
(38)
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The energetic and exergetic efficiency equalities for whole system can be written
as;

ηWS = ẆNT + ĖH2,l + ∑
ẆExp

ṁ11LHVBM + ẆAC + ẆHyC + ẆHlC
(39)

ψWS = ẆNT + ĖxH2,l + ∑
ẆExp

ṁ11exBM + ẆAC + ẆHyC + ẆHlC
(40)

4 Environmental Analysis

The air-polluting emissions, such asNOx, CO2, SO2, CH4 andHg compositions asso-
ciated with producing power and liquid hydrogen from biomass resources should be
considered for environmentally benign system design. But, SO2 and NOx emissions
from biomass gasification process are very low compared to CO2, they are not con-
sidered in the calculations. The CO2 emission rate for biomass gasification-based
hydrogen generation and liquefaction plant can be calculated as follows:

εWS = ṁCO2

Ẇnet + ĖH2,l
(41)

5 Results and Discussion

The energetic, exergetic and environmental assessments of hydrogen production and
liquefaction plant integrated with biomass gasifier have been presented. Table 1
indicates the design parameter of this integrated system. Ultimate analysis and LHV
and HHV values of biomass source which is straw chosen for this study are given in
Tables 3 and 4, respectively.

5.1 Effects of Dead State Temperature

Dead state temperature is an important parameter for integrated energy systems
affecting energy and exergy performance consequently products’ rate of plant.
Energy efficiencies of biomass gasifier, air separation unit, hydrogen generation,
and liquefaction sub-systems are directly proportional to the dead state temperature.
Increasing dead state temperature by fixing other variables as in Table 1 makes LHV
of biomass source increase. Therefore, higher efficiency of the main source of the
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system which is biomass causes higher energetic efficiencies in other sub-systems
too. When considered especially whole system energetic efficiency, it is seen that
given the range of 0–40 °C, energetic performance of whole plant rises from 67 to
69%.

Similar to Figs. 2 and 3 demonstrate the positive effect of dead state temperature
increase on exergetic performances of sub-plants and whole plant. Increasing dead
state temperature causes to decrease the difference between system working temper-
ature and dead state temperature. Consequently, exergy destruction rates decrease.
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Fig. 2 Effects of dead state temperature on energetic performance
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Fig. 3 Effects of dead state temperature on exergetic efficiencies
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Fig. 4 Effect of dead state temperature on total power and hydrogen generation

Higher energetic and exergetic efficiencies of sub-systems and whole system
mean higher products obtained from that system. Figure 4 reveals the increase in
generated electricity and hydrogen rates as dead state temperature rises from 0 to
40 °C. Generated power rises from 4320 to 5120 kW and hydrogen generation rates
from 1.680 to 1.696 kg/s for given range of dead state temperature (Fig. 5).

As expected from previous results, exergy destruction rate and emitted CO2

decrease with increasing dead state temperature. For calculated temperature range,
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Fig. 5 Effects of dead state temperature on exergy destruction and CO2 emission
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irreversibility rate of whole plant decreases from 43,120 to 42,330 kW and amount
of emitted CO2 decreases from 328 to 296 kg/kWh.

5.2 Effects of Biomass Gasifier Temperature

Another significant parameter affecting the plant performance is biomass gasifier.
Following four figures show the effects of biomass gasifier temperature on energetic
efficiency, exergetic efficiency, production rates, and exergy destruction rate and
amount of emission, respectively.

As biomass gasifier temperature varies between 680 and 840 °C, energy perfor-
mances of all sub-plants and whole plant slightly increase as seen from Fig. 6. For
given range of biomass gasifier temperature, energy performance of whole plant rises
from 66 to 69% (Fig. 7).

Exergetic performances of all sub-plants and whole plant are affected positively
with rising biomass gasifier temperature. For varying biomass gasifier temperature
from 680 to 840 °C, exergy performance of whole plant changes from 62% to nearly
67%. Direct proportional between total power and biomass gasifier temperature
is seen in Fig. 8. Moreover, hydrogen production rate is directly proportional to
biomass gasifier temperature. For calculated range of biomass gasifier temperature,
total power production rises from 4320 to 5140 kW and consequently hydrogen
generation rate increases 1.650–1.716 kg/s.

As reflected in Fig. 9, exergy destruction of whole plant decreases from 48,400
to 38,970 kW. Also, the CO2 emissions decrease sharply from 345 to 287 kg/kWh.
As biomass gasifier temperature analyses show, it has a positive effect on system
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Fig. 6 Impact of biomass gasifier temperature on energy efficiencies
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Fig. 7 Impacts of biomass gasifier temperature on exergy efficiencies
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Fig. 8 Impacts of biomass gasifier temperature on total power and hydrogen generation

performance for given range of temperature. Increasing gasifier temperature makes
endothermic gasification reaction shifts toward the right side. This leads to higher
heating rates during the gasification process. Hence, an increment in biomass gasifier
temperature causes system works more efficiently and emissions decrease [15].



450 Y. E. Yuksel and M. Ozturk

680 700 720 740 760 780 800 820 840
38000

40000

42000

44000

46000

48000

50000

280

290

300

310

320

330

340

350

Biomass gasifier temperature (oC)

Ex
er

gy
 d

es
tru

ct
io

n 
ra

te
 (k

W
)

C
ar

bo
n 

di
ox

id
e 

em
is

si
on

s (
kg

/k
W

h)

ExD,WS

εWS

Fig. 9 Impacts of biomass gasifier temperature on exergy destruction and CO2 emission

5.3 Effects of HEX2 Pinch Point Temperature

Because pinch point temperature is a crucial design indicator for HEXs, the third
parameter analyzed in this study is HEX2 pinch point temperature which ranges
from 10 to 40 °C. In general, raising pinch point temperature causes system perfor-
mance goes down. The reason lying behind this situation is that rising pinch point
temperature leads to reduce the energy recovered by heat exchangers. Figures 10 and
11 shows decreasing energetic and exergetic efficiencies of all sub-plants and whole
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Fig. 10 Effects of HEX2 pinch point temperature on energy efficiencies
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Fig. 11 Effects of HEX2 pinch point temperature on exergetic efficiencies

plant with raising HEX2 pinch point temperature.
Figure 10 illustrates the effect of HEX2 pinch point temperature on energy effi-

ciencies of sub-systems andwhole plant. AsHEX2 pinch point temperature increases
from 10 to 40 °C, energy efficiencies of all sub-systems and whole plant decrease.
When considered the energetic efficiency of whole plant, it decreases from 69 to
66.6%. Energy efficiencies of other sub-components decrease also 2–3 points while
HEX′ pinch point temperature increases.

Similar to energy analysis, exergy analysis show decrease in exergy performances
of sub-plants andwhole plantwith increasingHEX2pinch point temperature.As seen
from Fig. 11 for given range, higher pinch point temperature has negative impact
on plant performance. As expected after energy and exergy analyses, increasing
HEX2 pinch point temperature causes decrease in both total electricity and hydrogen
generation. As HEX2 pinch point temperature varies between 10 and 40 °C, total
electricity generation decreases from 5060 to 4400 kW and hydrogen generation
declines from 1.71 to 1.64 kg/s, as given in Fig. 12.

As demonstrated in Fig. 13, increasing HEX2 pinch point temperature makes
exergy destruction rate and CO2 emission decrease. For given range, exergy destruc-
tion rate drops from 45,000 to 38,000 kW and CO2 emissions change from 324 to
279 kg/kWh.

5.4 Effects of Compressor Pressure Ratio

The last parameter investigated in this study compressor pressure ratio. There is
a peak value of compressor pressure ratio affecting system performance [16]. The
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Fig. 12 Effects of HEX2 pinch point temperature on total power and hydrogen generation
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Fig. 13 Effect of HEX2 pinch point temperature on exergy destruction rate and CO2 emission

highest energy efficiency value of whole system occurs at compressor pressure ratio
6 which is 67.3%.

As seen from Fig. 14, the best energy performance values of other sub-systems
occur at compression pressure ratio 6, too. When compressor pressure ratio is 6,
minimum biomass fuel will be sufficient for gasification process.

As seen in Fig. 15, compressor pressure ratio 6 is again is the best value for exergy
performances of whole plant and other sub-systems. The largest exergy efficiency of
whole plant which is 65% appears at compressor pressure ratio 6.
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Fig. 14 Impacts of compressor pressure ratio on energy efficiencies
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Fig. 15 Impact of compressor pressure ratio on exergy efficiency

As seen from Fig. 16, when compressor pressure ratio is fixed at 6, total power
production and hydrogen generation rate reach the peak value of them which are
4960 kW and 1.67 kg/s, respectively. As expected, highest efficiency and highest
production rates result in compressor pressure ratio 6, Fig. 17 indicates CO2 emis-
sions drop the minimum value which is 306 kg/kWh. Also, exergy destruction rate
falls off the minimum value which is 42,450 kW.
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Fig. 16 Impact of compressor pressure ratio on total power and hydrogen generation
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Fig. 17 Impact of compressor pressure ratio on exergy destruction rate and CO2 emission

6 Conclusions

The aim of this book chapter is to determine the energetic, exergetic and environ-
mental effects of biomass-based hydrogen generation and liquefaction plant. Hydro-
gen, as future energy carrier, is chosen for the main product with power generation.
Therefore, some indicators affecting energy and exergy efficiency, CO2 emissions,
electricity, and hydrogen production rates are investigated. Some concluding outputs
of this book chapter are given as
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• When other parameters keep fixed as design parameters, increasing dead state
temperature with the range of 0–40 °C has a positive effect on energetic efficiency,
exergetic efficiency, power, and hydrogen production rate.

• Maximumhydrogenproduction rate occurswhenbiomass gasification temperature
is 840 °C, by fixing other variables.

• While HEX2 pinch point temperature rises from 10 to 40 °C, exergy performance
of whole plant drops from 66 to 63% and hydrogen generation rate declines from
1.71 to 1.64 kg/s.

• Being another parameter affecting system performance, the best value of com-
pressor pressure ratio is 6 for energetic and exergetic efficiency and power and
hydrogen production.
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Energy, Exergy and Environmental
Analyses of Biomass Gasifier Combined
Integrated Plant

Fatih Yilmaz and Murat Ozturk

Abstract The fundamental purpose of this chapter is to examine a novel renewable
energy supported combined plant. The suggested chapter occurs with biomass gasi-
fier unit, gas turbine system, Rankine cycle, single-effect absorption cycle, hydrogen
generation unit, dryer cycle, and hot-water production unit. This chapter is designed
and developed for useful outputs, such as heating, cooling, electricity, hydrogen, dry-
ing and hot water with a single biomass energy input. In this context, detailed energy
and exergy efficiency, and also environmental effect analyses are carried out with
Engineering Equation Solver software. The effects of environment and gasification
temperatures and biomass mass flow rate changes on the plant performance and on
carbon emissions are investigated and presented as graphs. Results display that the
energetic and exergetic efficiency of integrated plant are found as 63.84 and 59.26%.
Also, the overall hydrogen generation and exergy destruction rate are 0.068 kg/s and
52,529 kW, respectively.
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Nomenclature

E Energy (kJ)
Ė Energy rate (kW)
Ė x Exergy rate (kW)
ex Exergy
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P Pressure (kPa)
s Specific entropy (kJ/kg-K)
T Temperature (°C-K)
ṁ Mass flow rate (kW)
Q̇ Heat transfer rate (kW)
Ẇ Work rate (kW)

Greek letters

η Energy efficiency
ψ Exergy efficiency
ε Emission rate

Subscripts

BGS Biomass gasification system
cogen Cogeneration
DC Dryer cycle
e Exit
en Energy
ex Exergy
GTS Gas turbine system
HP Hydrogen production
HPT High pressure turbine
HWP Hot-water production
i Input
LPT Low pressure turbine
RC Rankine cycle
sngen Single generation
trigen Trigeneration
WS Whole system

Abbreviations

COP Performance coefficient
HEX Heat exchanger
HHV Higher heating value
LHV Lower heating value
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1 Introduction

The demand for energy throughout globe is continuously rising every passing day,
especially in the last 50 years [1]. To meet this rise in the power demand in globe,
the use of fossil-based sources continues to increase in parallel. According to the
2015 report of World Bank Data, the fossil energy consumption in the world is about
80% [2]. In this case, the environmental problems triggered by fossil-based fuels,
for example, acid rain, ozone layer depletion, global warming and climate change
are increasing [3]. In order to prevent environmental problems, it is very significant
to efficiently use energy sources as well as the renewable sources supported plants.
The clean energy sources are mainly solar, wind, hydro, geothermal, and biomass.
Also, it can be stated that these energy sources have no harm to the environment, and
there is abundant on the earth.

On the other hand, renewable energy-assisted integrated plants play a key role
in the effective use of energy and manage to sustainable energy production as well.
A combined multigeneration system can be defined as a system that can produce a
variety of useful products [4]. In these cycles, various renewable power resources,
such as solar,wind, geothermal, andbiomass shouldbeutilized as an energy source. In
addition, multigeneration energy production hasmany advantages, such as high plant
process, diminished energetic and exergetic losses, reduced material waste, reduced
maintenance prices, and reduced GHG impacts [4, 5]. There are several studies
related to different renewable energy sources supported multigeneration plants in
the literature and also the interest in this subject has been increasing in the last few
decades.

Safari andDincer [6] have examined a new biomass-supported combined plant for
multiproduction. They performed thermodynamic performance evaluation of com-
bined plant, and also the energetic and exergetic efficiency of investigated cycle is
computed as 63.6 and 40%. Sung et al. [7] have presented a thermo-economic eval-
uation of biogas-fueled gas turbine with organic Rankine cycle (ORC). According
to the results of their study, the economy of plant is very sensitive to the variations
in biogas methane ratio and electricity prices.

Sevinchan et al. [8] have reported an energetic and exergetic analyses of biogas-
based combined cycle. Their work outcomes display that the highest exergetic effi-
ciency of combined plant is found as 30.44% and also the maximum irreversibility
rate is seen in the combustor sub-system. Wu et al. [9] have analyzed an energetic,
environmental, and economic evaluation of three utilization pathways for biogas-
assisted plant; heating with cooling, biomethane, and fuel cell. According to the
results, the biogas upgrade path has the maximum energy efficiency with 46.5%, and
the shortest repayment period is 8.9 years.

Giarola et al. [10] have demonstrated an energy, exergy, and economic exami-
nation of biogas fed SOFC combined plant for heat and power production. Their
study results show that the SOFC technology means that today’s capital costs are not
exactly competing with traditional alternatives. Taheri et al. [11] have analyzed the
thermodynamical and economical analyses of new biomass-based combined plant
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with hydrogen generation and LNG regasification process. Increment in the fuel
mass flow rate gives rise to a reduction of the overall energy efficiency about 8.5%,
according to their analysis results.

Karellas and Braimakis [12] have conducted a thermodynamic and economic
examination of biomass and solar-power-assisted cogeneration and trigeneration
cycle. For the studied operating temperatures, the ORC energetic performance is
defined to be maximized at 5.5% with evaporator temperature 90 °C and R245fa
fluid. Sulaiman et al. [13] have comprised a performance assessment of three trigen-
eration cycles using ORCs. Their proposed cycles are including the SOFC, biomass
and solar-supported trigeneration. According to their results, the CO2 emission per
MWh electrical energy for biomass and SOFC supported trigeneration cycles is high.

Sulaiman et al. [14] have illustrated an exergetic and GHG emission examinations
of biomass-based combined ORC cycle for heating, cooling, and power productions.
Their results demonstrate that once the trigeneration case is used, the exergetic per-
formance rises to about 27%. At the same time, in the literature, some studies related
to the province of different renewable energies (solar, geothermal, and ocean) based
on multigeneration plants are presented [15–20].

The main intention of this book chapter is to examine the biomass-based com-
bined multigeneration plant for cooling, heating, power, hydrogen, hot water and
drying purposes. In this context, the energetic and exergetic efficiency, irreversibil-
ity and environmental impact assessments of suggested plants and its sub-parts are
investigated by using the thermodynamic laws. In general, this proposed study has
four main objectives, which can be definite as follows;

* To design and investigate a novel biomass-based combined plant,
* To study the energetic and exergetic performance and environmental evaluation of
proposed cycle,
* To define the irreversibility rate and locations for suggested combined plant,
* To analyze the hydrogen, power, cooling, heating, drying and hot-water productions
from biomass energy.

2 System Definition

The schematic illustration of proposed biomass gasifier combined plant for various
useful products is presented in Fig. 1. The overall combined plant can be divided into
seven main sub-systems; (a) biomass gasifier unit, (b) gas turbine cycle, (c) Rankine
cycle, (d) single-effect absorption cooling (SEAC) cycle, (e) hydrogen production
unit, (f) dryer cycle and (g) hot-water storage system. In the suggested chapter, the
straw enters at point 1 and is used as fuel for combined plant. Firstly, the air entering
from point 12 is pressurized at compressor 1 and compressor 2 and then enters the
combustion chamber at point 16. Then, it transfers the biogas temperature coming
from point 11 to the air and the power generation occurs in the gas turbine.
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Fig. 1 Schematic diagram of biomass gasifier combined plant

After that, the exhaust gas from point 18 enters boiler and generator, respectively,
and then it transfers the heat energy to the Rankine cycle and SEAC sub-systems.
On the hand, in the pure water recuperator entering the reference conditions at point
26, it is heated to about 80 °C and then enters the PEM electrolyzer. Then, some of
the produced electricity by using the gas turbine enters the PEM, and then hydrogen
generation occurs.

Finally, the proposed plant is designed to perform the useful outputs, for example,
hydrogen, power, heating, cooling, hot water, and drying, with assisted by biomass
energy. The design parameters of biomass gasifier supported integrated cycle are
tabulated in Table 1. On the other hand, the ultimate assessment, and also lower
heating and higher heating values (LHV and HHV) of biomass source are given in
Tables 2 and 3.

3 Thermodynamic Assessment

In this section, a comprehensive thermodynamic and environmental evaluation of
biomass gasifier combined plant is conducted for useful commodities. In this con-
text, the thermodynamic performance and irreversibility rate of whole system and
its sub-parts are investigated according to various parameters. The general mass,
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Table 1 Design parameters of biomass gasifier combined integrated plant

Parameters Values

Ambient temperature, To (°C) 25

Ambient pressure, Po (kPa) 101.3

Pressure ratio of compressors, rAC 8

Isentropic efficiency of compressors, ηAC (%) 85

Mass flow rate of biomass fuel, ṁ1 (kg/s) 6.14

Biomass gasifier temperature, TBG (°C) 780

Syngas combustor temperature, TSC (°C) 875

Input pressure of gas turbine, P17 (kPa) 506.6

Input temperature of gas turbine, T17 (°C) 870

Input pressure of high-pressure turbine, P30 (kPa) 6370

Input temperature of high-pressure turbine, T30 (°C) 785

Input pressure of low-pressure turbine, P32 (kPa) 2305

Input temperature of low-pressure turbine, T32 (°C) 324

Isentropic efficiencies of gas turbine, ηis,GT (%) 80

Isentropic efficiencies of pumps, ηis,P (%) 80

Isentropic efficiencies of high and low-pressure turbine, ηis,T (%) 80

PEM temperature, TPEM (°C) 81

PEM electrolyzer thickness, DPEM (µm) 100

COPen of SEAC 0.7863

COPex of SEAC 0.2561

Table 2 Ultimate assessment
of biomass source utilized in
biomass gasifier unit

Compound Straw

Dry basis (wt%) Dry-ash-free basis (wt%)

C 45.02 48.13

H 3.91 4.23

N 0.72 0.76

S 0.10 0.11

O 43.86 46.24

Table 3 LHV and HHV of
biomass source in the
biomass gasifier unit

Heating value Straw

Original basis (kJ/kg) Dry basis (kJ/kg)

LHV 17,342 18,910

HHV 18,664 20,175
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energy, entropy, and exergy equilibrium equalities of plant and sub-systems are writ-
ten with EES program [21]. Some important assumptions made in thermodynamic
calculations can be explained as follows;

• All systems and elements are running in the steady-state conditions.
• The kinetic and potential energies are disregarded.
• The pressure drops in pipelines have been neglected.
• The heat loss between the plant and environment has been neglected.

The general mass, energy, entropy, and exergy balance equation should be given
as below [22–24];

∑
ṁi =

∑
ṁe (1)

where ṁ, i , and e represent the mass flow rate, inlet, and outlet conditions. The
energy equilibrium equation can be inscribed as;

∑
ṁi hi +

∑
Q̇i +

∑
Ẇi =

∑
ṁehe +

∑
Q̇e +

∑
Ẇe (2)

where Q̇ is heat transfer rate, h is specific enthalpy and Ẇ is work rate. The general
entropy and exergetic balance equalities can be depicted as below;

∑
ṁi si +

∑(
Q̇

T

)

i

+ Ṡgen =
∑

ṁese +
∑(

Q̇

T

)

e

(3)

∑
ṁiexi +

∑
Ė x Q

i +
∑

Ė xWi =
∑

ṁeexe +
∑

Ė x Q
e +

∑
Ė xWe + Ė xD

(4)

The exergy destruction rate is symbolized by Ė xD and also the heat and work rate
of exergy can be described as follow;

Ė xD = T0 Ṡgen (5)

Ė xQ =
(
1− To

T

)
Q̇ (6)

Ė xW = Ẇ (7)

ex = exph + exch (8)

The physical exergy can be inscribed as;

exph = h − ho − To(s − so) (9)
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Balance equations of biomass gasification supported combined plant are illus-
trated in Table 4. The energetic and exergetic performance equalities for biomass
gasifier combined multigeneration system and its sub-system can be defined as given
below;

For biomass gasification sub-system;

ηBGS = ṁ11h11
ṁ1h1 + ṁ3h3 + ṁ5h5

(10)

ψBGS = ṁ11ex11
ṁ1ex1 + ṁ3ex3 + ṁ5ex5

(11)

For gas turbine cycle sub-system;

ηGTS = ẆGT −
(
ẆAC1 + ẆAC2

)

ṁ17h17
(12)

ψGTS = ẆGT −
(
ẆAC1 + ẆAC2

)

ṁ17ex17
(13)

For Rankine sub-system with two turbines;

ηRC = ẆHPT + ẆLPT

ẆP1 + (ṁ19h19 − ṁ20h20)
. (14)

ψRC = ẆH PT + ẆLPT

ẆP1 + (ṁ19ex19 − ṁ20ex20)
(15)

For single-effect absorption cooling sub-system;

ηSEAC = Q̇Cooling

(ṁ20h20 − ṁ21h21) + ẆP2
(16)

ψSEAC = Ė x Q
Cooling

(ṁ20ex20 − ṁ21ex21) + ẆP2
(17)

For hydrogen production sub-system;

ηHP = ṁ29LHVH2

ṁ27h27 + ẆPEM
(18)

ψHP = ṁ29exH2

ṁ27ex27 + ẆPEM
(19)
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ṁ
1
h
1
+ṁ
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+ṁ

3
s 3
+ṁ
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+ṁ

25
ex

25
+Ė
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ṁ

18
=

ṁ
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ṁ
17
ex

17
+

Ė
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ṁ

30
ex

30
=

ṁ
31
ex

31
+

Ẇ
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ṁ

36
h
36

=
ṁ
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Ė
x D

,C
on
1

Pu
m
p1

ṁ
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Ṡ g
,G

n
=

ṁ
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ṁ

40
ṁ

50
=

ṁ
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ṁ
41
ex

41
+ṁ

53
ex

53
+
Ė
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ṁ
42
h
42

+
ṁ
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ṁ
43
s 4

3
+

ṁ
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ṁ

57
=

ṁ
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ṁ

59
h
59

=
ṁ

23
h
23

+
ṁ
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ṁ
22
s 2

2
+ṁ
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For dryer cycle sub-system;

ηDC = Q̇Dryer

ṁ56(h56 − h55)
(20)

ψDC = Ė x Q
Dryer

ṁ56(ex56 − ex55)
(21)

For hot-water production sub-system;

ηHWP = (ṁ60h60 − ṁ59h59)

(ṁ22h22 − ṁ23h23)
(22)

ψHWP = (ṁ60ex60 − ṁ59ex59)

(ṁ22ex22 − ṁ23ex23)
(23)

For whole system;

ηWS = ẆGT + ẆHPT + ẆLPT + ṁ29LHVH2 + Q̇Heating + Q̇Cooling + Q̇Dryer + Q̇Hot_water

ṁ1LHVbiomass +
∑

Ẇp + ∑
ẆAC

(24)

ψWS =
ẆGT + ẆHPT + ẆLPT + ṁ29exH2 + Ė xQHeating + Ė xQCooling + Ė xQDryer + Ė xQHot_water

ṁ1exbiomass +
∑

Ẇp + ∑
ẆAC

(25)

The energetic and exergetic COP for cooling plant can be defined as given below,
respectively;

COPen = Q̇Eva1

Q̇Gn + ẆP2
(26)

COPex = Ė x Q
Eva1

Ė x Q
Gn + ẆP2

(27)

To investigate the energetic, exergetic performance and also environment analyses
of somedifferent generation options, the energetic and exergetic equalities for single-,
co-, tri- and multigeneration are given below;

For single generation (power generation);

ηsngen = ẆGT + ẆHPT + ẆLPT

ṁ1LHVbiomass + ∑
ẆAC + ẆP1

(28)

ψsngen = ẆGT + ẆHPT

ṁ1exbiomass + ∑
ẆAC + ẆP1

(29)

For cogeneration I (power and cooling generation);
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ηcogen,I = ẆGT + ẆHPT + ẆLPT + Q̇Cooling

ṁ1LHVbiomass + ∑
ẆAC + ẆP1 + ẆP2

(30)

ψcogen,I =
ẆGT + ẆHPT + ẆLPT + Ė x Q

cooling

ṁ1exbiomass + ∑
ẆAC + ẆP1 + ẆP2

(31)

For cogeneration II (power and heating generation);

ηcogen,I I = ẆGT + ẆHPT + ẆLPT + Q̇Heating

ṁ1LHVbiomass + ∑
ẆAC + ẆP1

(32)

ψcogen,I I =
ẆGT + ẆHPT + ẆLPT + Ė x Q

Heating

ṁ1exbiomass + ∑
ẆAC + ẆP1

(33)

For cogeneration III (power and hydrogen generation);

ηcogen,I I I = ẆGT + ẆH PT + ẆLPT + ṁ29LHVH2

ṁ1LHVbiomass + ∑
ẆAC + ẆP1

(34)

ψcogen,I I I = ẆGT + ẆHPT + ẆLPT + ṁ29exH2

ṁ1exbiomass + ∑
ẆAC + ẆP1

(35)

For trigeneration I (power, cooling, and hot-water generation);

ηtrigen,I = ẆGT + ẆHPT + ẆLPT + Q̇Cooling + Q̇Hot_water

ṁ1LHVbiomass + ∑
ẆAC + ẆP1 + ẆP2

(36)

ψtrigen,I =
ẆGT + ẆHPT + ẆLPT + Ė x Q

cooling + Ė x Q
Hot_water

ṁ1exbiomass + ∑
ẆAC + ẆP1 + ẆP2

(37)

For trigeneration II (power, cooling, and heating generation);

ηtrigen,I I = ẆGT + ẆHPT + ẆLPT + Q̇Cooling + Q̇Heating

ṁ1LHVbiomass + ∑
ẆAC + ẆP1 + ẆP2

(38)

ψtr igen,I I =
ẆGT + ẆH PT + ẆLPT + Ė x Q

cooling + Ė x Q
Heating

ṁ1exbiomass + ∑
ẆAC + ẆP1 + ẆP2

(39)

For trigeneration III (power, cooling, and hydrogen generation);

ηtrigen,I I = ẆGT + ẆHPT + ẆLPT + Q̇Cooling + ṁ29LHVH2

ṁ1LHVbiomass + ∑
ẆAC + ẆP1 + ẆP2

(40)

ψtrigen,I I I =
ẆGT + ẆHPT + ẆLPT + Ė x Q

cooling + ṁ29exH2

ṁ1exbiomass + ∑
ẆAC + ẆP1 + ẆP2

(41)
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Finally, the energy and exergy performance terms for biomass-basedmultigenera-
tion plant and its components are defined in Table 5. To present environment analysis
for generation options of biomass gasification combined system, the carbon dioxide
emission equations for generation options are given as follows;

εSG = ṁCO2

Single− generation
(42)

εCG = ṁCO2

Co− generation
(43)

εTG = ṁCO2

Tri − generation
(44)

εMG = ṁCO2

Multi− generation
(45)

4 Results and Discussion

In this chapter, the energetic, exergetic, and environmental assessments of a new
biomass gasifier combined plant for useful commodities are performed. The calcu-
lated values based on thermodynamic analyses for suggested plants and its sub-plants
are tabulated in Table 6. The overall exergy performance of proposed plant is to be
59.26%, and the whole irreversibility rate is to be 52,529 kW. The biomass-based
combined plant useful outputs are calculated and presented in Table 7. As shown in
Table 7, the produced electricity from gas turbine is 18,425 kW, produced electricity
from Rankine cycle is 8348 kW, cooling load is 5104 kW, heating load is 4356 kW,
and produced hot water is 7826 kW. In addition, the hydrogen generation rate is
0.068 kg/s.

In the design of thermal power generation systems, the varying environment tem-
perature is one of the most significant characteristic properties. Therefore, Figs. 2, 3,
and 4 illustrate the impact of reference conditions temperature on the investigated
system and sub-part performance (energy and exergy efficiency) and useful outputs
as well.

Figure 2 expresses the effect of reference temperature on the energy performance
of whole system and its sub-system. When the rise in reference temperature from 0
to 40 °C, the energy performance of whole cycle and sub-systems increases. It can be
concluded from this figure that rising reference temperature has an optimistic impact
on the whole plant efficiency. Likewise, the impact of dead-state conditions temper-
ature on the exergetic performance of whole cycle and its sub-parts are depicted in
Fig. 3. Similar to Fig. 2, the rise in the environment temperature results in a rise in
the exergy performance of whole cycle and its sub-cycles. The cause for this rise is
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ṁ
3
ex

3
+

ṁ
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Ẇ
C
om

p1

In
te
rc
oo
le
r

η
In
tC

=
(ṁ
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+Ẇ

PE
M

B
oi
le
r

η
B
l
=

(ṁ
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ṁ
34
h
34

)/
Ẇ
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(ṁ
20
ex

20
−ṁ
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(ṁ

51
h
51
−ṁ

50
h
50

)
(ṁ

39
h
39
−ṁ
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(ṁ
47
ex

47
−ṁ
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ṁ
46
ex

46
)

So
lu
tio

n
H
E
X

η
S_

H
E
X
=

(ṁ
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−ṁ

45
h
45

)
(ṁ
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(ṁ

60
ex

60
−ṁ
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Table 6 Calculated values for biomass energy based combined plant and its sub-parts

Sub-parts Energetic
efficiency (%)

Exergetic
efficiency (%)

Exergy
destruction rate
(kW)

Exergy
destruction ratio
(%)

Biomass gasifier
system

55.64 51.83 16,525 31.46

Gas turbine
system

48.37 44.14 14,452 27.51

Rankine cycle 41.73 38.26 6401 12.19

SEAC 16.92 15.08 3356 6.39

Hydrogen
production

53.42 50.13 5837 11.11

Dryer cycle 68.41 64.15 3132 5.96

Hot-water
storage system

65.32 61.27 2826 5.38

Whole system 63.84 59.26 52,529 100

Table 7 Integrated biomass
gasification-based power
plant outputs

Plant outputs Values

Produced electricity from gas turbine, ẆGT 18,425 kW

Produced electricity from Rankine cycle, ẆRC 8348 kW

Produced cooling, Q̇Cooling 5104 kW

Produced heating, Q̇Heating 4356 kW

Produced hot water, Q̇Hot_water 7826 kW

Produced drying, Q̇Drying 6874 kW

Mass flow rate of produced hydrogen, ṁHydrogen 0.068 kg/s
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Fig. 2 Effects of reference temperature on energetic efficiencies
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Fig. 3 Effects of reference temperature on exergetic efficiencies
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Fig. 4 Effects of dead-state temperature on the useful outputs and hydrogen generation

the increase in the useful generations obtained from the sub-plants as a result of an
increase in the ambient temperature.

Figure 4 demonstrates that the impact of dead-state conditions temperature on
the useful generations from integrated plant. As shown in Fig. 4, the useful outputs
from integrated plant increase linearly with the rise in the reference temperature.
Increase in the reference temperature about 40 °C leads to rising in the hydrogen
production from about 0.055 to 0.075 kg/s. The rise in the hydrogen production rate
is the same direction for both system performance and useful outputs. The cause for
this situation is the reduction of the irreversibility rate of plant and sub-systems as a
result of the environment temperature approaching the plant operating temperature.



Energy, Exergy and Environmental Analyses of Biomass Gasifier … 475

In the proposed chapter, another significant parameter in the system design is the
mass flow rate of biomass. Figure 5 demonstrates the impact of mass flow rate of
biomass on the energetic performance of integrated system and its sub-cycles. The
energetic efficiency of combined plant and sub-systems rise as the mass flow rate
of biomass raised from 3.64 to 8.14 kg/s. Similarly, the exergy efficiency increased
as straight line as the mass flow rate of biomass increased as illustrated in Fig. 6. It
can be said that the rise in the mass flow rate of biomass has an optimistic effect on
the thermodynamic efficiency of suggested cycle and its sub-parts. The reason for
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Fig. 5 Impacts of mass flow rate of biomass on energetic efficiencies
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Fig. 6 Impacts of mass flow rate of biomass on exergy efficiencies
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this situation is that the useful outputs and hydrogen generation from investigated
process and its sub-parts increase with the mass flow rate of biomass.

Furthermore, the useful products from whole cycle and its sub-parts increased as
the mass flow rate of biomass increases as shown in Fig. 7. As can be illustrated in
Fig. 7, the hydrogen generation rate increases in a straight line from 0.04 to 0.09 kg/s
with rise in the mass flow rate of biomass. As can be revealed in Fig. 7, the hydrogen
generation rate increases in a straight line from 0.04 to 0.09 kg/s, as increased in the
mass flow rate of biomass. It is clearly seen that the rise in the generation of electricity
from the gas turbine is directly proportional to a rise in hydrogen generation.

InFigs. 8, 9, and10, the impact of biomass gasifier temperature on the performance
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Fig. 7 Impacts of mass flow rate of biomass on useful outputs and hydrogen generation
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Fig. 9 Effects of biomass gasifier temperature on exergy efficiencies
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Fig. 10 Effects of biomass gasifier temperature on the useful outputs and hydrogen generation

and useful outputs of combined cycle and sub-parts are analyzed. Figure 8 shows the
effect of biomass gasification temperature on the energetic performance of combined
plant and its sub-parts. When the biomass gasifier temperature rises from 680 to
880 °C, the energy efficiency of integrated system and its sub-parts increases, as
shown in this graph. However, it has no significant effect on this increase. Likewise,
the impact of biomass gasifier temperature on the exergy performance of whole cycle
and its sub-parts is proved in Fig. 9. It is obvious that unlike energy performance in
Fig. 8, the increase in exergy efficiency here is more evident. The cause for this rise
is that rise in the biomass gasifier temperature leads to the higher temperatures air
enters into the gas turbine and then obtained higher power generation rate.
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Moreover, the useful products from whole system and its sub-parts increased as
the biomass gasifier temperature increases from 680 to 880 °C as indicated in Fig. 10.
As given in Fig. 10, the hydrogen production rate increases in a straight line from0.06
to 0.076 kg/s with rise in biomass gasifier temperature. Also, the hydrogen generation
rate increases in a straight line as increased in the biomass gasifier temperature. It is
obviously shown that the rise in the electricity generation from gas turbine is directly
proportional to a rise in the hydrogen generation.

Moreover, in this chapter, the assessments of environmental impact are carried
out to investigate the CO2 and CO emissions. Figure 11 displays the comparison of
energetic and exergetic efficiency, and also the carbon dioxide and carbon monoxide
emissions of biomass gasifier combined plants. It can be seen from Fig. 11 that the
energetic and exergetic efficiency of integrated plant is higher than the other gen-
eration options. In addition, the lowest CO2 and CO emissions are observed in the
multigeneration plant. Also, it is clearly understood from this graph that multigen-
eration plants are more advantageous in terms of thermodynamic and environmental
evaluations.

The effect of biomass gasification temperature on the carbon dioxide emission of
proposed various plants is displayed in Fig. 12. The increase in biomass gasification
temperature of 680 to 880 °C causes the reduction of carbon dioxide emissions of
suggested whole plants. The reason for this situation is the increase in the useful out-
puts fromwhole system and sub-systemswith the rise in the gasification temperature.
Also, this graph is consistent with the above-mentioned Fig. 10.

Finally, Fig. 13 illustrates that the effect of biomass gasifier temperature on the
carbonmonoxide emission suggested various outputs fromproposed plant. As shown
in Fig. 13, while the biomass gasifier temperature increases from 680 to 880 °C, the
decrease in the carbon monoxide emissions from the different generation options for
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emissions of biomass gasifier combined generation plants
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Fig. 13 Impacts of biomass gasifier temperature on carbon monoxide emissions

proposed different plants. Again, the lowest carbonmonoxide emissions are observed
in the multiproduction plant.
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5 Conclusion

In the suggested chapter, the detail thermodynamic and environmental effect assess-
ments of a new biomass-supported multigeneration system are performed for various
useful products. The changing in the thermodynamic efficiency and irreversibility of
integrated plant and sub-parts are investigated with respect to several factors, such as
environment and gasifier temperatures as well as the mass flow rate of biomass. Also,
the carbon dioxide and carbon monoxide emissions are analyzed and also compared
for various generation options of proposed plant. Some important outcomes of the
thermodynamic and environmental impact examine are listed below;

• The maximum exergy performance in the sub-plants is calculated in the dryer
cycle with 64.15%. In contrast, the minimum exergetic performance is observed
in SEAC sub-system with 15.08%.

• The energetic and exergetic performance of gas turbine system is computed as
48.37 and 44.14%, also the energetic and exergetic efficiency of Rankine sub-
system are computed as 41.73 and 38.26%.

• The energetic and exergetic efficiency of investigated system is 63.84 and 59.26%.
• The hydrogen production rate of proposed biomass-based integrated plant is
0.0368 kg/s.

• The increase in biomass gasifier temperature has a positive effect on the plant
efficiency and useful products.

• The carbon dioxide and carbon monoxide emission of multigeneration plant is
found as 270.7 and 11.33 kg/ kWh, respectively.

• The lowest carbon dioxide and carbon mono-oxide emissions are shown in the
multigeneration plant, while the highest is shown in the single generation plant.
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Optimum Insulation Thickness
for Cooling Applications Using
Combined Environmental and Economic
Method

Emin Açıkkalp, Süheyla Yerel Kandemir, Önder Altuntaş
and T. Hikmet Karakoc

Abstract Buildings cause to meanly one-third of carbon dioxide release and energy
consumption. That is why, decreasing fuel consumption in building is the consider-
able aim for scientists and engineers. The easiest way of this is to insulate building
walls. Insulation thickness optimization is conducted via a new method named as
combined environmental and economicmethod (CEEM). Through thismethod, envi-
ronmental costs are integrated in the fuel and insulation material costs. Environmen-
tal pollution cost of carbon dioxide, insulation materials and fuels are added to their
cost, and total annual cost for the system is calculated and results are investigated
according to insulation thickness. In this paper, insulation thickness optimization is
researched for cooling applications. Results for the life cycle-integrated economic
analysis and economic approach in terms of insulation thickness are presented.

Keywords Life · Cycle integrated economic analysis · Energy consumption ·
Insulation
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Cs Net money save for the economic approach ($/m2)
CT Total cost for the economic approach ($/m2)
CEEM Combined economic and environmental methods
COP Coefficient of performance
cel Specific cost of the electricity ($/kWh)
cins Specific cost of the insulation material ($/m3)
DCO2 Cost of CO2 for CEEM ($/m2)
De Environmental cost of the electricity for CEEM ($/m2)
Dins Cost of insulation combined with environmental cost ($/m2)
Ds Net saving for the CEEM ($/m2)
DT Total cost for the CEEM ($/m2)
del Environmental effect of electricity (kg/kWh)
dCO2 Environmental cost of CO2 ($/kg)
dt Annual operation hours (h)
GWPins The global warming potential of the insulation material
g Incorporated with inflation rate
i Interest rate
i* Interest rate adjusted for the inflation rate
k Thermal conductivity of the insulation material (W/mK)
N Lifetime of the insulation material (year)
PWF The present worth factor
Q̇ Heat transfer rate (W)
PPC Payback period for economic approach (year)
PPD Payback period for CEEM approach (year)
RT,nins Total thermal resistance for non-insulation conditions (m2K/W)
RT,ins Total thermal resistance for insulation conditions (m2K/W)
Ta Ambient temperatures (K)
Ts Design temperatures (K)
Unins Heat transfer coefficient for the insulation conditions (W/m2K)
U ins Heat transfer coefficient for the non-insulated conditions
x Insulation thickness (m)
ρ ins Density of the insulation material (kg/m3)

1 Introduction

Thepopulation at the augmentation and technological developments lead to excessive
energy consumption. Rate of total energy consumption in buildings is about 34% in
Turkey [1]. This means that second energy consumer of Turkey is buildings and
residences [2]. Considering Turkey import their energy about 75% [3], it can be seen
that any energy saving in this sector has big importance and potential. Insulation is
the easiest way to save energy for the heating and cooling processes in buildings.
Hence, insulation thickness optimization is significant to energy saving, to reduce
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Fig. 1 Composite wall

environmental impact and costs. Especially, in summer times, cooling load is really
high and it would be very advantageous to reduce it.

In the open literature, some examples of the insulation thickness optimization for
refrigeration systems can be found. Ozel [4] conducted the insulation thickness opti-
mization for refrigeration conditions at Antalya. Soylemez and Unsal [5] researched
insulation thickness optimization for cooling conditions at different regions. Kurekci
[3] searched optimum insulation thicknesses in Turkey’s provincial centers using
cooling degree days values. Bolatturk [6] investigated insulation thicknesses opti-
mization with heating and cooling degree days methods. In addition, exergetic
approach for determining insulation is taken into account by several authors. Aslan
and Kose [7] found optimum insulation thickness for buildings by means of ther-
moeconomic method considering condensed vapor. Arslan et al. [8] used exergetic
approach for insulation thickness optimization including natural gas and lignite.

Kanbur et al. suggested a novel way of integrated economic and environmen-
tal impact costs. By means of method, costs of environmental impact of fuel and
greenhouses gasses and materials get involved in the economic cost. Because, at the
present day, economical analysis is not enough as only decision-making criterion
and environmental assessments should be considered simultaneously. In this paper,
a technique suggested by Kanbur et al. [9] is adjusted for insulation optimization.
Authors are named as combined environmental and economic method (CEEM). In
this research, CEEM is employed and compared to economic method.

2 Materials and Methods

A city, which is in Turkey, called Bilecik is selected for research, and investigations
are carried out for summer time. In Fig. 1, one can see the composite wall studied is
taken into account. Rockwool and glass wool are selected as materials. Coefficient
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of performance (COP) of the system is 2.5 and heat transfer rate (W) is [4]:

Q̇ = U A(Ta − Ts) (1)

where the heat transfer coefficient is U (W/m2 K),the heat transfer area is A (m2), in
this study, calculations are made for unit area. Ta and Ts (K) are ambient and design
temperatures; respectively, they are equal to 313.15 and 253.15 K. Electric energy
given to refrigerator (kWh/m2) is calculated as [4]:

E = Q̇dt

COP
(2)

where dt is the annual operation hours and it is assumed as 8760 (h). Heat transfer
coefficients are expressed in Eqs. (3) and (4), respectively:

Unins = 1

RT,nins
(3)

Uins = 1

RT,ins
(4)

2.1 Economic Evaluation

Life cycle cost technique is utilized, costs are equal to whole of electricity cost,
material cost, operation and maintenance costs are considered. The electricity cost
per unit area ($/m2) can be described as:

Cel = (Ecel)PWF (5)

where the specific cost of electricity is cel ($/kWh) and total cost:

CT = (Ecel)PWF + cinsx (6)

where the cost per volume of the material is cins ($/m3) and the thickness of the
material is x (m). The present worth factor (PWF) should be figured out to describe
the cost over the service time. PWF involved with inflation rate, g and interest rate,
i. Interest rate i* adapted for inflation could be described follows:

i∗ =
{

i−g
1+g ; i > g
g−i
1+i ; i < g

(7)
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PWF is described as:

PWF =
{

1−(1+i∗)−N

i∗ ; i �= g
(1 + i)−1; i = g

(8)

where the service time is N and the interest rate i*, which is adjusted for the inflation
rate. The optimum insulation is achieved by taking the CT derivative according to
x and then it is solved equalizing to zero. CT is minimum at optimum point. It is
expressed as:

xopt,C = −COP2cinskR + √
COPdtcelcinskPWFT(Ta − Ts)

COP2cins
(9)

Payback period for CEEM can be calculated as follows:

PPC = cinsx

SC
(10)

2.2 Assessment with CEEM

Environmental costs given in ref. [9] are taken into account. Costs involving envi-
ronmental impact and economical values are united, in this way, environmental and
economical values are taken into account. Application of CEEM, firstly, cost of the
electricity, materials including economic and environmental values, is described and
then insulation optimization and cost saving could be identified.

Del = (Ecel)PWF + DCO2 (11)

where Del is the environmental impact expense of the electricity ($/m2). Cost of
environmental impact of the CO2 based on electricity is written as:

DCO2 = (
EdeldCO2

)
(12)

where specific environmental cost of CO2 is dCO2 ($/kg). Cost of the insulation is

Dins = (
cins + GWPinsdCO2ρins

)
x (13)

where insulationmaterial global warming potential is GWPins and insulationmaterial
density is ρ ins (kg/m3). Cost balance for the CEEM is written as:

DT = (Ecel)PWF + (EdeldCO2) + (
cins + GWPinsdCO2ρins

)
x (14)
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The optimum point is achieved by taking theDT derivative according to x and then
it is solved equalizing to zero. DT is minimum at the optimum point. It is expressed
as:

xopt,D =
COPkR

(
cins+dCO2GWPins ρin

)
+

√
COPdt

(
cel+deldCO2

)
kPWF

(
cins+dCO2GWPinsρins

)
(Ta−Ts)

)

COP
(
cins+dCO2GWPinsρins

)
(15)

Payback period for CEEM can be calculated as follows:

PPD = DCO2

SD
(16)

3 Results and Discussion

In this section, results for the CEEM and economic approach are presented and
discussed. Parameters used in calculations are shown in Table 1. Bilecik is analyzed
for rockwool andglasswoolmaterials; results are offered and compared for economic
approach and CEEM.

Change of the total costs is shown in Fig. 2. As it can be seen that they decrease
with insulation thickness and have optimum minimum cost values. After this point,
they begin to rise again. Optimum points for the CEEM and the economical approach
are obtained at x = 0.24 m and x = 0.23 m, respectively, for the glass wool. Cor-
responding values are 53.39 ($/m2) and 48.37 ($/m2). Similarly, for the rock wool,
optimum insulation thicknesses are acquired at the x = 0.23 m for both methods,
and corresponding values are 67.04 ($/m2) and 60.61 ($/m2). According to these,
cost values are bigger for the rock wool, and cost of the CEEM is bigger than the
economical approach. When we compare the costs at the optimum thickness with
non-insulated conditions, one can see that costs decrease about 84–85% for rock
wool and about 80–81% for the glass wool.

Table 1 Parameters used in
calculations [9–11]

Parameter Unit Value

cel $/kWh 0.101

cins (rock wool) $/m3 132

cins (glass wool) $/m3 103

dCO2 $/kg 0.0327

del kg/kWh 0.54

GWP (glass wool) 2.2

GWP (rock wool) 1.45
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Fig. 2 Variations of the cost with insulation thickness

Fig. 3 Variations of the energy saving with insulation thickness

In Fig. 3, one can see energy savings. If results are investigated, it can be seen
that rising at the energy saving is very dramatic until the optimum points and then
it is nearly linear and increasing rate is very slow. For the glass wool, energy saving
reaches to 326.06 kWh/m2 and similarly, energy saving for the rock wool reachs to
324.46 kWh/m2. As can be seen, energy saving for the glass wool is bigger than the
rock wool.
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Fig. 4 Variations of the cost savings with insulation thickness

In Fig. 4, cost saving is depicted. Tendencies for the saving costs are the direct
opposite of the cost variation and, naturally, maximum saving is obtained at the
optimum insulation thickness. For the glass wool, maximum saving for the CEEM
is equal to 305.46 ($/m2) and maximum saving for the economic approach is 310.47
($/m2). According to results for the rock wool, maximum savings are 291.80 ($/m2)
and 298.23 ($/m2) for the CEEM and economical approach, respectively. As it can
be seen, saving for the economic approach is bigger than CEEM and savings are
bigger for the glass wool.

Variation of the payback period variation is shown in Fig. 5. Payback-Periods
increase nearly linear. Payback-Period of the glass wool is shorter than the rock
wool, because thermal conductivity of the glass wool is smaller and price of the
glass wool is lower too. Comparing economic and CEEM approaches, one can see
that payback period of the CEEM is longer than the economic approaches because of
the integration of the environmental costs. Payback periods increase with insulation
thickness naturally; however, as it can be seen, payback periods are relatively low.
This is resulted from the high electricity prices in Turkey and energy savings have
higher rates, especially considering electricity consumption and price, it is reason-
able. For the glass wool, PPC and PPD values reach to 0.41 (year) and 0.43 (year).
Similarly, for the rock wool, PPC and PPD values reach to 0.60 (year) and 0.64 (year).
Although these values are obtained at the one-meter insulation thickness, it can be
said that payback period, which is nearly eight months, is very advantageous.

If results are interpreted, one can say that costs and cost saving for the econom-
ical approach are lower than CEEM. Similarly, glass wool is more advantageous
insulation material from the rock wool.
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Fig. 5 Payback period variation

4 Conclusions

In this paper, a novel method to determine the optimum insulation thickness is pre-
sented called CEEM.

Results of CEEM are compared with economic approach. Investigations are per-
formed for cooling applications. Rock wool and glass wool are chosen as insulation
materials. According to results:

• Optimum insulation thickness for the rock wool is 0.23 and 0.24 m for the glass
wool in terms of CEEM.

• Optimum insulation thickness for the rock wool is 0.23 and 0.22 m for the glass
wool in terms of economical approach.

• Energy saving for the rock wool reaches to 324.46 and 326.06 kWh/m2 for the
glass wool at the optimum points.

• Cost savings are 305.46 $/m2 for the glass wool and 291.80 $/m2 for the rock wool
at the optimum points in terms of CEEM.

• Cost savings are 310.46 $/m2 for the glass wool and 298.23 $/m2 for the rock wool
at the optimum points in terms of CEEM.

• Maximum payback period is around 5–8 months.

This method is combined environmental and economical aspects, and it is sug-
gested to use it for the optimum insulation thickness. In future studies, this method
can be adopted for the exergy approaches. According to these results, one can see that
optimum insulation thickness values obtained by CEEM are bigger than the econom-
ical approaches because environmental costs are added to CEEMmethods as well as
insulation material and fuel cost. Finally, it can be said that CEEM method is very
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useful because of considering environmental impacts and other costs together. Exer-
getic values are important because decrease in these values causes efficient usage of
the energy source. It is recommended that thismethod should be used for the optimum
insulation thickness applications, and exergetic evaluation should be assessed.
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Energy Efficiency Estimation
of Induction Motors with Artificial
Neural Networks

Mine Sertsöz, Mehmet Fidan and Mehmet Kurban

Abstract Induction motors make up 90% of today’s motors in the industry. For
this reason, the contribution of energy efficiency analyses to induction motors is
very important. There are many techniques for measuring the efficiency of electric
motors. These are the generally experimental ones as specified in certain standards.
Experimental methods can also be divided into direct (IEEE 112-B, CSA-390) or
indirect (IEC 34-2, JEC 37) methods. The use of experimental methods is not com-
mon due to the cost of installing and operating test laboratoriesworldwide. Therefore,
energy efficiency estimation methods are used in worldwide. In this study, efficiency
estimations aremadewith artificial neural network (ANN), which is an optimization-
based estimation method with using data of 307 induction motors’ (from small to
large) from three different companies (AEG-TECO-GAMAK). The results are very
close to the efficiency values given in catalog values. However, another noteworthy
issue is that the estimation errors of the efficiency change from company to company.
The errors of one company are higher than the others.
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Nomenclature

ANN Artificial Neural Networks
ME Mean Error
RMSE Root Mean Square Error

1 Introduction

The total electricity consumption for electric motors is estimated at 7.200 TWh
per year, representing 46% of global electricity consumption in 2006. 38.3% of
electric consumption by motors is used by pumps, fans, and compressors in heating,
ventilation, and air-conditioning (HVAC) systems in the commercial sector; motors
in the industrial sector account for 68.9% of electricity use, mostly in manufacturing
and production areas [1].

Alternating current’s three-phase induction motors are efficiency and low cost,
so they are widely used in commercial buildings and industrial applications such as
fans, pumps, and compressors, where they need to continuously operate [2].

Efficiency% = Mechanical Output Power

Electrical Input Power
× 100 (1)

or

Efficiency% = Electrical Output Power − Losses

Electrical Input Power
× 100 (2)

All the motor losses must be known according to Eq. (2). Sometimes, it is difficult
to know all the losses; so, mechanical output power gives more accurate results
(in Eq. 1); IEEE 112-B and CSA-390 are direct methods and Eq. (1) is used for
calculation efficiency.

It is important to note that these tests are a long procedure and have their standards.
IEEE 112-B and CSA-390 have different tests generally according to motor sizes. It
is possible to find a brief of these tests below:

IEEE 112-B includes eleven different efficiency tests, namely Method A, B, B1, C,
E, E1, F, F1, C/F, E/F, E1/F1. To briefly mention these:

Method A: By using input–output.
Method B: By using input–output and the indirect measurements of the stray loss
and by separating losses.
Method B1: By using input–output and the indirect measurements of the stray
loss and a default temperature by separating losses.

Method C: By using input–output and the indirect measurements of the stray loss
by separating losses of the equivalent machines.
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Method E: By separating the losses and using the electric power measurement
under the charge and direct measurement of the stray loss.
Method E1: By separating the losses and using the electric power measurement
under the charge and supposedly measurement of the stray loss.

Method F: By using the direct measurement of the stray loss and using the equiv-
alent circuit.
Method F1: By using the supposed measurement of the stray loss and using the
equivalent circuit.

MethodC/F: By using the equivalent circuit that is calibrated to theC charge point
each method and using the indirect measurement of the stray loss.
Method E/F: By using the equivalent circuit that is calibrated to the E charge point
each method and using the direct measurement of the stray loss.
Method E1/F1: By using the equivalent circuit that is calibrated to the E charge
point each method and using the assumption of the stray loss.

CSA-390 includes three different efficiency tests, namely Method (1), Method (2),
and Method (3). To briefly mention these:

Method (1): Input–output Method with Indirect Measurement of the Stray-load
Loss and Direct Measurement of the Stator Winding, Rotor Winding, Core and
Windage-friction Losses
Method (2): Input Measurement Method with Direct Measurement of All Losses
Method (3): Equivalent Circuit Calculations with Direct Measurement of Core
Loss, Windage-friction Loss, and Stray-load Loss

It is necessary to measure both the mechanical output power and the electrical
input power according to Eq. (1). Electrical input power is measured accurately
using a simple installation of medium-priced equipment. The mechanical output
power is defined as multiplication torque by angular velocity. While it is possible to
get accurate efficiency results with a relatively simple product (±1 RPM), and this
producer requires inexpensive hardware for speedmeasurement. However, it requires
a more detailed setup and this setup causes more expensive types of equipment to
get accurate results.

IEC 34-2 and JEC 37 are indirect methods. But they are “experimental methods”
too. To avoid the torque measurements’ complexity and cost, the motor’s efficiency
is indirectly determined by the following equation:

Efficiency% = Electrical Input Power − Losses

Electrical Input Power
× 100 (3)

IEC 34-2 includes eight different efficiency tests for induction motors, namely
Method 2-1-1A, 2-1-1B, 2-1-1C, 2-1-1D, 2-1-1E, 2-1-1F, 2-1-1G, 2-1-1H. To briefly
mention these:

Preferred testing methods

Method 2-1-1A: Direct measurement of input and output
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Method 2-1-1B: Summation of losses, additional load losses according to themethod
of residual loss
Method 2-1-1C: Summation of losses with additional load losses from assigned
allowance
Testing methods for field or routine-testing
Method 2-1-1D: Dual supply back-to-back-test
Method 2-1-1E: Single supply back-to-back-test
Method 2-1-1F: Summation of losses with additional load losses determined by the
test with the rotor removed and reverse rotation test
Method 2-1-1G: Summation of losses with additional load losses determined by
Eh-star method
Method 2-1-1H: Determination of efficiency by use of the equivalent circuit param-
eters.

This calculation requires the measurement of motor losses as it can be seen from
Eq. (3). A lot of motor losses (mechanical, copper, iron) can be measured accurately.
But the other losses, as leakage losses, are not measurable. JEC 37 neglects the
leakage losses.

Numerous methods are proposed in the literature for the efficiency determining
of induction motors. These methods are as follows:

(1) Current Method;
(2) Slip Method;
(3) Simplified Equivalent Circuit Method [3];
(4) Simplified Loss Segregation Method [4];
(5) Nonintrusive Air-gap Torque (AGT) (NAGT) Method [5];
(6) Optimization-based Methods [6–16].

Determining the energy efficiency of induction motors is a very important detec-
tion of using energy. Nowadays, developing efficiency estimation methods are very
important because of the difficulty and cost of field testing. It is not an efficient way
to test the motors by interrupting the operation of them.

An optimization-based search algorithm (genetic algorithm, bacterial feed algo-
rithm, artificial neural networks, and multi-objective optimization) is generally used
for the estimation of motor efficiency in real industrial conditions.

Researchers provide (in balanced resource conditions) optimization-based tech-
niques for estimating efficiency based on a literature review. In some studies, the
genetic algorithm (GA) is combined with the equivalent circuit method deal with the
problem of estimating the efficiency, especially in unbalanced feeding conditions.
These studies are given below:

A new approach to nonintrusive in situ efficiency determination of an induction
motor is presented in this paper. An equivalent circuit-based optimization process—
using the genetic algorithm—is calculated the motor efficiency by monitoring the
input currents, the input voltages, the input power, and the motor speed. The conver-
gence and precision have been improved by taking into account several load points in
the objective function and temperature dependency of the stator and rotor resistances.
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The method which depends on parameter changes is presented [6]. In this study, a
nonintrusive method is used for estimating field efficiency of induction motor at
different frequencies and loads using with data from field measurement. Torque and
efficiency which are some performance values of motors can be estimated by using
measurement data coupled with the use of a genetic algorithm based on the modified
motor equivalent circuit concept [7]. This study proposes an economical method to
replace inefficient motors with efficiency ones. Field efficiency of motors is studied
without interrupting the work of the motors and any requirement of measuring the
output power. Genetic algorithms are coupled with a few sets of measured data from
the field tests and this novelty method that is used for evaluating motor equivalent
circuit parameter, no requirements no load and blocked-rotor tests. The result of effi-
ciency estimation is very close to calculated obtained from the standard evaluations.
So, it is suitable for conducting on-site energy audits of motors to project cost savings
and payback and to support a confidence decision regarding the investment in higher
efficiency motors [8]. In this article just like previous studies, a new evolutionary-
based in situ efficiency estimation technique is proposed without the requirement of
the no-load test but an extra this method can be used for balanced or unbalanced
power supply conditions. Experimental results are compared with the estimation
results [9]. This study suggests a hybrid method based on the air-gap torque method
and genetic algorithms because there is a requirement non-intrusive methods for test-
ing in-service motors’ efficiency [10]. This paper focused on the estimation of the
parameters of three-phase induction motors using a few sets of data from the field
tests of motors. This technique, which coupled with the genetic algorithm for evalu-
ating the equivalent circuit parameters, does not need no-load and blocked-rotor tests
[11]. Anew, a genetic algorithm is used for in situ induction motor efficiency deter-
mination in this study. Estimation results are compared with torque-gauge results
[12]. This study has some differences from previous studies. This study which is an
optimization based is the realization of efficiency estimations of induction motors
at 17 different power types with artificial neural networks and linear estimation by
looking at the speed values, current and moment, listed in the manufacture’s catalog
in full load. Before obtaining the estimations, the statistical analysis of the correla-
tions between efficiency and moment, efficiency and speed, efficiency and current of
the motor was applied [13]. This new technique, which are genetic algorithms, based
on the method of symmetrical components of voltage and considering parameters
variations (especially in the rotor) related to the effect of negative sequence voltage
system is used for estimating parameters as shaft power and efficiency losses, of
three-phase induction motors in field conditions under unbalanced voltages or devi-
ated voltage and frequency without caring out special tests, removing the motors,
or measuring the output power or torque. As a result, with these parameters (volt-
age, current, power and speed or slip, measured in the motor in situ) are known, it
is possible to estimate the efficiency [14]. This paper introduces a method based on
multi-objective evolutionary algorithms for the determination of in-service induction
motor efficiency. But this method has a disadvantage of multi-objective evolutionary
algorithms. Determination efficiency values will not be readily visible in the multi-
objective evolutionary optimization algorithms; the Non-dominated Sorting Genetic
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Algorithm-II (NSGA-II) and Strength Pareto Evolutionary Algorithm-2 (SPEA2),
are successfully applied to the efficiency determination problem in induction motor
[15]. In this method, using the stator current, stator voltage, stator resistance, input
power, and rotor speed of the in-service motor, motor efficiency estimation can be
made. The bacterial foraging (BF) algorithm is used for evaluating the equivalent
circuit parameters of the motor instead of using the no-load and locked-rotor tests.
The efficiency is estimated using a modified motor model [16].

This study is different from the other because it is simulation-based. This paper
investigates the effects of different voltage magnitude unbalances with the same
voltage unbalance factor (VUF) on the stator, rotor copper and total copper losses
of three-phase induction motor from three different companies. The copper losses
of three different three-phase induction motor for full load conditions have been
analyzed through simulation under six different voltage magnitudes unbalance con-
ditions [17].

A summary will be made below about efficiency determinations of the motors:

• Themotor current and the slip methods are easy, but the stability is relatively fewer
than the other methods.

• Air-gap torque methods, loss separation methods, and lastly torque measurement
methods give more accurate results, but not easy to apply in the field.

• The circuit equation methods are used, especially when removing the running
when motors are not possible. The performance of any overhead induction motor
is determined by the six circuit parameters consisting of core loss resistances,
stator and rotor windings, magnetic reactance and stator, rotor leakage in the
circuit equations [18].

Eachmethod has its advantages and disadvantages. But optimization-based meth-
ods can be declared as the most useful method in motor efficiency estimation nowa-
days. In this study, any circuit parameters are required from the companies. Only the
efficiency, speed, power, power factor and torque data that present in the companies’
catalogs are used for this study. But, it is assumed that all the voltage and current
values are under balanced source conditions.

This study has five parts. In Sect. 2, general information is given about induction
motors, and information is given about the company namedGamak,AEG, and TECO
motor companies whose motors are used in the study. The 307 induction motors’
values which are used in this study are taken from these three companies (Fig. 1).

In Sect. 3, information is given about the method ANN. The structure of ANN is
introduced. Toolbox of MATLAB which solves the problem with an artificial neural
network is used for network training and testing. Efficiency estimation is performed
with ANN for 307 induction motors. Firstly, the ANN model is introduced, and the
specifications for this are given in Table 1. Section 4 is Results and Discussion.
The transfer function is chosen as a hyperbolic tangent sigmoid transfer function,
the learning function is trainlm and network type is backpropagation. Training of
networks for three companies is given. Then, the network structures are given in
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Fig. 1 Simplest form of an
induction motor

Table 1 Training parameters
of neural networks

Epochs 1000

Error Goal 0

max_fail 6

Momentum update 0.001

Figs. 2, 3, and 4. Errors of efficiency estimation results for three companies are
declared. Section 5 is Conclusion. According to Sect. 4’s outcomes, the results and
future studies are discussed.

2 Induction Motors

In industrial plants, motors are used to convert electrical energy into motion energy.
The alternating current is given to the motor windings than a magnetic field, which

Fig. 2 Networks of efficiency estimation for AEG
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Fig. 3 Networks of efficiency estimation for GAMAK

Fig. 4 Networks of efficiency estimation for TECO

has a rotational speed, is get. Te rotational speed of the rotor is different from each
other. These motors are called as “induction motors” and also they work according
to the principle of induction.

Induction motors are cheap and require low maintenance; they do not cause arcs
during their operations; they can be manufactured from small powers up to thousand
kW. They are the most widely used motors in the industry due to the high moments
and changing of speed limits aim of the developing technology. There are dozens of
electric motors in practice. However, the rate of use of induction motors is very high.
Induction motors are generally composed of the following parts:

• Stator: Windings are located. Windings are used for generating rotating magnetic
fields in motors, which work with alternating voltage.
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• Rotor: Rotor is rotating part inside the magnetic field which stator generates and
aims of this part, and mechanical energy is received.

• Body and Covers: These parts are made of aluminum, iron or another iron
type which alloy against external influences.

The central position of the rotor in the stator is to cover the task.

• Beds and Bearings: Mechanical parts that make the rotor to rotate easily.
• Cooling Fan: It is air cooled in motors with 0–20 kW power. It is connected to the
rotating shaft of the motor. A plastic or metal propeller allows the body to easily
dispose of the temperature.

Inductionmotors canbe classified according to the number of phases, the structure,
type of work, working conditions, and structure of the rotor.

According to the number of phases:

• Three-phase induction motors
• One-phase induction motors.

According to structure:

• Induction motors with short-circuit rotor (squirrel cage)
• Induction motors with the winding rotor.

According to the types of construction:

• Open-type induction motors
• Closed-type induction motors
• Flanged induction motors.

According to rotor construction:

• High-resistance induction motors (rotor ohmic resistance is large)
• Low-resistance induction motors (rotor ohmic resistance is small)
• High-reactance induction motors (rotor inductive resistance large)
• Double squirrel cage motors with rotor.

2.1 Working Principle

Operation of induction motors is based on the following three principles:

• In stator windings where alternating current is applied should be a rotating mag-
netic field.

• If a current is passed through a conductor that is inside the magnetic field, the
conductor is pushed out of the magnetic field.

• The same poles push each other; the opposite poles pull each other.
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They work according to the principle of induction. The magnetic field formed
in the stator allows the electric current to be induced (occurred) in the rotor. Any
more rotor has a magnetic field because of the electric current. As a result, these two
magnetic fields (rotating magnetic field formed in the stator and rotor’s magnetic
field) cause to rotate the rotor by pushing and pulling.

2.2 Motor Companies Using in the Study

AEG Industrial Engineering is a company for electrical plants of the industry, the
energy industry, and transportation. They are located at the traditional location of
AEG industrial facilities, the Hohenzollerndamm in Berlin. They are in close contact
with current and former AEG factories. The main focus of their works is drive
and automation systems, switchgear, transformers, generators/turbines, and diesel
generator sets. They also deal with general industry electronics and high- and low-
voltage compensation systems. Together with their representatives and their local
subsidiaries, they serve their international clients [19].

The company Gamak was founded in 1961, and it is the domestic product of
“ElectricMotor”which is oneof themost important products that theTurkish industry
needs for production. In a short period, Gamak started production of the first electric
motor to be produced in Turkey.

Gamak is one of the most important producers of electric motors in the world, not
just in Turkey. With electric motors produced in the power range of 0.06–1000 kW,
it can meet almost all the engine needs of the industry. Gamak can almost provide
all the parts required for electric motor production at its facility and collect the
entire production under one roof. The company has one of the most distinguished
laboratories in Europe.

TECO is a local motor manufacturer in Taiwan. It was established before about
70 years. TECO gives attention to Quality First concept beginning of its history.
Teco’s motors are from 1/4 Hp to 60,000 Hp, a maximum of 14,200 V and a broad
selection of engineered products, especially high efficiency motors, inverter duty
motors and explosion-proof motors to meet a variety of customer needs TECO has
earned a world-renowned reputation and become a leadingmanufacturer in the world
[20].

3 Materials and Methods

The power, speed, power factor, moment, and efficiency values of 307 induction
motors’ (AEG (93), TECO (128) and GAMAK (86)) [21] used in this study are
taken from three different motor companies, (AEG [22], TECO [23] and GAMAK
[24]). These values are getting from companies’ motor catalog which all data can
get easily and motors arranged from small to large.
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Total 1535 (307 × 5) data is used for the construction of the estimation method.
The estimation method is artificial neural network which is an optimization-based
method. Specifications are given below about the artificial neural network.

3.1 Structure of Artificial Neural Network (ANN)

Artificial neural network (ANN) is a part of artificial intelligence science and includes
studies to learn computers. Computerswere previously only used to perform complex
calculations, but today, they can summarize large amounts of data and have a position
to comment on the current situations. Sometimes to formulate as mathematically of
some problems is impossible, at such times ANN intuitively performs the solution
of the problems. ANN’s skill is very benefit when problems can not be solved. It is
the artificial intelligence in the computer that always is used. The most prominent
feature of this example is that it can make inferences of the problems that it has never
seen before by understanding the weave of the event by using previous samples.

Layer and neurons can be changed as desired in artificial neural networks. The
increase of a number of layers has a direct proportional with nonlinearity. Deciding
about a number of neurons is often made by testing and several tests are needed
to achieve the best possible number of neurons. Because the internal structure of
artificial neural networks is not known and this is a disadvantage of ANN. When
selecting the network structure, it is found in the same way as the neuron numbers.
Experiences show that to choose the learning coefficient in the 0.2–0.4 band and to
choose the momentum between 0.6 and 0.8 is a good choice. However, this value is
the optimum value and varies with the type of the problem. The basic principle is
that artificial neural networks can achieve the optimum solution, but this does not
mean that this is the best solution. However, it responds better in many applications
which are nonlinear, complex, high probability of error, etc., in general evaluation.
Therefore, when selecting the problems which fit this frame will cause better results.

In this study, the network type is selected as backpropagation. In the backpropa-
gation networks, the outputs are generated by the network according to inputs then
these outputs compared with the expected outputs. This difference is called an error
and the goal is to reduce this error. The sigmoid transfer function is also selected in
the transfer function because it is one of the best responsive transfer functions in the
backpropagation. The formulas are given below:

The Sigmoid Transfer Function:

o = 2

1 + e−2i
− 1 (4)

o outputs
i inputs
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Here, (i) the input is obtained as a linear weighted combination of the outputs
from the neurons of the previous layer.

Backpropagation Networks:

Un = −[JT × J + ∝I ]−1 × JT + e (5)

J the Jacobianmatrix containing thefirst derivatives of the network errors according
to weight and deviation

e errors
µ a parameter which should be decreased after each successful step but sometimes

only after a temporary step the error term (or when the performance function
increased) should be increased. Therefore, the performance function is decre-
mented or constrained at each iteration [25].

This study is performed using the ANN toolbox of the MATLAB. The perfor-
mance measurement of the network is calculated by MSE. The training parameters
are as follows in Table 1:

Training performance is calculated and best validation performances are
0.0016348 at epoch 10 for AEG, 0.0063555 at epoch 10 for GAMAK, 0.0018569 at
epoch 10 for TECO.

In this study, the test values and the simulation values are the same (all in one
test method). Normalization process is applied to all input values for all tests. The
formula of the normalization is given below:

Normalize X = Variable − MinumumVariable of the Series
Maximum Variable of the Series − Minumum Variable of the Series

(6)

This study aims to determine the efficiency of the motors according to the inputs,
which are taken from three different motor companies.

4 Results and Discussion

Tests are donewithANN. The test and result details are given below. Experiments are
performed using 2 layers and 20 neurons (because this is the best combination of our
tests). Transfer function is hyperbolic tangent sigmoid transfer function, network type
is backpropagation, and learning function is trainlm. Details are given in Sect. 3.1
about these choices.

Network types are given below as Figs. 2,3, and 4:
The input value is the only efficiency of the motors for Figs. 2, 3, and 4. There

are power, speed, power factor, and moment as inputs too. Efficiency estimation is
made using all these inputs. But the only efficiency input is shown.

The proposed efficiency estimation method works well according to Figs. 5, 6,
and 7. Catalog efficiency data are same as the estimation except for small deviations.
These deviations are generally in small motors, especially in AEG. The large motors
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Fig. 5 Estimation results for AEG

Fig. 6 Estimation results for GAMAK

have few deviations. As a result, the estimation techniques can get more accurate
results in the large motors.

Error rates are calculated according to Eqs. 7, 8, 9, and 10 given below:

ME = Mean (Efficiency − Estimation) (7)
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Fig. 7 Estimation results for TECO

Table 2 Errors of efficiency
estimation results for three
companies

AEG GAMAK TECO

ME 0.1338 −0.0312 −0.0251

ME_percentage 0.1552 0.0349 0.0282

RMSE 1.5551 1.5601 1.2172

RMSE_percentage 1.7911 1.7345 1.3614

MEpercantage = %
[
(100 × Mean (Efficiency − Estimation)/Mean (Efficiency)

]

(8)

RMSE =
√
Mean [(Efficiency − Estimation)2

]
(9)

RMSE = %

[(

100 ×
√

Mean
[
(Efficiency − Estimation)2

]
/

√

Mean
(
Efficiency2

)
]

(10)

It is possible to say that error rates are very low by making an estimation with
ANN for Table 2. However, if the companies are compared with each other, TECO
has the best results according to error rates. The worst results belong to AEG, in
most kinds of errors.

5 Conclusions

It is clear that ANN is a good estimation method that can be used to estimate the
efficiency of inductionmotors. However, some companies respondwith a lower error
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rate, while others have a higher error rate. It would not be correct to relate the reason
with the number of training used. Because, when the number of training increases,
accuracy will increase according to the principle. The order should be in the form
of TECO (128), AEG (93) and GAMAK (86) according to this principle. However,
in the experiments performed, the order was in the form of TECO, GAMAK, and
AEG. This means that the number of training alone is not effective in the accuracy;
it is also relevant to the tests that the companies used in determining the efficiency
of the motors in the catalog.

There is one more result, especially in small motors, companies’ error rates are
much more than large motors except TECO. AEG is the company with the highest
error rate compared to the others. But when all tests are evaluated, the total error is
0.15% for ME; RMSE did not exceed 1.79% in three companies.

These error rates are quite satisfactory for the efficiency estimation of induction
motors.

In future studies, two different studies can be developed taking this study as an
example. Firstly, more motor values can be used by different companies. According
to their error rates, a classification problem can be described. Secondly, a hybrid
method using other estimation method can be created to reduce the error rates of
estimations.
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A CFD Study on Photovoltaic
Performance Investigation of a Solar
Racing Car

Talha Batuhan Korkut, Aytaç Goren and Mehmet Akif Ezan

Abstract The increasing trend of the energy consumption of humanity has brought
forward the efficient use of current energy resources and seeking for the adaptation
of renewable energy resources. Integration of renewable energy into transportation,
on the other hand, has crucial importance as it reduces the emissions in the urban
regions and increases the life quality by reducing the noise in solar-powered electric
vehicles. Solar-powered vehicles, automobiles or planes, with photovoltaic panels
(PVPs) are widely in use for decades. However, there are several aspects, such as
electrical conversion and storage efficiencies, that should be improved. It is known
that increasing the temperature of the PVPs adversely affects both the panel lifetime
and electrical conversion efficiency. In this study, a 3DCFDmodel of a solar-powered
racing car is developed in ANSYS-FLUENT to investigate the power outputs of the
PVPs that are placed on different positions of the vehicle under various velocities,
i.e., 30–120 km/h, and solar irradiations, i.e., 300–900 W/m2.

Keywords Solar car · Photovoltaic efficiency · PV modeling · CFD ·
Aerodynamics

Nomenclature

Parameters for Cell Current Calculation

Iph Light-generated current (A)
IS Cell saturation of dark current (A)
TC Cell temperature (K)
q Electron charge (1.6 × 10−19 (V))
IS1 First diode saturation current (A)
N1 Quality factor of D1
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Vt Thermal voltage (V)
Rp Internal parallel resistance (�)
V Voltage (V)
k Boltzmann cons. (1.38 × 10−23 (J/K))
TSTC Cell temperature (K) @STC (@25 °C)
A Ideal factor
I Current (A)
IS2 Second diode saturation current (A)
N2 The quality factor of D2

Rs Internal series resistance (�)

Parameters are Given by Manufacturers

VOC Open-circuit voltage @25 °C (V)
Vm Voltage @MPP@25 °C (V)
Pm Maximum power @25 °C (W)
ISC Short-circuit current @25 °C (A)
Im Current @MPP@25 °C (A)
tPV The thickness of the laminated PV module

The Energy Need for a Solar-Powered Vehicle

WT Total resistive forces (N)
WR1 Rolling resistance force (1) (N)
WR2 Rolling resistance force (2) (N)
WB Acceleration resistance force (N)
WST Gradient resistance force (N)
m The total mass of the vehicle (kg)
η Motor, controller and drive train efficiency
ηb Watt-battery eff.
x Distance (m)
W Weight of the vehicle (N)
Crr1 Rolling resistance const. (1)
Crr2 Rolling resistance const. (2) (Ns/m)
N Number of wheels
h Total height vehicle climbs (m)
Na Number of times the vehicle will accelerate in a race day
g Accelaration due to gravity constant (m/s2)
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Data Reduction

FD Drag force (N)
PD Power consumption (Wh)
FL Lift force (N)
ρ Density of air (kg/m3)

Abbreviation and Acronyms

PV Photovoltaic
SC Solar car
CAD Computer-aided Design
CV Conventional vehicle

1 Introduction

The first solar car (SC), which was invented in 1955, consisted of 12 Selenium
PV cells and a small electric motor rotating the rear wheel shaft (Sunmobile, W.
G. Cobb, 31.08.1955). Although the first competition on the solar racing car was in
1985 (TourDel Sol), the competition became popularwith theAustralianWorld Solar
Challenge (WSC) in 1987. The concept of WSC was devised by Hans Tholstrup,
who is a Danish-born adventurer and traveled from Perth to Sydney (4130 km) in
20 days with a solar car called Quiet Achiever. Different concept solar car races are
being organized in different continents nowadays (Fig. 1).

As the first organizer of WSC and former chair of the International Solar Car
Federation (ISF),Mr. Tholstrup describesWorld SolarChallenge as not a competition
but a brain sport for solar people. Currently, the total range of the challenge is 3021 km

Fig. 1 World’s first
long-distance solar car which
is produced by Hans
Tholstrup, Quiet Achiever
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and includes several control-stops in which the cars are inspected during the race.
In this event, the primary purpose of the racing teams is to arrive in Adelaide in
the first place. Each team has to organize their strategy due to the energy they can
generate from sun and store in their batteries even during the race depending on the
performance of the vehicle, weather conditions and the positions of other teams.

1.1 Energy Requirements of a Solar-powered Vehicle

When the top speed and acceleration of vehicles were examined, the increasing
of these values compared to the past was observed. When Eq. (1) and Fig. 2 are
examined, it is obtained that the power consumption generated by the aerodynamic
resistive forces acting on a vehicle increases with the cube of the speed. For this
reason, today’s rising average speed values have brought along the problem of power
consumption. Aerodynamic structures of solar vehicles are designed in such a way
that their power consumption is low. Eq. (1) indicates that factors affecting the
power expenditure on a solar car are rolling, acceleration, gradient, and aerodynamic
resistances [1]. However, influences of rolling and acceleration resistive are assumed
to be low on a solar-powered vehicle as conditions and routes of solar challenges
and strategy of energy consumption reduce influences of acceleration and rolling
resistive forces.

WT = WL + WR1 + WR2 + WB + WST (1)

Total resistive force which is acting on a solar racing car consists of five compo-
nents (see Eq. 1). WL is the aerodynamic resistive force, WR1 and WR2 are rolling
resistance forces, WB is the acceleration resistance force, and WST is the gradient
resistance force. Solar racing cars have a lightweight structure. In addition , solar rac-
ing cars use tires with a low rolling coefficient. For this reason, rolling, acceleration,
and gradient resistance forces have less importance to the aerodynamic resistance
force.

Osawa et al. [2] were examined power consumption components of a solar racing
car (‘96 Dream). As shown in Fig. 3, when vehicle speed increases, the aerodynamic
resistive force increases as the cubic power of the velocity [3]. Thus, the development
of the aerodynamic structure of the solar racing car is a critical part of reducing

Fig. 2 Energy requirements for a solar-powered vehicle
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Fig. 3 Comparison of power consumption of the ‘96 Dream (Solar Car) and conventional vehicle
[2]

the power consumption. In addition to power consumption, power generation systems
(PV) should be designed in accordance with the aerodynamic structure.

1.2 Aerodynamic Structure of Solar-powered Vehicles

Aerodynamics is a branch of fluid dynamics which deals with the characteristics of
airflowmoving on solid bodies. The evolution of the automobile technology, from the
1900s to 2019, shows that the aerodynamic structure of ground vehicles is evolving to
reduce the energy consumption that arises from the aerodynamic drag. Generally, the
aerodynamic drag can be divided into (i) the pressure drag and (ii) the friction drag.
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The pressure drag is considered to be induced by eddying motions along the passage
of the body and to be related to the formation of a wake. The friction drag arises
from the viscosity of air and is related to the Reynolds number and the development
of the boundary layer. For streamlined bodies such as fishes, birds, and airfoils with
a small or zero angle of attack, the friction drag is dominant. Besides, for the bluff
bodies such as balls, bricks, and airfoils with a large angle of attack, the pressure
drag is dominant [4].

The aerodynamic drag is linked with five facts as (i) flow separation, (ii) skin fric-
tion, (iii) boundary layer pressure loss, (iv) induced drag, and (v) interference drag.
(i) Flow Separation: for un-aerodynamically shaped bodies, the flow can separate
from sharp corners of the body. This situation creates vortices of turbulence. Flow
separation creates a high drag force on the body. For this reason, bodies of solar cars
have streamlined bodies in preventing flow separation. (ii) Skin Friction: this type
of drag occurs between SC body and air, which causes drag force on the body. Skin
friction drag proportional to the surface area of SC. Therefore, if the surface area of
SC reduces, skin friction drag also reduces. (iii) Boundary Layer Pressure Loss: a
boundary layer is formed when the air flows over the body. To be able to comprehend
this effect, it can be thought that the air consist of very thin layers and many overlap-
ping layers. There is a certain friction force between these layers that are stacked in
a row. Due to the frictional force, the speed difference occurs between the layers and
this causes turbulence in the flow. Induced Drag; all designs made according to the
current line are in a structure which can create a lift force when the angle of attack is
different from the flow direction. Increasing the lifting or downforce on the body will
also increase the aerodynamic drag force. Therefore, the design of the vehicle should
be made in such a way as to create a zero-lifting force. The angle of attack edge can
be angled to form a zero-lifting force. Interference Drag; interference drag occurs
on the body due to disturbances on the bolt connection, fairings, canopy, mirrors, or
photovoltaic outputs [3, 5, 6].

As the car moves on the road, air flows over the surface of the car. This relative
motion is changed by the distribution of pressure on the surface of the car. The
external flow also applies a retarding tangential friction force over the car’s surface.
Total of the external and internal retarding forces is what we call drag force. Drag
force is the resistance force caused by the motion of a body through a fluid like water
or air. Drag force calculated as:

FD = 1

2
ρAV2CD (2)

The power required to overcome the aerodynamic drag is given by:

PD = 1

2
ρAV3CD (3)
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When a car with a drag coefficient of 0.32 is traveling at a speed of 100 km/h,
according to Eq. (3), 10.371 kW of power is spent to defeat the aerodynamic forces
[3].

1.3 Photovoltaic Panels and Thermal Considerations

The silicon photovoltaic structure was discovered during photo-diode experiments
in the 1950s [7]. This was a discovery of another property of combination of p- and
n-type semiconductor layers. It was discovered that the structure not only changes its
behavior from being an isolator to a conductor but also generates electrical energy
when it is exposed to the light. After this invention, researchers considered gen-
erating realistic mathematical models of the photovoltaic cell, its behavior under
different working and design conditions and the comparison of models. In one of
these researches, Ibrahim compared fivemodels and expressed how to find the appro-
priate model for silicon type different modules [8]. If the V-I graphs of a photovoltaic
cell in Fig. 4 are considered, it can be seen that it is important to determine the short-
circuit current, the open-circuit voltage, and the photocurrent values of a cell which
might be calculated using the equations below.

ISC(G, T ) =
(

G

GSTC

)a[
IST,STC + μISC(TC − TSTC)

];α = ln ISC,STC

ISC

ln GSTC
G

(4)

VOC(G, T ) = VOC,STC

1 + β ln
(GSTC

G

)
(
TSTC
TC

)γ
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(
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VOC,G

)−1

ln
(GSTC

G

) ; γ =
(
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)
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) (5)

Iph,STC =
(
1 + Rs

Rp

)
Isc,STC

[
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− 1

]
+ Voc,STC
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[
1 − exp

(
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nNsVth

)]

/

[
exp

(
Voc,STC
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)
− exp

(
Isc,STCRs

nNsVth

)]
(6)

Typical silicon base PV cells convert incident light into electricity with an effi-
ciency of 10–20%. The rest of the light is reflected or converted into heat which
increases the temperature of the cell. Temperatures over 298.15 K (25 °C) reduce the
energy conversion efficiency between 0.4 and 0.5%/K. Efficiency losses which are
related to the high PV temperatures are approximately 7.6% of the total annual con-
version losses. For a typical silicon-based photovoltaic cell, an electrical model can
be developed with using a current source which is connected to a diode in parallel,
as defined in the following expression [9, 10].

I = Iph − Is

[
exp

(
qV

kTc A

)
− 1

]
(7)
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This model corresponds to an ideal PV cell. Figure 5, on the other hand, illustrates
the one-diode model in which a parallel resistor is connected to a diode and a serial
resistor connected to the system. The relevant equation for this model is defined
elsewhere [9, 10],

I = Iph − I0

[
exp

(
V + IRs

N1Vt

)
− 1

]
− (V + IRs)

Rp
(8)

Even though there are alternative approaches which involve two-diode models,
the one-diode model is one of the most commonly preferred one. The PV cell elec-
trical characteristics are evaluated in laboratories under standard test conditions. The
experiments are conducted at 25 °C with a solar irradiance of 1000 W/m2 [1, 8, 9].
The open circuit voltage output of a silicon type PV cell varies between 0.5–0.6 (V)
[11]. However, the voltage output of the cell significantly varies as a load is con-
nected to the PV cell when it is compared with the open voltage. Figure 4 a shows

Fig. 4 Voltage–current relation of a PV cell under different cell temperatures and solar irradiances
[1]
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Fig. 5 One-diode PV cell
model [1]

the influences of solar radiation and the PV cell temperature on the voltage output
at various currents. Increasing the PV cell temperature reduces the voltage after a
constant current region. The influence of the intensity of the incoming solar radiation
on the current output of a PV cell is provided in Fig. 4 b.

Most of the panels in the market are devoted using either on buildings or on
ground applications, that is, they are laminated to be more robust. They have a long-
term stability and maintain the performance of at least 25 years. It is a widespread
approach to use glass, ethylene-vinyl acetate (EVA) and Tedlar polyester Tedlar
(TPT) for lamination materials and aluminum as the frame. On the other hand, the
PVmodule that is integrated on a solar car must bemore light, flexible and has higher
efficiency to provide better performance in limited duration. That is, solar panels that
are used in solar cars are laminated without using glass. Transparent plastic materials
or glass-fiber-reinforced polymer composites aremostly used instead of the glass [12,
13]. PV cells are very fragile, so the lamination procedure and its structure are like
the backbone of the PV module. Especially the upper layer of the lamination has
the highest importance for a PV panel that is mounted on a solar racing car. The
upper layer of the solar panel should possess some unique features such as being
flexible, durable, transparent and having higher thermal conductivity. The enhanced
flexibility of the solar panel allows mounting the PV panel on the solar racing car,
which has a streamlined design. The improved durability prevents the panel against
the impacts. The higher transparency and thermal conductivity, on the other hand,
allows collecting higher solar irradiation and improves the PV efficiency and reduces
the PV temperature during the travel of the solar car by increasing the heat transfer
between cells and the surroundings. Semi-flex PV panels which are used on solar
vehicles are flexible along one-direction. This advantage makes it possible to cover
the surface of the solar vehicle, so it becomes possible to modify the aerodynamic
design and achieve a reduced drag on the skin of the solar vehicle.

2 Material and Method

2.1 Definition of the Problem and Boundary Conditions

In the current study, a three-dimensional model is developed to simulate the fluid
flow and heat transfer characteristics around a solar-powered racing car. The solar
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vehicle containing 384 solar cells is subjected to solar irradiation (see Fig. 6). A part
of the incoming solar irradiation is converted into electrical power. Convective and
radiative heat transfer takes place between the PV surface and the ambient and the
sky, respectively.

In Fig. 7, the dimensions of the solar car, i.e., Solaris 8, are provided. The car is
1.05 m in height, 1.8 m in width, and 4.5 m in length. The car is placed in an extended
computational domain to simulate the external flow over the car. The dimensions of
the computational domain and the position of the solar car inside the domain are
illustrated in Fig. 7. No-slip boundary condition is defined on the surface of the solar
car and the ground. Standard wall function is defined on the no-slip boundaries [14].

Fig. 6 Definition of the problem

Fig. 7 Dimensions of the solar racing car and the computational domain
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Table 1 Boundary
conditions in parametric
analyses

CASE Velocity (km/h) Isolar (W/m2)

A1 70 300

A2 70 500

A3 70 700

A4 70 900

B1 30 700

B2 50 700

B3 70 700

B4 90 700

B5 120 700

At the inlet, the uniform velocity field is defined, and at the outlet section, the pressure
outlet boundary condition is defined. A commercial computational fluid dynamics
solver ANSYS-FLUENT is used to resolve the flow field and energy equations itera-
tively. The implementation of the thermal boundary conditions, i.e., solar irradiation,
radiative and convective heat transfer, on the PV domain could be found elsewhere
[15].

In the current work, the solar irradiation is varied from 300 to 900W/m2 to obtain
the variation of the PV efficiency and the local temperature nonuniformities on the
PV panel as a function of the irradiation. Analyses conducted for different velocities
of the air that are defined as 30, 50, 70, 90 and 120 km/h. A total of nine parametric
runs are conducted, and the boundary conditions of each case are defined in Table 1.

2.2 Solution Method

Governing equations are expressed in the following forms to resolve 3D and steady-
state heat transfer problem over a solar racing car,

for mass:

∂

∂xi
(ui ) = 0 (9)

for momentum:

∂

∂xi

(
ρuiu j

) = − ∂p

∂xi
+ ∂

∂x j

[
μ

(
∂ui
∂x j

+ ∂u j

∂x j
− 2

3
δi j

∂ul
∂xl

)]
+ ∂

∂x j

(
−ρu′

i u
′
j

)

(10)
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for energy:

∂

∂t
(ρui ) + ∂

∂xi

(
uiρcpT

) = ∂

∂xi

(
λ

∂T

x j

)
+ S (11)

The Reynolds stresses in Eqs. (10) and (11) are evaluated by using the realiz-
able k-epsilon (k-ε) turbulence model. It has more strong features which accurately
predict boundary layers under strong adverse pressure gradients, separation, and
recirculation from the other turbulence models. The first transported variable is tur-
bulent kinetic energy (k), and the other transported variable is turbulent dissipation
(ε). Transport equations for the realizable k–ε model are as follows

∂

∂x j

(
ρku j

) = ∂

∂x j

[(
μ + μt

σk

)
∂k

∂x j

]
+ Gk + Gb − ρε (12)

∂

∂x j

(
ρεu j

) = ∂

∂x j

[(
μ + μt

σε

)
∂ε

∂x j

]
+ ρC1Sε − ρC2

ε2

k + √
vε

+ C1ε
ε

k
C3εGb

(13)

For the PV domain, on the other hand, the energy equation is defined as

0 = ∂

∂xi

(
λ

∂T

∂x j

)
+ S′′′ (14)

where S′′′ is the volumetric source term and includes the volumetric heat generation
(q ′′′) and volumetric power generation (P ′′′

out ) within the PV volume,

S′′′ = P ′′′
out + q ′′′ (15)

The volumetric heat generation, q ′′′, and the volumetric power generation, P ′′′
out,

terms are defined regarding the incoming solar radiation, Isolar, and the optical prop-
erties of the PV panel as

P ′′′
outtPV = −IsolarηPVαPV (16)

q ′′′tPV = Isolar(1 − ηPV)αPVτPV (17)

where αPV and τPV are the absorptivity and the transmissivity of the PV panel,
respectively. The panel efficiency is determined from the well-known Eq. (11) as

ηPV = ηmax(1 − βref(TPV − Tref)) (18)



A CFD Study on Photovoltaic Performance Investigation … 521

where ηmax is themaximumpanel efficiency at the reference temperature, Tref.βref is
the temperature coefficient and TPV is the panel temperature. Parameters of equations
are taken from the producer firm and Hendricks et al. [16] (see Table 2).

Themathematicalmodel is developed inANSYS-FLUENT software and resolved
iteratively with using the SIMPLE algorithm. Second-order upwind scheme is imple-
mented to predict the convective terms.Before going through the parametric analyses,
a preliminary survey is conducted to ensure that the mesh-independent results are
achieved. A nonuniformmesh distribution is generated by increasing the intensity of
the mesh near the no-slip surfaces to capture the high gradients. The number of mesh
not only affects the accuracy of the predicted results but also strongly determines
the required time to achieve the converged solution. In Fig. 8, the influences of the
total number mesh on both the drag coefficient and the solution time are given. It is
clear that increasing the total number of mesh from 282,832 to 2.6 million signifi-
cantly affects the drag coefficient. Beyond 2.6 million meshes, however, increasing
the number of mesh does not cause any significant change in the predicted results.
More intensivemesh structures are also tested but considering the computational cost

Table 2 Standard parameters used in analysis

Parameter Symbol Value Parameter Symbol Value

Panel area (m2) A 6 Absorptivity constant α 0.95

Efficiency η 0.224 Emissivity sky εs 0.95

Emissivity module εPV 0.90 Specific heat PV panel CPV 500

Laminated cell thickness
(mm)

tPV 1.1

Fig. 8 Influences of the number of mesh on the drag coefficient and required time for a solution
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Table 3 Drag coefficient values depending on variable velocity values

SV (km/h) CD Force (N) Power (kWh)

Solaris 8 solar car 30 0.191 7.55 0.063

50 0.183 20.11 0.279

70 0.178 38.33 0.745

90 0.175 62.31 1.558

120 0.145 91.77 3.059

and longer solution durations, see Fig. 8b, the optimum mesh number is determined
to be 2.653,423 [17].

3 Results and Discussion

In this section, the results of the numerical analyses are represented by considering
the aerodynamic and the thermal outputs. A total of nine steady-state analyses are
conducted by varying the velocity of the solar racing car and the incident solar
radiation acting on the PV panels.

3.1 Power Consumption of the Solar Racing Car

Table 3 reveals the variation of the drag coefficient of the solar car at five different
velocities ranging from 30 to 120 km/h. The CD reduces from 0.191 to 0.145 as the
velocity of the solar racing car increases from 30 to 120 km/h. Here, the aerodynamic
forces acting on the car and the power consumptions that are related to the aerody-
namic structure of the car are also given. Notice that, increasing the velocity of the
car by four times increases the force by 12 times. Besides, the power consumption of
the car increases more than 40 times as the velocity of the car increases from 30 km/h
to 120 km/h.

3.2 Power Generation of the Solar Racing Car

It is a well-known fact that the electrical output of a PV panel depends not only the
intensity of the incident solar radiation but also is affected by the panel temperature.
Current work aims to observe the variation of the temperature field on the solar car
to predict the distribution of the PV efficiencies. The solar racing car includes four
separatedPVpanels are placedon the top surface as (a) back, (b) side-1, (c) side-2, and
(d) front. The positions of the PV panels are illustrated in Fig. 9. In the current work,



A CFD Study on Photovoltaic Performance Investigation … 523

Fig. 9 PV group settlements
on the solar racing car

to represent an in-depth understanding of the electrical power generation efficiencies
of each PV panel, the local variations are also evaluated along the centerlines.

The influence of incoming solar radiation on the average PV panel temperatures,
efficiencies, and the power outputs are given in Table 4. Cases A1, A2, A3, and A4 are
corresponding to 300, 500, 700 and 900 W/m2 of solar radiation, respectively. For
the current set of analyses, the velocity of the solar racing car is 70 km/h. Referring
to Fig. 3, a, b, c, and d indicate the rear, side-1, side-2, and front panels of the
solar racing car. Regardless the intensity of the incoming solar radiation, the lowest
and highest temperatures are obtained at the front and rear panels, respectively. The
temperature difference between the front and rear panel, on the other hand, increases
as the solar radiation increases. As an instance, while the temperature difference is
1.76 °C for 300 W/m2 of solar radiation, the temperature difference becomes almost
6 °C at 900 W/m2 of solar radiation. The average PV temperature exceeds 60 °C at
900 W/m2 of solar radiation. At high-incoming solar radiations, the efficiency of the
PV panel drops below 20%. Even though the temperature of the rear PV panel is 6 °C
higher than the front one, considering the electrical efficiency of the PV panel, the
difference is nearly 2%. The side panels, i.e., side-1 and side-2, give almost the same
outputs for each case, due to the bilateral symmetry of the domain. Regarding the
power outputs of the panels, the highest energy output is obtained for the front panel
as the surface area of the front panel is the biggest. One should also notice that
increasing the solar intensity by three times, from 300 to 900 W/m2, the electrical
outputs of the panels increase an average of 2.78 times.

Figures 10 and 11 show the temperature contours on the PV surfaces at four
different solar radiation values. Increasing solar radiation increases the PV panel
temperatures. One should notice that the boundary layer development on the PV
panel reduces the convective heat transfer coefficient, and the panel temperature
increases along the flow direction from the leading edge to the canopy. It is also
interesting to note that the disturbance in the flow field due to the canopy causes an
enhanced heat transfer along the centerline of the rear PV and the lower temperatures
are observed at the downstream of the canopy.

In Table 5 and Fig. 12, the influence of the velocity of the solar racing car on
the average panel temperatures, panel efficiencies, and the power outputs is given.
Analyses are conducted for five different velocities with the incoming solar radia-
tion of 700 W/m2. Cases B1, B2, B3, B4, and B5 are corresponding to 30, 50, 70,
90, and 120 km/h, respectively. The highest and lowest panel surface temperatures
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Fig. 10 Temperature and efficiency distribution on PV module groups (Cases A)

Fig. 11 Temperature distributions on PV module groups (Cases A) (a) 300 W/m2, (b) 500 W/m2,
(c) 700 W/m2, (d) 900 W/m2

are obtained at the front and rear panels, respectively. The temperature difference
between the front and rear panels increases as the velocity of the car decreases. For
instance, the temperature difference is more than 10 °C at 30 km/h, and the difference
drops less than 3 °C at 120 km/h. The panel efficiencies increase as the velocity of
the car increases due to the enhanced heat transfer between the panel surface and
the ambient. However, even though the variation in velocity has a sharp change in
the efficiency at low velocities, the influence of the velocity on the panel efficiency
becomes slight at high-velocity values.

In Fig. 13, temperature fields are given on the top surface of the solar racing car.
The velocity field strongly determines the temperature distributions on the panels.
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Fig. 12 Temperature and efficiency distribution of PV module groups (Cases B)

Fig. 13 Temperature distributions on PV module groups (Cases B) (a) 30 km/h, (b) 50 km/h, (c)
70 km/h, (d) 90 km/h, (e) 120 km/h
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At lower velocities, the nonuniformity in the temperature field is more obvious.
Increasing the velocity of the solar racing car, on the other hand, enhances the heat
transfer coefficient and helps to keep the panel temperatures within a narrow range.

4 Conclusions

In this work, a mathematical model is developed to predict the power generation of
a solar racing car under various working conditions. The model includes both the
aerodynamics and thermal aspects and helps to provide an in-depth understanding
of the power generation of PV panels.

Acknowledgements Authors would like to thank S10 Solaris Solar Car Team members for their
help in the implementation of Computational Fluid Dynamics analysis and performing tests.
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Thermodynamic and Environmental
Assessments of Coal Gasification-Based
Multigeneration Plant

Murat Koc, Nejat Tukenmez and Murat Ozturk

Abstract Nowadays, the design of multigeneration integrated energy systems to
produce hydrogen, power, hot water, cold water, and fresh water plays important
role for developed and under developing countries. In this book chapter, the multi-
generation energy plant is designed and integrated with the coal gasification, water
gas shift reactor, Fisher-Tropsch reactor, single effect absorption chiller, gas turbine
cycle, hydrogen production and compression cycle, Kalina cycle, hot water pro-
duction cycle, drying cycle for power, heating–cooling, hot water, and compressed
hydrogen cycle. These subsystems are integrated into each other in order to obtain
useful outputs from the integrated energy system. The Engineering Equation Solver
software program has been utilized for thermodynamic and environmental analyses
of multigeneration integrated energy system. At the same time, the environmental
impact analysis is carried out for single production, cogeneration, trigeneration, and
multigeneration types. The whole integrated energy system’s energetic and exergetic
efficiencies are calculated as 59.16 and 56.43%. In addition, the performance analysis
of each subsystem is carried out and discussed.
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1 Introduction

Multigeneration systems play an important role in demanding the energy needs of
developed and under developing countries. The increase in the human population
and necessities has led to the development of industrialization. Therefore, the energy
demand for sustainability development is increasing day by day. But, most of the
energy needs are obtained from carbon-based fuels. As it is known, the effects of
these energy generation systems on the environment should be considered due to the
harmful emission gases emitted by the fossil fuel systems. Therefore, the multigen-
eration systems play a key role in using fossil fuels more efficiently.

It is a heterogeneous, flammable fossil stone composed of organic and inorganic
materials. Its organic structure consists mainly of carbon, hydrogen, and oxygen and
a small amount of sulfur and nitrogen. Thousands of years under the appropriate
conditions of plants under the fossilization of soil is formed by the content of coal
according to the content of plant also shows change. Coal is the most common fossil
source in the world.

Rosen andDincer [1] have demonstrated the relationship between the environmen-
tal problems and exergy. In their paper, the energy and environmental relations are
mentioned, and energy efficiency decreases the environmental impacts by decreasing
energy loss. It was also stated that increasing exergy efficiency in practical appli-
cations by using exergy methods is the great importance for environment. In the
study, the waste exergy emissions, resource utilization, and environmental relations
are revealed.

Wall and Gong [2] have discussed the relationship between sustainable develop-
ment and exergy analysis. In the first part of this study consisting of two parts, terms
and concepts, and in the second part, indicators and methods are discussed. Exergy
analysis was found to be a useful way in determining the conversion of cycle from
emissions and pollution. The concept of sustainability is explained in relation to the
exergy flow across the world.

Rosen andDincer [3] have examined the power systems in terms of energy, exergy,
and cost analyses, and applied the analysis results on a modern coal-fired electric
power system. The study is handled in terms of general power plant as well as
turbine, generator, steam boilers, heaters, and condensers. One of the most important
points here is the relation of thermodynamic losses with cost. The results show
that the systematic relationship between the energy losses and unit costs cannot be
established, and can be established with exergy loss. The obtained results are useful
in terms of the acquiring knowledge about thermodynamic losses and unit costs in
the design of systems.

Bisio [4] has discusses what can be done to increase the efficiency of systems
that produce low levels of energy. Author emphasized how to increase the efficiency
of low enthalpy systems such as geothermal and solar energy. He stated that the
absorption of heat or heat exchangers and their combinations in these systems are
some of the points that can be improved in low-level energy systems.
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Koroneos et al. [5] have stated that despite the existing technology, renewable
energy sources are lower than fossil fuel use, but they have shown that oil crises
direct people to new energy sources. They considered the solar, wind, and geothermal
power as themost important sources of renewable energy, and investigated the system
performance based on the exergy analysis.

Rosen and Dincer [6] have examined the results obtained by different selection of
dead-state characteristics in the energy and exergy assessments of coal-fired power
cycle. The system has been examined both in general and for turbine, boiler, con-
denser, and heaters separately. The study was placed on two different surfaces. The
first one is the energy and exergy values obtained by selecting different dead-state
properties, the second is the effects of different dead states on the energy and exergy
results of whole system.

Energy, which has an important place in human life, has a significant role in the
development of countries and competition between other countries. Energy needs are
increasing day by day due to the increase in world population and the development
of technology. After the Iindustrial Revolution, energy has been used in every field
of life together with the developing industry. Lack of energy in the world, falling
standards of living for developed countries means poverty for developing countries
[7].

When the world coal reserves are analyzed, it is stated that coal has a life span of
approximately 114 years depending on consumption estimates. The countries with
the highest reserves worldwide are America, Russia, and China. Considering that the
harmful effects of fossil fuels and their duration of extinction are limited, it is very
important to use these resources efficiently [8]. The use of fossil resources in world
energy production is quite common. More than half of the world’s energy production
is produced from fossil sources [9]. One of these fossil sources is coal [10].

In addition to generating electricity by burning coal in thermal power plants, it
is possible to produce hydrogen energy which is considered as the energy of the
twenty-first century by applying different operations. Hydrogen energy is not pure in
nature. Because hydrogen is lighter than air, it is present in the earth as components.
Therefore, hydrogen is not an energy source but an energy carrier [11].

Mohhimi et al. [12] have examined a novelmodel of an integrated cooling, heating,
and power (CCHP) cycle including 4E (Energy, Exergy, Economic, and Environmen-
tal) using a cooling cycle, Rankine cycle, Brayton cycle, and tap water heater in this
study. They have performed the performance evaluation of system with energetic
and exergetic analyzes. In addition, they have conducted an environmental impact
analysis to compare the new multigeneration cycle with simple Brayton cycle.

Ahmadi et al. [13] have realized the efficiency analysis and optimization of multi-
national combined energy system for heating, cooling, electricity, and hot water
production from a common energy source. This multi-energy system consists of
four parts: Rankine cycle, ejector refrigeration cycle, gas turbine cycle, and domes-
tic water heater. They have performed an optimization study for system to determine
the optimum values of selected design parameters affecting the plant efficiency.

Ghorbani et al. [14] have designed and analyzed an integrated system for cogener-
ation cycle for residential buildings in one of the Persian Gulf towns in southern Iran.
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In order to provide the necessary thermal energy, the collectors on the house roof,
Kalina system for integrated power production and seawater desalination systems for
fresh water production are used for domestic applications. The system is simulated
via TRNSYS, HYSYS, and MATLAB programs.

Dincer et al. [15] have explained the basic principles of energy, entropy, and
exergy. They have studied many modeling techniques and optimization methods
which are important in energy system optimization. At the same time, they have
worked for mathematical modeling of an optimization problem. They have shown
that optimization is an important method in engineering to determine the best and
optimal value for a decision variable of systems. They have benefited from the differ-
ent optimization methods for desired equations which are expressed as the objective
function. While implementing these optimization methods, they have taken care to
keep the parameters that are beneficial for all productivity studies and product qual-
ity, and similar system to be considered as a loss to the system and also to minimize
the environmental effects, such as global warming. They have benefited from var-
ious engineering software programs for mathematical modeling and optimization
algorithms. This study provides important information about mathematical model-
ing and optimization methods for studies in the field of energy systems design and
optimization.

Akrami et al. [16] have developed a geothermal-assisted multigeneration plant
that includes organic Rankine cycle, domestic water heating, absorption refrigeration
system, and PEM electrolyzer to produce electricity, heating, cooling, and hydrogen.
In addition, the effects of some important variables on the plant have investigated.
The energy and exergy efficiencies of multi-production plant have computed for
changing conditions.

Yilmaz et al. [17] have examined a coal gasifier-supported multigeneration plant
for hydrogen generation and liquefaction. Their paper results show that the energy
and exergy performance of combined system are 58.47% and 55.72%.

The main purpose of this book chapter is to examine the thermodynamic per-
formance and environmental impact evaluation for a new integrated energy system
with coal gasification. On this topic, the energetic and exergetic performances and
environmental impact evaluations are investigated in detailed for the proposed study.
Also, to conduct a parametric work, to define the impacts of different factors on
the whole energy and exergy efficiency of combined plant and its subsystems. The
private purposes of this suggested book chapter are listed as follows;

• To design a novel coal gasification-supported combined plant for purpose of the
multiple production.

• To analyze in detail thermodynamic and environmental impact assessments of
proposed plant.

• To investigate energy and exergy loses of the proposed combined plant and its
sub-plants.
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2 Integrated Plant Design

A schematic presentation of multigeneration integrated energy system, which is car-
ried out for thermodynamic, performance and environmental impact analyses is given
in Fig. 1. Also, the design indicators for coal gasification-supported multigeneration
system are written in Table 1. The most important component of coal gasification-
based system is the coal gasification reactor. The coal, to be fed to the preferred
type of gasifier, is sent to the coal gasifier with flow number 1. The air required for
gasification takes 2 air flows into the air fan. Then, it sent to the gasifier by flowing
through number 3 stream by means of air fan. The produced synthesis gas emerges
from the gasifier by stream 4, and enters the cyclone in order to remove the ash.
H2S and CO2 are then removed from the synthesis gas which is sent to the acid
removal unit with flow number 6, and the synthesis gas is sent to HEX 1 by flow 8.
After passing the synthesis gas from HEX1, a portion of synthesis gas is sent to the
high-temperature- and low-temperature water gas shift (WGS) reactors for hydrogen
enrichment in order to generate hydrogen in the system with flow 12. The operating
temperature of high-temperature WGS reactor ranges from 350 to 600 °C, and also
the temperature of low-temperature WGS reactor ranges from 150 to 300 °C [18]. In
addition, theWGS reactors generally operate with an average pressure of 20 bar. The
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Table 1 Main input
indicators for combined plant

Parameters Values

Dead-state temperature, To (°C) 25

Dead-state pressure, Po (kPa) 101.3

Air compressor pressure ratio, rAC 8

Isentropic efficiency of air compressor, ηAC (%) 83

Coal mass flow rate, ṁ1 (kg/s) 2.48

Coal moisture content, (wt%) 4.98

Coal ash content for dry basis, (wt%) 15.92

Lover heating value of coal for dry basis, LHVcoal
(kJ/kg)

27,128

High heating value of coal for dry basis, HHVcoal
(kJ/kg)

28,342

Temperature of coal gasifier, TCG (°C) 725

Temperature of combustor, TCC (°C) 850

Gas turbine inlet pressure, P23 (kPa) 16,587

Gas turbine inlet temperature, T23 (°C) 847

Kaline turbine inlet pressure, P46 (kPa) 7746

Kaline turbine inlet temperature, T46 (°C) 372

Isentropic efficiencies of gas turbine, ηis,GT (%) 80

Isentropic efficiencies of pumps, ηis,P (%) 80

Isentropic efficiencies of Kaline turbine, ηis,KT (%) 75

PEM temperature, TPEM (°C) 80

PEM electrolyzer thickness, DPEM (µm) 100

COPen of SEAC 0.7654

COPex of SEAC 0.2453

synthesis gas sent to the compressor by flow 13, and the compressed gas is sent to
the WGS reactor by flow 14. It is a process of obtaining gas and liquid hydrocarbon
mixtures from synthetic gases containing hydrogen and carbon monoxide gases.

The most important advantage of this technology is that it has a wide product
potential. This synthesis, where it is possible to produce products from fuel to other
valuable chemicals, does not contains sulfur, nitrogen, or heavy metal contaminants
and contains a low number of aromatic hydrocarbons. The synthesis gas, which is
rich in hydrogen and carbon monoxide, is sent to the Fischer-Tropsch Reactor (FTR)
with flow 15. Synthetic fuel is extracted from the reactor with flow 16. To ensure the
cooling requirement, the exhaust gas enters the generator of single-acting absorption
cooling cycle with flow 17. The weak fluid solution at number 33 is pumped through
the pump 2 to reach the generator of the absorption refrigeration cycle through the
passage 34 through the solution-HEX. In stream 37, water is removed from the fluid
solution, and the strong fluid solution is sent to solution-HEX. It then passes through
expansion valve 2 with flow 38 and returns to the absorber of cooling system with
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stream 39. On the other hand, the water vapor exits the generator 1 with flow number
36, and enters the condenser. When the fluid passes through the condenser, heat
energy is transferred to the cooling water. The working fluid flows into the expansion
valve with flow 30, and the pressure drops at desired levels. Then, the fluid vapor
enters the evaporator with stream 31. The saturated steam from evaporator turns into
the absorber with flow 32, and also completes the cycle. The water leaving generator
1 then enters the pump with stream 18 before being recycled in the FT reactor and
then enters the FT reactor with flow no 19. The synthesis gas is sent to the combustion
chamber with flow 10.

At the same time, the air flowing from air compressor is sent to the combustion
component with flow 21. To ensure the electricity generation from integrated cycle,
the exhaust gas leaving from combustion component enters the gas turbine with flow
22. Because of the high enthalpy of exhaust gaseous from gas turbine with flow 16, it
can be used to drive its subsystems. After that, the exhaust gaseous from gas turbine
is sent to superheater with flow 23 for Kalina cycle. Then, the exhaust gas enters
the evaporator with stream 24. The saturated steam from evaporator, to save energy
and reduce emissions is sent to the economizer with flow 25. The exhaust gas from
economizer enters the PEM water heater with flow 26. The exhaust gas entering the
HEX4 with flow 27 is sent to the hot water storage tank (HWST) with flow 28 to
heat the cold water in the HWST. Exhaust gas is released into the environment with
flow 29.

The water flowing into the HWST with flow 77 is out of the storage tank as hot
water with flow 78. The cold air coming into the system with flow 71 is heated
in HEX4, and then the hot air is sent to the dryer with flow 72. In this way, the
wet products coming into the dryer with flow 75 come out of the dryer as a dry
product by flow 76.With flow 54, the fluid from the economizer enters the evaporator
1 again. The saturated fluid is then sent to the separator with flow 55. The fluid,
which is cleaned in the separator, is sent to superheater with flow 56. The clean
fluid heated in the superheater is sent to the turbine with flow 46 for electricity
generation. The fluid exiting the turbine is sent to the 3-way valve with flow 47.
The non-purified fluid in the separator is sent to HEX3 by flow 57. The fluid from
HEX3 enters the evaporator 3 with flow 58, and is sent to the 3-way valve with
flow 59. The fluid exiting from the 3-way valve enters the HEX4 with flow 48, then
sent to condenser 1 for condensation with flow 49, and the condensing fluid sent to
pump 3 to be sent back to HEX4 with flow 50. The fluid is then pumped through
flow 51 into HEX4. The fluid is sent to HEX3 via flow 52 after leaving HEX4. The
fluid coming out of HEX3 is again sent to the economizer with flow 53. The fluid
exiting the economizer is sent to evaporator 1 by flow 54. The saturated fluid from
the evaporator 1 is sent back to the separator with flow 55. Thus, the Kalina cycle
for electricity generation is completed. PEM electrolyzer unit is used to generate
hydrogen in the multigeneration energy production cycle. The pure water required
for PEM electrolyser is sent to PEM water heater with flow 62. The pure water
required for electrolyser is heated up to the electrolysis operating temperature in
the PEM water heater, and then enters the electrolyser with flow 63. Oxygen and
hydrogen are produced in the PEM electrolyzer. The produced hydrogen is passed
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through a 3-stage compression cooling process to the hydrogen storage tank. The
stored hydrogen and oxygen are used in subsequent applications.

3 Thermodynamic Assessment of Integrated System

In this subsection, the comprehensive energetic and exergeticmodeling examinations
are given. The mass, energetic, entropy, and exergetic balance equations are very
essential in the first step of energy and exergy analyses for defining the input/output
of heat and electricity, entropy generation, and exergy destruction rate, and also
energy and exergy efficiencies of analyzed integrated system [19]. The mass, energy,
entropy, and exergy balance equalities can be written as

∑
ṁ in =

∑
ṁet (1)

∑
ṁ inhin +

∑
Q̇in +

∑
Ẇin =

∑
ṁethet +

∑
Q̇et +

∑
Ẇet (2)

∑
ṁ insin +

∑(
Q̇

T

)

in

+ Ṡgen =
∑

ṁetset +
∑(

Q̇

T

)

et

(3)

∑
ṁ inexin +

∑
Ė x Q

in +
∑

Ė xWin =
∑

ṁetexet +
∑

Ė x Q
et +

∑
Ė xWet + Ė xD

(4)

In Eq. (1), ṁ, subscripts in and et show the mass flow rate, inlet, and exit status. In
Eq. (2), Q̇, Ẇ and h represent the heat and work transfer rate, and specific enthalpy.
In Eq. (3), s and Ṡgen refer the specific entropy and entropy generation rate. In Eq. (4),
the exergy destruction rate, exergy rate of heat and work transfer, and specific exergy
are

Ė xD = T0 Ṡgen (5)

Ė xQ =
(
1− To

T

)
Q̇ (6)

Ė xW = Ẇ (7)

ex = exph + exch (8)

The flow or physical exergy is

exph = h − ho − To(s − so) (9)
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The chemical exergy equation for gas mixture can be defined as

exchmix =
∑

yiex
ch
i + RTo

∑
yi lnyi (10)

where yi shows the mole fraction of component i in gas mixture. The chemical
exergetic equation of fuel sources is

exchfuel =
(
LHVfuel + wmhfg

)
βdy + 9417 s (11)

where LHVfuel and wm show the lower heating value and moisture content, hfg illus-
trates the water latent heat at reference conditions, and also s is the sulfur mass
fraction. Finally, βdy can be given depending on the dry decomposition of solid
fuels.

βdry = 0.1882
H

C
+ 0.061

O

C
+ 0.0404

N

C
+ 1.0437 (12)

Equation (12) is valid only when the O/C ratio is less than 0.667. The ultimate
analysis results of coal arewritten in Table 2. In addition to that, the balance equations
for integrated system components are given in Table 3.

Energetic efficiency term is an evaluation of beneficial energy form from any
plant to the input power for this plant. Also, an exergy efficiency equation should be
defined based on an exergetic content of plant inputs and outputs, which presents a
better insight of plant performance. The energy and exergy efficiency equations are
written for integrated plant and its sub-plants under steady-state status.

For coal gasification sub-plant

ηCGP = ṁ9h9 + (ṁ12h12 − ṁ11h11)

ṁ1h1 + ṁ3h3 + ẆAB
(13)

ψCGP = ṁ9ex9 + (ṁ12ex12 − ṁ11ex11)

ṁ1ex1 + ṁ3ex3 + ẆAB
(14)

For gas turbine cycle sub-plant

Table 2 Ultimate assessment
of coal utilized in this study

Compound Dry basis Dry ash free basis (wt%)

C 0.7279 0.8688

H 0.367 0.441

N 0.262 0.328

S 0.138 0.167

O 0.192 0.234
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ṁ
4
=

ṁ
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ṁ
4
s 4

+
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+ṁ

8
s 8

ṁ
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Ė
x D

,H
E
X
1

C
om

pr
es
so
r

ṁ
13

=
ṁ
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ṁ
14
s 1

4
ṁ
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Ė
x D

,C
om

p

W
at
er

ga
s
sh
if
tr
ea
ct
or

ṁ
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Ė
x
Q L
,W

G
SR

+
Ė
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ṁ
16
s 1

6
+

ṁ
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ṁ

21
h
21

=
ṁ
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Ẇ

G
T

ṁ
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ṁ

56
=

ṁ
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Ẇ
T
ur
+

Ė
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Ė
x D

,H
C
1



542 M. Koc et al.

ηGTC = ẆGT − ẆAC

ṁ22h22
(15)

ψGTC = ẆGT − ẆAC

ṁ22ex22
(16)

For WGSR sub-plant

ηWGSR = ṁ15h15
ṁ12h12 + ṁ14h14

(17)

ψWGSR = ṁ15ex15
ṁ12ex12 + ṁ14ex14

(18)

For FTR sub-plant

ηFTR = ṁ16h16 + ṁ17h17
ṁ15h15 + ṁ19h19

(18)

ψFTR = ṁ16ex16 + ṁ17ex17
ṁ15ex15 + ṁ19ex19

(19)

For SEAC sub-plant

ηSEAC = Q̇Cooling

(ṁ17h17 − ṁ18h18) + ẆP2
(20)

ψSEAC = Ė x Q
Cooling

(ṁ17ex17 − ṁ18ex18) + ẆP2
(21)

For Kalina cycle sub-plant

ηKC = ẆKC + (ṁ61h61 − ṁ60h60)

ẆP3 + (ṁ46h46 − ṁ56h56) + (ṁ55h55 − ṁ54h54) + (ṁ54h54 − ṁ53h53)
(22)

ψKC = ẆKC + (ṁ61ex61 − ṁ60ex60)

ẆP3 + (ṁ46ex46 − ṁ56ex56) + (ṁ55ex55 − ṁ54ex54) + (ṁ54ex54 − ṁ53ex53)
(23)

For hydrogen production sub-plant

ηHP = ṁ65LHVH2

ṁ63h63 + ẆPEM
(24)

ψHP = ṁ65exH2

ṁ63ex63 + ẆPEM
(25)
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For hydrogen compression sub-plant

ηHC = ṁ71h71
ṁ65h65 + ∑

ẆHC
(26)

ψHC = ṁ71ex71
ṁ65ex65 + ∑

ẆHC
(27)

For dryer cycle sub-plant

ηDC = Q̇Dryer

ṁ73(h73 − h74)
(28)

ψDC = Ė x Q
Dryer

ṁ73(ex73 − ex74)
(29)

For hot water production sub-plant

ηHWP = (ṁ78h78 − ṁ77h77)

(ṁ28h28 − ṁ29h29)
(30)

ψHWP = (ṁ78ex78 − ṁ77ex77)

(ṁ28ex28 − ṁ29ex29)
(31)

For whole system

ηWS = ẆGT + ẆKC + ṁ71LHVH2 + Q̇Heating + Q̇Cooling + Q̇Dryer + Q̇Hot_water

ṁ1LHVcoal + ∑
Ẇp + ∑

ẆHC + ẆAC

(32)

ψWS = ẆGT + ẆKC + ṁ71exH2 + Ė x Q
Heating + Ė x Q

Cooling + Ė x Q
Dryer + Ė x Q

Hot_water

ṁ1excoal + ∑
Ẇp + ∑

ẆHC + ẆAC

(33)

The energetic and exergetic COP for SEAC sub-plant are

COPen = Q̇Eva1

Q̇Gn + ẆP2
(34)

COPex = Ė x Q
Eva1

Ė x Q
Gn + ẆP2

(35)

The energetic and exergetic performance equalities for combined plant single
generation alternative can be defined as
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ηsngen = ẆRC + ẆKC

ṁ1LHVcoal + ẆAB + ẆAC + ẆP3
(36)

ψsngen = ẆRC + ẆKC

ṁ1excoal + ẆAB + ẆAC + ẆP3
(37)

Different energetic and exergetic performance equalities for combined plant
cogeneration alternative are given as

ηcogen,I = ẆGT + ẆKC + Q̇Cooling

ṁ1LHVcoal + ẆAB + ẆAC + ẆP2 + ẆP3
(38)

ηcogen,II = ẆGT + ẆKC + ṁ16LHVFuel

ṁ1LHVcoal + ẆAB + ẆAC + ẆP1 + ẆP3
(39)

ηcogen,III = ẆGT + ẆKC + ṁ71LHVH2

ṁ1LHVcoal + ẆAB + ẆAC + ∑
ẆHC + ẆP3

(40)

ψcogen,I =
ẆGT + ẆKC + Ė x Q

cooling

ṁ1excoal + ẆAB + ẆAC + ẆP2 + ẆP3
(41)

ψcogen,II = ẆGT + ẆKC + ṁ16exFuel
ṁ1excoal + ẆAB + ẆAC + ẆP1 + ẆP3

(42)

ψcogen,III = ẆGT + ẆKC + ṁ71exH2

ṁ1excoal + ẆAB + ẆAC + ∑
ẆHC + ẆP3

(43)

Different energetic and exergetic performance equations for combined plant tri-
generation alternative can be written as follows:

ηtrigen,I = ẆGT + ẆKC + Q̇Cooling + ṁ16LHVFuel

ṁ1LHVcoal + ẆAB + ẆAC + ẆP1 + ẆP2 + ẆP3
(44)

ηtrigen,II = ẆGT + ẆKC + Q̇Cooling + ṁ71LHVH2

ṁ1LHVcoal + ẆAB + ẆAC +ẆP2 + ẆP3 + ∑
ẆHC

(45)

ηtrigen,III = ẆGT + ẆKC + ṁ16LHVFuel + ṁ71LHVH2

ṁ1LHVcoal + ẆAB + ẆAC + ẆP1 + ẆP3 + ∑
ẆHC

(46)

ψtrigen,I =
ẆGT + ẆKC + Ė x Q

cooling + ṁ16exFuel

ṁ1excoal + ẆAB + ẆAC + ẆP1 + ẆP2 + ẆP3
(47)

ψtrigen,II =
ẆGT + ẆKC + Ė x Q

cooling + ṁ71exH2

ṁ1excoal + ẆAB + ẆAC +ẆP2 + ẆP3 + ∑
ẆHC

(48)

ψtrigen,III = ẆGT + ẆKC + ṁ16exFuel + ṁ71exH2

ṁ1excoal + ẆAB + ẆAC + ẆP1 + ẆP3 + ∑
ẆHC

(49)
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The energetic and exergetic performance equations for multigeneration option are
given inEq. (32) and (33), respectively.Also, the energetic and exergetic performance
equations for integrated plant components are written in Table 4.

3.1 Environmental Impact Assessment of Integrated Plant

The environmental impact assessment study is an investigation of negatively or
positively feasible impacts on the natural ambient conditions including ecological
process, accounting for technical, financial, and social indexes. The environmental
impact analysis includes the identification, evaluation, and assessment of environ-
mental impacts and mitigation options. In this book sub-chapter, the normalized
CO2 emission and sustainability evaluation considerations are utilized for ecological
effect analysis for coal gasification-based multigeneration cycle. To investigate the
CO2 emission rates for coal gasification-based plant, four status based on the single
generation (SG), cogeneration (CG), trigeneration (TG), and multigeneration (MG)
options given in Eqs. (36–49) and Eqs. (32–33) are examined. In addition to that, the
CO2 emission rates are described for each status. In the first status, the electricity
generation is investigated based on the CO2 emission rates. In the second status, dif-
ferent useful cogeneration options are analyzed. In the third status, different useful
trigeneration options are investigated based on the CO2 emission rates. In the last
option, the whole multigeneration cycle for power, hydrogen, heating, cooling, hot
water, diesel fuel, wax, and LPG generation is investigated. The CO2 emission rate
in each status can be written as given below

εSG = ṁCO2

Ẇnet
(50)

εCG = ṁCO2

Co− generation
(51)

εTG = ṁCO2

Tri− generation
(52)

εMG = ṁCO2

Multi− generation
(53)

4 Results and Discussion

Table 5 illustrates the energy efficiency for subsystems of integrated energy pro-
duction system and overall system. As seen from Table 5, the energy and exergy
efficiency for Fischer-Tropsch reactor has higher values than the other subsystems.
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ṁ

6
h
6

ψ
A
G
R
=

ṁ
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(ṁ
14
h
14

−
ṁ
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Ẇ

C
om

p
ψ
C
om

p
=

(ṁ
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ṁ

18
h
18

)/
Ẇ
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(ṁ
41
h
41
−ṁ
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−ṁ

42
ex

42
)

(ṁ
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−ṁ

33
h
33

)
ψ
A
bs

=
(ṁ

45
ex

45
−ṁ
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(ṁ

10
ex

10
+ṁ

21
ex

21
)

G
as

tu
rb
in
e

η
G
T
=

Ẇ
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+ṁ

65
h
65

)

ṁ
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Table 5 Thermodynamic analysis outputs for coal gasification-based combined plant

Sub-parts Energetic
efficiency (%)

Exergetic
efficiency %)

Exergy
destruction rate
(kW)

Exergy
destruction ratio
(%)

Coal gasifier 52.36 48.14 18,245 25.97

Gas turbine
cycle

46.17 42.28 13,867 19.74

Water gas shift
reactor

48.15 43.58 4102 5.84

Fischer-Tropsch
reactor

64.56 61.22 6547 9.32

Hydrogen
production

55.72 53.22 6806 9.69

Hydrogen
compression

19.21 16.24 3765 5.36

Kalina cycle 22.53 19.67 8246 11.74

SEAC 17.14 15.26 3365 4.79

Dryer cycle 69.34 65.47 2962 4.22

Hot water cycle 76.52 72.43 2338 3.33

Whole system 59.16 56.43 70,243 100

The results of proposed combined plant for multigeneration are given in Table 6.
The highest output of the integrated energy system with 7406 kW in gas turbine is
shown in Table 6.

The graphs obtained from the results of parametric studies performed by changing
the different working parameters of system are given in this section. Parametrical
studies are conductedwith the help of EES software program to investigate the effects
of absorption chiller evaporator temperature, dead-state temperature, coal mass flow
rate, and coal gasifier temperature on the system performance and useful outputs.

Table 6 Integrated coal
gasification-based power
plant outputs

Plant outputs Values

Produced electricity from gas turbine, ẆGT 16,525 kW

Produced electricity from Kalina turbine, ẆKT 6288 kW

Produced cooling, Q̇Cooling 4822 kW

Produced heating, Q̇Heating 4057 kW

Produced hot water, Q̇Hot_water 7406 kW

Produced drying, Q̇Drying 6285 kW

Mass flow rate of diesel fuel, wax, and LPG,
ṁFuel

2.437 kg/s

Mass flow rate of produced hydrogen, ṁHydrogen 0.074 kg/s
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Fig. 2 Impacts of dead-state temperature on energy efficiencies

Analyzing the results of these parametric studies with graphs is very important to
see the changes in various sub-components.

The impacts of changing dead-state temperature on the energy and exergy effi-
ciencies, system outputs from subsystems, and the whole system are analyzed. The
effects of increased dead-state temperature on the energetic efficiency, exergetic effi-
ciency, and beneficial system outputs of integrated system and its subsystems are
illustrated in Figs. 2, 3 and 4, respectively.

The effects of the changing coal mass flow rate on the energy efficiency, exergy
efficiency, and system outputs of subsystems and the whole system are investigated.
The impacts of increased coal mass flow rate on the energetic efficiency, exergetic
efficiency, and beneficial system outputs of the integrated cycle and its sub-cycles
are shown in Figs. 5, 6 and 7, respectively. The impact of the changing coal gasifier
temperature on the energy efficiency, exergy efficiency, and system outputs of sub-
systems and the whole system are investigated. The effects of increased coal gasifier
temperature on the energetic performance, exergy efficiency, and beneficial system
outputs of the integrated system and its sub-parts are presented in Figs. 8, 9 10,
respectively.
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Fig. 3 Impacts of dead-state temperature on exergy efficiencies
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Fig. 4 Effects of dead-state temperature on useful outputs, hydrogen, and fuel production rate
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Fig. 5 Effects of coal mass flow rate on energy efficiencies
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Fig. 6 Effects of coal mass flow rate on exergy efficiencies
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Fig. 7 Effects of dead-state temperature on useful outputs, hydrogen, and fuel production rate
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Fig. 8 Effects of coal gasifier temperature on energy efficiencies
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Fig. 9 Effects of coal gasifier temperature on exergy efficiencies
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Fig. 10 Effects of coal gasifier temperature on useful outputs, hydrogen, and fuel generation rate
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Fig. 11 Comparison of exergy efficiency, carbon dioxide, and carbon monoxide emissions of
production system for coal gasification-based integrated system

4.1 Environmental Impact Results

Figure 11 presents a comparison of the exergy efficiency, and also the CO2 and CO
emissions of four productionmodels for (i) power, (ii) power and heating, (iii) power,
heating and cooling, and (iv) multigeneration cycles. It is seen that the multigener-
ation plant has less carbon dioxide emissions than other processes examined, and
in addition to that provides an important motivation for the use of multigeneration
cycles. It is also seen that the multigeneration process has higher energy and exergy
efficiencies than other production processes. Another significant point is that the
multigeneration plant has less CO emissions than other production plants, and this
provides an important motivation for increasing the use of multigeneration plant.
The amount of CO emission is significantly less than the carbon dioxide emission
amount of the gasification cycle for multigeneration integrated system.

The effects of changing coal gasifier temperature on theCO2 andCOemissions for
the four productionmodels are investigated. The effects of increased coal gasification
temperature on the carbon dioxide and carbon monoxide emissions for the four
productionmodels are shown in Figs. 12 and 13, respectively.As seen in these figures,
the carbon dioxide and carbonmonoxide emissions decrease with the increasing coal
gasification temperature from 600 to 800 °C.



554 M. Koc et al.

600 625 650 675 700 725 750 775 800
250

300

350

400

450

500

550

600

Coal gasifier temperature(oC)

C
ar

bo
n 

di
ox

id
e 

em
is

si
on

s (
kg

/k
W

h)
Syngen
Cogen,I
Cogen,II
Cogen,III
Trigen,I
Trigen,II
Trigen,III
Multi-gen

Fig. 12 Effects of coal gasifier temperature on carbon dioxide emissions
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5 Conclusion

In this book chapter, comprehensive thermodynamic and environmental impact
assessments are performed for multigeneration energy plant integrated with coal
gasification. In this regard, energetic and exegertic performance, and also the envi-
ronmental impact analyses are carried out for single production, cogeneration, trigen-
eration, and multigeneration. The effects of varying environmental and coal gasifier
temperatures, as well as the coal mass flow rate on the performance and irreversibil-
ity rates of whole system and subsystems are investigated. Finally, the CO2 and CO
emissions of single generation, cogeneration, trigeneration, andmultigeneration sys-
tems are examined and compared. Some prominent outcomes can be summarized as
below:

• The whole combined energy system energetic and exergetic efficiencies are 59.16
and 56.43%, respectively

• The whole irreversibility rate of suggested plant is 70,243 kW. Also, the maxi-
mum exergy destruction ratio is shown in the coal gasifier with 25.97%, while the
minimum exergy destruction rate is seen in the hot water production cycle with
3.33%.

• The produced electricity from the gas turbine and Kalina cycle are computed as
16,525 and 6288 kW, respectively.

• The cooling and heating loads are calculated as 4822 and 4057 kW, respectively.
• The hydrogen generation rate of the modeled plant is 0.074 kg/s.
• It can be concluded that multigenerational systems are better than other production
systems (single, cogeneration, and trigeneration) in terms of their carbon dioxide
and carbon monoxide emissions.

Finally, multigeneration energy systems are more advantageous in terms of both
thermodynamic and environmental impact assessments. Also, in these systems, it is
possible to achieve higher performance with various design variations.
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A Novel Multigeneration Energy System
for a Sustainable Community

Reza Alizade Evrin and Ibrahim Dincer

Abstract In this study, we propose and discuss an integrated system that consists
of a novel configuration of six subsystems. The proposed system is developed and
analysed thermodynamically through energy and exergy approaches. The presented
multigeneration energy system is developed for a sustainable community that allows
a wide range of conservation and production approaches. The system includes a ther-
mal energy storage system, an absorption cooling refrigeration system, a geothermal
steam power plant, a solar photovoltaic/thermal (PV/T) system, wind turbines, a heat
pump and a hydrogen storage system. The renewable energy sources considered in
this integrated system are geothermal, solar and wind. The proposed multigenera-
tional system can provide five commodities, namely hot water, hydrogen, electricity,
heating and cooling. To achieve the zero-energy community (ZEC) concept, the aver-
age goal should be in step-by-step fashion. While phase setting is very important in
terms of energy, it provides the flexibility to develop an approach to the zero-energy
base community, which suggests that energy solutions need to be balanced with bud-
gets. The phase difference extends to the annual cycle. As an example, zero energy
approach allows the community to generate additional PV production. This novel
multigeneration system has overall energy and exergy efficiencies of 62.5% and
47.3%, respectively.
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ex Specific exergy (kJ/kg)
Ė xd Exergy destruction rate (kW)
h Enthalpy (kJ/kg)
ṁ Mass flow rate (kg/s)
P Pressure (P)
Q̇ Heat rate (kW)
s Specific entropy (kJ/kg K)
T Temperature (K)
V Velocity (m/s)
Ẇ Work rate (kW)

Greek Letters

ηen Energy efficiency
ηex Exergy efficiency
ρ Density (kg/m3)

Acronyms and Abbreviations

act Actual
G Generator
P Pump
RC Rankine cycle
LH2 Liquid hydrogen
SOFC Solid oxide fuel cell
GFE Gibbs free energy
N Number of cells in series
LHV Low heat value
HHV High heat value
PV/T Photovoltaic thermal
COP Coefficient of performance
C Compressor
EES Engineering equation solver
TES Thermal energy storage
FC Fuel cell
PA Pump A
PB Pump B
PEME Polymer electrolyte membrane electrolysis
GDP Gross domestic product
GHG Greenhouse gas
HEXA Heat exchanger A
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HEXD Heat exchanger D
HS Heat storage
OWV One-way valve
EV Evaporator A
G Generator
CA Condenser A
T Turbine
EVA Expansion valve A
EVB Expansion valve B
WVC Three-way valve C
WVD Three-way valve D
CAV Compressed air vehicle

1 Introduction

The world’s population and, consequently, demand for energy are increasing while
conventional energy sources are being depleted. Meanwhile, the growing alarm
related to global warming and increase in the earth’s temperature signifies the neces-
sity of a long-term solution for the sustainable development of energy. As seen in
Fig. 1, 81% of the world’s primary energy is currently supplied from fossil fuels
(World energy outlook 2017). Of this, 32% pertains to oil, which is still the largest
primary fuel for transportation. Towards the end of 2017, the Government of Canada
set an ambitious reduction target to cut greenhouse gas (GHG) emissions by 40% by
2030 and by 80% by 2050, relative to 2005 levels [1].

Fig. 1 World’s primary energy supply by source IEA 2018
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Fossil fuels, which remain themain source of energy for offsetting growing energy
consumption, raise several concerns, as mentioned above. Although some technolo-
gies are developed for the more sustainable conversion and consumption of fossil
fuels, this temporary strategy does not meet the ultimate goals of long-term sustain-
able development in the context of energy. As a result, as a long-term approach, sus-
tainable energyusing renewable sources needs to be developed andwell established in
the source, system, and service sectors for more efficient and environmentally benign
energy systems and reduction of emissions. Alternative fuels play an important role
in this approach. Sustainable energy production is based on clean, uncontaminated
resources. The main sources of energy for sustainable and clean energy production
are solar, hydro, thermal ocean, tidal, wind, biomass and geothermal. These resources
can be used to produce clean energy as well as hydrogen. Renewable electricity now
constitutes 25% of total power generation worldwide (IEA 2018).

Electricity generation infrastructure in Canada is greatly beneficial to the
expansion of sustainable resources. Canada is considered unique in the world of
hydropower, sharing 60% of its electricity generation. Nuclear energy, considered a
controversial but clean electricity generating technology, constitutes 15%ofCanada’s
electricity production. Other renewable resources (wind, biomass and solar) account
for about 2% of the total. It can therefore be concluded that approximately 77%
of Canada’s electricity comes from a sustainable energy source. Figure 1 depicts
Canada’s energy production by type of energy source. Hydropower boasts a 95%
share in Quebec, but is as important as 28% in Ontario, where nuclear power, with
a 45% share, is the most important.

With regard to GHG emissions, two main sectors in Canada are primarily respon-
sible, namely the industrial (with 51%) and the transportation sectors (with 35%), as
illustrated in Fig. 2. Thus, it is important to find ways to reduce GHG emissions in
these two sectors. Of the two, the transportation sector appears the most challenging
to convert to clean energy sources because power generation for vehicle propulsion
poses important technical problems regarding the carrying on board of non-polluting
energy storage, such as hydrogen or electricity. The transportation sector is Canada

Fig. 2 Electricity generation
in Canada per source type, as
per cent of total (data from
[1])
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which is mostly based on vehicles using fossil fuel, that is, gasoline and diesel. The
rationale behind compressed air vehicle technology development is sustained by two
points that result from the above discussion.

Per number of inhabitants, as the number one country in hydropower generation,
Canada possesses larger amounts of renewable electricity than any other country. The
general aim of the present work is to advance a solution that can lead to important
reductions in GHG emissions in Canada’s transportation sector, which is the sec-
ond largest contributor to pollution. In essence, this work proposes using the exist-
ing infrastructure for power generation and distribution to produce a zero-emission
energy carrier for the transport sector (Fig. 3).

Renewable fuels are basically those fuels made from renewable sources that can
be constantly replenished by nature. The main renewable materials for this kind of
fuel are biomass and water, which can be found in nature. Biomass is the main source
for biofuels such as bioethanol, biodiesel and also hydrogen-rich gas (syngas), while
water is the main source for hydrogen production as a carbon-free fuel. Some fuels
such as ammonia, which is also a carbon-free fuel, can be produced as a secondary
product of renewable sources. In addition, renewable energy sources, such as solar,
wind, sunlight, tides and geothermal heat, are constantly reproduced in a human
life timescale. Renewable energy can be a promising alternative for fossil fuels in
many different areas, such as EVs, ICEs, power plants and thermal applications.
Biofuel is a liquid fuel composed of mono-alkyl esters of long-chain fatty acids
obtained frombio-basedmaterials such as animal fats or lignocellulosic biomass. The
common types of biofuels are bioethanol, bio-methanol, biogas, syngas, biodiesel
and biohydrogen. Application of biofuels, which results in lower emissions and
fewer carbon footprints in their life cycle, is considered as a safe and clean fuel
for the energy and transportation sectors. As seen in Fig. 4, biofuels are basically
categorized in four generations based on the feedstock of which they are made.

Fig. 3 Energy demand and greenhouse gas emissions in Canada by sectors (data from [1])
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Fig. 4 Main types of biofuels categorized by their feedstock

The first generation of biofuels are made from edible food crops such as canola,
corn, wheat and straw. The second generation, which are made of lignocellulosic
biomass as agricultural wastes or municipal solid waste, have a lignocellulosic struc-
ture. The term lignocellulosic means that they have been constituted via integrating
biopolymers of lignin, cellulose and hemicellulose. The main problem associated
with second generation, especially agricultural waste, is the conflict of their produc-
tion with the food chain. However, the second generation of biofuels can be used
directly in diesel engines or be added to gasoline as an additive for better combustion
and avoiding NOx. The third generation of biofuels are those fuels that are made
of algal biomass, such as microalgae and macroalgae. Algae has the advantage of
needing less water for growth and of also not being involved in the food chain. How-
ever, the volatile matter of algae, which is less than agricultural waste, usually gains a
lower yield of biofuel.While fourth-generation biofuels are defined in different ways
in the literature, Lu defined them as a product of metabolic engineering of algae for
producing biofuels from oxygenic photosynthetic organisms.

In addition to biomass, solar energy is one of themost important renewable energy
sources on the planet. Solar energy generation utilizes solar energy to supply hot
water through solar systems or electricity through solar photovoltaics (PV), which
are commonly used in home applications. PV cells are devices that convert sunlight
or solar energy to galvanic electricity. The main part of the PV system is the PV cell.
Solar cells are semiconductor devices that convert solar energy into DC electricity.

Carbon-free fuels are basically fuelling with no carbon in the molecular structure
or no carbon emissions in the exhaust gas when burned. Non-carbon fuels are con-
sidered to be one of the major solutions to global warming and climate change. These
fuels can be used in an efficient and competitive way compared to conventional fuels
by making minor modifications to the ICE. Hydrogen, ammonia and nuclear fuel are
prime examples of such fuels. Hydrogen is a promising energy carrier and has all the
potential to replace fossil fuels. Combustion produces only heat and water without
harmful combustion gases. In addition to burning hydrogen, hydrogen can be used in
fuel cells that produce electricity by electrochemically reacting with oxygen. More
research and development are needed in the field of hydrogen production, use and
storage so that hydrogen can be used for future fuels and potentials that can be carried
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out environmentally efficiently whilemeeting sustainabilitymeasurements. The high
conversion efficiency of the fuel cell can reach up to 60%, while the high efficiency
of the electric motor can reach up to 90%, facilitating the combination of a fuel cell
and electric motor in a highly efficient combination of ICE efficiency. In addition,
gaseous hydrogen can overcome the problem of using liquid fuels in the combus-
tion process of ICE, such as cold quenching, steam lock, poor mixing and improper
evaporation. However, several disadvantages can affect the potential of hydrogen
as a fuel. As an example, it is not currently possible to apply a global hydrogen
economy. There is insufficient hydrogen supply infrastructure to ensure hydrogen
use safety due to low volatility and a low flash point when equipped with adequate
infrastructure. Hydrogen has a lower volumetric energy density than gasoline. Thus,
a large amount of hydrogen is required for its storage. In any case, storing hydrogen
in a compressed gas or compressed liquefaction state is not entirely satisfactory and
must be further improved and researched.

Ammonia has the potential to replace hydrogenwith clean fuel for several reasons.
The cost per volume for storing ammonia as an energy source is three times lower
than the cost for storing hydrogen. It is possible to supply large volumes of ammonia
distribution infrastructure. Ammonia can store hydrogen at 20 °C and 8.7 bar. In
addition, since the energy content of ammonia is similar to the energy content of
gasoline, it is a convenient alternative to gasoline for vehicles. Using ammonia as
a clean energy source is convenient because it can burn environmentally. Due to its
high-octane number, it can be efficiently carried out in ICE and is dispersed rapidly
into the air due to its light density. Leakage can be detected quickly by the nose, even
at concentrations as low as 5 ppm.

The chart illustrated in Fig. 5, which presents the amount of energy consumed in
the average Canadian household, is divided into five areas: space heating 63%; water

Fig. 5 Energy used by a Canadian household, distribution of residential energy use in Canada (data
from [1])
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heating 18%; appliances 13%; lighting 4%; and space cooling 2%. Heating habits
can affect energy consumption. The effect of cold weather on the heating system is
clearly understandable.

Figure 6 showsCanadian household energy usewith a breakdown ofwater heating
that is divided into six sections: faucets 34%; showers 25%; baths 17%; laundry 15%;
dishwashing 4%; and leaks 5%. In 1999, Canada’s per capita water consumption was
estimated at 343 l, an increase from 327 l in 1996, but lower than the 1989 amount
of 347 L per person in a day (Environment Canada 2014). Most applied studies
on energy consumption are related to the heating of water from electric heaters.
However, the cost of accessing hot water depends on the type of fuel and hot water
system (Table 1).

The main demand for energy, which is increasing significantly throughout the
globe, is set to be covered by fossil fuels. However, these fossil fuels carry the draw-
back of global warming. Thus, most research studies focus on renewable energy
sources and integrating these sources with different energy systems for multigenera-
tion purposes [2]. With increasing energy demands and the threat of climate change

Fig. 6 Canadian household energy use with breakdown of water heating

Table 1 Canadian daily residential per capita water use (data from [1])

Category Per capita hot water use (litres/day) Per cent of total hot water use in each
category (%)

Faucets 23.6 34

Showers 17.3 25

Baths 11.8 17

Laundry 10.4 15

Dishwashing 2.8 4

Leaks 3.5 5

Indoor Total 69.3 100
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resulting from existing fossil fuel-based energy systems, the development of efficient
renewable energy systems is a present imperative need. Sustainable communities are
expected to include district energy, renewables, wastewater treatment, solid waste
management and food production.Ahmadi et al. [3, 4] developed an integrated energy
system to enable a village to benefit from various renewable resources with energy
storage options in order to meet multiple energy demands, such as home lighting,
cooking and community refrigeration. Ozcan and Dincer [5] introduced a system
that works with geothermal, solar and wind energy sources. The input energy from
renewable sources is converted to heat, cold and electricity for buildings, where each
building is connected to an integrated system. Ghosh and Dincer [6] developed an
integrated system that employs a solar energy subsystem and produces multiple out-
puts with high efficiency, low cost and reduced environmental impact. Ratlamwala
et al. [7] studied the effects of various parameters of solar PV/T on the heat and power,
energy and exergy efficiency of an absorption cooling system, hydrogen production
and energy ratio of energy and COP. Yilmaz et al. [8] designed and thermodynami-
cally analysed a new solar energy-assisted generation system. The system is designed
to perform heating, cooling, drying, hydrogen and power generation with a single
energy input.

Hassoun and Dincer [9] studied a zero-energy house that significantly reduced
energy demand by increasing efficiency so that the residual energy demand was met
by a renewable energy system that supplies electricity, hot water and seasonal heat-
ing and cooling. Zamfirescu and Dincer [10] developed the concept of renewable
energy-based multigeneration options based on renewable energy to produce many
products such as power, heat, hot water, cooling, hydrogen and freshwater. These
multigeneration options obviously improve system performance and reduce envi-
ronmental impact. The system proposed by Jana et al. [11] incorporated the good
concept of integrating multiple utility outputs to achieve a more efficient system.
After cogeneration and triple power generation, polygonal formation appears as a
sustainable solution with optimal resource utilization, better efficiency and envi-
ronmental friendliness. Shimizu et al. [12] proposed a method to design a regional
energy cooperative network in a way that combines new technologies for heat and
power. This method consists of six steps, including the creation of various technol-
ogy options, energy balance modelling of demand and supply and multiobjective
evaluation and optimization. Choi et al. [13] presented a kW-class electrochemi-
cal reactor for hydrogen production that was developed by using a bipolar plate. A
large-area electrode was fabricated, and a particle electrode manufacturing method
was introduced. Hashimoto et al. [14] built a catalyst and industrial scale test plant
for an energy-saving cathode for hydrogen production, an anode for O2 evolution
without chlorine production in seawater electrolysis, and methanation of CO2 by
reaction with H2. McIntyre [15] evaluated Guelph’s solar energy potential as an
array of grid-coupled, rooftop solar PVs and hot water panels. The concept, method
and implementation of a calculator for a lively long-term analysis of residential set-
tlement structures were introduced by Stoeglehner et al. [16]. Meanwhile, Rehkopf
et al. [17] investigated the overall social impact of the Residential Energy Efficiency
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Project House for sustainable living in Kitchener, Canada. Dampier et al. [18] estab-
lished that they represent community spending under the coal scenario. The value
was then adjusted to indicate community spending under shutdown and biomass
scenarios. Examples of onshore wind energy are described and applied by Heinbach
et al. [19]. The implementation of the model for the average model autonomy is then
explained as a basis for calculating the model results. Three examples were evalu-
ated to confirm the performance of the proposed method by Jafari et al. [20]. In the
first case study, the microgrid is isolated from the grid. In the second case study, in
grid connection mode, the hybrid method is compared with the wavelet transform
uncertainty prediction method. Institutional, financial and technological capacities
for long-term sustainability have found that communities can be achieved through
community involvement from an early stage, while allowing the freedom to develop
governance procedures. At the same time, clarified roles and responsibilities were
provided by Katre et al. [21].

The objective of the present study is to conduct a comprehensive thermodynamic
analysis of a novel multigenerational energy system for a sustainable community.
The specific objectives are as follows:

• To develop a new configuration of a sustainable community for analysis and
assessment

• To design thermal storage systems suitable for the various seasons
• To investigate the thermodynamic limits and propose conceptual solutions for
heating and cooling during the various seasons

• To conduct energy and exergy analyses on the proposed system and to study energy
and exergy efficiencies.

2 System Description

In the proposed energy system, renewable energy sources, such as wind, solar and
geothermal, are integrated. The present system (see Fig. 11) includes thermal energy
storage, absorption, cooling, refrigeration, a geothermal steam power plant, solar
PV/T, wind turbines, a heat pump and a hydrogen storage system. In the boiler, heat
is transferred from geothermal steam. The exhaust stream of the turbine is utilized
for water heating through a heat exchanger and then stored in thermal energy storage
(TES). The heat pumpwill utilize the TES heat as required.Water enters the turbine at
a relatively high temperature and pressure at State point 8 and exits at a comparatively
medium temperature and low pressure at State point 7. At Points 1 and 25 in Fig. 11,
geothermal and solar hot water enters the proposed system.

The steam is heated by the boiler at Points 3 and 8 and then arrives at the generator
where the heat is transmitted to a H2O–LiBr liquid. The produced vapours then pass
over the absorber, an expansion valve and the heat exchanger at State points of 10,
11 and 13, respectively. The heat that is transferred from Point 9–14 increases the
H2O–LiBr solution temperature. These vapours, which reach the condenser at State
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point 15, transfer their heat to the cooler and convert to water again. This water
leaves as liquid through the condenser via stream 16 and then proceeds through the
expansion valve, which results in decreased temperature and pressure. This chilled
water then reaches the evaporator through Stream 17 and converts into vapour again
by absorbing the cooling load. It is later mixed with a weak solution of LiBr2 and
moves towards the generator via the heat exchanger. The compressor compresses the
working fluid, and the condenser transfers the required amount of heat to the fluid at
State point 29. The expansion valve releases the fluid to the evaporator (Fig. 7).

In this study, the Rankine cycle consists of four stages: compression, boiling,
turbine and condensation expansion. The binary steam cycle is defined as a power
cycle, which is a combination of two cycles of thermodynamics in the cold and hot
zones. Geothermal energy, the power that comes from the heat of the earth, has been
used in cooking and heating for thousands of years in many countries. This heat
energy is contained in rocks and liquids under the earth’s crust. It can be found in
shallow ground up to several miles and is far away from the very hot molten rocks
known as magma. It is possible to tap the steam and hot water in underground storage
facilities to generate electricity or to directly heat or cool buildings. A geothermal
heat pump system can utilize 10 feet (3 m) of constant temperature on the Earth’s

Fig. 7 Simplified diagram of a single-effect H2O–LiBr absorption cycle
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surface to warm a house in winter, or remove heat from the building and return it to
a relatively cool floor in summer.

Geothermal water from deeper parts of the earth can be used directly to heat
homes and offices or for plants that grow in greenhouses. In some US cities, snow
melts into the geothermal hot water beneath the roads and sidewalks. Utilizing steam
and hot water to drive a turbine connected to an electric generator, an underground
reservoir drilled a well over 1.6 km deep to produce geothermal electricity. The first
geothermal electricity was produced in 1904 in Larderello, Italy.

There are three types of geothermal power plants: dry steam, flash and binary.
Dry steam, the oldest geothermal technology, is used to extract steam from fractures
in the ground and drive turbines directly. Flash plants draw deep, high-pressure hot
water into cold low-pressure water. The steam generated in this process is used to
drive the turbine. In a binary plant, hot water passes through a secondary fluid with
a much lower boiling point than water. This causes the secondary fluid to become
steam and the turbine to operate. In the future, most geothermal power plants will
be dual plants.

The thermal energy of solar energy can be utilized in two ways. Low-temperature
and high-temperature applications are also called concentrated solar energy. Photo-
voltaic, photovoltaic and bio-photolysis are considered to be low-temperature appli-
cations, while solar haemolysis, solar thermochemical cycles, solar gasification,
solar modification and solar decomposition are applications of high-temperature
condensed solar energy. Intensive solar energy can also be used to produce steam,
which can then be used to produce electricity using steam power. The electricity pro-
duced can be used to produce hydrogen through electrolysis. In this communication,
the abovemethod is only considered in solar applications. The sun only shines during
the day and varies depending on regains. Thus, the wind, which blows intermittently
and is seasonally variable, does not always blow when energy is needed. Since solar
and wind work together with good efficiency in most areas of world, developing a
hybrid solar/wind project has the good advantage of the power-generating strengths
of each of these two technologies as an effective replacement for fossil fuels.

Solar electric energy generation generates heat by concentrating light from the
sun, which generates electricity by turning the generator into electricity by starting
the heat engine. The working fluid heated by concentrated sunlight can be liquid
or gas. Other working fluids include water, oil, salt, air, nitrogen and helium. In
contrast, photovoltaic or PV energy conversion converts solar energy directly into
electricity. In other words, solar panels are only effective during the daytime. Heat
storage is a much easier and more efficient way to make solar energy a very attractive
method of producing large-scale energy (Fig. 8). Heat can be stored during the day
and converted to electricity at night. Solar power plants with storage capacity can
dramatically improve economic efficiency and solar power generation capability.

Over the last decade, wind energy applications have been developed and expanded
for industrial use in some European countries, including Germany, Denmark and
Spain. The success of wind power has encouraged other countries to consider wind
power as a component of the power generation system. Being both clean and renew-
able, in some cases the economic features of wind energy are drawing attention from
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politics, businesses and individuals. Usage has increased due to the development of
wind turbine technology. Wind turbine rotor efficiency increased from 35% to 40%
in the early 1980s to 48% in the mid-1990s. In addition, the technical availability of
these systems has increased to 98%.

Although turbine technology for wind power generation is developing rapidly, it is
necessary from a scientific point of view to accurately assess wind behavior. Some of
the thermodynamic properties of wind energy have not yet been clearly understood.
The power factor of a wind turbine is often described by its efficiency. However, there
are difficulties associated with this definition. The efficiency of the wind turbine can
be regarded as a ratio of the wind power to the electricity generated in the area
swept by the wind turbine. This definition only considers kinetic energy elements
of wind. Other components, such as temperature differences, pressure effects and
wind characteristics, are ignored. Solar panels produce electricity from sunlight, but
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Fig. 9 Polymer electrolyte membrane electrolysis

are also heated under sunlight. However, this wasted heat can be very useful. ‘PV-
Thermal’ or ‘PVT’ systems produce electricity from sunlight while simultaneously
using excessive heat to generate hot water or hot air (Fig. 9).

The advantage of a PVT system is that it produces 20–40%more energy per square
metre than a separate PV panel and solar collector depending on size, while the cost
of production and installation is lowered by integrating the two technologies into one.
In addition, only one vendor is required, greatly simplifying the deployment prepara-
tion and responsibilities of a system once installed. Potential markets are comparable
in size to solar collectors. The PVT roadmap describes the latest technology in PVT
technology and provides an overview of the commercially available systems and the
current and futuremarket for this technology. It also identifies the benefits of technol-
ogy for the various market players (manufacturers, policy makers, installers, builders
and energy consultants) needed to drive successful PVT systems to large-scalemarket
adoption. The point of interest is to create an optimized system through certification,
subsidy rules and building regulations, plug and play design, development of design
tools and a combination of PVT and other technologies (Fig. 10).

Thewater is injected into the ground at Stage 19 and then enters the boiler in Step 1.
After giving the heat energy to the boiler, the water enters the chiller in Step 2. The
remainder of the heat energy is absorbed by the chiller. A concentrated solution of
lithium bromide can be used for the absorbent. Since water is very soluble in lithium
bromide, a water–lithium bromide solution is formed. This solution is pumped to
the generator at Stage 9. Water as a refrigerant is erupted at Stage 17 to a vaporizer
with very low pressure and temperature. Since there is a very low pressure inside the
evaporator, the water is in both liquid and vapour states. This water refrigerant cools
the material and completely evaporates then, in Step 18, enters the absorber. Heat is
supplied to the refrigerant water, and the lithium bromide solution in the generator
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Fig. 10 Geothermal power plant schematic

is absorbed from the steam or hot water. The water is vaporized and transferred to
the condenser at Stage 15 to cool. As the moisture refrigerant moves further through
the freezing pipe and nozzle, the pressure decreases with temperature. This water
refrigerant flows into the evaporator from Stage 16 to generate a cooling effect.
Migration repeatedly continues. Meanwhile, lithium bromide leaves the generator at
Stage 12 and re-enters the absorber to absorb the water refrigerant.

The heat pump is designed as a heat transport that continuously moves warm
air from one place to another as needed. There is heat energy in the air that looks
too cold. In cold weather, the heat pump extracts this external heat. Similarly, in
hot weather, it moves it inside. The air-source heat pump is a dual-use system that
operates as a high-efficient air conditioner in summer and as heating in winter. The
refrigeration cycle uses fluids to pass heat through the tubes. This fluid is called
refrigerant. During the refrigeration cycle, the refrigerant turns from liquid to gas
and back to liquid. When the refrigerant changes from liquid to gas, heat energy is
increased (absorbed). This is similar to boiling; when the refrigerant turns from gas
to liquid, heat is lost.

In a heat pump’s heating cycle, the refrigerant absorbs heat from the ground.
The fluid evaporates, and the steam passes through the compressor for increasing
pressure. The compressed steam continues to flow into the condenser. Here, the
vapour releases the heat absorbed to themedium and turns into a liquid in the process.
This high-pressure liquid passes through the expansion valve and reduces the pressure
of the liquid. Thus, the refrigerant returns to its original liquid state and the process
continues. In the cooling cycle, the refrigerant absorbs heat from the inside of the
house and takes it out. The components of the system remain the same and only the
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fluid direction changes. Therefore, the same heat pump can be used for cooling as
well as for heating.

Hydrogen production system is designed to use solar andwind power as renewable
energy sources through generators where a storage system is used to store hydrogen.
Proton exchange membrane (PEM) electrolysers are also used for hydrogen produc-
tion, and hydrogen is produced using three different sources and stored in a hydrogen
storage medium (Figs. 11 and 12).

3 Model Development and Analysis

At a glance, research in this area shows a real need to evaluate the benefits of ther-
modynamics and the practical application of low-exergy systems. When considering
previous studies, it is clear that the methods used to prioritize exergy analysis and
exergy efficiency of energy conversion technologiesmust be improved to increase the
consistency and universality of the methodology. These assumptions should relate to
the principles of thermodynamics and the limitations of certain properties of exergy.
Reference environment temperatures should be considered. These methods (com-
putational methods, algorithms) increase the likelihood of using exergy analysis in
a real-world study of the system. The consistent analysis of the trend here is based
on the preparation of an exergy analysis method for assessing the instantaneous and
seasonal efficiency of the system, due to changes in the perimeter base temperature.

In this section, comprehensive energy and exergy analyses are conducted for the
proposed community energy system. Such analyses would provide substantial infor-
mation about the performance, efficiency and emissions of the system. While exergy
and energy analyses are performed for the proposed system, detailed thermodynamic
analyses are conducted to study mass, exergy, entropy and energy balance equations
for the system and its components. The general balance equations can be written as
written in Table 2. In contrast, the general mass, exergy, energy and entropy balances
can be written as described below.

The mass balance can be written as:

∑

i

ṁi =
∑

e

ṁe

The exergy balance can be written as:

Ėx
Q +

∑

i

ṁiexi =
∑

e

ṁeexe + ĖxW + Ėxd

The energy balance can be written as follows:

Q̇+
∑

i

ṁi

(
hi + V 2

i

2
+ gZi

)
=

∑

e

ṁe

(
he + V 2

e

2
+ gZe

)
+ Ẇ



A Novel Multigeneration Energy System for a Sustainable Community 573

F
ig
.1
1

Pr
op
os
ed

sy
st
em

pr
oc
es
s
flo

w
di
ag
ra
m



574 R. A. Evrin and I. Dincer

F
ig
.1
2

Pr
op
os
ed

sy
st
em

la
yo
ut



A Novel Multigeneration Energy System for a Sustainable Community 575

Ta
bl
e
2

L
is
to

f
m
as
s,
en
tr
op
y,
ex
er
gy

an
d
en
er
gy

ba
la
nc
e
eq
ua
tio

ns
fo
r
th
e
m
ai
n
co
m
po
ne
nt
s

C
om

po
ne
nt
s

M
as
s
ba
la
nc
e

E
ne
rg
y
ba
la
nc
e

E
nt
ro
py

ba
la
nc
e

E
xe
rg
y
ba
la
nc
e

H
ea
te
xc
ha
ng
er

A
ṁ
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ṁ
10

,
ṁ
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ṁ
11
h
11
+ṁ
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ṁ
13
s 1

3
+

Q̇
IN

B
at
te
ry

T H
ea
t
ex
ch
an
ge
rA

+
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ṁ

10
s 1

0
+

ṁ
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+ṁ

5
s 5
+

Q̇
L
os
s H

ea
te
xc
ha
ng

er
D

T H
ea
te
xc
ha
ng

er
D

ṁ
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Ṡ g
en

co
m
p
=

ṁ
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Ẇ
in
co
m
p
=

ṁ
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ṁ

17
h
17

+
ėn
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Ṡ g
en

O
ne

w
ay

va
lv
e

ṁ
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ṁ
9
=

ṁ
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The entropy balance can be written as follows:

Ṡgen +
∑

i

ṁi si +
∑

k

Q̇k

Tk
=

∑

i

ṁese

The total exergy balance can be written as follows:

ex = exph + exch
exph = h− h0 − T0(s− s0)

ĖxW = Ẇ

Ėx
Q = Q̇i

(
1− T0

Ti

)

The entropy generation rate that is generated within the process is called Ṡgen.
A detailed evaluation by exergy analysis provides valuable results for knowing the
details of the overall system (Alizade and Dincer [22]).

Thermal Energy Storage (TES)

The mass balance equation for the heating storage can be written as:

ṁ5 = ṁ6, ṁ9 = ṁ8, ṁ25 = ṁ20

The energy balance equation for the heating storage can be written as:
Charging:

ṁ5h5 + ṁ9h9 + ṁ25h25 + Ẇin,battery + mPCM
uic
�tc

= mPCM
u f c

�tc
+ Qloss,charging

�tc
+ ṁ6h6 + ṁ8h8 + ṁ20h20

Storing:

mPCM
uid
�td

= mPCM
u f d

�td
+ Qloss,storage

�td

Discharging:

ṁ5h5 + ṁ9h9 + ṁ25h25 + mPCM
uid
�td

= mPCM
u f d

�td
+ Qloss,discharging

�td
+ ṁ8h8 + ṁ6h6 + ṁ20h20

The entropy balance equations for the heating storage can be written as:
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Charging:

ṁ5s5 + ṁ9s9 + ṁ25s25 + mPCM
Sic
�tc

+ Ṡgen,charging = mPCM
S f c

�tc
+ Qloss,charging

�tcT0
+ ṁ8s8 + ṁ6s6 + ṁ20s20

Storing:

mPCM
Sis
�ts

= mPCM
Sfs
�ts

+ Qloss,storage

�tcT0

Discharging:

ṁ9s9 + ṁ5s5 + ṁ25s25 + mPCM
Sid
�td

= mPCM
Sfd
�td

+ Qloss,discharging

�tdT0
+ ṁ8s8 + ṁ6s6 + ṁ20s20

The exergy balance equations for the heating storage can be written as:
Charging:

ṁ5ex5 + ṁ9ex9 + ṁ25ex25 + Ẇin,battery + mPCM
exic
�tc

= mPCM
ex f c

�tc

+ Qloss,charging

�tc

(
1− T0

TS

)
+ Exdes,charging

�tc
+ ṁ8ex8 + ṁ6ex6 + ṁ20ex20

Storing:

mPCM
exis
�ts

= mPCM
ex f s

�ts
+ Qloss,storage

�ts

(
1− T0

TS

)
+ Exdes,charging

�ts

Discharging:

ṁ5ex5 + ṁ9ex9 + ṁ25ex25 + mPCM
exid
�td

= mPCM
ex f d

�td
+ Qloss,discharging

�td

(
1− T0

TS

)

+ ṁ20ex20 + ṁ8ex8 + ṁ6ex6

4 Results and Discussion

There is great significance or value in using several analyses to determine how per-
formance varies according to design parameters. The results of thermodynamicmod-
elling, exergy and optimization are expressed in this section. Exergy analysis, which
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can build up strategies and guidelines for more effective and efficient use of energy,
is utilized to understand various thermal processes, including power generation and
multigeneration. Exergy analysis, which includes recognizing the exergy destruction
rate and exergy efficiency of each component in the proposed system, also determines
the overall exergy efficiency of the multigenerational system.

Exergy analysis also helps to identify and quantify the source of irreversibility
in the proposed systems that are associated with each component. The exergy and
energy efficiencies of the major components of the proposed system are calculated
and shown inFig. 13.Maximumefficiencies are observed in the compressor, followed
by the turbine, while the third highest efficiency occurs in the evaporator. In order to
improve the performance of the overall proposed system, efforts need to be made to
increase efficiency in the expansion valves.

The increase in ambient temperature increases the energetic and exergetic output
of the system. The proposed system, which offers numerous advantages, will be
successful in comparatively similar systems.

The effect of ambient temperature on the overall energy and exergy efficiencies
of the proposed system is shown in Fig. 14. As the ambient temperature increases
from 5 to 35 °C, the overall energy efficiency of the proposed system changes from
41 to 49%while the overall exergy efficiency increases from 61 to 64%. The increase
in ambient temperature increases the energetic and exergetic output of the proposed
system. The energy and exergy efficiencies for themajor components of the proposed
system are calculated and are shown in Table 3.

Fig. 13 Energy and exergy efficiencies of the selected units of the proposed system
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Fig. 14 Effect of ambient temperature on the overall system energy and exergy efficiencies

Table 3 Component energy
and exergy efficiencies

Components Energy efficiency
(%)

Exergy efficiency
(%)

Heat exchanger A 61.2 48.2

Boiler 58.3 50.8

Heat exchanger D 58.1 46.9

Expansion valve A 49.2 43.4

Compressor 63.7 58.8

Turbine 62.4 38.9

Expansion valve B 57.1 53.5

Evaporator 61.3 45.2

Pump 56.2 51.8

The sequel of solar intensity on the overall energy and exergy efficiencies of PV/T
is shown in Fig. 15. As the solar intensity increases from 600 to 1000 W/m2, the
solar energy efficiency changes from 100 to 60% while the overall exergy efficiency
decreases from 20 to 16%, meaning that the increase in solar intensity decreases the
energetic and exergetic output of the solar.

Increasing the area of the solar collector gradually shifts the system to a permanent
regenerative charge, depending on the geothermal flow rate. A faster geothermal hot
water pump switches from a lower collector area to a charged state. The exergy
efficiency increases because the system charges the high temperature and drains the
storage tank. Increasing the limit of the hot water tank is observed in Fig. 16 to show
the pattern of exergy efficiency.

As shown inTable 4, the energetic and exergetic renewability ratios of the proposed
system are assessed to be 62.5 and 47.3%, respectively.
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Fig. 15 Effect of solar intensity on the overall energy and exergy efficiencies of PV/T

Fig. 16 Effect of temperature of hot storage tank on system energy and exergy efficiencies

Table 4 Overall energy and
exergy efficiencies

Parameter Value (%)

ηenSystem 62.5

ηexSystem 47.3

As the temperature of the hot water tank rises, the temperature of the working fluid
in the Rankine cycle also increases. Subsequently, the power that can be generated
will rise. However, above a certain temperature that is dependent on the absorbed
geothermal energy, the heat loss rate from the receiver tube and the exergy breakdown
of components operating at low temperatures exceed the benefit from higher Rankine
cycle efficiency.

As shown in Fig. 17, with an increase in the mass rate on the proposed
LiBr–H2O absorption cooling refrigeration system, the overall energy and exergy
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Fig. 17 Effect of mass rate on the overall energy and exergy COP of the proposed LiBr–H2O
absorption cooling refrigeration system

COP increases. The exergy destruction rates for the major components of the system
are determined, as shown in Fig. 18. The maximum destruction rate occurs in the
boiler and the next highest takes place in heat exchanger A while the third highest
destruction rate occurs in heat exchanger B.

In order to reduce the exergy destruction rates, it is recommended to decrease the
temperature differences, pressure losses and other irreversibilities that are entailed
in the energy system.

Fig. 18 Exergy destruction rates of selected units of the system
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5 Conclusions

The proposed multigeneration energy system is developed for a sustainable com-
munity that allows a wide range of energy conservation and production approaches.
The designed system includes a thermal energy storage system, an absorption cooling
refrigeration system, a geothermal steam power plant, a solar photovoltaic/thermal
(PV/T) system, wind turbines, a heat pump and a hydrogen storage system. It has
been suggested that net-zero energy buildings can be more convenient if their occu-
pants embody a culture of energy conservation. However, such a claim needs further
comprehensive investigation. A zero-energy community that carries out all energy
efficiency and safeguarding opportunities and increases energy saving can claim it
is able to fully achieve the zero-energy community’s performance for reaching mile-
stones. As a result, societies can progress over time and achieve the success of zero
aspirations. The zero-energy community is on the pure zero-energy base when it can
measure and calculate energy consumption in the community to the extent necessary
to reach milestones that seem to be controllable.

One important area for future research is the techno-economic analysis of energy
efficiency measures and renewable energy technologies in a sustainable community.
Such an analysis will facilitate understanding of how efficient technologies can be
adopted in the market and provide a better economic basis for developing net-zero
energy sustainable communities. A new community can decide that it cannot reach
absolute zero because it does not control all aspects of energy consumption within
the community. In this case, it is better to define the energy used in the common
areas, then present the amount of energy that represents the area of influence and try
to have more control over those parts.

Since the building industry is responsible for 40–50%of total energy consumption,
energy efficiency measurements and use of renewable energy should be improved.
It is useful to separate the industry into subsets such as residential buildings, com-
mercial buildings, public buildings, transportation within communities and infras-
tructure. Once the base case is defined and measured, the average goal can be set.
Moderate stages can be anything that the communitymembers can visualize, whether
large or small. As an example, a community may confirm that it has enough elec-
tricity from renewable energy sources that can be equal to zero net per building
in elementary school or community. This novel multigeneration system has overall
energy and exergy efficiencies of 62.5 and 47.3%, respectively.
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Techno-Economic Evaluation
of a Residential Roof-Mounted Solar
System

Azzam Abu-Rayash and Ibrahim Dincer

Abstract In this chapter, a case study is presented where a residential solar system
in Kitchener, Ontario, is analyzed economically as its annual performance is also
assessed. The recorded data for this system are investigated further to better assess
its technical performance. This system is part of a government-incentive program
called microFIT, which allows for generated electricity from renewable sources to
feed to the local grid for generous rates ranging between $0.29 and $0.97 per kWh.
The system is further examined to show the correlation between climatic parameters
such as wind speed and temperature on the overall system performance. Wind speed
shows an inverse relationship to the energy output, while the temperature shows a
linear relationship. Optimal annual performance is observed when the temperature
is at 18 °C and when the wind speed is at 3.8 m/s. Furthermore, using the System
Advisor Model (SAM) developed by NERL, a residential solar system has been
simulated with the addition of a battery storage in order to understand its impact on
the performance and economic aspect of the system. The modeled system without
the battery correlates closely with the actual installed system. In fact, the actual ROI
for the system is 19.75% while the modeled ROI is 23.5%. The payback time of
5 years is another major highlight of this system. In addition, the actual cost of the
system is $18,844 while the projected cost modeled is $15,425. An addition of the
battery resulted in insignificant improvements in power generation, higher projected
cost of $20,466, lower ROI of 17.21% and a longer payback period of 5.8 years. The
major losses in the system’s production are due to shading and soiling, which add up
to 64,899 kWh in the lifetime of the system. Finally, GHG emissions of the current
system total up to 38,000 kgCO2e/kWh.
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Nomenclature

Ac Area of collector, m2

Cp Power coefficient
Cost0 Project initial cost, $
ESW
S,Y Incident radiation flux, kW/m2

h Heat transfer coefficient, W/m2K
Ib Beam solar radiation on a horizontal surface, W/m2

Id Diffuse solar radiation on a horizontal surface, W/m2

Impp MPP current
Isc Short-circuit current, A
IT Hourly total solar radiation on a horizontal surface, W/m2

Ṅ Net negative cash flow, $
Pmax Maximum power, W
Ṗ Maximum operational hours in a year, hours/year
P̈ Net positive cash flow, $...
P Total project investment, $
PIi Project’s net income in a given year, $
PCF Periodic cash flow, $/year
Powermax Maximum power output, MW
Tref Reference temperature, °C or K
Vmpp MPP voltage, V
Voc Open-circuit voltage, V
YP Yield production, kWh/kWp

Greek Letters

βρ Temperature coefficient for module efficiency
ηPV PV module efficiency
ηref PV module efficiency at reference temperature

Abbreviations

GHG Greenhouse Gas
IESO Independent Electricity Service Operator
LCA Lifecycle assessment
microFIT Micro-feed-in-tariff
NERL National Exposure Research Laboratory
NPV Net present value
PV Photovoltaics
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PBT Payback time
ROI Return on investment
SAM System Advisor Model

1 Introduction

During the past decade, solar energy has been increasingly popular and attractive
in Canada and the world. In specific, the microFIT program introduced in 2010
by the Ontario government is one of the tools used to increase rates of consumer
acceptance of renewable energy sources and at the same time mitigate GHG rates
[1]. This programdenotes the largest incentive program for solar power inCanada and
has successfully attracted solar energy to Ontario, as 98% of Canadian PV capacity
is located in Ontario [2]. Tongsopit [3] suggests that feed-in-tariff (FIT) incentive
programs are the most common and popular renewable energy support programs
worldwide. Indeed, Italy haswitnessed a significant expansion in the solar PVmarket
through the continuous and stable support of the FIT programs [4]. For example, FIT
programs triggered the growth of solar PV in Italy reaching unprecedented rates such
as 382% in 2008 [5]. Similarly, Germany highlights another successful model using
FIT programs to enhance solar energy among Germans. FIT programs followed a
degradation schedule that responded to the annual solar performance. For example,
FIT rates were highest in the beginning in order to attract investors and degraded
each year at rate dependent on the solar performance the year before. If targeted
capacities were achieved, rates would decline faster; otherwise, rates would decline
slower [6]. Moreover, German FIT programs were unlimited and open to everyone
as they were supported by binding laws, which were placed in order to meet the
national demand to reduce GHG emissions [7]. The Australian model of FIT and
solar energy adoption is one of excellence. While Australia is the largest per capita
GHG emitter among OECD, it also has one of the highest average solar irradiance
levels of any other continent worldwide. In fact, a 1 kW residential PV system is
able to generate 1460 kWh in average every year [8]. This significant solar potency
in Australia was coupled with very lucrative rebate rates and upfront incentive of
$5000 toward the capital cost of solar PV systems making Australia among the
countries with the highest rates of solar PV adoption worldwide with approximately
2 million residential rooftop PV systems [9]. In fact, solar PV capacity in Australian
skyrocketed between 2007 and 2011 as it increased from 10 MW to approximately
1000 MW [10]. Furthermore, utilizing existing rooftops to harvest solar energy is
both a beneficial and profitable idea. In fact, these existing rooftops are considered a
significant unutilized asset from an energy perspective. Indeed, novel technologies
are introduced to encourage residential solar installations by creating a personalized
roof analysis including shading and irradiance as well as 3D modeling of homes.
This exciting analysis takes into consideration shadows cast by nearby trees and
structures, all possible sun positions over the course of a year, and historical cloud
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and temperature patterns that might affect solar energy production. Unfortunately, as
the project recently launches, this service is limited to certain American states only.

It is critical to assess the techno-economic of solar systems as their performance
may differ. In fact, the novelty of this technology causes the techno-economic assess-
ment to be more valuable. Assessing economic and performance of residential PV
systems has been researched by various scientists. Ioannou et al. [11] optimized the
design of a residential grid-integrated rooftop PV system. The system considered
self-shading effects into the study, and the objective was to provide a design method-
ology for optimal configuration of the PV rows when installed on rooftop buildings.
In this study, rooftops are considered flat and thus PV systems are ground-mounted.
Results of this study suggest that in order to maximize the produced energy, the
distance between PV rows should be 2.88 m with a spacing factor of 1.8. However,
in order to maximize the net present value, the distance is suggested to be 4.14 m
with a spacing factor of 2.07. This study used the Perez model to calculate the
solar irradiance on the solar system. On the other hand, Axaopoulos and Fylladitakis
[12] evaluated the performance and economic assessment of a hybrid PVT system
for residential application. The performance of three residential systems located in
Athens, Munich and Dundee is examined. Furthermore, the economic assessment is
conducted by dwelling into the NPV for each system. Moreover, a techno-economic
analysis along with an LCA is conducted on a small-scale rooftop PV system in
Greece [13]. Their results suggest that systems that are greater than 5 kWp are eco-
nomically viable with their current prices. Environmentally, the module manufactur-
ing process accounts for themajority of the adverse impacts due to the high electricity
consumption. They examined five different systems with various capacities in order
to determine the optimum size of the PV system. Bicer and Dincer [14] evaluate the
performance of a renewable energy-based multigenerational system using energy
and exergy efficiencies. The system integrates solar PVT and geothermal. On the
other hand, Kalinci et al. [15] performed a techno-economic assessment of a hybrid
renewable energy system using hydrogen energy as the energy storage.

In addition, Ning et al. [16] have integrated existing building information model
(BIM) modeling techniques to facilitate precise PV system simulation and optimiza-
tion. Based on the existing BIM model, shading and radiation are analyzed in detail.
Based on these design parameters, the model proposes an optimized PV design ori-
ented by the objective of minimal cost-to-power ratio. Their results reveal that this
tool has the potential to improve up to 265% in design efficiency, increase 36.1%
power output and reduce around 4.5% capital investment per unit power output
compared to a human-based design. Akter et al. [17] developed a comprehensive
economic evaluation of a residential building with solar PV and battery storage sys-
tem. They considered NPV, investment and replacement costs, payback period and
bill savings for the various scenarios they developed. Solar energy capacity has been
steadily increasing in Canada as the cost of solar panels is declining as well. Cor-
respondingly, the installed capacity of the solar thermal power has grown at a rate
of 13.8% compound annually since 2004. Interestingly, the period between 2008
and 2014 was marked by significant growth of installed capacity for solar PV sys-
tems, reaching up to 1,843 MW of installed capacity in 2014 [18]. Additionally, the
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continuous developments in PV technology and reducing the production cost of PV
panels make solar energy more affordable and available. For example, the conven-
tional crystalline silicon cells, which are most common and prevalent worldwide,
cost $6.18/W in 2004 and dropped to $0.85/W in 2014 [19]. In fact, the genera-
tion growth from 2005 to 2015 is 2344% with 3007 GWh generated electricity in
2015 [2]. The downside of solar PV in Canada is its cost. The average cost of solar
PV in Canada is approximately $250/MWh, which is significantly higher than other
renewable energy options [19]. Therefore, Canada’s solar energy remains heavily
dependent on incentive and support programs.

The objectives of this contribution are, in this regard, to present a case study of a
residential solar PV system and investigate the correlation between climatic condi-
tions and solar systems as well the economic impact of battery storage systems when
combined with solar systems. Better understanding of the techno-economic aspects
of solar systems in various configurations allows for better design and assessment of
energy systems.

2 System Description

As illustrated in Fig. 1, the system analyzed in this study is composed of three main
components: Monocrystalline PV panels are roof-mounted to harvest solar energy
and convert it to useful electricity. In addition, the mechanical and electrical panel
specifications are presented in Table 1. Electricity is then converted from DC to AC
through the inverter. Finally, these solar systems are connected to the grid and the
harvested electricity is fed into the local distribution companies’ main distribution

Fig. 1 System design including rooftop panels, inverter and grid integration
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Table 1 Mechanical and
electrical specifications of the
module considered under
nominal operating conditions

Item Specification

Cells 6 × 10

Cell type Monocrystalline/P-type

Cell dimensions (L × W × H) 161.7 × 161.7 mm/15.25 cm

Front load 6000 Pa

Rear load 5400 Pa

Weight 18.0 kg

Connector type MC4, JM601A

Maximum power (Pmax) 220 W

MPP voltage (Vmpp) 29.1 V

MPP current (Impp) 7.56 A

Open-circuit voltage (Voc) 36.0 V

Short-circuit current (Isc) 8.10 A

Module efficiency 17.5%

Operating temperature −40 to +90

lines. All electricity generated is recorded through the meter for compensation as per
the microFIT program. This generated electricity is used for the daily local electric
demand in various municipalities and towns across Southern Ontario.

Furthermore, the roofs in this system become useful and help Ontario meet its
target toward renewable energy generation and reduction of GHG emissions. In addi-
tion, the residential aspect of these projects makes it encouraging for the society to
take ownership over renewable energy and solar in specific. Furthermore, the typ-
ical size of these systems ranges between 6 and 10 kW. Using 60-cell or 72-cell
modules, a residential home can accommodate up to 39 solar PV panels. One of
the simulated models using SAM incorporates a battery energy storage in the sys-
tem design, allowing the system to provide electricity during the nighttime as well.
The specifications of the battery type and its properties are presented in Table 2.

Table 2 Technical
specifications of the battery
energy storage incorporated
in the SAM

Item Specification

Battery type Lead–acid: VRLA gel

Bank capacity (DC) 10 kWh

Bank power (DC) 5 kWh

Bank voltage (DC) 48 V

Cell nominal voltage (DC) 2 V

Cell capacity 20 Ah

AC–DC conversion efficiency 96%

DC–AC conversion efficiency 96%

Maximum state of charge 95%
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Table 3 PV system design
parameters and technical
specifications

Item Specification

Collector area 52.1 m2

Array tilt angle 38°

System size 10 kW

Panel wattage 300 W

Estimated annual revenue $3721/year

Estimated annual production 9690 kWh/year

All electrical specifications are under nominal operating cell temperature with irra-
diance of 800 W/m2, ambient temperature of 20 °C and wind speed of 1 m/s. The
modules follow a degradation rate of 0.55% annually. When modeling the battery
storage system, the voltage model developed by SAM was used along with other
computed properties such as nominal bank voltage. Furthermore, the model assumes
battery with specific heatCp sits in room of fixed temperature. Therefore, heat trans-
fer to room is considered proportional to heat transfer coefficient h.

This contribution extensively investigates a residential rooftop solar system
located in Kitchener, Ontario. The actual recorded data are processed and analyzed
to further understand the economic aspect as well as the performance of the system
with respect to various parameters. This site is a simple 10 kW solar PV system,
composed of 37 panels of 300W. These solar panels are divided into four roofs, with
two roofs facing south, one facing east and the last facing west. Table 3 shows the
system design parameters.

2.1 Solar Radiation of Tilted Surfaces

The areas of these roof-mounted solar panels are also calculated using the following
equation:

ηmax = Pmax

ESW
S,Y × Ac

(1)

whereηmax is themaximummodule efficiency,which is 17.5%according to the panel-
type specification, Pmax ismaximumpower output for the target energy demand, ESW

S,Y

is the incident radiation flux, which is set at 1 kW/m2 for the purposes of this study,
and Ac is the area of collector in square meter.

The estimated annual production for the solar systems is modeled by taking into
consideration all the roofs with solar panels, their solar irradiance, azimuth and slope
of the roof. Solar modeling is conducted in order to mimic the performance of the
solar system throughout the year, while taking into account the shading effect on each
roof from the data collected.Other parameters such as the array orientation and tilt are
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also taken into consideration. Furthermore, the PV system output is calculated using
RETScreen, which approximates this value by firstly calculating the hourly direct
irradiance and diffuse irradiance on a horizontal surface for all hours of an average
day. The daily global irradiance is set the same as the monthly average. Formulas
used are explained further in Duffie and Beckman [20], which were first derived by
Erbs, Collares-Pereira and Rabl, and Liu and Jordan. Secondly, the values of global
irradiance on a tilted surface are calculated for all hours of the day. This is achieved
with a simple isotropic model. Formulae of Braun andMitchell are used to determine
the tracking angles. Finally, the average daily irradiance is obtained by summing the
two previous steps. By integrating the hourly total insolation, IT , between sunrise and
sunset, the daily radiation is determined for titled surfaces. Furthermore, the hourly
total insolation, IT , is obtained using the widely used Perez anisotropic model [21]:

IT = Ib Rb + Id(1− F1)

(
1+ cosβ

2

)
+ Id F1

ap

bp
+ Id F2 sin β

+ 1 · ρg

(
1− cosβ

2

)
(2)

where IT is the hourly total solar radiation on a horizontal surface, Ib is the beam
solar radiation on a horizontal surface and Id is the diffuse solar radiation on a
horizontal surface. The Perez model is widely used in various academic studies
including Ioannou et al. [11], Cronemberger et al. [22] and Compagnon [23]. The
actual site uses actual measured irradiance rates.

However, the model simulated on SAM uses a local meteorological library pro-
vided by SAM for Windsor, Ontario. Evans model is used to calculate the energy
produced by the PV system [24]. In this case, the average efficiency of the PV mod-
ules, ηPV , is a function of the module operation temperature TC :

ηPV = ηref[1− βρ(TC − Tref )] (3)

where ηre f is the PV module efficiency at reference temperature Tref (= 25 °C) and
βρ is the temperature coefficient formodule efficiency. In this study, the configuration
of the solar panels does not account for panels’ self-shading, as the roofs are already
inclined.

2.2 Cost Assessment

Cost assessment is a critical category when assessing sustainability of energy sys-
tems. What does an economically sustainable energy system look like? This critical
question must be addressed in any project before embarking on the execution jour-
ney. Furthermore, while conventional energy sources are relatively cheaper, renew-
able energy sources remain quite expensive. However, improved economic planning
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and the progress toward cheaper renewable and clean energy are making the com-
petition tougher between energy systems. Moreover, economic factors involved in
the operation and design of energy conversion systems have brought the thermal
energy storage, for example, to the forefront of its industry [25]. Several thermal
energy storage technologies are indeed present in the industry and are used side by
side with on-site energy sources to economically buffer variable rates of supply and
demand. In addition, an energy system is economically sustainable when they meet
the following standards:

• The economic benefit of the energy generation outweighs operational, capital and
maintenance cost. Simply, the project is economically viable.

• Energy systems with shorter payback periods are preferred over systems with
longer payback periods. This attracts investors.

• Lower levelized cost of energy/electricity. Energy is available for everyone at a
relatively lower cost.

In summary, energy systems are economically sustainable if they are profitable,
are serviced at lower cost for the consumer and contain the elements of a successful
business idea. The score of this category is calculated as such:

YECO = (YBCR ×WBCR) + (YPBT ×WPBT) + (YLCOE ×WLCOE) (4)

where YBCR, YPBT and YLCOE refer to the scores of benefit–cost ratio, payback time
and the levelized cost of energy/electricity, respectively. ‘W’ terms refer to theweight
associated with each indicator. When assessing the economic impact, the proposed
model is confined to the following limitations and assumptions:

• The benefit–cost ratio is confined to profitable projects only (i.e., no negative
values).

• The payback time for energy projects is assumed to be between 0 and 23 years.
• LCOE target values are limited by values published by the USEnergyDepartment.

The annual revenue for the solar systems is calculated based on the annual pro-
duction of the system with respect to the rate at which the lease was signed for
the microFIT program. For example, similar to the German degradation model, the
government of Ontario followed a similar approach, where compensation rates were
highest at the launch of the program in order to attract investors and degraded each
year, maintaining an attractive rate for investors. Therefore, the annual revenue is
calculated using the following equation:

Revenue = Ṗ

(
kWh

year

)
× r

(
$

kWh

)
(5)

where Ṗ is the estimated annual production ( kWh
year ) and r is the microFIT rate ( $

kWh ).
In this case, there are two parameters affecting the estimated revenue, including
the microFIT rate and the estimated annual production. As for the microFIT rate,
it is slightly a fixed variable among all systems in study, as they remain the same



594 A. Abu-Rayash and I. Dincer

throughout the duration of the lifetime of the solar system. Most solar systems in this
study have the same rate at $0.38/kWh. Again, this is a generous rate as the same
could cost less than 1 cent if secured from other energy markets or sources. As for
the estimated annual production, a few parameters contribute toward determining its
magnitude. This includes irradiance rates. Residential systems vary in production
according to their roof tilt, azimuth angle, orientation and the irradiance on that site.
Furthermore, some rooftops are better configured than others are as they incline
more southerly, yielding higher production rates. Moreover, some roofs might have
higher shading effect than others, resulting in lower production rates. The microFIT
contract runs for a period of 20 years. Therefore, the projected revenue is calculated
based on a lifetime of that period. However, in reality, consumers can still benefit
from the solar system financially after the 20-year contract period by enrolling in
a net metering program, for instance, in order to reduce their own electricity costs.
Therefore, while the total revenue for this system is calculated based on themicroFIT
timeline, the optimal revenue can be adjusted to match the lifetime of the system.

The payback time of the system refers to the period that the system takes to recover
all invested amount. Shorter payback time reflects higher sustainability and favorable
investments, while longer payback time suggests the opposite. Payback method does
not take into account the time value of money unlike net present value or benefit–cost
ratio. The calculation of the payback time is simple. The following equation is used
to determine the payback period:

PBT =
...
P

PCF
(6)

where
...
P represents the total project investment in ($) andPCF represents the periodic

cash flow in ($/year). Furthermore, the net present value (NPV) is an important
indicator to assess the relationship between the costs of an energy system and the
benefits associated with it.

This indicator is informative both quantitatively and qualitatively as it analyzes
all the possible benefits and costs. All benefits associated with an energy system are
summed, while all costs are subtracted. When conducting a cost–benefit analysis,
results that are more accurate are achieved by analyzing the NPV of all future costs
and benefits. Simply, if NPV is negative, the project will never pay for itself and thus
it is a financially burdening project. However, if NPV is positive, the profits outweigh
the costs and the project will pay for itself over time and eventually generate profits.
The net present value is calculated using the following equation:

NPV =
N∑
i=1

(
P Ii

(1+ r)i

)
− Cost0 (7)

where PIi represents the project’s net income in a given year.N represents the number
of years over which the project income occurs. r is the discount rate and Cost0 is the
project cost, typically assumed in the initial year (0).
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Commercial viability and profitability are considered an essential aspect of the
growth of any renewable energy source. In fact, if a consumer does not directly
benefit financially, the motivation to install a solar system fades away most of the
time. Therefore, it is critical to ensure that this investment is profitable and that the
return on investment percentage is as high as possible. This is achieved by reducing
the costs to an absolute minimum andmaximizing the revenue in every way possible.
This sectionwill analyze the actual and theoretical financialmodel of residential solar
systems in order to assess the system economically. It is important to mention that
the currency used for all financial analysis is the US dollar.

The levelized cost of electricity or energy (used interchangeably) refers to the
cost of energy. It accounts for all lifetime costs of the system including operation,
maintenance, construction, taxes, insurance and other financial obligations of the
project. They are then divided by the expected total energy outcome in the system’s
lifetime (kWh). Cost and benefit estimates are adjusted to account for inflation and
are discounted to reflect the time value of the money. It is indeed a very valuable tool
to compare different generation methods. Lower LCOE values resemble low energy
cost, which in turn reflects back with high financial profit to the investors and vice
versa.

LCOE =
∑N

i=0

[
Ii+Oi+Fi−TCi

(1+r)i

]
∑N

i=0

[
Ei

(1+r)i

] (8)

where Ii is investment costs in year I, Oi represents the operation and maintenance
costs in year i, Fi represents the fuel costs in year i, TCi represents the total tax
credits in year i, Ei represents the energy generated in year i, r is the real discount
rate, and N is the economic lifetime of the system.

The value of the LCOE includes the capital cost average, fixed operation and
maintenance cost average, variable operation and maintenance average as well as the
fuel cost average. The LCOE score is determined by the following equation:

YLCOE = XLCOE(T )

XLCOE
(9)

where XLCOE represents the actual LCOE of the energy system. XLCOE(T ) represents
the target value for the future and long-term LCOE for that system. For the purpose
of this study, the values published by the US Energy Department for the LCOE for
various energy systems in the year of 2040 will be used in the case studies for the
values of XLCOE(T ).
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2.3 Sizing Criteria

When designing a solar PV system, the total energy demand needs to be calculated
in order to make sure that the energy input from the system meets the target con-
sumption. For this case study, the total electricity demand has been retrieved from
the monthly electric bill of the site. The sizing of the battery is also important, and
for this case study, deep cycle battery is used. This type of battery is specifically
designed to discharge to low energy levels and recharge rapidly when needed. In
order to ensure that the size of the battery is large enough to store sufficient energy to
operate all the appliances and electric commodities, the following equation is used
to determine the battery size:

Bmax = 110Ct

DODmax
× D (10)

where Bmax is the maximum battery capacity (W h), Ct is the total daily electric
consumption (W h/day), D is the number of days of autonomy, and finally DODmax

is the maximum depth of discharge (%), which defines the maximum discharge
capacity that a battery can achievewithout damages.WhileNi–Cd batteries can reach
discharge depths of higher than 90%, lead–acid batteries can only discharge up to
70%. Based on the electric demand of the site, the battery size has been calculated
as specified in Table 2.

3 Results and Discussion

Due to Canada’s harsh winters, solar systems’ peak performance is in the summer.
Delayed winters allow more solar energy to be harvested during the fall months.
However, December, January and February experience the lowest energy production
from solar systems. Figure 2 illustrates the collected data for Site 1 over a period of
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Fig. 2 Annual energy production (kWh) generated from Site 1
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one year. The trend of the energy production from this site roughly follows a normal
distribution, which is true for all sites as production varies from month to month.

From this collected data, the peak performance for this site is in the month of
June, generating close to 1200 kWh, and the lowest is in December with less than
100 kWh generated energy. Furthermore, the fall months of September and October
yield in decent rates of energy despite the change of weather during these months.
Changes in weather may influence the performance of the solar system depending
on the geographical location.

This study analyzes a number of solar sites across Ontario and assesses their
energetic performance. The sites vary in their annual estimated revenue as it fluctuates
between approximately $3000 and $4500 depending on the annual production. These
sites are spread throughout Ontario from Windsor to Peterborough along with a
variety of sites across theGreater TorontoArea. Table 4 shows the various production
rates along with the estimated revenue for each site annually.

Figure 3 illustrates the systems in study and their geospatial locations throughout
Southern Ontario. The systems were selected from various towns and cities in order
to have a logical and reasonable representation of Southern Ontario. As mentioned
earlier, major cities have also been taken into consideration such as Toronto,Windsor,
Hamilton, St. Catharines, Kitchener, Waterloo and Richmond Hill. East of Toronto,
we were limited with only two sites at Oshawa and Belleville, while on the west
end of the map, Windsor and St. Thomas were selected. In this study, wind speed
and atmospheric temperatures are investigated in detail to better understand their

Table 4 Site information for the studied solar systems including location, estimated annual
production and estimated annual revenue

Site number Location Estimated annual
production (kWh/year)

Estimated annual
revenue ($/year)

Site 1 43.40088, −80.52031 9690.00 3721.00

Site 2 44.17745, −77.39015 7378.00 2833.00

Site 3 43.95832, −78.83717 10141.00 3894.00

Site 4 44.33739, −79.7235 10240.00 3932.00

Site 5 43.93968, −79.42635 7313.00 2895.94

Site 6 43.7221, −79.589 10328.00 3966.00

Site 7 43.65317, −79.75156 10053.00 3860.00

Site 8 43.59147, −79.77745 7311.00 2807.00

Site 9 43.49597, −80.55494 11096.00 4261.00

Site 10 43.21367, −79.83092 11475.00 4406.00

Site 11 43.17853, −79.22078 10210.00 3921.00

Site 12 42.97081, −79.2705 10099.00 3878.00

Site 13 43.20989, −80.39676 10807.00 4150.00

Site 14 42.80294, −81.25376 10087.00 3873.00

Site 15 42.3199, −83.00158 10649.00 4217.00
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Fig. 3 Map of Southern Ontario and the geospatial location of each site

effect on the performance of solar systems. Figure 3 illustrates the wind speed and
temperature data for a period of one year at the site. This figure demonstrates an
approximately inverse relationship between wind speed and temperature on their
impact on the solar system performance.

For example, when wind speed is high and temperatures are low, the solar sys-
tem is expected to perform poorly, yielding in lower energy production. On the other
hand, as temperatures increase andwind speeds decline, solar performance enhances.
This gap between the temperature and the wind speed records is much larger when
observing data from other sites. This strengthens the inverse relationship hypothesis.
Interestingly for this site, the month of June, which records the highest energy pro-
duction, locates the intersection of wind speed and temperature in Fig. 4. In this case,
the highest energy production is yielded at temperature of 18 °C and wind speed of
3.6 m/s.

The atmospheric temperature influences the energy output of solar systems. In
this case, a correlation is observed for the site between the monthly temperature and
its corresponding energy output. Figure 5 shows the relationship between the two
parameters more illustratively. As the temperature starts to increase in March, the
energy output would have preceded this incline 2months before. However, generally,
as the temperature increases toward 20 °C, the energy output increases in a linear
fashion almost simultaneously. On the other hand, as the temperature drops the
energy output also drops, respectively. This clear correlation between temperature
and energy outputmakes it evident that a relationship between both parameters exists.
Moreover, the wind speed resembled an inverse relationship with the temperature
throughout the course of the year. This in turn reveals a possible relationship between
the wind speed and the energy output.

Figure 6 shows the relationship between wind speed and energy output for the
site based on the recorded data over the course of the year. The inverse relationship
between the two parameters is quite clear. Whenever the wind is at high speed, the
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Fig. 4 Recorded annual temperature and wind speed at Site 1 along with energy output
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Fig. 5 Annual temperature and respective energy output from site

energy output is low. On the other side, higher energy outputs are achieved during the
decline of wind speeds. In fact, the month of June, which yields the highest energy
output, experienced a wind speed of 3.8 m/s. However, in December, the lowest
energy output is observed with wind speed of 5.1 m/s. Furthermore, while the energy
output illustrates a smoother trend, the wind speed fluctuation leads to an irregular
trend throughout the year, making the effectiveness of the relationship between the
two parameters weaker.

Moreover, there is slight variation between the estimated production forecasted
basedonRETScreenprogramand the actual productionon site. The actual production
only exceeds the estimated production during the fall season, between late August
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Fig. 6 Recorded annual wind speed and respective energy output from site

and late November. Other than that, the estimated production is slightly more than
the actual values. Figure 7 illustrates the relationship between the two variables.

The costs associated with a residential rooftop solar system range from admin-
istrative to technical costs as well as equipment purchase. The following cost input
highlights the actual cost used in the financial analysis for the site. Administrative
costs include parcel register, building permit fees and connection fees. On the other
hand, technical fees include the technical feasibility study, engineering costs and
system commissioning. Lastly, the purchase of equipment makes up the majority of
the costs. Table 5 outlines the different cost categories associated with building a
solar system on a residential rooftop.

Indeed, the final cost of the solar system at the site totals up to $2.07/W-DC and
an overall cost of $18,844. The solar panels and installation make up more than
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Fig. 7 Estimated production compared to actual production of the system
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Table 5 Cost category analysis for Site 1

Description $/W-DC Total cost ($)

Sales commissions $0.09 $867

Parcel register $0.00 $30

Technical feasibility study $0.03 $290

Engineering $0.02 $150

Building permits $0.01 $283

Connection fees (local distribution company) $0.00 $310

Solar panels $0.56 $4057.05

Racking $0.30 $2811

Inverters $0.13 $1251

Optimizers $0.15 $1449

Critter guard materials $0.05 $444

NOL/NOSI $0.01 $132

Installation (base) $0.41 $3868

Installation (out of area) add on charge $0.00 $0

Installation (small system) add on charge $0.00 $0

Installation (extra) add on charge $0.00 $0

Monitoring hardware $0.05 $255

System commissioning $0.00 $194

S&M overheads $0.14 $1321

Minimum operating margin $0.12 $1132

All hard costs $2.07 $18,844

44% of the total cost. Second highest costs are associated with the inverter, racking,
optimizers and O&M overheads.

Figure 7 shows the summary of the cost for this system broken down by main
categories of regulatory, solar panels, installation, racking, inverters, optimizers and
operation and maintenance. Exactly 50% of the total cost is attributed to the equip-
ment purchase (Fig. 8).

Table 6 shows the bill of materials needed along with their respective cost to build
the system on the site. The actual solar panels make up approximately 50% of the
equipment cost. The table also shows the racking material costs. In this case, the
critter guard length is designed as 290 feet. The site has 37 solar panels, which are
72-cell panels and 360W. For each solar panel, an optimizer is installed. One inverter
is used for the whole system, and the rest of materials are used for installation and
mounting of the panels.

In this study, the revenue source is a provincial production-based incentive pro-
gram. Through the microFIT program, residents of Ontario are able to install any
form of renewable energy, in this case rooftop solar systems, and feed it back to
the grid at generous rates ranging from $0.288 to $0.97 per kWh depending on the
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Fig. 8 Breakdown of total
cost of the solar system
including equipment and
installation
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Table 6 Cost of material and respective equipment cost for solar system on site

Description Units Unit price Total

360 W-72 cell panels 37 0.43 $4057.05

7.6 kW inverter 1 1251.00 $1251.00

P300 optimizer 37 39.17 $1449.29

KlickTop 90 1.85 $166.50

Solo05-4.2 m 22 27.75 $610.50

EJOT asphalt flashing + JA3-SB 90 9.10 $819.00

Splice Solo05 16 2.90 $46.40

5 k mid-40–50 mm 54 1.95 $105.30

5 k end 40 mm 40 1.95 $78.00

Beaver tooth grounding lugs 10 1.40 $14.00

RPVU 90-black 30 1.20 $36.00

RPVU 90-red 30 1.20 $36.00

MC4-male 8 1.63 $13.00

MC4-female 8 1.63 $13.00

Grand total $8695.04

contract year. For this site, the microFIT rate is set to be $0.38/kWh. In order to
analyze the revenue, the production of the system must be estimated first. Table 7
shows all the details of the roof of the studied system including the slope, azimuth
and percentage of shading on each roof, and the corresponding estimated production
as well as revenue for each roof. Simply, the total production is sold back to the
Independent Electricity Service Operator (IESO) at the rate specified, yielding in an
estimated annual revenue of $3721.

The solar system has been simulated using System Advisor Model (SAM), which
is a financial and performance model designed to facilitate decision making for those
involved in renewable energy. It is intended specifically for engineers, researchers,
project managers and policy analysts. SAM is developed by the National Renewable
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Table 7 Roof details and estimated production per roof for the system in Kitchener

Roof # No. of
panels on
roof

Orientation Roof
wattage
(kWp)

Slope
(degrees)

Azimuth Shading
(%)

Estimated
produc-
tion
(kWh)

Estimated
revenue

1 17 W 4.34 38 76 8 4450.04 $ 1708.82

2 5 S 1.28 16 14 6 1498.36 $ 575.37

3 3 S 0.77 38 14 2 968.24 $ 371.80

4 12 E 3.06 38 104 8 2773.80 $ 1065.14

Energy Laboratory (NREL) and makes performance predictions as well as cost of
energy estimates for power projects that are grid-connected based on their instal-
lation, system design parameters and operation costs. Input parameters have been
specified to mimic the site in terms of number of solar arrays, their tilts and azimuth,
and shading effect. Furthermore, since the site is located in Kitchener, Ontario, the
electricity rates were inputted to match that of Kitchener Wilmot Hydro Inc. In fact,
they had three different types of rates depending on the time of day.

These three rates were inputted into the model for accurate simulation. SAM’s
database is American-centric, and thus Kitchener was not part of the location and
resource database. Windsor, Ontario, was selected to be the targeted city. Thus, the
weather data and annual averages calculated from the weather data are all based on
Windsor, Ontario, which is not too far from Kitchener.

The module selected in the simulation is the same as the ones installed, which is
specified in Table 1. Weather data used in this study are from NERL’s National Solar
Radiation Database. Furthermore, the inverter selected also matched that installed
on the site. Moreover, the system design mimicked the actual system in terms of
shading, azimuth and tilt for each roof along with the observed shading of each
roof extracted from site. The degradation rate for the system was set to 0.55% per
year, while the total DC power losses were 4.44%. In addition, system cost inputted
followed the rates presented in Table 5, which describes the cost per watt for each cost
category. Finally, the system incorporated a production-based incentive to simulate
the microFIT program. The rate was set to be $0.38/kWh for the term of 20 years,
which is the rate and duration that the site is enrolled.

Table 8 presents major financial highlights of both the site and the SAM simulated
model. It is evident that values are very close and the simulation seems to be accurate
with respect to the actual estimated values. Furthermore, while the SAM produces
slightly lower energy production, its system cost is estimated to be cheaper than the
actual cost. Thus, the return on investment is simulated to be higher than the actual
value. Figure 9 also shows the highlights of the economic variations between the
three different systems.
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Table 8 Summary of main economic parameters for the solar system

Description Actual site SAM (no battery storage) SAM (battery storage)

Estimated annual
production (kWh/year)

9690.00 9542.46 9272.00

Estimated annual
revenue ($/year)

$3721.00 $3626.13 $3523.36

Total revenue ($) $74,422.6 $72,522.7 $70,467.2

System cost ($) $ 18,844.00 $15,425.00 $20,466.00

ROI (%) 19.75% 23.5% 17.21%

Average monthly
revenue ($)

$310.09 $299.06 $293.6

Payback time (years) 5 years 4.25 years 5.8 years
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Fig. 9 Highlights of economic variations between the three different systems

It is evident that the battery storage is more costly, yet its return on investment
is not significantly high. Thus, it is not an attractive option compared to the grid-
integrated PV system. The monthly production of energy of the actual collected data
and the simulated SAM data are very similar.

Figure 10 illustrates the monthly energy output for both systems, respectively.
SAMoverestimates the energy production fromDecember to July. On the other hand,
it underestimates the energy production for period betweenAugust andNovember. In
general, the approximation of energy output in the simulated model is very accurate
when compared to the actual recorded data at the actual site. From this simulation,
further assessment is modeled by SAM to illustrate the monthly energy production
compared to the monthly electricity load.

Figure 11 illustrates the variation between the monthly energy productions versus
the electric load. The bars indicating the cumulative excess generation of energy
exceed 3500 kWh in a given year. Moreover, the cumulative generation is the sum
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Fig. 11 Monthly energy output for the site and modeled system using SAM

of the production that is left after meeting the monthly electricity demand in this
case. The first month, therefore, does not have any cumulative value, while the
months that follow carry on any excess energy generated from previous months.
Furthermore, it is evident that winter months of December and January experience
higher electricity demands than the expected system output. The PV system with
battery follows the same trend; however, it always underperforms compared to the
system without battery.

Using solar rooftop systems residentially sounds attractive; however, it is critical
to understand the financial aspect relative to the local electricity rates. As mentioned
earlier, the local electricity rates for Kitchener were inputted into the SAM in order
to simulate the influence of the solar system over electricity prices. Indeed, Fig. 12
illustrates this relationship clearly and vividly.
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Simulated data show a significant impact of the solar system over the monthly
electricity bill at the site. In fact, the solar system normalizes the monthly electric-
ity cost to $12.00 throughout the year, irrespective of seasonal demand variations.
Furthermore, without the solar system, electricity costs rise up to $100 in summer
months, demonstrating the substantial benefit resulting from the rooftop residential
solar system. Evidently, the total PBI income depreciates as the solar panel ages and
consequently the production denigrates.

On the other hand, the value of electricity savings increases throughout the year
based on the simulated SAM. Moreover, since the microFIT program is a 20-year
contract, no income is observed after 20 years. As mentioned earlier, other programs
of income such as Net Metering or other programs, which may come to existence
later, could be utilized to guarantee the financial gain from this system. The GHG
emissions for the current system are the lowestwhile the simulated systems yielded in
higher GHG emissions as illustrated in Fig. 13. This may be due to faults associated

Fig. 13 Total GHG
emissions for each model
throughout the lifecycle of
the system
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with the simulation, which is clear from the variance between the projected emissions
of the actual site versus the projected emissions from the simulated models.

In order to evaluate the effect of the storage on the self-consumption of the PV
energy, the household consumption profile must be analyzed. Self-consumption is
a nonlinear function with asymptotic relationship between the PV and the battery
size. Achieving 100% off-grid system means perfect self-consumption, which is not
practical without oversizing the battery size excessively. Furthermore, the battery
storage has the potential to maximize self-consumption for solar PV systems under
the microFIT program. Moreover, as the battery discharges electricity during the
evening hours, self-consumption is maximized.

The actual site emits much less emissions than any of the tested models regard-
less of battery integration or not. However, the SAM with battery has a total GHG
emission slightly less than that system with no storage option. All in all, the total
annual emissions for the actual site throughout its annual lifecycle come up to
38,000 kgCO2e/kWh.

The losses associated with this solar system as modeled by SAM vary from one
source to another. Themajor losses are due to the panel of array, specifically the shad-
ing and soiling associated with the panels. These losses total close to 65,000 kWh.
Furthermore, nominalDCenergy losses are ranked second.The losses in this category
are due to the module mismatch, module and DC wiring. Thirdly, losses associated
with the inverter are also taken into account including the inverter efficiency, inverter
power consumption and inverter nighttime consumption. Lastly, losses due to AC
wiring are taken into account, resulting in a gross annual production of 9447 kWh.
Simulated models with battery energy storage and without both project the same loss
patterns in their systems. Figure 14 shows the various loss categories in an illustrative
format.

Moreover, the solar irradiance projection at each hour is illustrated for all months
of the year for this specific system in Fig. 15. The trend shows higher irradiances after
14:00 h. Summer hours extend as the days are longer. The highest solar irradiance
is rated at 22 W/m2, which is achieved in mid-June.
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Fig. 14 Projected losses associated with the simulated solar system using SAM
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Fig. 15 Projected solar irradiance (W/m2) based on the hour of day for all months

4 Conclusions

This techno-economic analysis of a residential solar rooftop systemhighlights critical
economic conclusions. While the actual ROI of the solar system is 19.75%, the
simulated model using SAM results in higher ROI of 23.5%. The addition of battery
to themodeled system reduces thisROI to 17.21%. Furthermore, the annual estimated
revenue of the actual system is $3721, while the simulated SAM projected a more
conservative yet close estimation of $3626.13. The addition of the battery storage
decreases this estimated revenue slightly to $3523.36. Furthermore, the actual total
cost of the system is relatively higher than the projected amount by SAM. Logically,
the addition of the battery storage increases the total cost as it is estimated to cost
$20,466. Moreover, the modeled data of monthly electricity cost after using the
solar system indicate that solar energy integrated with the grid is a profitable and
sustainable energy source. In specific, the solar system reduces the electricity bill to
less than $20 throughout the different months, whereas the minimum bill without
the solar system is $42 per month, which is more than double the earlier amount.
Shading and soiling make up the main sources for losses in this systems’ production,
adding up to 64,889 kWh during the system’s lifetime.
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Evaluation of an Environmentally-Benign
Renewable Energy System for Buildings

Azzam Abu-Rayash and Ibrahim Dincer

Abstract It is very important to have environmentally-friendly solutions based on
renewable energy systems for communities. Buildings are large stakeholders in the
composition of a community and have substantial energy consumption. In this study,
a net zero energy building is considered and modeled using solar PV and geother-
mal heat pump. The system is assessed for sustainability and energetic and exergetic
efficiencies. The solar system considered yields an electricity production capacity of
51.4 kW with exergy efficiency of 15% under atmospheric conditions. The geother-
mal heat pump has a coefficient of performance of 4.9 and an exergetic coefficient
of performance of 2.1. The sustainability index of this system is 0.62 using the
hierarchist aggregation method and the weighted geometric mean. Furthermore, the
effect of various refrigerants on the thermodynamic performance of the system is
investigated.

Keywords Net zero energy building · Sustainability · Geothermal heat pump ·
Photovoltaics · Solar energy · Exergy · Efficiency

Nomenclature

Cp Power coefficient
Cost0 Project initial cost, $
ex Specific exergy, kJ/kg
Ėx Exergy rate, kW
Ėxin Total exergy input, kW
ESW
S,Y Solar radiation flux, kW/m2

h Specific enthalpy, kJ/kg
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Ṅ Net negative cash flow, $
Ṗ Maximum operational hours in a year, hours/year
P̈ Net positive cash flow, $...
P Total project investment, $
PIi Project’s net income in a given year, $
PR Production rate, tonnes/year
PCF Periodic cash flow, $/year
Pop Population
Powermax Maximum power output, MW
Q̇ Heat rate, kW
R Recoverable reserves, kg
s Specific entropy, kJ/kgK
Ṡ Entropy rate, kW/K
ṠS System size, kW
T Temperature, K
t Time, year
v Specific volume, m3/kg
W Weighting factor
Ẇ Work rate, kW
WAM Weighted arithmetic mean
WGM Weighted geometric mean
X Sustainability indicator
Y Dimensionless indicator value
YP Yield production, kWh/kWp

Greek Letters

α Adjustment factor
η Energy efficiency
τ Residence time, hr
ψ Exergy efficiency

Subscripts

amb Ambient
Comb Combustion
Cond Condense
D Destruction
ED Exergy destruction
ER Energy
EX Exergy
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ENV Environment
Evap Evaporator
0 Reference environment
Sust Sustainability
(T ) Target value

Abbreviations

AP Acidification potential
AT Air toxicity
ADP Abiotic depletion potential
BCR Benefit–cost ratio
COMM Commercializability
COP Coefficient of performance
EI Educational innovation
EL Educational level
EP Eutrophication potential
EES Engineering Equation Solver
EFI Environmentally friendliness index
EPA Environmental protection agency
GHG Greenhouse gas
GWP Global warming potential
HH Human health
HW Human welfare
IN Innovation
JC Job creation
LU Land use
LCA Lifecycle assessment
LCOE Levelized cost of electricity/energy
NPV Net present value
ODP Ozone depletion potential
PA Public awareness
PM Particulate matter
PV Photovoltaics
PBT Payback time
SA Smog air
SA Social acceptance
SC Social cost
TR Technology readiness
TRAIN Training
WC Water consumption
WE Water ecotoxicity
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1 Introduction

Energy management and efficiency enhancements of energy systems have been key
strategies in reducing cost and environmental footprint across buildings. Implement-
ing such practices and technologies, energy consumption of buildings can be lowered
by up to 35% [1]. Assessment for sustainability of energy systems is significant as it
provides a detailed layout of all parameters pertaining energy consumption. A com-
prehensive sustainability assessment allows for analyzing all system-related parame-
ters, including environmental, economic, social, and technology impacts along with
evaluating thermodynamic-based properties. Santoyo-Castelazo and Azapagic [2]
included three main indicators to assess the economic category of their sustain-
ability model. They used capital costs, total annualized costs, and levelized costs
in order to assess the sustainability of energy systems. They also investigated the
social category more comprehensively than other studies by investigating security
and diversity of supply of energy, public acceptability, health and safety, and inter-
generational issues. Furthermore, the concept of net zero energy houses are widely
spreading as their long-term benefits are attractive to national plans ofmany countries
worldwide [1]. For example, the state of California has a policy goal that all new low-
rise residences be net zero houses by the year 2020 along with all commercial and
high-rise buildings by 2030. Boza-Kiss et al. [3] evaluated policy instruments to fos-
ter energy efficiency for the sustainable transformation of buildings. They found that
all policy instruments have the potential to generate economic benefit. Furthermore,
regulations can be cost-effective in various environments. In addition, public lead-
ership procurement programs have hidden impacts under other instruments. Their
data analysis suggests that regulations associated with product energy performance
standards have the ability to have the largest lifetime energy-saving impacts. Fur-
thermore, Yi et al. [4] investigated a net zero energy building from an ecological
perspective and assessed the sustainability based on emergy theory. Their results
show that net zero energy buildings use greater non-renewable emergy to seek a
zero-energy budget. Moreover, they claim that sustainable buildings tend to maxi-
mize power and not efficiency. Their model included environmental, legal, political,
economic, technological, and social factors. Their conclusion indicates that techno-
logical and environmental factors were the most influential factors when it comes to
sustainability of buildings.

Moreover, Polzin et al. [5] claim that the current financial system is not conducive
to an innovation-led energy transition. They indicate that there is a diverse investment
demand to make the transition to a more sustainable energy system. They conclude
that higher diversity and resilience in financial markets is instrumental to facilitate
the transition to clean energy in our current economy. Lastly, Herrero et al. [6] tried
to address a critical question whether smart home technologies address key energy
challenges in households or not. They claim that real-life evidence of the impact
of smart home technologies on everyday life of households is rare. Smart home
technologies enable novel ways to use and manage energy in a domestic sphere. In
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fact, they argue that smart home technologies may reinforce unsustainable energy
consumption patterns in the residential arena and that they are not readily available.

There are technically evident gaps and challenges associated with the concept
of a net zero energy building. Although net zero energy buildings require a large
capital cost, a quantitative economic assessment remains necessary. Moreover, envi-
ronmental and social impacts of net zero energy buildings also need to be studied in
depth.

The latest technologies and telecommunication techniques in net zero energy
building applications have been reviewed by AlFaris et al. [7] who concluded that
the renewable energy systems with smart houses are the most cost-effective options.
They also claim that the energy performance of such systems is 37% better than
ASHRAE standards when integrating renewable energy in smart houses. Further-
more, the energy performances of net zero and near net zero energy buildings were
analyzed in New England, and 6 out of 10 houses achieved the net zero standard
or better [8]. They also concluded that behavior of occupants, extra equipment, and
mechanical problems affected individual energy consumption. Payback time along
with other lifecycle analysis of a net zero energy building is presented by Leckner
and Zmeureanu [9]. They claim that the energy payback time from solar in this house
is between 8.4 and 8.7 years. They also concluded that solar energy conversion also
helps in supplying at least 3.5 times more energy than the energy invested for manu-
facturing and shipping the system. Further financial analysis is presented by Delisle
[10] where they evaluated the potential impact of the price fluctuation on net zero
energy house construction costs. Their study also compared various combinations of
energy efficiency parameters and the annual energy production.

While net zero energy buildings is an attractive idea, which may seem more
financially sound and technical feasible, its sustainability or performance is not yet
examined in depth. This paper aims to fill this gap by analyzing a net zero energy
building, assessing its performance thermodynamically as well as determining the
sustainability index associated with this idea. This idea of using the thermodynamic
performance along with other major impact of energy systems to assess their sustain-
ability index is novel. Both first and second laws of thermodynamics are considered
as the primary criteria of a proposed model to investigate technology development
and long-term energy transition [11, 12]. In fact, the authors follow evolutionary
forecasting scenarios and use the laws of thermodynamics to simulate the develop-
ment of energy transformation technologies. The residential energy demand is quiet
considerable worldwide, with themajority of the demand belonging to space heating.
In Ontario, the residential sector consumes 20% of the total energy consumption in
2017 as illustrated in Fig. 1.
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Fig. 1 Ontario’s energy demand for 2017 for the four main sectors data from NEB [13]

This chapter presents a comprehensive sustainability assessment of a net zero
energy building by evaluating the energy system’s thermodynamic performance
along with other indicators such as economic, social, and environmental impacts.
The specific objectives of this study are listed as follows:

• To analyze and assess the performance of a net zero energy house, which uses
solar PV and geothermal heat pump.

• To develop a model and assess the sustainability level of the considered system
using a comprehensive sustainability assessment model.

• To investigate how changing operating and environment conditions will affect the
thermodynamic performance and sustainability of the applied system.

2 System Description

The sustainability assessment is conducted on a residential building in Ontario,
Canada. The building is a two-story, 167 m2 residential complex with an annual
natural gas consumption of 35671 kWh and an electric consumption of 5331 kWh
annually. The building is located in Bowmanville, specifically at latitude 43.91 and
longitude−78.68. The system used to achieve net zero energy is comprised of a grid-
integrated, roof-mounted solar PV system, backed up with battery storage.While the
solar PVsystemprovides electricity, a ground-source heat pump is employed for heat-
ing and cooling applications. Figure 2 illustrates how both systems are connected to
the building. Solar PV panels are installed on a south-facing roof, with no shading
that surrounds the roof. The panels provide electric power, which is harvested from
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Fig. 2 a A 3D illustration of the roof-mounted solar system and the geothermal ground vertical
loops and b connection between the geothermal ground loop and the heat pump

the sun and converted from direct current to alternating current. Electricity generated
through solar is an alternative to current electricity supplied by Ontario energy mix,
which is 50%nuclear, 23%hydroelectricity, 10% fromnatural gas, and the remainder
from other renewable sources [14]. The excess electricity is integrated back to the
grid under the micro-FIT provincial incentive-based program. Furthermore, heating,
cooling, and domestic hot water is supplied by a geothermal vertical loop that is
connected with a heat pump system. The design is based on an Ontario residential
building of which the electric and gas usage is used for this assessment.

2.1 Solar Photovoltaic System

The electricity generated from the PV systems is used for the overall electric appli-
cations of the house as well as to provide the work input for the geothermal heat
pump. Additional electricity is fed back to the grid. Due to the intermittent nature
of solar energy and seasonal availability, electricity would be required from the grid
during nights as well as other periods of low production.

The PV system is composed of 30 panels of 60-cell monocrystalline 300 W
modules. The modules have a degradation rate of 0.55% annually and an initial
degradation of 2%. It is assumed that all panels fit on the south-facing roof and
that the roof is free of any shading surrounding it. Other mechanical and electrical
properties of the panels used are presented in Table 1. The solar and geothermal heat
pumps are modeled using the Engineering Equation Solver (EES) in order to analyze
the system thermodynamically.
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Table 1 Mechanical and
electrical specifications of the
module under nominal
operating conditions

Item Specification

Cells 6 × 10

Cell type Monocrystalline/P-Type

Cell dimensions (L × W × H) 161.7 × 161.7 mm/15.25 cm

Front load 6000 Pa

Rear load 5400 Pa

Weight 18.0 kg

Connector type MC4, JM601A

Maximum power (Pmax) 220 W

MPP voltage (Vmpp) 29.1 V

MPP current (Impp) 7.56 A

Open-circuit voltage (Voc) 36.0 V

Short-circuit current (Isc) 8.10 A

Module efficiency 17.5%

Operating temperature −40 to +90

2.2 Geothermal System

The heat pump is also modeled using the Engineering Equation Solver (EES) in
order to analyze the system thermodynamically. The heat pump is designed to meet
90% of the heating demand for the building during the winter season. The demand is
evaluated based on monthly utility bills. For this site, natural gas was used for both
heating and for hot water. Balance equations for the different states in the system
are calculated in order to understand the energetic and exergetic performance of the
system. The heat pump uses water glycol solution in the vertical ground loop and
ammonia as a refrigerant in the vapor compression cycle for the heat pump, which
heats the air for the site. The system is designed to meet the demand of a 7.5 kW load.
The vapor compression cycle operates by compressing the working fluid, ammonia,
in the compressor to a high pressure and temperature. The compressor for the actual
system was assumed to have an isentropic efficiency of 85%. The working fluid
(gaseous phase) is then fed into the condenser, which acts as a heat exchanger. Air
is heated as the working fluid is condensed. An assumed 50 kPa pressure drop is
assumed in the condenser. The working fluid then leaves the condenser as a saturated
liquid. From the condenser, the working fluid is throttled in an expansion valve to the
evaporator pressure. The throttling process is modeled as an isenthalpic process. The
evaporator acts as a heat exchanger transferring heat from the water glycol solution
circulating then in the vertical ground loop to the refrigerant. Theworking fluid enters
the compressor as a saturated vapor, repeating the cycle. While Fig. 2a illustrates the
connection of the geothermal to the house, Fig. 2b shows the heat pump system. It
is assumed that kinetic and potential energy interactions are negligible. In addition,
each component is analyzed as a control volume and at a steady state.
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The sequence of these equations follows the schematic sketch presented in Fig. 2b.
The compressor is labeled as state number 1 followed by the condenser, the expansion
valve and finally the evaporator as state number 4.

The heat pump coefficient of performance (COP) is calculated as follows:

COPen = Q̇H

ẆC
(1)

where Q̇H is the heat output of the condenser, and ẆC is work output from the
compressor. The energetic performance coefficient COPen is determined by dividing
the first term by the second. Furthermore, the exergetic performance coefficient
COPex is calculated using the following equation:

COPex = Ėx
QH

ẆC
(2)

where Ėx
QH =

(
1− T0

TH

)
× Q̇H is the total exergy of the condenser’s heat output.

For the adiabatic compressor, one can write the thermodynamic balance equations
as follows:

Mass Balance Equation (MBE):

ṁ1 = ṁ2 (3)

Energy Balance Equation (EBE):

ṁ1h1 + Ẇcomp = ṁ2h2 (4)

Entropy Balance Equation (EnBE):

ṁ1s1 + Ṡgen = ṁ2s2 (5)

Exergy Balance Equation (ExBE):

ṁ1ex1 + Ẇcomp = ṁ2ex2 + Ėxdest (6)

For the condenser, one canwrite the thermodynamic balance equations as follows:
Mass Balance Equation (MBE):

ṁ2 = ṁ3 (7)

Energy Balance Equation (EBE):

ṁ2h2 = ṁ3h3 + Q̇out (8)
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Entropy Balance Equation (EnBE):

ṁ2s2 + Ṡgen = ṁ3s3 + Q̇out

T0
(9)

Exergy Balance Equation (ExBE):

ṁ2ex2 = ṁ3ex3 + Q̇out

(
1− T0

T0

)
+ Ėxdest (10)

For the expansion valve, one can write the thermodynamic balance equations as
follows:

Mass Balance Equation (MBE):

ṁ3 = ṁ4 (11)

Energy Balance Equation (EBE):

ṁ3h3 = ṁ4h4 (12)

Entropy Balance Equation (EnBE):

ṁ3s3 + Ṡgen = ṁ4s4 (13)

Exergy Balance Equation (ExBE):

ṁ3ex3 = ṁ4ex4 + Ėxdest (14)

For the evaporator, one canwrite the thermodynamic balance equations as follows:
Mass Balance Equation (MBE):

ṁ4 = ṁ1 (15)

Energy Balance Equation (EBE):

ṁ4h4 + Q̇in = ṁ1h1 (16)

Entropy Balance Equation (EnBE):

ṁ4s4 + Q̇in

Tspace
+ Ṡgen = ṁ1s1 (17)

Exergy Balance Equation (ExBE):
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ṁ4ex4 + Q̇in

(
1− T0

Tspace

)
= ṁ1ex1 + Ėxdest (18)

where the process is isenthalpic and entropy at state 4 can be found using enthalpy
and pressure parameters.

2.3 Sustainability Assessment

These two renewable energy systems are assessed from a sustainability perspective in
order to gauge the ratio of sustainability they achieve compared to other systems. The
sustainability assessment model used is a comprehensive method that integrates vari-
ous variables together to derive a dimensionless sustainability index. The assessment
model takes into consideration environmental, social, and economic impacts along
with thermodynamic energy and exergy performances, technology, educational, and
sizing indexes. Figure 3 demonstrates the assessment model used for this study,
available elsewhere [15]. The energy index accounts for the energy impact on other
indexes as the environmentally friendliness impact and the economic impact.

2.3.1 Energy Index

The energy index is assessed using the following formula:

YER = (
η ×Wη

) + (YPr ×WPr) (19)

where YER refers to the total score of this index that is calculated by the addition
of the scores of the two indicators. η refers to the score of the efficiency of the
energy system; Wη refers the weight that is given for this indicator. YPr represents
the score of the productivity of the energy system, and WPr represents the weight
associated with that indicator. Efficiency refers to the level of performance that
describes a process, inwhich the lowest amount of inputs is used to derive the greatest
amount of outputs. It is a measurable concept, which is calculated by determining the
ratio between the useful output and the total input. In achieving the desired output,
the concept of efficiency minimizes the waste of resource such as energy in any
given energy systems. Indeed, efficient energy systems are better able to operate
and produce useful energy in a sustainable manner. More efficient energy systems
are also more environmentally benign and perform better economically, while less
efficient energy systems cause environmental pollution and are less economically
favorable. Efficient energy systems have a direct impact on social trends in society
such as maintaining a higher standard of living, including living in homes with
running water and electricity as well as being mobile. Therefore, energy efficiency is
suitable, important, and a reflective indicator to be used in sustainability assessment.
Energy efficiency is directly correlated to the first law of thermodynamics. Thus,
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energy efficiency refers to the ratio of useful energy output in relation to the initial
energy input. The actual efficiency of energy systems is always smaller than the
upper thermodynamic efficiency limit. This is because the upper limit reflects the
reversible reactions, while all energy transformations include irreversibilities that
decrease the efficiency below the targeted upper limit. Since the target efficiency is
always larger than the actual efficiency, the score for this energy efficiency indicator
is evaluated as follows [16]:

η = 1− Xef(T )

1− Xef
(20)

where Xef(T ) refers to the target energy efficiency, which is the upper and reversible
energy efficiency of the system. Xef refers to the actual energy efficiency achieved
by the system, including all the irreversibilities. The term

(
1− Xef(T )

)
refers to

the minimum amount of unavailable energy, while (1− Xef) refers to the actual
unutilized incoming energy. Production rate compares the design value of the system.
Energy systems that produce electricity at higher rates and with larger size are more
favorable than the systems that have intermittent or low production rates. The score
for this indicator is calculated as follows:

YPr = XPr

XPr(T )

(21)

where XPr is the actual production rate of the energy system per hour. XPr(T ) is the
upper target value for production rate in a year. It is calculated using the following
equation:

XPr(T ) = PR× Ṗ (22)

where PR is the production rate (tonnes/hour) and Ṗ is the number of maximum
operational hours in a year (hour/year). This number varies depending on the type
of the system. For example, solar energy is intermittent and dependent on irradiance
and sun availability, while nuclear energy is independent of external weather factors.
This way, each system is evaluated based on its internal value and function.

2.3.2 Exergy Index

The exergy index is assessed using two main indicators: efficiency and exergy
destruction. The score of this index is calculated as such:

YEX = (
ψ ×Wψ

) + (YED ×WED) (23)

where YEX represents the total score for the exergy index. The score is a function
of these two indicators. ψ represents the exergy efficiency of the system, and Wψ
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represents the allocated weight for this indicator. YED is the score of the exergy
destruction indicator, and WED is the weight associated with it. Exergy relates to the
second law of thermodynamics, which is instrumental in providing meaningful and
clearly comprehensible information toward environmental impacts. The most appro-
priate link between the environmental impact and the second law of thermodynamics
has been namely exergy, mainly because exergy is a measurement of the departure
of the state of a system from that of the environment. The states of both the system
and the environment effect the degree of exergy. In practice, prior to exergy analysis,
thermodynamic analysis of the system is conducted by the evaluation of mass and
energy balances. Only energy conversion and transfers of the system are taken into
consideration in the energy analysis, while exergy analysis focuses on the quality of
energy by measuring the degradation of energy or material in the system. Therefore,
exergy analysis is associated to the first and second laws of thermodynamics and has
the ability to identify the energy quality issues in the system or the work potential.
Thus, exergy directly correlates with sustainability, as the assessment should also
focus on the loss of energy quality along with the loss of energy itself in the system.
Simply, exergy is an effective tool to measure the usefulness of an energy system and
the degree of environmental impact an energy system has on the environment. More-
over, in order for energy systems to be considered smart, they need to be exergetically
sound [17]. This implies that the system reduces exergy destruction to the minimum
while simultaneously increases exergy efficiency to a maximum. When assessing
the exergy impact, the proposed model is confined to the following limitations and
assumptions:

• This model is confined to energy systems that are in operation.
• The target exergy efficiency is assumed to be greater than the actual exergy effi-
ciency.

• When using linear aggregation, double counting may occur.
• Exergy-based indicators provide solutions for objective and robust measurements.
• The use of exergy in this sustainability assessment is limited tomaterial exchanges,
excluding exchanges with society.

Exergy efficiency could be a more important indicator than energy efficiency
as it usually gives a finer understanding of performance [18]. Exergy efficiency
highlights that losses and internal irreversibilities are to be assessed in order to
improve performance. Higher exergy efficiency reflects higher energy quality used
in the system, which consequently makes the system more sustainable while lower
exergy efficiencies reflect energy losses and internal irreversible reactions; thus, low
energy quality and worse sustainable score. Furthermore, exergy analysis enables the
identification of energy degradation in an energy system and provides an accurate
measure of the useful work that can be utilized from the system. Therefore, the exergy
efficiency indicator is a useful tool for maximizing the benefit and efficiently using
the resources.

Similar to the energy efficiency, the exergy efficiency’s score is calculated as such
[16]:
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ψ = 1− Xψef(T )

1− Xψef
(24)

where Xψef(T ) represents the reversible exergy efficiency of the system, while Xψef

represents the actual exergy efficiency of the system. Exergy destruction is a measure
of resource degradation. While exergy efficiency measures the quality of exergy, the
system is harnessing, and exergy destruction ratio is assessing the degraded resources
and specifies the elements in the system where destruction is occurring. The exergy
destruction ratio is calculated as such:

Ėxd = (1− ψ)Ėxin (25)

where Ėxin is the total exergy input to the system. For example, solar irradiance is
the exergy input to solar energy applications, while chemical and physical exergy of
fossil fuels is the exergy input to fuel-based energy applications.

2.3.3 Environmentally Friendliness Index

In addition, the environmentally friendliness index uses numerous indicators such as
potential non-air environmental impacts, land use, water consumption, water quality
of discharge, solid waste and ground contamination, and biodiversity. The score of
this index is calculated as such:

YENV = (YGWP ×WGWP) + (YODP ×WODP) + (YAP ×WAP) + (YEP ×WEP)

+ (YAT ×WAT) + (YWE ×WWE) + (YSA ×WSA) + (YWC ×WWC)

+ (YLU ×WLU) + (YADP ×WADP) (26)

where Y refers to the score for the indicators used, while W refers to the weights
assigned for the indicator. GWP refers to the global warming potential, ODP to
the stratospheric ozone depletion potential, AP to the acidification potential, EP
to the eutrophication potential, AT to air toxicity, WE to water ecotoxicity, SA to
smog air, WC to water consumption, LU to the land use, and ADP to the abiotic
depletion potential. These ten indicators are carefully selected to account for all of
the emissions and environmental impression that energy systems leave throughout
manufacturing and operation of these systems. Further explanation follows for each
indicator. Humans have been cherishing the concept of sustainability since the early
civilization developments. Sustainable development however was environmentally
friendly. The key milestone that created the gap between energy and the environment
is the use of coal for energy production. The industrial revolution and the use of coal
have transformed energy production forever because of the environmental impact it
had through themassive emissions of greenhouse gases. The regular pollution caused
by the coal revolution and later on followed by the oil revolution has rapidly triggered
global warming and climate change. Fossil fuels and conventional energy sources
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have revolutionized the human lifestyle and social trends. Coal and oil (also known
as black gold) have had a tremendous impact on the modern human civilization.
However, the ease of lifestyle and comfort in standard of living came at the cost of
environmental vulnerability of the planet. Environmental impacts could be local and
specific to certain regions or global and widespread without geopolitical consider-
ations. Furthermore, environmental impacts could also be short or long term. This
category has been the most commonly used category in all sustainability assessment
models. Energy systems are assessed according to their level of pollution and envi-
ronmental impact. When assessing the environmental footprint, the proposed model
is confined to the following limitations and assumptions:

• The target environmental indicators have lower values than the actual indicators.
• Double counting may occur as environmental indicators are not independent.
• This assessment methodology does not take into account all environmental indi-
cators.

Greenhouse gases contribute to the global climate change and global warming as
they warm earth by absorbing the incoming solar energy from the sun and trapping
it within the atmosphere. Acting like a blanket insulating earth, they slow the rate at
which energy escapes. Most common greenhouse gases that account for this include
carbon dioxide (CO2) and methane (CH4) and chlorofluorocarbons (CFCs). The
element carbon is the common factor among the different greenhouse gases. Global
warming potential (GWP) is a measure that was developed to compare the impact of
different gases on the atmosphere. Specifically, it is a measure of how much energy
is absorbed when 1 ton of a specified gas is released to the atmosphere over a period,
relative to the emission of 1 ton of carbon dioxide. In this case, the larger the GWP,
the more negative it is for the environment. CO2 equivalence (CO2-eq) is used as
a measure for GWP. The time usually used for GWP is 100 years. Thus, the GWP
indicator in this thesis considers the 100 year warming potential of all greenhouse
gases throughout their lifecycle. The following equation illustrates the calculation of
the GWP score [16]:

YGWP = XGWP(T )

XGWP
(27)

where XGWP represents the actual greenhouse gas emissions for the period of
100 years. XGWP(T ) represents the target value for this time period, which is the min-
imum greenhouse gas emissions, achieved by solely relying on renewable energy
sources. This means that conventional energy sources such as fossil fuels are not
considered in any stage of the energy production of the system. These values can be
extracted by SimaPro as part of the lifecycle impact assessment.

While life on earth is impossible without light from the sun, solar radiations con-
tain harmful ultraviolet (UV) rays. The ozone layer, located in the lower level of
the earth’s stratosphere, fortunately blocks these UV rays from reaching the earth’s
surface. Although some UV rays are beneficial, prolonged exposure is detrimen-
tal. Man-made chlorofluorocarbons (CFCs) have adversely affected the ozone layer.
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These CFCs react with the UV rays in the ozone layer and form chlorine (Cl) through
a chain reaction. Chlorine then reacts with the ozone (O3) and breaks its formation
into (O2). The breaking of the ozone layer causes a thinner ozone layer and a more
opportunity for UV rays to infiltrate and reach earth’s surface. First used as working
fluids in refrigerators, CFCs have been banned by the Montreal Protocol. However,
CFCs have long residence time (45–1700 years) and old equipment that is still in
use keeps emitting these substances, which result in a very slow recovery for the
ozone layer. CFC-11 is used to describe all ozone-depleting substance emissions.
The following equation illustrates the calculation of the ODP score [16]:

YODP = XODP(T )

XODP
(28)

where XODP represents the actual annual CFC-11 emissions per capita. XODP(T )

represents the limit of the CFC-11 emissions per capita. Setting this limit for the
CFC-11 emissions per capita is a challenging task. This is because it acts as the
target value and had it been set to zero, and then, the solution would not be practical
or realistic. To counteract this challenge, Hacatoglu et al. [19] proposed another
way to calculate an acceptable amount of ozone depletion over the timescale of
considering sustainability. The following is the proposed method of calculation [20]:

XODP(T ) = O3

kCl−O3 × fCFC−11 × nCl × POPworld × tSust
× αODP (29)

where kCl−O3 represents the relationship between the concentration of stratospheric
chlorine and ozone depletion. fCFC−11 represents the fate factor for CFC-11 when
emitted from the earth’s surface. nCl represents the number of chlorine atoms in
a single CFC-11 molecule. tSust is the timescale considered for the sustainability
assessment. While the timescale for sustainability assessment can range from five
years to infinity, using an infinite value will yield in a zero target value. This reflects
that there is no tolerance for stratospheric ozone depletion. The timescale used for
this thesis is 100 years. This goes in linewith the typical GWPcalculation. SimaPro is
used to conduct all lifecycle assessments in order to estimate the lifecycle emissions
and the impact of pollutants. Input data used to assess the ozone depletion is presented
in Table 2.

Acidification potential refers to the compounds that are precursors to acid rain.
These include sulfur dioxide (SO2), nitrogen oxides (NOx), nitrogenmonoxide (NO),
nitrogen dioxide (N2O), and other various substances. Acidification potential is usu-
ally characterized by SO2-equivalence. These acid gases are usually released into
the atmosphere as a result of fuel combustion. On the other hand, newly constructed
coal-fired power plants have a desulfurization technique to limit the SO2 emissions
to the environment. Acidification occurs with substances varying in their acid for-
mation potential. The following equation illustrates the calculation of the AP score
[16]:
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Table 2 Input parameters
used in the lifecycle
assessment of the ozone
depletion indicator for energy
systems [16]

Parameter Value

AreaS_ON 97281 km2

�O3 2%

f CFC-11 2.8 × 10−9

GHG 5.8 Gt CO2-eq year−1

KCl−O3 0.02

MATAI $69,300 year−1

nCl 3

ODP 0.017

PopulationS_ON 12.11 million

PopulationWORLD 7 billion

RSb 4.63 × 1015 kg

tSust 100

YAP = XAP(T )

XAP
(30)

where XAP represents the calculated acidification potential (concentration of SO2)
in the local environment. XAP(T ) is the latest set standard by EPA for the ambient air
quality, which is 190 μg m−3 [21]. XAP is calculated using the following equation:

XAP = SO2, 0+ SO2

AreaCommunity ×MHSO2

× τSO2

8760
(31)

where SO2, 0,SO2, τSO2 ,MHSO2 represent the background concentration, annual-
ized lifecycle emissions, residence time, and vertical mixing height of SO2, respec-
tively [16]. For this thesis, AreaCommunity represents the total area that a community
of 150 households occupy.

Eutrophication is a leading cause of impairment formany coastalmarine and fresh-
water ecosystems. It is characterized by excessive growth of algae and plant due to
increased availability of one or more limiting growth factors, which are needed to
conduct photosynthesis. Eutrophication is characterized by phosphate equivalence
(PO4-eq) in lifecycle impact assessments. Eutrophication is often detrimental to
plants and ecosystems and leads to the vulnerability of economic and social struc-
tures. The following equation illustrates the calculation of the EP score [16]:

YEP = XEP(T )

XEP
(32)

where XEP represents the actual lifecycle emissions of PO4 per capita per year. XEP(T )

represents the target value, which is calculated using the following equation [16]:
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XEP(T ) = EPref × αEP (33)

where EPref represents the global annual per capita of PO4 emissions and αEP repre-
sents the adjustment factor.

Air pollution is very common with the rise of industrial projects, innovative trans-
portation means, and residential applications. A polluted air imposes a health and
safety risk for inhabitants of this world. A number of substances will be assessed
under this indicator. Fine particulate matter (PM2.5) inflicts a health concern as they
make their way to the lungs. While the composition of particulate matter varies with
regions, it generally indicates a mixture of solid particles and liquid droplets in the
air. PM2.5 refers to the particulate matter that is 2.5 microns in diameter or less. In
Ontario, PM2.5 is largely composed of nitrate and sulfate particles, elemental and
organic carbon. Furthermore, while some PM2.5 is carried into Ontario from the
USA, it is primarily formed from chemical reactions, mainly from the transportation
and residential applications. Another subindicator is the coarse particulate matter
(PM10), which is 10 microns or less. Carbon monoxide is also assessed in the toxic-
ity of air. It results from incomplete combustion of fossil fuels. It is also a precursor
for ground-level ozone formation and smog air. The following equation illustrates
the calculation of the AT score [16]:

YAE = XAE(T )

XAE
(34)

where XAE is the calculated air toxicity from the annual lifecycle emissions. XAE(T ) is
the target emission value periodically published byEPA for various regions across the
world. For the purpose of this study, the target value of the USA, which is 2.5μg/m−3

for PM2.5, is used [16].
Similar to eutrophication, water ecotoxicity can cause harm to aquatic ecosys-

tems. Emissions of toxic and lethal substances to water bodies are detrimental to
the organisms and the sea life. The common unit to measure water ecotoxicity is
measuring 1,4-dichlorobenzene (1,4-DCB). The following equation illustrates the
calculation of the WE score [16]:

YWE = XWE(T )

XWE
(35)

where XWE represents the lifecycle emissions of 1,4-DCBper capita per year. XWE(T )

represents the target emissions to freshwater systems per capita per year. The upper
target value is calculated as such [16]:

XWE(T ) = WEref × αWE (36)

whereWEref represents the global annual per capita of 1,4-1DCB emissions to fresh-
water systems and αWE is the adjustment factor.
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Smog air ismainly composed of ground-level ozone and particulatematter formed
near the troposphere. It usually appears as haze in the air due to themixture of smoke,
gases, and particles. Smog air has been linked to a number of adverse health and
environmental impacts.Health impacts associatedwith smog air include thousands of
premature deaths and increased hospital visits in several communities. Furthermore,
adverse environmental impacts on vegetation, visibility, and structures have been
traced to smog air.Warmer temperatures and hotter climate make a perfect ingredient
for smog air, and thus, it is more common in the summer season. However, smog air
is present in the winter as well. Smog’s residence time in the troposphere is quiet
short (1 h). The following equation illustrates the calculation of the SA score [16]:

YSA = XSA(T )

XSA
(37)

where XSA represents the calculated concentration of the ground-level ozone (O3).
XSA(T ) represents the upper threshold for ground-level ozone set by the latest envi-
ronmental protection agency standards, which is 150 μg m−3 [21]. The calculated
concentration of the ground-level ozone is calculated using the following equation:

XSA = O3, 0+ O3

AreaCommunity ×MHO3

× τO3

8760
(38)

whereO3, 0,O3, τO3 , andMHO3 represent the background concentration, annualized
lifecycle emissions, residence time, and vertical mixing height of O3, respectively
[16].

Water consumption is an important factor to consider when assessing sustain-
ability of energy systems, especially in arid climates such as Australia, where water
evaporation rates are quiet high. While some LCAs have ignored the water require-
ments and availability for thermal systems, some have recently introduced them.
Water consumption refers to the amount of water lost during the process of energy
production. The following equation illustrates the calculation of the WC score:

YWC = XWC(T )

XWC
(39)

where XWC represents the actual used water in the lifecycle of the energy system,
and Table 3 shows different values that will be used for each system based on the
works of Inhaber [22]. XWC(T ) represents the target values for water consumption
based on Spang et al. [23].

Abiotic depletion potential is a factor that is assessed in lifecycle assessments.
It refers to the measure of the use of non-renewable sources for energy production.
The following equation illustrates the calculation of the ADP score [16]:

YADP = XADP(T )

XADP
(40)
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Table 3 Water consumption
of electricity generation from
various sources (kg/kWh)

Energy source XWC (L/kWh)

Photovoltaic 10

Hydro 36

Wind 1

Geothermal 12–300

Gas 78

Coal 78

Source Inhaber [22]

whereXADP represents the lifecycle use of antimony and its equivalents per capita per
year. XADP(T ) represents the annual sustainable antimony allocation. The threshold
value is calculated using the following equation [16]:

XADP(T ) = RSb

POPworld × tsust
× αADP (41)

where RSb represents the recoverable reserves of antimony.

2.3.4 Economic Index

Economy is a critical category when assessing sustainability of energy systems.
What does an economically sustainable energy system look like? This critical ques-
tion must be addressed in any project before embarking on the execution journey.
Furthermore, while conventional energy sources are relatively cheaper, renewable
energy sources remain quiet expensive. However, improved economic planning and
the progress toward cheaper renewable and clean energy is making the competi-
tion tougher between energy systems. Moreover, economic factors involved in the
operation and design of energy conversion systems have brought the thermal energy
storage, for example, to the forefront of its industry [24]. Several thermal energy
storage technologies are indeed present in the industry and are used side by side with
on-site energy sources to economically buffer variable rates of supply and demand. In
addition, an energy system is economically sustainable when theymeet the following
standards:

• The economic benefit of the energy generation outweighs operational, capital, and
maintenance cost. Simply, the project is economically viable.

• Energy systems with shorter payback periods are preferred over systems with
longer payback periods. This attracts investors.

• Lower levelized cost of energy/electricity. Energy available for everyone at a rel-
atively lower cost.

Moreover, the economic index is also taken into consideration when assessing the
sustainability of this energy system. Energy systems are economically sustainable if



634 A. Abu-Rayash and I. Dincer

they are profitable, serviced at lower cost for the consumer and contain the elements
of a successful business idea. The score of this index is calculated as such:

YECO = (YBCR ×WBCR) + (YPBT ×WPBT) + (YLCOE ×WLCOE) (42)

where YBCR, YPBT, and YLCOE refer to the scores of benefit–cost ratio, payback time,
and the levelized cost of energy/electricity, respectively.W terms refer to the weight
associated with each indicator.

The benefit–cost ratio (BCR) indicator aims to explore the relationship between
the benefit and cost of any proposed energy system. This indicator is informative both
quantitatively and qualitatively as it analyzes all the possible benefits and costs. All
benefits associated with an energy system are summed, while all costs are subtracted.
While this analysis is routinely conducted in any business matter, it is novel to
the sustainability assessment of energy systems. When conducting a cost–benefit
analysis, the results that are more accurate are achieved by analyzing the net present
value (NPV) of all future costs and benefits. Simply, if NPV is negative, the project
will never pay for itself and thus it is a financially losing project. However, if NPV is
positive, the profits outweigh the costs and the project will pay for itself over time and
eventually generate profits. The net present value is calculated using the following
equation:

NPV =
N∑
i=1

(
PIi

(1+ r)i

)
− Cost0 (43)

where PIi represents the project’s net income in a given year.N represents the number
of years over which the project income occurs. r is the discount rate, and Cost0 is
the project cost, typically assumed in the initial year (0). On the other hand, the
benefit–cost ratio is another method of analyzing the benefits and costs of a given
energy system. The following equations are used to determine the benefit–cost ratio:

BCR = P̈

Ṅ
(44)

where P̈ represents the present value of the net positive cash flow and Ṅ represents
the present value of net negative cash flow.

The payback period is an indicator used to assess the short- and long-term benefits
of the proposed energy systems if any.Logically, energy systemswith shorter payback
periods are more economically favorable than those with longer payback periods.
Thus, shorter payback period is associated with higher sustainability. The payback
time refers to the time it takes in order for the project to recover all invested amounts
and is usually expressed in years. Payback method does not take into account the
time value of money unlike the previous indicator (net present value or benefit–cost
ratio). The calculation of the payback time is simple. The following equation is used
to determine the payback period:
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Table 4 Scorecard for
payback time

Score Payback time (PBT)

0.76–1 0 < PBT < 5

0.51–0.75 6 < PBT < 11

0.26–0.5 12 < PBT < 17

0–0.25 18 < PBT < 23

PBT =
...
P

PCF
(45)

where
...
P represents the total project investment in ($) and PCF represents the periodic

cash flow in ($/year). Table 4 shows the judgment criteria set to obtain the PBT score.
Shorter payback time is advantageous and more attractive.

The levelized cost of electricity or energy (used interchangeably) refers to the
cost of energy. It accounts for all lifetime costs of the system, including operation,
maintenance, construction, taxes, insurance, and other financial obligations of the
project. They are then divided by the expected total energy outcome in the system’s
lifetime (kWh). Cost and benefit estimates are adjusted to account for inflation and
are discounted to reflect the time value of the money. It is indeed a very valuable tool
to compare different generation methods. Lower LCOE values resemble low energy
cost, which in turn reflects back with high financial profit to the investors and vice
versa.

LCOE =
∑N

i=0[ Ii+Oi+Fi−TCi

(1+r)i
]

∑N
i=0[ Ei

(1+r)i
] (46)

where Ii is investment costs in year I, Oi represents the operation and maintenance
costs in year i, Fi represents the fuel costs in year i, TCi represents the total tax
credits in year i, Ei represents the energy generated in year i, r is the real discount
rate, and N is the economic lifetime of the system.

The value of the LCOE includes the capital cost average, fixed operation and
maintenance cost average, variable operation and maintenance average as well as the
fuel cost average. The LCOE score is determined by the following equation:

YLCOE = XLCOE(T )

XLCOE
(47)

where XLCOE represents the actual LCOE of the energy system presented in Table 5.
XLCOE(T ) represents the target value for the future and long-term LCOE for that sys-
tem. For the purpose of this study, the values published by theUSEnergyDepartment
for the LCOE for various energy systems in the year of 2040 will be used in the case
studies for the values of XLCOE(T ).
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Table 5 Actual values for
the LCOE of various ways of
energy generations [25]

Energy source LCOE (US $/MWh)

Photovoltaic 80

Hydro 36

Geothermal 116

Gas 73

Coal 110

Nuclear 113

2.3.5 Technological Index

The technology index is also taken into consideration. The score of this index is
calculated as such:

YTECH = (YCOMM ×WCOMM) + (YTR ×WTR) + (YIN ×WIN) (48)

where YCOMM, YTR and YIN refer to the scores of commercializability, technology
readiness and innovation.

2.3.6 Social Index

Moreover, the social index accounts for the social aspects associated with the energy
system. The score of this index is calculated as such:

YSOC = (YJC ×WJC) + (YPA ×WPA) + (YSA ×WSA) + (YSC ×WSC)

+ (YHW ×WHW) + (YHH ×WHH) (49)

where YJC, YPA,YSA,YSC, YHW, and YHH refer to the scores of job creation, public
awareness, social acceptance, social cost, human welfare, and human health, respec-
tively.W refers to the weight associated with each indicator. Social aspects of energy
systems are very important for their sustainability. Social indicators help assess the
impacts on the social system, which is composed of the beneficiaries of the energy
system, whether directly or indirectly. In fact, proper utilization of renewable energy
for example can have a direct impact socially and economically with further develop-
ment of secure and sustainable energy supply [26]. On another important note, social
morals and ethics is also a critical component of the social category.When addressing
the concept of sustainability, adhering to a common set of principles and values can
help govern the dynamics and the limits of energy systems. It is important to cor-
rectly identify and quantify the social indicators as they contribute to the acceptance
and awareness socially. These elements are interconnected because job creation in
a community causes awareness publicly and eventually leads to social acceptance.
Furthermore, if a system is accepted socially, public awareness has the environment



Evaluation of an Environmentally-Benign Renewable Energy System … 637

Table 6 Judgment criteria
for assessing the job creation
indicator (source IRENA and
CEM [27])

Score Employment factor (jobs/MW)

0–0.25 0 < Employment factor < 9

0.26–0.5 10 < Employment factor < 29

0.51–0.75 30 < Employment factor < 49

0.76–1 50 < Employment factor < 69

to flourish. On the other hand, if a system is rejected socially, the other two elements
are adversely affected. When assessing the social impression, the proposed model is
confined to the following limitations and assumptions:

• The capacity for job creation is up to 69 jobs per megawatts as per IRENA and
CEM [27].

• Survey results are considered a reliable source of information. Therefore, the size
and quality of surveys are assumed to be of high quality.

• LCA is used to assess the human health indicator.

Energy systems have ever grown in the past few centuries, and they created many
niches around them. When assessing an energy system, it is important to understand
the social category behind the project and analyze the number of jobs that can be
created to the local community or the larger region. Of course, more job creation is
considered advantageous as that city prospers and attracts employees, talents from
all over the surrounding regions. This increases the social life and the social activity
in that local city, thus yielding in favorable results. It is considered sustainable when
energy systems have high employment factor. The IRENA andCEM [27] published a
report on employment factors forwind and solar energy technologies. For the purpose
of this study, the job creation factor is assessed based on the number of jobs created
after each newly installed MW. The employment factor is presented in the units of
(jobs/MW). Table 6 presents the judgment criteria for assessing this indicator.

Enhancing public knowledge and understanding about the issues that the energy
industry is facing is vital to ensuring growth, energy sustainability and security
in our communities. Government programs, incentives, and other means of raising
awareness all contribute toward creating an informed society. Indeed, innovative
and coordinated awareness campaigns have had an impact on Scotland’s perspective
on renewable energy for example [28]. In this assessment model, it is considered
that bigger positive public awareness is sustainable, while smaller awareness is less
sustainable. A value of 1 is assigned to systems that have big public awareness, and
a value of 0 is assigned to systems that have little awareness. Surveying is used to
determine the public awareness of the project in interest.

The power of the people is immense, and thus, for an energy system to be sus-
tainable and operational, it must be accepted and perceived positively by society.
For example, debates are still ongoing in several countries against wind energy,
mainly because of its visual impacts on landscapes. Social acceptance therefore is
an influential factor that could be a powerful barrier to the achievement of the energy
targets of the system. This indicator has been neglected at the start of 1980s when
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policy programs were drafted at first. Later on, this factor surfaced to prove that it is
essential before establishing an energy system in any locality. Therefore, successful
energy systems are the ones that succeeded in integrating in the daily life of societies
today [17]. Community acceptance goes hand in hand with social acceptance and is
essential for sustainability assessment. For this model, the social acceptance score is
determined by surveying the social acceptability of the project in interest. A value
between 0 and 1 will be assigned to this indicator.

This indicator brings a number of factors together in one value. The social cost
is related to the economic category as well as the environmental, energy, and social
categories. Energy systems usually come with a cost socially. This indicator has
been assessed by calculating the social cost of carbon. This value helps determine
the monetary benefit/cost of regulations in reducing carbon emissions. Cost-free
behavior of using fossil fuels has led to an addiction over these depleting resources.

Human welfare is a soft indicator that is used in this model to assess energy
systems. Energy systems that take into consideration the welfare of society are more
favorable and thus more sustainable. On the other hand, systems that are aversive to
human welfare are considered less sustainable. A value of 1 is assigned to systems
that have positive impact on human welfare, and a value of 0 is assigned to systems
that have negative impacts.

With evolving technologies and innovative research, humans are exposed to var-
ious inputs that are constantly changing. The human health criterion is a social
indicator used to assess energy systems on the effects of any toxic substances on
human health. Being exposed to various substances on a regular basis definitely has
an impact. As a result, this indicator is considered important in order to comprehen-
sively assess the sustainability of energy systems. A value of 1 is assigned to systems
that have minimal human health impacts, and a value of 0 is assigned to systems that
have high human health impacts.

2.3.7 Educational Index

The educational index reflects the level of education, training, best practices, and
innovation in educational methods adopted in various systems. Therefore, this index
is calculated by assessing three main indicators. The score of this index is calculated
as such:

YEDU = (YTRAIN ×WTRAIN) + (YEL ×WEL) + (YEI ×WEI) (50)

whereYTRAIN,YEL, and YEI refer to the score for the number of trained people required
by the industry, educational level, and educational innovation.W refers to theweights
associated with each indicator. Lastly, the sizing index refers to the size of the system
with respect to volume, mass, and land use of the energy system. The volume and
mass parameters are associated with mobile applications such as vehicles. The land
use is associated with stationary applications such as a power plant. The sizing index
reflects the magnitude of the energy system and consequently gives an accurate
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understandingwhen assessing its sustainability. The sizing indexof the energy system
in this sustainability assessment model will look at three main indicators: mass, land
use, and volume. The score of this category is calculated as such [16]:

YMF = (YM ×WM) + (YLU ×WLU) + (YV ×WV ) (51)

whereYM ,YLU, andYV refer to the score formass, land use, and volume, respectively.
W refers to the weights associated with each indicator.

3 Results and Discussion

Thermodynamic assessment on this system is performed in order to understand its
technical parameters as well as its energetic and exergetic performance as part of the
sustainability assessment. Table 7 presents the main state points of the geothermal
systemand the thermodynamic parameters associatedwith each state point, including
the pressure, temperature, enthalpy, entropy, exergy, and position.

Furthermore, the influence of the geothermal fluid temperature over the exergetic
COP is evident with a positive linear relationship illustrating that higher tempera-
tures of geothermal fluid yield in higher exergetic COPs. However, the COP of the
heat pump remains unchanged with varying geothermal fluid temperatures. Figure 4
demonstrates this relationship clearly.

Moreover, the effectiveness of the design for the geothermal heat pump system
was dependent on the selection of a refrigerant with favorable thermodynamic and
transport properties. Historically, the use of refrigerants has been connected to dis-
astrous environmental consequences; thus, significant consideration was also given
to the global warming potential of the refrigerant. Analysis of a vapor compression
refrigeration cycle with R134a, R1234yf and ammonia revealed ammonia to be the
most favorable refrigerant in terms of its thermodynamic and transport properties.
R134a was eliminated as it is currently being phased out due to its 100 year GWP.
R1234yf is the least effective in terms of its thermodynamic and transport properties.

Table 7 All state points and thermodynamic properties of the geothermal system

State Pressure (kPa) Temperature (K) Specific enthalpy
(kJ/kg)

Specific entropy
(kJ/kg K)

0 101.3 298.2 2192 8.122

1 200 −18.85 1439 5.886

2 1200 128.7 1749 6.005

3 1200 30.93 1487 5.253

4 1150 29.5 339.2 1.48

5 200 −18.85 339.2 1.561

6 200 −18.85 1439 5.886
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Fig. 4 Impact of the geothermal fluid temperature on the exergetic and energetic COPs

This investigation and comparison of different refrigerants revealed the considerable
potential and current need for the continued development of refrigerant, which are
both environmentally benign and thermodynamically effective.

Figure 5 shows the exergy destruction of each refrigerant at each stage of the
heat pump cycle. The evaporator hosts the most exergy destruction throughout the
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Fig. 5 Exergy destruction rates of the main components of the heat pump system using different
refrigerants
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different refrigerants with ammonia having a significant exergy destruction at this
stage.

On a different note, the impact of the mass flow rate of the geothermal fluid on
exergetic and energetic COPs is presented in Fig. 6. The trend shows a negative
exponential curve, whereas the mass flow rate increases; both the energetic and
exergetic COPs decrease in a similar fashion. Moreover, the exergetic and energetic
COPs are assessed for each refrigerant.

Figure 7 shows the outcome, which shows the highest exergetic COP to be that
of R1234yf. As for the solar system, the ambient temperature was analyzed for its
impact on the exergy destruction of the solar system as well as the exergy efficiency.

It is evident from Fig. 8 that the relationship between these two variables and
the ambient temperature is that of a positive linear relationship. As the ambient
temperature increases, the exergy efficiency of the system also increases linearly,
whereas the exergy destruction also increases in a similar fashion.

On the other hand, the irradiance has a different trend on the exergy destruction
and the solar heat output. As shown in Fig. 9, as the solar irradiance increases, the
exergy destruction increases in a linear trend. However, the solar heat output also
increases in a linear, yet steeper trend than that of the exergy destruction.

The time-space-receptor method was also used in appointing appropriate values
for each index. The indexes used in this study vary as some have long-term impact
such as exergy and energy indexes while others have short-term impact. Table 8
shows the various indexes and their associated weights as per the schemes used:
panel method, individualist, egalitarian, hierarchist, and equal weighting method.

Fig. 6 Impact of the geothermal water mass flow rate on exergetic and energetic COPs
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Fig. 7 Exergetic and energetic COPs using different refrigerants

Fig. 8 Impact of ambient temperature on the exergy destruction of the solar system and the exergy
efficiency

There are slight variations between the different schemes in prioritizing specific
indexes over other indexes as illustrated in Fig. 10. For example, the panel method
prioritized the exergy index and neglected the sizing index, while the individualist
method prioritized the social index and neglected technology index. Furthermore,
the panel gave less priority for education, whereas all the other schemes placed it at
a higher priority compared to the panel scheme.

When analyzing the overall system, the sustainability index ranges between 0.57
and 0.66 depending on which aggregation scheme is used. Figure 11 illustrates the
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Fig. 9 Impact of solar irradiance on the exergy destruction of the solar system and the solar energy
output

Table 8 Priority factors of the eight indexes of the sustainability model with respect to various
schemes

Index Individualist Egalitarian Hierarchist Panel Equal weighting

Energy 0.13 0.12 0.13 0.10 0.13

Exergy 0.13 0.12 0.13 0.17 0.13

Environmentally
friendliness

0.13 0.13 0.15 0.18 0.13

Economic 0.13 0.15 0.13 0.14 0.13

Technology 0.09 0.12 0.12 0.12 0.13

Social 0.17 0.12 0.12 0.15 0.13

Educational 0.13 0.12 0.12 0.09 0.13

Sizing 0.10 0.10 0.12 0.05 0.13

sustainability assessment results of the system with the value 1 being the highest
value for sustainability. It is evident that the equal weighting aggregation method
yields in higher sustainability values, while the individualist aggregation method
yields in lower sustainability values. The purpose behind using different aggregation
methods is to reach to an accurate result, which can be considered reliable. It is also
used to understand the degree of variance between the results. In this case, the results
vary with a maximum of 0.09 points, which if converted into percentage; it is a 9%
variance.
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Fig. 10 Distribution of priority factors based on the four schemes for the main indexes used for
the sustainability assessment model
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Fig. 11 Distribution of the sustainability index results based on the various aggregation method
and characterization scheme

The egalitarian scheme seems to be most moderate and thus to analyze it further;
the top three indexes have been investigated in depth. Figure 12 shows the impact of
each of these indexes as their value increases from0.2 to 1 on the overall sustainability
index. It is evident that manipulating the economic index yields in the highest change
over the sustainability index. However, the sizing index does not influence the overall
sustainability index as much.
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4 Conclusions

In conclusion, the sustainability assessment of a net zero energy building is con-
ducted. The analysis of the two renewable energy sources included balanced equa-
tions for mass, energy, and exergy for both systems and their subcomponents. Ener-
getic and exergetic COPs are calculated. The Engineering Equation Solver (EES)
software package is used to perform parametric studies to determine the effects of
varying operating and environmental conditions on the system performance. The
geothermal heat pump system is designed to satisfy a heating load of 7.5 kW using
ammonia as the refrigerant. The COP of the geothermal heat pump is calculated
to be 4.9, while the exergetic COP is 2.1. The effect of the condenser pressure on
the performance of the heat pump is also analyzed. Increasing the condenser pres-
sure increased the temperature of the refrigerant, leaving the condenser; however,
higher pressures required higher compressor work input and decreased the heat out-
put. Overall, increasing the condenser pressure lowered the cycle COP. The perfor-
mance of the heat pump system using three different refrigerants—R1234yf, R134a,
and ammonia—is also investigated. In addition to their thermodynamic properties,
the environmental impact of each refrigerant is considered. Ammonia is selected
as the most appropriate due to its non-toxicity and low 100-GWP despite inferior
COP results. Furthermore, the yielded electricity production from the solar system
is 51.4 kW with exergetic efficiency of 15% under atmospheric pressure and tem-
perature. The sustainability index of the system ranges between 57 and 66%. The
manipulation of the economic index using the egalitarian aggregation method could
yield in a sustainability index of up to 73%.
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Numerical Study of Thermal Transport
in a Flat-Plate Solar Collector Using
Novel Absorber Plate

Hudhaifa Hamzah, Salim Ibrahim Hasan and Serhan Küçüka

Abstract In the light of introducing new techniques to develop the thermal perfor-
mance of a solar collector, the development of design represents one of the efficient
steps in this field. Using numerical analysis to analyze the flow of fluids and heat
transfer refers to the most successful methods for comparison with the experimental
findings. In this work, analysis of turbulent forced convection flow and heat trans-
fer in a flat-plate solar water collector equipped with a novel absorber plate under
constant heat flux boundary condition is numerically studied. Numerical solutions
of the flow domain are implemented by resolving the two-dimensional governing
equations of continuity, momentum and energy using finite volume method based on
the SIMPLE algorithm technique. The influence of some important parameters such
as roughness spacing, relative triangular width and Reynolds number on the local
and average Nusselt number, velocity vector distribution and temperature contours
has been presented and discussed in detail. Special prominence is given to the grid
generation near the triangle sectioned. Results indicate that the heat transfer enhance-
ment is achieved by specific selection of absorber geometry. The present results are
determined and compared with the previous experimental data, and the results are
very close to each other.
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Nomenclature

Cp Specific heat, J/KgK
Dh Hydraulic diameter, m
H Channel height, m
h Triangle height, m
hconv. Convective heat transfer coefficient
K Fluid thermal conductivity W/mK
k Turbulent kinetic energy, m/s2

L Channel length, m
Lh Length of absorber plate under solar energy, m
Nu Nusselt number
p Pressure, N/m2

Pr Prandtl number
Prt Turbulent Prandtl number
q ′′ Solar heat flux, W/m2

Re Reynolds number
s Roughness spacing, m
T Temperature, K
u Axial velocity, m/s
v Transverse velocity, m/s
w Relative triangular, m
x Axial coordinate, m
y Transverse coordinate, m

Greek Letters

ε Dissipation rate of turbulent kinetic energy, m2/s3

μ Dynamic viscosity, Pa s
μt Turbulent dynamic viscosity, Pa s
ρ Density, kg/m3

Subscripts

o Inlet conditions
e Outlet conditions
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1 Introduction

In the economy, which is burdened by the costs of increasingly scarce oil and nat-
ural gas, as well as the great impact on climate change resulting from fossil fuels,
the technological revolution of our time is renewable energy. A solar collector is a
special type of heat exchanger that collects the incident sunlight radiation energy
and transfers it to an internal transport fluid [1]. For most residential, space heating
and small commercial hot water applications, the flat-plate solar collector can make
a dramatic financial saving [2]. Most of the previous surveys on environmental and
economic analysis of flat-plate solar collectors (FPSCs) demonstrated that there is
only an initial cost of these components while its findings in terms of performance,
economy, efficiency and environmental protection are very high and sustained.

From our follow-up to previous researches during the last two decades, we found
most efforts are focused on improving the flat-plate solar collector efficiency in terms
of size reduction and achieving higher fluid temperature at the exit. For this purpose,
different efficient techniques have been used to improve the thermal performance of
solar collectors, includingmethods to enhance thermal conductivity of the base fluids
[3], heat loss reduction from various sections [4, 5], create recirculation zones [6],
increase in heat absorbed from solar radiation [7] and insert enhancement devices
[8, 9].

Despite efforts to trip it up, thermal performance of the flat-plate solar collectors
continually requires further development for better capture of radiation. Since the
absorber is one of the main components of the solar collector and its function is
the absorption of different wavelengths of solar radiation, one of the promising
technologies in thermal performance improvement schemes is innovative in its plate
design. For this requirement, the surface geometries are roughened for the fluid flow
passage in the form of repeated wavy or corrugated walls. Several experimental
and numerical studies were performed on the flow field and thermal characteristics
in various corrugated channels [10–13]. The researchers have found that the using
wavy walls can significantly lead to improve heat transfer rate of industrial transport
processing. Garcia et al. [14] described the effect of including a convective barrier
in the air cavity between the absorber plate and the glass cover experimentally with
35° inclination angle using water as a working fluid, and they found that convection
barriers are led to increase the heat loss by 2.9%. A numerical study had been done by
Chen and Huang [15] to study the thermal effect of metal-foam blocks equipped with
the upper channel plate design, and they concluded that the recirculation produced
by the metal-foam block shows a significant increase in the rate of heat transfer on
the heated surface. Kiliç et al. [16] introduced experimental investigation about the
effects of (TiO2/water) nanoparticles on the conventional flat-plate solar collector, to
obtain in the collector setup, that the highest instantaneous efficiency to be 48.67%
for (TiO2/water) nanofluid; whereas, it was 36.20% for pure water. Hatami and Jing
[17] introduced a parametric optimization study to obtain the optimal wavy profile
of the bottom plate of absorber solar collector using Al2O3-water nanofluid as the
working fluid. They confirmed in the analysis that the best case with average wave
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numbers and small wave amplitude, and small nanoparticles must be used to achieve
a larger Nusselt number.

The numerical modeling is becoming ever more relevant in research around the
topics of energy harvesting to apply its findings in different applications of exper-
imental validation, and it became common since the ends of the last century. The
objective of this work is to propose a numerical analysis to predict fluid flow and
heat transfer in an artificial roughened flat-plate solar water collector with triangle
cross-sectional rib on the absorber plate. The effect of roughness spacing and relative
triangular width as well as the Reynolds number on the rate of heat transfer near the
absorber heated plate is discussed in detail. The results of the present CFD analysis
have been compared and validated with the numerical results available in the open
literature.

2 Mathematical Analysis

In the present study, a flat-plate solar collector is fitted with rough absorber plate
in the form of triangular corrugated section for enhancing heat transfer efficiency
as shown in Fig. 1. The computational domain height is H, and the total length is
L (11H). The heat flux q ′′ along the finite length of the absorber plate Lh (5H) is
assumed to be uniform due to the finite distance of solar energy. The remaining upper
and lower smooth surfaces are considered as insulated. The values of spacing s and
width w of triangular section used in the present study have been tested, while the
height h has been fixed. The geometrical parameters for different configurations of
the absorber plate are shown in Fig. 2.

The analysis is made for turbulent, steady, incompressible and viscous fluid flow
with constant thermophysical properties through a two-dimensional channel. The
fluid enters the solar collector channel at ambient temperature and has a fully devel-
oped parabolic profile. Besides, the radiation effects are assumed negligible as are
those of buoyancy. The length of smooth duct after the absorber plate was selected
in order to generate appropriate outflow conditions at the channel exit.

Fig. 1 Schematic of solution domain (not to the scale)
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Fig. 2 Geometric parameters for different configurations of absorber plate

The governing fluid flow equations are modeled using standard k − ε turbu-
lent model in terms of Cartesian coordinates, by considering the above-mentioned
assumptions as follows [10]:

Mass conservation:

∂

∂x
(ρu) + ∂

∂y
(ρv) = 0 (1)

x-momentum conservation:

∂

∂x
(ρuu) + ∂

∂y
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∂x
+ ∂
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[
(μ + μt )
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∂y

[
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[
(μ + μt )
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− 2

3
ρk

]
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∂y

[
(μ + μt )

∂v
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]
(2)
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y-momentum conservation:

∂

∂x
(ρuu) + ∂

∂y
(ρuv) = −∂p
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Energy conservation:

∂
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(ρuT ) + ∂
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(ρvT ) = ∂

∂x

[(
K

Cp
+ μt

Prt

)
∂T

∂x

]
+ ∂

∂y

[(
K

Cp
+ μt

Prt

)
∂T

∂y

]
(4)

The modeled turbulent kinetic energy, k, and its rate of dissipation, ε, with
enhanced wall treatment are implemented in this study as shown below:

Turbulent kinetic energy equation [18]:

∂

∂x
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[
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]
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where (εw) is the dissipation rate adjacent to the wall and it is given by

εw = 2
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Turbulent kinetic energy dissipation equation [18]:
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In the above equations, the production rate of the turbulent kinetic energy (Pk) is
defined as

Pk = μt

{
2
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∂u

∂x

)2

+
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∂v
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)}
(9)

Also, the turbulent eddy viscosity is given by Ref. [18]
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μt = Cμ fμρ
k2

ε
(10)

The empirical constants that appear in the above equations are defined as [18]

Cμ = 0.09,C1 = 1.44,C2 = 1.92, σk = 1.0, σε = 1.3,Prt = 0.9 (11)

The corresponding boundary conditions needed to complete the formulations on
all the boundaries of the computational domain for the current study are presented
as follows:

− inlet: u = 6y(1 − y), v = 0,T = 300

− lower plate: u = 0, v = 0,
∂T

∂y

∣∣∣∣
y=0

= 0

− upper plate: u = 0, v = 0,
∂T

∂y

∣∣∣∣
y=1

=
{

0 insulationwalls
−1000/K heatedwall

− exit:
∂u

∂x
= 0,

∂v

∂y
= 0,

∂T

∂x
= 0 (12)

The relevant non-dimensional parameters inserted in the present numerical code
are the Reynolds number and Nusselt number.

Reynolds number can be expressed as follows:

Re = ρuDh

μ
(13)

where Dh is the hydraulic diameter of the inlet flat-plate solar collector which can
be defined as

Dh = 4A

p
(14)

The local Nusselt number can be expressed as

Nux = hconv.Dh

k
(15)

The average Nusselt number can be defined as

Nu = 1

A

A∫
0

NuxdA
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3 Solution Method

A finite-volume integration method is employed to discretize the partial differential
equations that govern the fluid flow in a flat-plate solar collector with the bound-
ary conditions using the commercial CFD code, ANSYS Fluent 14.0. The SIM-
PLE algorithm of Versteeg and Malalaserkera [19] is chosen as a scheme to deal
with the problem of pressure–velocity coupling. Due to stability considerations, the
SECOND-ORDER UPWIND schemes are imposed on all the transport equations.
In order to evaluate the accuracy of these computations, the convergence criteria for
the residuals of the continuity, momentum and energy equations are assumed to be
less than 10−5.

4 Verification Code and Grid Independence

In order to achieve the process of establishing the truth of the numerical algorithm
used in the present study, the local Nusselt number of fluid transport along the heated
wavy wall for different Reynolds number has been investigated and compared with
numerical study accomplished by Wang and Chen [13] as depicted in Fig. 3, and the
results achieved a good agreement.

Moreover, in order to check the turbulence model, the average Nusselt number
for airflow in smooth duct was compared with the numerical investigation of artifi-
cial solar air heater done by Yadav and Bhagoria [20] and Dittus–Boelter empirical
correlation, i.e., Equation (16) available for smooth duct. As can be seen from Fig. 4,
the current results are very close to the previous ones. This secures the accuracy of
the numerical code used for the current study.

Fig. 3 Comparison with the numerical local Nusselt number accomplished byWang and Chen [13]
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Fig. 4 Comparison between average Nusselt number predictions with numerical results of Yadav
and Bhagoria [20] and Dittuse–Boelter empirical correlation for airflow in smooth duct

Dittus–Boelter equation [20]:

Nu = 0.023Re0.8Pr0.4 (16)

Uniform grid distribution in computational domain is generated for flow and
thermal calculations using ANSYS ICEM CFD software. Five sets of grid with
different sizes (20 * 100, 40 * 200, 60 * 300, 80 * 400 and 100 * 500) as shown in
Fig. 5 are utilized for the simulation to ensure that the results are grid independent

Fig. 5 Grid independence test based on velocity profile
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in which the velocity profile is the criterion value. Therefore, the grid size of (80 *
400) is used for all the cases considered in the present study.

5 Results and Discussion

The numerical analysis has been performed for a flat-plate solar water collector with
triangle sectioned on the absorber plate. Figure 6 presents the contour map of the
velocity vector distribution, isotherm contours and turbulent kinetic energy for Case-
F at Re = 18,000. It can clearly be seen from Fig. 6a that the flow reflection (i.e.,
recirculation flow zones) is formed between triangular rib portions of the absorber
plate. This recirculation zones can improve the mixing of the cold fluid in core with
the hot fluid near to the channel surfaces. As a result, high level of recirculation
zones leads to a high level of heat transfer rate. In general, the peak values of thermal
boundary layer are predicted in the vicinity regions of the absorber plate and between
the final and pre-final rib as shown inFig. 6b. The turbulent heat transfer flowbehavior
in solar water collector with triangular cross-sectional ribs has been demonstrated
and elucidated using the turbulent kinetic profile in Fig. 6c. The high intensities of

Fig. 6 Contour plot for Case-F at Reynolds number of 18,000 a Velocity vector distribution,
b Isotherm contours, c turbulent kinetic energy
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Fig. 7 Average Nusselt number with Reynolds number for all cases

turbulent kinetic energy are estimated at the beginning of absorber plate between the
first and the second ribs and then gradually decrease toward the exit; this produces a
strong turbulence level to improve the heat transfer rate.

Figure 7 displays the variation of average Nusselt number with Reynolds number
for smooth duct and all cases considered in the presentwork. It is clear that the average
Nusselt number has been enhanced by the existence of triangular ribs compared to a
smooth duct. As expected, the average Nusselt number for all cases increases with
increasing Reynolds number. It should be noted that there is a significant effect of
relative triangularwidth (w) for different roughness spacing (s) on the averageNusselt
number. As relative triangular width (w) increases, the flow becomes more disturbed,
i.e., improve mixing, causing an increase in the temperature gradient. However, the
maximum amount of enhancement was found to be approximately doubled 119.7%
between Case-F and smooth duct at Re = 6000.

Figure 8 gives the variation of the local heat transfer coefficient along the absorber
plate of solar water collector for smooth duct and Case-F at Re = 18,000. The value
of heat transfer coefficient for smooth duct is maximum at the start of absorber heated
plate and decreases slightly with axial distance along the collector wall. This is due
to the actual behavior of the boundary layer at the entrance of collector which is
thinner than the boundary layer at any distance along the duct. For the Case-F, it is
found that the peak value of heat transfer coefficient appears at the first triangular
cycle and then gradually decreases as the flow crosses the continuous triangular ribs
in the direction of flow. This is because of the water flow at inlet of the roughness
absorber wall which is cooler than any section along the duct.
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Fig. 8 Variations of the
local heat transfer coefficient
along the absorber plate wall
for smooth duct and Case-F
at Re = 18,000

Fig. 9 Variations of the
local pressure drop along the
absorber plate wall for a w =
0.25, b w = 0.5, with
different roughness spacing
(s) at Re = 12,000
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Figure 9 shows the variations of the local pressure drop along the absorber plate
wall for different cases at Re = 12,000. Generally, the values of local pressure drop
decrease gradually toward the exit channel. For all cases when the roughness spacing
(s) decreases, the fluctuation periods of local pressure drop increase as shown in
Fig. 9a and b, respectively, and those periods are directly proportional to the velocity
gradient which leads to create flow recirculation in the vicinity region between the
triangular ribs as shown in Fig. 6a. Finally, the pressure fluctuation for the cases with
higher relative triangular width (w) shown in Fig. 9b gives more heat transfer rate
compared with the other cases at the same roughness spacing (s).

6 Conclusions

In the present work, a two-dimensional fluid flow through solar thermal collector
with triangle sectioned on the underside of the absorber plate is studied numerically.
The effects of roughness spacing, relative triangular width and Reynolds number on
fluid flow process and thermal transport are investigated. The main findings of the
study are as follows:

– The use of novel absorber design in the form of triangle sectioned rib in a flat-plate
solar collector is an effective technique to improve the rate of thermal transport.

– The maximum enhancement amount of average Nusselt number within the param-
eters range of the present work has been found to approximately double 119.7%
between Case-F and smooth duct at Re = 6000.

– It has been found that the reduction in roughness spacing (s) gives a better heat
transfer rate at the same relative triangular width (w).
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Toward Halogen-Free Flame Retardants
for Polystyrene Thermal Insulation
Boards

Ebru Erünal

Abstract The limitation of fire class and halogen-containing flame retardants are
two significant issues for polystyrene-based insulation materials. In this chapter,
the necessity of external thermal insulation composite systems and related concepts
are briefly introduced. Then, based on the approaches in the literature to halogen-
free flame retardants for polystyrene, melamine-derived and expandable graphite-
based substances on polystyrene production and properties are investigated. Flame
retardants were added both during and after the polymerization reaction. Chemical
and mechanical properties are investigated by means of elemental analysis, high-
temperature gel permeation chromatography, thermal gravimetric analysis, tensile
and flexural strength together with Young’s and elastic moduli. Moreover, the hori-
zontal fire class tests were also performed. According to results, except virgin PS all
blended materials passed UL 94 HB test.

1 Introduction

The energy demand for domestic purposes such as heating or cooling of buildings
causes significant increase in greenhouse gas emissions. Thus, energy efficiency
in buildings is considered as a potential challenge of global warming and climate
change [1–3]. In order to overcome this problem, new concepts and standards have
been introduced in design and construction of buildings such as low-energy houses,
passive houses, or smart housing.Although these concepts or standards have different
aspects to achieve the reduction in energy consumption, their common feature is to
provide a good insulation [4–11].

In general, insulation of a building is defined as all the processes that maintain
the temperature (thermal insulation) and air quality (interior moisture content) in
the living spaces. Thus, thermal insulation of a material is specified by thermal
transmittance or U-value which is the amount of heat loss through unit square meter
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of a surface. It is expressed with W/m2 K in SI units or Btu/h ft2 °F in USCS
units. There is an indirect ratio between the thermal transmittance and the material’s
resistance to transfer the heat. A better insulation will be provided when theU-value
is smaller which means the heat resistance will be higher.

In order to estimate theU-valueof a certain insulation system,whichmay compose
of different components, first the heat resistance (R-value) of each component is
calculated separately. Heat resistance is simply the ratio of the material thickness (d,
m) to the material’s thermal conductivity (λ, W/K m). Then, all the calculated heat
resistances of the components are summed up. Later, by taking the reciprocal of this
sum, U-value is determined [12]. The relations between R, U, and λ can be shown
as follows:

R = d/λ (1)

U = 1/�R (2)

Accordingly, when the material is thicker, its resistance to thermal conductivity
increases, so that its thermal transmittance value decreases. Thermal conductivity
(λ) is already a constant value related to directly material and briefly is defined as
the ability to conduct the heat of the material.

∑
R refers to the sum of all resistances

that composed of the insulation system under investigation.
When considering thermal insulation, another crucial concept is the thermal

bridges that take place on specific domains of the insulated regions resulting in the
decrease in overall heat resistance performance. Those domains are the paths that
the rate of heat loss is higher than the rest of the material. They appear due to joints,
junction points, cracks, or unbalanced placement of the insulation material. Because
they cause the decrease of heat flow resistance, more energy will be required to keep
the interior temperature and air quality. Hence, the thermal bridgesmay cause air flow
and condensation; they both decrease the air quality and also insulation material’s
life span. Sometimes, the low water resistance of insulation material itself might
also end up its degradation and cause thermal bridges. Therefore, a careful design by
considering the climate, humidity, and compatibility of insulation system with the
architecture and static of the building should be done. By this way, the purpose of
buildings with decreased energy consumption for long terms can be achieved.

Speaking of insulation in buildings, according to application, it can be grouped
into three categories: (i) internal insulation, (ii) sandwich wall, and (iii) external
insulation

(i) Internal insulation is done only inside the living spaces and on limited areas,
but the outside of the building is not considered. Therefore, it is a short-term
solution and not preferable since it gives rise to formation of thermal bridges
on different areas. Even though, at a first glance, it seems cheaper and more
practical than other methods, it may be quite expensive for long term. Another
main disadvantage is because the exterior façade of the building exposed to
different climate conditions, it may get easily wet, and consequently diffusion
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ofmoisture through thewallsmight take place.After a certain time, this diffused
moisturewill causemold, fungus, and similar problems leading to deterioration
of the interior paint and internal coating elements. Actually, internal insulation
in a building may prevent the humidity on the applied walls if there is no
leakage from the exterior wall side; however, it still causes the accumulation of
moisture on the non-insulated surfaces like the ceilings, floors, or not carefully
isolated corners.

(ii) Sandwich wall applications are composed of an insulation material placed
between two layers of exterior walls. It is more effective than internal insula-
tion and better for long-term usage. However, they should be applied during
the construction of the building and therefore a careful examination of the
conditions should be done since once it is applied, it cannot be changed again.

(iii) External insulation is the most preferable and effective method among other
two methods due to the advantages of possessing a shell-like structure on the
exterior façade of the building. By this way, building is protected effectively
from all external influences such as wind, solar radiation, or humidity.

It should be kept in mind that depending on the conditions that affect and cause
the corrosion of building materials, more than one method may be appropriate to
apply for insulation of the building. The goal must always be the long-term optimum
energy efficiency when insulation design of a building is considered.

1.1 Criteria of Insulation Material Selection for Certain
Applications

In theory, same materials for internal and external insulation can be used. However,
due to health effects in terms of respiration [13, 14], inorganic-based wool elements
are not much preferred for inner spaces if special conditions like sound insulation
are not necessary. In case of organic-based insulation boards, 2 or 3 cm thickness is
applied for interior walls, while for external insulation this thickness can be much
higher up to 5–15 cm which decreases the thermal transmittance value significantly.
Therefore, the critical decision of insulation materials must be taken according to
following criteria: thermal transmittance value, water absorption ratio, dimensional
stability, and fire class of the insulation material.

1.1.1 Thermal Transmittance Value

A brief definition of transmittance value (U) is given in introduction part. The lower
the thermal transmittance value is, the better insulation will be provided. There are
several standard methods to determine thermal transmittance value of insulation
boards such as EN 12667, ISO 8301, BS EN ISO6946, BS EN ISO 13370, BS EN
ISO 10077-1, ASTM C518 depending on the legislations of countries or regions
[15–20].
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1.1.2 Water Absorption Ratio

Water absorption ratio is an important feature for insulationmaterials. If thematerial’s
water absorption capacity is not as low as possible, the weight of the material will
increase causing an addition static load on the building. Apart from static stress, the
decrease in insulation properties and also deterioration of the material due to high
water amount is not wanted at all. Since water is a very good conductor of heat, it
will increase U-Value. Therefore, materials with lower water absorption ratio such
as below 0.5% are preferred. If the material is hydrophobic and has a closed cell
structure, its water absorption capacity will be lower. This ratio is determined by
volume percent in Turkish Standards TS EN 13164 [16].

Another criterion related to water is water vapor permeability which refers to the
amount of water vapor passing through the unit area of the material with a specific
thickness per unit of time under certain temperature, humidity. It is denoted by μ.
The water vapor permeability is affected by density, thickness, surface structure, and
cell structure (open or closed cells) of the material.

1.1.3 Dimensional Stability

The dimensional stability is quite important for the durability of the insulation. If the
dimensions (Width x Length x Thickness) of insulation boards vary depending on
climate conditions or as a function of time, it will lead to poor insulation conditions.
Therefore, the selected material must be flexible and strong enough to withstand the
climate and the application conditions.

1.1.4 Fire Class

By legislations in many countries, it is ensured that materials used as insulation
purposes must provide a certain fire class depending on the height of the buildings
(on the exterior façade of buildings). Especially at higher buildings above 18 m,
only A1-type fire class materials are allowed to use. However, since A1 class-type
materials are basically inorganic-based, the load they cause on the building may
affect the static of building. Therefore, there are some suggestions on the usage of
combined materials such as applying flammable but light organic-based insulation
boards on the walls while A1 class materials only on the sites where flames can
spread through such as window frames. Generally, fire classification of materials
is done according to their reaction to fire or in other words fire growth. There are
many parameters to determine fire class of materials. Flammability, flame spread,
(non)-combustibility, development of smoke (toxic gas release), andmelt droplets are
main parameters to classify insulation materials. The fire classifications according to
European Standard for Fire Test to Building Material are EN 13501-1 [15] as “Fire
classification of construction products and building elements—Part 1: Classification
using test data from reaction to fire tests” are given in Table 1. In Turkish Standards,
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Table 1 Material classifications according to their reaction against fire and additional classifications
for smoke emission levels and melting droplets [15–19]

EN 13501-1 and TS EN 13501-1 DIN 4102 Definition

A1 A1 Non-flammable—not contribute in any
stage of the fire

A2 A2 Non-flammable—not significantly
contribute to the fire

B B1 Not easily flammable—very limited
lateral spread of flame

C Not easily flammable—limited lateral
spread of flame

D B2 Flammable—average contribution to fire

E Flammable—highly contribution to fire

F B3 Easily flammable

Smoke emission
level

Melting droplets/particles

Code Definition Code Definition

s1 Very low d0 No particles/droplets formation at a certain time

s2 Medium d1 Particles/droplets formation at a certain time

s3 Very high d2 High content of particles/droplets formation at a certain time

they are classified under TS EN 13501 [16]. Corresponding German Standards are
classified underDIN 4102 classes [19]. These classes are determined according to the
non-combustibility, ignitability, flame spread, calorific value of the material as well
as smoke emissions, the formation and duration of the melting droplet or particles.
Actually the generation and spread of fire, smoke formation within the building, and
the contribution of the building products to a fully developed fire are considered
when these standards are formed.

In that sense, for example, class A1materials rated as not contributing in any stage
of fire at all, while class A2 materials rated as not significantly contributing in fire
load and growth. On the other hand, materials that are capable of resisting fire for a
short period but flammable without substantial flame spread in case of contact with
flame are considered as class E. If material is resistant to fire for longer period and has
limited heat release but still flammable as similar in classE, it is classified asD. In case
the material has limited lateral spread of flame but does not burn down when flame is
not contacting on the material anymore and can resist to fire again longer period, it is
then class C. Actually apart from nuances, the classifications can be easily interpreted
as non-flammable materials for class A, not easily flammable materials for classes
B and C, flammable materials for classes D and E, and easily flammable material as
F. For not easily flammable, flammable, and easily flammable materials, there are
additional standards due to smoke formation and flaming particles or droplets. They
are determined by observing the materials during burning in a certain time [15–19].
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Table 2 Classification according to UL94 standards [20]

Class Specimen/direction flame
applied

Burning observations Burning termination

HB Bar- or plaque-type
specimen/horizontal

Slow burning
Burning rate <76 mm/min for
specimen thickness <3 mm

Stops before 100 mm

5VA Bar- or plaque-type specimen
Vertical

No drips without hole
development on the specimen

≤60 s

5VB No drips, specimens may
develop a hole

≤60 s

V-0 Drips of not inflamed
particles

≤10 s

V-1 Drips of not inflamed
particles

≤30 s

V-2 Drips of flaming particles ≤30 s

HF-1 Foam- or film-type specimen,
Horizontal

No burning drips
Afterglow less than 30 s

≤2 s

HF-2 Burning drips
Afterglow less than 30 s

≤3 s

Another type of classification which is issued by Underwriters Laboratories (UL)
fromUSA is known as UL94: Standard for Safety of Flammability of Plastic Materi-
als for Parts in Devices and Appliances testing [20]. The plastic material’s tendency
to either extinguish or spread the flame once ignited is determined by this standard.
Depending on the time that the burning terminates, drip and hole formation from
the burning specimens and after glowing, the classifications are done as shown in
Table 2.

1.2 External Thermal Insulation Composite Systems (ETICS)

Exterior insulation boards are applied with a series of additional items on the walls
of buildings. Therefore, this whole system is generally called as external thermal
insulation composite systems (ETICS). Basically, ETICS are composed of minimum
six layers including adhesive, base coats, reinforcement which is usually a glass fiber
mesh, finishing coat and thermal insulation material which is mechanically fastened
with anchors. The layers are shown in Fig. 1 according to the application order [4,
21–26].

Typical thermal insulationboards canbegrouped as inorganic-basedor polymeric-
basedmaterials.Most common polymeric-based insulationmaterials are polystyrene
(PS), polyurethane (PUR), polyisocyanurate (PIR) (and phenolic may also be
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Fig. 1 External thermal
insulation composite systems
(ETICS) on a building wall.
Layers as listed: (1)
adhesive, (2) thermal
insulation material (fixed
with additional mechanical
fastening), (3) and (5) base
coat, (4) reinforcement, (6)
finishing coat

included in this group), while glass wool, stone wool, and wood wool can be con-
sidered as inorganic-based materials. Due to their chemical compositions and man-
ufacturing processes, they have different properties which may be advantageous or
disadvantageous for the desired insulation applications.Main advantage of inorganic-
based materials is their fire resistance. They are classified as non-flammable materi-
als. However, their dense nature and water absorption ratio are considered to be their
disadvantages. On the other hand, although these properties are better for organic
based materials, their flammable nature is their weak point [4, 21–26].

The first layer of ETICS, adhesive, is generally special for insulation boards;
cement, acrylic or polyurethane-based polymer additive depending on the application
surface. For inorganic-based insulation boards, phenolic resins are widely used. The
insulation board is covered with adhesive via trowel, and then, the board is attached
to the wall. The covering can be done on total surface of the board (if the surface
is smooth) or through spot/edge bonding style. A less used method is applying the
adhesive on the wall with machine and then attaching boards but since it requires a
smooth surface,machinery andmore amount of adhesive, it is not always economical.
If the adhesive is not homogeneously distributed between walls, insulation boards
and between the boards, formation of thermal bridges is inevitable. The important
point is that adhesive should be able to bind both insulation material and the applied
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Table 3 Minimum adhesive
strengths on various
insulation boards based on TS
EN13494 [16]

Insulation board type Adhesive strength (kPa)

Polymeric-based ≥80

Inorganic-based ≥6

surface [21]. Some of the minimum adhesive strengths of various insulation boards
are given in Table 3 [16].

After fixing the thermal insulation board on the wall via mechanical fastenings,
the base coat is applied. The plug- and anchor-type fixings are generally composed of
a polypropylene material and a metal pin with a plastic head. Fixing materials should
also prevent thermal bridge formation, and their tensile strength should not be lower
than 0.20 kN [21]. After the insulation board is coated with either mortar or a suitable
base coat, reinforcement is applied in order to prevent the mortar’s tensile stress that
may lead to the cracking of mortar. By this way, long durability of the ETICS can be
maintained. The reinforcement is actually a fiberglass material of mesh strips whose
dimensions are 3.5 × 3.5, 4 × 4, or 5 × 5 mm [15]. This material is both resistant
to alkali conditions and increase strength for impact loading, hydrothermal shock
and water penetration. The reinforcement is found between two base coatings. The
finishing coating applied on the last layer of ETICShas both decorative and protecting
functions. They are generally composed of synthetic or silicone acrylic resins or
cement-based materials with waterproof and poor vapor permeability properties to
enable a good resistance to hydro-thermostress. They might be colored or paintable
when necessary. For environmental concerns finishing coatings must be solvent-free.

1.3 Comparison of Insulation Boards

Polystyrene is one of the most used polymeric-based insulation materials [4, 21, 22].
There are two different polystyrene boards according to manufacturing technique:
Expanded Polystyrene (EPS) and Extruded Polystyrene (XPS).

Expanded Polystyrene is manufactured through the interaction of steam with
expandable polystyrene beadswhich contain pentane droplets inside.When the beads
come into contact with steam, they can expand up to 40 times larger than their
initial volume. This phase of manufacturing is known as pre-expansion [21, 22, 26].
In fact, expansion of the beads takes place due to the fact that the permeation of
steam is faster than the permeation of pentane. When steam diffuses into the closed
cells that exist in expandable polystyrene beads already, it increases the total cell
pressure decreasing the bulk density of the material. By this way, a quite light and
stable material is obtained. After this stage, the expanded beads are molded and cut
according to insulation board standards [21, 22]. Actually, the rawmaterial of EPS is
produced through either suspension polymerization of styrene monomer [26–32] or
melt impregnation process [33, 34]. The latter technique is applied for more “black
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EPS” grades which has a lower thermal conductivity value due to carbon black or
graphite in it [20–22].

On the other hand, during the manufacturing of XPS insulation boards, general-
purpose polystyrene is fed to an extruder following up addition of blowing agents, fire
retardants, and other necessary additives. Even though manufactured from the same
raw material, and both have closed cells, EPS and XPS boards have different proper-
ties. XPS has very low water absorption ratio but not resistant to UV light, so mostly
it is preferable in water-dense areas but not exterior parts that exposed directly to
sunlight while EPS is used on exterior walls of buildings [26].

Other insulation boardmaterialswill not be discussed here in detail since the scope
of this chapter is only related to polystyrene-based materials. However, it is already
pointed out that applying one type of insulation material is not a correct attitude
for different applications. Better way is choosing appropriate material for the needs.
Therefore, the purpose of Table 4 is just to show advantages and disadvantages of
materials in case certain applications are needed.

Along with thermal transmittance, fire class, dimensional stability, and water
absorption ratio, commercially density of thermal insulation boards is also important.
Actually, together with density and thickness, thermal transmittance value can be
adjusted. But the commercial boards aremanufactured according to certain standards
in different countries. For example in Europe, minimum thickness of polystyrene-
based EPS boards is 150 mm, while in Turkey this is the thickest value that applied
on colder regions [4, 15, 20–22]. In addition to these properties, compressive and
tensile strengths, corrosion potentials might also be important in certain insulation
applications but for simplicity, they are not shown in Table 4 in detail.

As can be seen from the table, EPS and XPS insulation boards have many advan-
tages like being light, having stable thermal resistance, and resistance to water and
air changes for long term. Also they are relatively easy to apply and economical.
However, their fire class limits their usage. The compositions of the flammable gases
and their volumetric ratios during the burning of polystyrene are given in Table 5.

Table 4 Comparison of different insulation boards [4, 15, 20–22, 26]

Insulation
board type

Density
(kg/m3)

Thermal
conductivity
(W/mK)

Water
absorption
ratio (%)

Water vapor
permeability,
μ

Fire class

EPS 25–45 0.033–0.037 4–5 20–40 E

XPS 25–45 0.035–0.045 1–3 80–200 E

PUR/PIR 40–60 0.023 3 100 E

Stone wool 150 0.036 9–12 1 A1

Glass wool 10–130 0.031–0.043 46–88 1 A1
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Table 5 Volumetric ratio of the flammable gases that emerge during burning of polystyrene [35]

Material Compositions of the
flammable gases

Volumetric ratios (PPM)

300 °C 400 °C 500 °C 600 °C

Polystyrene (E1) CO 10 50 500 1000

Monostyrene 50 100 100 50

Benzene/homolog Minor 20 20 30

Halogen compounds 10 15 13 11

1.4 Polystyrene and Fire Resistance

In order to increase the fire resistance of polystyrene, flame retardant additives are
already being used during polystyrene production and/or its manufacturing. How-
ever, two important issues are in discussionwith these flame retardants [26, 36]. First,
the current additives can increase material’s fire resistance only up to class E. There-
fore, it cannot be used on higher buildings as external thermal insulation material
due to the strict the national and international fire legislations [20, 21]. Second issue
is the environmental concerns about the halogenated flame retardant additive known
as hexabromocyclododecane (HBCD) which is a persistent, bio-accumulative, and
toxic material emanating from bromine within the material [37]. Up to 2013, it was
used worldwide but its usage was banned in Europe and developed countries [38,
43–45]. Even though there are alternative high-molecular weight polymers (molecu-
larweights over 1000g/mole) [46–48], they still host the halogenBr in theirmolecular
structures. Even though the macromolecule might prevent the diffusion of bromine
into the environment, these newmaterials may also be banned in future with the same
argument of hosting hazardous bromine due to degradation kinetics [49]. Moreover,
the new substitutes have some issues with the compatibility of polystyrene during
manufacturing. Therefore, to develop a halogen-free alternative flame retardant to
be used in polystyrene products is of crucial importance.

1.4.1 Polystyrene Production

Polystyrene (Fig. 2a), which is produced from styrene monomer with several ways,
has been used in daily life for many purposes such as insulation boards, roofing

Fig. 2 Chemical formula of
a polystyrene (PS)
b hexabromocyclododecane
(HBCD)
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materials, industrial packaging, and parts in white goods. Therefore, it is one of
the most widely used thermoplastics. Besides, the low polarity of styrene molecule
makes it as one of the few monomers able to be polymerized under free radical,
anionic, cationic, and metal-catalyzed conditions [26, 27].

The main commercial polystyrene processes without considering copolymers can
be grouped into two: One is known as mass or bulk polymerization, which is a com-
bination of continuously stirred tank and plug flow reactors in series. In general, this
process can be conducted only by thermally or in the vicinity of initiators [26, 32,
50]. However, the other additives such as flame retardants, masterbatches, and blow-
ing agents are added by the manufacturers during the processing of polystyrene. The
other process is suspension polymerization which is composed of a batch-type reac-
tor [26, 28–30, 33, 34]. Spherical expandable polystyrene (EPS) beads are mainly
obtained by suspension polymerization process. The necessary additives like flame
retardants and blowing agent are added during the suspension polymerization of
polystyrene before sent to the manufacturers. Unlike mass polymerization, suspen-
sion polymerization is much harder to control due to the dependence of suspension
stability on many factors like the reactor geometry, agitation conditions, temperature
control, and the effect of different additives [26–30].

Flame retardants are one of themost important additives for EPS insulation boards
in order to provide the national and international fire legislations used in construction
industry. So far, hexabromocyclododecane (HBCD, Fig. 2b) was extensively used
as the preferred flame retardant due its compatibility with polystyrene molecule.
However, the environmental concerns lead to restrict HBCD usage in Europe and
developed countries since it is known to be a persistent, bio-accumulative, and toxic
material emanating from bromine within the material [36–45]. Current attempts are
focused on high-molecular weight polymers (>1000 g/mole) including bromine and
compatible with polystyrene polymer [46–49].

1.4.2 Mechanism of Flame Inhibition and Role of Flame Retardant
Additives

Various flame retardant additives are used in different industrial materials to improve
the fire resistance ofmaterials [26, 36]. Flame retardants (FR) are defined asmaterials
that can prevent the spread of flame and the formation of combustion products. In
the case of polymeric-based materials, the combustion behavior is in a continuous
cycle.

Accordingly, during combustion, the heat generated by the flame, volatiles, and
small particles returns back on the surface of the burning polymer. When these small
particles spread to the flame zone and react with oxygen, more heat is released and
the cycle continues. In order to decrease flammability and increase fire resistance
of a polymeric substance, this cycle should be disrupted [51]. It can be achieved by
three ways:
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(i) Solid-Phase Inhibition: Formation of newbarriers on the surface of the polymer
during heat release is provided so that the polymer and these layers prevent
further combustion.

(ii) Gas-Phase Inhibition: Its purpose is to transform the highly reactive free radi-
cals released during combustion to much less reactive compounds by the help
of volatile free radicals. Actually, it ends the radical reaction that occurs during
fire.

(iii) Endothermic Reduction: It provides the formation of products that help to cool
down the surface and remove the energy required for new flame formation from
fire environment.

In general, flame retardant materials can be classified as organic- and inorganic-
based. Organic phosphorus compounds and organic halogenated compounds
are the most popular organic-based flame retardants, while aluminum hydroxide,
magnesium hydroxide, and borates are known as the inorganic-based additives.
Phosphorus-containingphenol formaldehyde resins act according to solid-phase inhi-
bition mechanism by forming protective layer on the surface with the formation of
polyphosphoric acid through a network of carbon and phosphoroxides. The expand-
able graphene, which can expand up to 300 times at 300 °C, is also among the leading
flame retardants in recent years. Metal hydroxides, especially Mg and Al hydrox-
ides, increase the flame resistance by releasing water (endothermic reduction) and
also reduction of smoke formation during fire. Mg(OH)2 is active around at 320–340
°C, while Al(OH)3 is around 180–200 °C. Metal borates generally emit water during
fire, but they may be used synergist in FR systems [51–54].

Peculiarly for polymers, in order to get effective flame retardancy, the additive
should degrade at a closer temperature which polymer decomposes. On the other
hand, depending on the structure and the fire behavior of the polymer, sometimes
additives might be mixed to get a synergistic effect. Both for EPS and XPS, up to
2013, Br-containingHBCDflame retardantmaterials were used since it is compatible
with polystyrene. This halogen-based organic flame retardant acts according to the
principle of gas-phase inhibition to increase the fire resistance. However, after 2013,
usage of HBCD started to be banned in many countries because of its negative
effects on the environment and human health. Since then, alternatives for HBCD in
polystyrenematerials have been focused on halogenated long-chain macromolecules
which make it difficult them to diffuse in living organisms and harm environment.
Unfortunately, it still has some minor problems during the production of expandable
polystyrene in suspensionpolymerizationwhen added at this stage.Another approach
used in Far East is applying an inorganic–organic FR coating on EPS beads after pre-
expansion phase. However, these coatings increase density of the insulation boards
and also decrease their flexibility [55].
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1.4.3 Melamine Alternatives as a Flame Retardant for Polystyrene
Industry

Melamine (Fig. 3) and its derivatives are commonly used as FR additives in different
industries. For example, especially in wood industry, they are matter of choice since
they act also as plasticizers. Moreover, they are used in polyurethane flexible foams
for upholstered furniture in homes, railway, and aircraft seats for flame retarding.
Their high sublimation energy around−29kcal/mole and sublimation temperature up
to 350 °C, provides a cooling effect by retarding ignition along with other dissociated
products that act as diluents for the combustion. Especially nitrogen inside their
structure makes them a strong flame retardant. During burning, the release of inert
gases such as ammonia and nitrogen into the gas phase leading to cooling. Melamine
vapor is said to be capable of endothermic dissociation to cyanogens [36].

Some of the melamine derivatives used for flame retarding are as follows:
Melamine cyanurate (MC) which is one of the most known halogen-free flame retar-
dants generally used in reinforced polyamide 6 and 66, polyurethanes, epoxides, and
polyolefins. It is stable up to 320 °C and has gas-phase inhibition mechanism by
oxygen dilution due to the vaporization of melamine during fire. On the other hand,
melamine polyphosphate (MPP) is used in glass fiber reinforced polyamide 6 and 66.
Especially together with metal phosphinates, it shows a synergistic effect. In addi-
tion, melamine poly (zinc- or aluminum) phosphates have a synergistic effect with
metal phosphinates when used in polyamides and polybutylene terephthalate. Along
with aluminum and magnesium hydroxide, they are very effective in cable applica-
tions. Actually, melamine phosphate-based salts release water above 200 °C acting
as endothermic inhibitors. Plus, above 350 °C melamine-poly-phosphate undergoes
decomposition and forms a char around the polymer leading to prevent oxygen inter-
action during combustion. Melamine-based hindered amine light stabilizer (HALS)
is used in polyolefin films. The mode of action is based on the enhanced degradation
of the polyolefin by radicals, which may also act in the gas phase [54].

Blends and Copolymers of Polystyrene and Melamine

There have been different studies to improve fire resistance of PS either with addition
of melamine derivatives through melt extrusion process or addition of melamine
derivatives directly during the polymerization step. It has been known that melamine
can be used up to 50% in polystyrene [36].

Fig. 3 Melamine formula
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Mainly polystyrene was blended with polyphenylene oxide (PPO) and a combi-
nation of ternary flame retardant powder system composed of ammonium polyphos-
phate, pentaerythritol, and melamine (APP-PER-MEL). In such physical mixtures,
the main problem to overcome was reported as the heterogeneity in hydrophilic
nature, particle size, and consequently mixing of the powders homogeneously. Dif-
ferent strategies like wet ball milling are applied to make a homogenous and narrow-
particle-sized powder.Moreover, improvedfire resistance of high-impact polystyrene
(HIPS)/polyphenylene ether (PPE) blendwas recordedwith the addition ofmelamine
cyanurate (MC) and different phosphate resinmixtures [56–58]. Expandable graphite
was also used as a synergist for melamine phosphate as flame retardant additive for
polystyrene. Despite the enhancement of fire inhibition, a decrease in tensile and flex-
ural strength of the materials was reported [59]. Also nanoclay synergists together
with triphenyl phosphate and melamine cyanurate were blended with PS in the liter-
ature [60].

On the other hand, the efforts on copolymers produced via emulsion or suspension
polymerization of styrene and melamine derivatives focused mainly on the mixtures
of expandable graphite (EG) with melamine salts [61–63]. Jankowski and Kedzier-
ski [63] suggested a method for in situ synthesis of melamine salts (cyanurate or
phosphate) in the presence of EG. Then, they used these modified EG materials as
FR additives during suspension polymerization of styrene. After the optimization
of PS/FR additive weight ratio for the best fire resistant class, they reported the
samples with a weight ratio of 100/15 (PS/FR additive) showed HF-1 and V-0 class
performance during fire resistant tests.

2 Materials and Method

In order to make a comprehensive research for developing a PS compatible FR addi-
tive, two different approaches—in terms of nature of FR additives—were applied.
Both approaches were based on Jankowski and Kedriezski’s study [63].

In the first approach, the compatibility of PS and melamine derivatives was inves-
tigated. For that purpose, initially melamine derivatives as melamine cyanurate (MC)
and melamine phosphate (MP) were synthesized separately. Then, these materials
were added as FR additives during suspension polymerization. Besides, derivation
of melamine substances was tried simultaneously during suspension polymerization
of styrene instead of adding FR substances after obtaining.

In the second approach, using of expandable graphite (EG) modified with
melamine derivatives (MC and MP, separately) as FR additives was tried. After the
synthesis of modified EG with MC and modified EG with MP, separately, they were
added during the suspension polymerization reaction. Moreover, instead of adding
during polymerization phase, mixing of (blending or compounding) these additives
to directly polystyrene was performed.

Apart from this work, in order to choose and optimize the most effective suspen-
sion polymerization of styrene reactions, two recipes similar to industrial production
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Table 6 List of methods used to investigate alternative halogen-free flame retardant for polystyrene

Method No. Definition

2.1 Suspension Polymerization of Styrene

2.1.1 Surface Agents: Nanoclay Bentonite–Gelatin (NB-G)

2.1.2 Surface Agents: Trisodium phosphate and Tricalcium phosphate (TSP-TCP)

2.2 Investigation on Compatibility of PS and Melamine Derivatives

2.2.1 Preparation of Melamine-Derived Additives: Melamine Cyanurate and
Melamine Phosphate

2.2.2 Addition of Melamine Derivatives During Suspension Polymerization

2.2.2.1 Simultaneous Synthesis of Melamine Salts during Suspension Polymerization

2.2.3 Addition of Melamine Derivatives during Compounding

2.3 Addition of Modified Expandable Graphite Materials on Polystyrene

2.3.1 Modification of Expandable Graphite (EG): with Melamine Cyanurate (EGMC)
and with Melamine Phosphorate (EGMP)

2.3.2 Addition of Modified EG during Suspension Polymerization

2.3.3 Addition of Modified EG during Compounding

of polystyrene were investigated. In one method, bentonite and gelatin boveskin
were used as surface active agents, while in the other one trisodium phosphate and
tricalcium phosphate were used as surface active agents.

All the methodology of this research has been submitted in Table 6.

2.1 Suspension Polymerization of Styrene

A 750-ml flat-bottomed reactor with heat jacket and a mechanical stirrer was used
to obtain polystyrene through suspension polymerization of styrene. The stirrer was
composed of two impellers; each impeller was three curved bladed type. The impeller
at the bottom of the stirrer had a bigger diameter than the impeller placed a few cm
above it.

All reactions were carried at 90 °C and between 7 and 8 hours. Benzoyl peroxide
(Merck,CAS#: 94-36-0)was used as catalyst. Temperaturewas trackedwith a Pt-100
thermo-element. Two different surface agent systems were applied: In one reaction,
nanoclay bentonite and gelatin were used, while on the other reaction trisodium
phosphate and tricalcium phosphate were added to the reactor.
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2.1.1 Surface Agents: Nanoclay Bentonite–Gelatine (NB-G)

Nanoclay bentonite (Sigma Aldrich, CAS #:1302-78-9) and gelatin (Sigma Aldrich,
CAS #: 9000-70-8) were used as suspension agents together with polyvinyl alco-
hol as organic phase. Then this phase was mixed with water phase in which styrene
monomer was added previously. The procedure was done similar to reference [63]
without the addition of flame retardants.

2.1.2 Surface Agents: Trisodium Phosphate and Tricalcium Phosphate
(TSP-TCP)

Trisodium phosphate and tricalcium phosphate were used as suspension agents.
Organic andwater phasesmixed initially, and the addition of the other substanceswas
done sequentially according to the recipe applied in Ref. [30]. Differently, Licocene
PE 520 wax was used as nucleation agent. Normally, during production of EPS, PE
wax is used as nucleation agent. But because of some instabilities of the reactor sys-
tem with TSP-TCP surface agents, PE wax was added to create a synergistic effect
for surface agents.

Polymerization with NB-G surface agents was more effective than TCP-TSP
surface agents. The possible reasons were discussed in part 3.1. All in all, in the next
steps, suspension polymerization was done with NB-G surface agents.

2.2 Investigation on Compatibility of PS and Melamine
Derivatives

2.2.1 Preparation of Melamine-Derived Additives: Melamine
Cyanurate and Melamine Phosphate

Melamine cyanurate (MC) was synthesized from melamine (Sigma Aldrich, CAS #:
108-78-1), DI water, and cyanuric acid (Sigma Aldrich, CAS #: 108-80-5) at 90 °C
in 250 ml flasks by stirring vigorously (650–800 rpm) with magnetic stirrer for 5
hours.

Melamine phosphate (MP) was synthesized frommelamine (SigmaAldrich, CAS
#: 108-78-1), DI water, and phosphoric acid (Sigma Aldrich, CAS #: 7664-38-2).
First, melamine and DI water were mixed in a 250-ml flask by stirring vigorously
(650–800 rpm), and the system was heated to 90 °C. At around 80 °C, phosphoric
acid was added. The reaction was conducted at 90 °C for 5 hours.

After each reaction, the solid materials were filtered, washed, and dried under
vacuum oven at 40 °C.

During the filtration ofMPmaterial, after the filtered water gets colder, the forma-
tion of white fiber-like precipitates was observed. They are analyzed with elemental
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analysis and found that melamine components were on these fiber-like parts as well.
The solubilities of the materials in different organic substances were also examined.
MP was insoluble in different organic solvents and water, while MC could only be
dissolved in highly toxic trifluoroacetic acid (TFA).

2.2.2 Addition of Melamine Derivatives During Suspension
Polymerization

The prepared melamine derivatives MC and MP were added during the suspension
polymerization. Addition of these materials was tried both in the beginning and after
the polymerization reached around 40%.

Observations: Most of the trials end up in emulsion phase. Only MC-added
suspension system resulted succesfully in solid particles to be examined. (S + MC)

Simultaneous Synthesis of Melamine Salts During Suspension
Polymerization

Because both the polymerization reaction and melamine derived materials synthe-
sized at the same temperature, all materials were (melamine, cyanuric acid and phos-
phoric acid) added in the beginning of the suspension polymerization.

2.2.3 Addition of Melamine Derivatives During Compounding

5 gr of total mixture of polystyrene (Trinseo), filler (talk powder), and melamine
derivatives was used in a laboratory-type HAAKE Mini Jet Pro compounder with
two screws. Temperature was kept around 200 °C with a torque of 60 rpm.

2.3 Addition of Modified Expandable Graphite Materials
on Polystyrene

2.3.1 Modification of Expandable Graphite (EG): With Melamine
Cyanurate (EGMC) and with Melamine Phosphorate (EGMP)

The procedurewas done according to Jankowski andKedriezski’s work [63]. 20 gEG
was mixed with the appropriate amount of melamine and acids. After 5 h synthesis,
the obtained materials were filtered and dried overnight at 40 °C in a high air-
circulated oven.

Both EG-modified melamine cyanurate (EGMC) and EG-modified melamine
phosphate (EGMP) were obtained without any problems. However, after filtration of
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EGMP, when the liquid filtrate was cooled down, the formation of white fiber-like
particles was observed in MP synthesis (2.2.1). The analysis showed that melamine
was mostly on this liquid phase. Therefore, a sample was obtained via rotary evap-
orator at 40 °C to avoid loss of material through filtering.

2.3.2 Addition of Modified EG During Suspension Polymerization

The addition of the materials was done similar to 2.2.2.

2.3.3 Addition of Modified EG During Suspension Polymerization

The addition of the materials was done similar to 2.2.2. Polymerization degree was
quite low.

2.3.4 Addition of Modified EG During Compounding

The commercial Trinseo PS was used to obtain the blends. The materials were
blended with a Plasti Corder, Brabender blender at 200 °C and 40 rpm rotation.
A total of 40 g mixture was obtained and placed in a 100 × 100 × 2.5 mm mold.
Then, it was hot pressed in a Wickert Hot Press machine at 80 bar and 200 °C. After
10min, it was transferred to aHofer cold pressmachine to cool down. The sample list
with corresponding compositions is given in Table 7. All compounds were prepared
according to 40 g weight material. First material was pure PS as a reference, and last
material was a combination of nanoclay bentonite and melamine without modified
EG. The ratio of modified EGmaterials was kept max. 10. The material obtained via
suspension polymerization was also mixed (SEGMC) with addition of pure EG as
well. The materials were then cut with a disk saw to 30 mm width for fire behavior
and other mechanical tests. The materials are shown in Fig. 4.

3 Results and Discussion

Elemental analyses were taken with a Thermo Fisher Elemental Analyzer for C, H,
N, and S elements. The results are given in Table 8.

High-temperature gel permeation chromatography (HT-GPC) dissolved in
Trichlorobenzene was conducted on the suspension polymerization products syn-
thesized in 2.2 and on the commercial PS that was used for compounding in 2.3.
Since melamine derivative and EGmaterials could not be dissolved in Trichloroben-
zene at high temperatures very well, only polystyrene included materials could be
analyzed. The results are given in Table 9.
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Table 7 List of blended compounds

Sample No. Materials Weight (g) Observations

1 PS 40 Reference material

2 PS/EGMC 33/7 The viscosity is low with respect to PS. Hardly
separated from the mold. The material was soft
during cutting

3 PS/EGMC 30/10 Good blending. Separation from mold was
easier than sample #3. The material was soft
during cutting

4 PS/EGMP 35/5 Similar to sample #3. Separation from mold
was even easier than sample #3

5 PS/EGMP 30/10 The surface of the molded sample had small
fractures. During hot mold, formation of too
much air bubbling was heard

6 PS/SEGMC/EG 25/10/5 Easily separated from the mold. A smooth
surface was obtained

7 PS/NB/M 30/5/5 A homogenous blend obtained unlike
PS/Melamine trial done at 6.2.2. The material
was harder than EG-containing materials during
cutting

Abbreviations of the materials as in the order of appearance: PS commercial polystyrene, EG
expandable graphite, MC melamine cyanurate, MP melamine phosphate, EGMC expandable
graphite + melamine cyanurate, EGMP expandable graphite + melamine phosphate, SEGMC
polystyrene obtained via suspension polymerization+ expandable graphite modified via melamine
cyanurate, NB nanoclay bentonite,M melamine

Fig. 4 Blended and
prepared test specimens
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Table 8 Elemental analysis of synthesized materials

Related part Sample Sample amount
(mg)

C % H % N% S%

2.2.1 MC 3.297 9.92 4.75 17.43 –

MP 2.943 15.84 4.26 40.45 –

2.2.2 S + MC 2.795 63.96 6.73 <0.4 –

2.2.2.1 S + M + CA 2.300 90.07 7.50 0.86 –

S + M + CA + PA 2.297 89.44 7.51 <0.4 –

2.3 EG (Raw Material) 2.57 4.79 0.48 0.081 0.99

2.3.1 EGMC 2.586 8.74 1.26 10.07 1.33

EGMP(liquid) 3.003 16.23 5.02 36.13 3.27

EGMP 3.061 4.83 1.14 5.20 2.15

Abbreviations of the samples as in the order of appearance:MCmelamine cyanurate,MPmelamine
phosphate S styrene, CA cyanuric acid,M melamine, PA phosphoric acid, EG expandable graphite,
EGMC expandable graphite+melamine cyanurate, EGMP expandable graphite+melamine phos-
phate

Table 9 High-temperature gel permeation chromatography (GPC) results

Related part Material Molecular weight
(Mw)

Molecular weight
distribution (Mn)

Polydispersity
index (Mw/Mn)

2.2.2 S + MC + MP 144,500 49,800 2.90

2.2.2.1 S + M + CA +
PA

148,300 54,700 2.71

2.3 Commercial PS 328,200 142,800 2.30

Thermal gravimetric analysis (TGA) was conducted with a PerkinElmer TGA
4000 instrument under nitrogen atmosphere for materials prepared with melamine-
derived substances (shown in Fig. 5), while both nitrogen and oxygen were used for
the blended compounds separately (shown in Fig. 6a, b). Temperature started from
30.00 to 900.00 °C at a rate of 20.00 °C/min.

In Fig. 5a, the weight losses are given according to the original starting weights
of materials instead of weight loss percentage in order to show the differences more
drastically. In Fig. 5b, weight loss % graph can also be seen. The degradation tem-
perature of synthesized PS seems around 462.58 °C. MC-added PS material also has
similar degradation temperature (460.88 °C) which gives a hint about incorporation
of MC into the structure since MC itself has also a closer degradation tempera-
ture around 450 °C. Interestingly, MP has two steps of degradation curve; one is at
346.86 °C and the other around 442.77 °C, but the material obtained through addi-
tion of MP during PS reaction has a sharp decrease around 462.58 °C. This can be
attributed to the dominant nature of PS within the material and not much incorpo-
ration of MP into PS. Lastly, the material that was obtained through the addition of
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Fig. 5 Thermal gravimetric analysis (TGA) of synthesized polystyrene (PS), melamine-derived
materials a actual weights b weight loss percentage (MC: melamine cyanurate, MP: melamine
phosphate) and the end products of their additions to suspension polymerization (S+MC:melamine
cyanurate-added suspension polymerization product, S+M+CA+PA:melamine-, cyanuric acid-,
and phosphoric acid-added suspension polymerization product)

Fig. 6 Thermal gravimetric analysis (TGA) of polystyrene andmodified expandable graphite com-
pounds taken a under N2 atmosphere b under O2 atmosphere

all substances (melamine, cyanuric acid and phosphoric acid) during the polymer-
ization reaction gives two sharp loss curves. The first loss is due to the evaporation
of styrene in the material because styrene’s boiling point is around that temperature.
The second loss is around 477.7 °C which possess a higher temperature than other
materials. Actually, for PS, S + MP and PS substances, small loss curves around
styrene’s boiling point like the first loss curve in this material can be tracked too. This
is better seen in Fig. 5b.

In Fig. 6a, b, TGA of the blended PS compounds under nitrogen and oxygen
atmosphere are given, respectively. All materials showed similar behavior in both
atmospheres except bentonite which has fluctuations under N2 atmosphere. More or
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less, for all blended materials, the degradation temperature seems to be dominated
by high amount of commercial PS within the compounds. Unlike synthesized PS, no
weight loss related to styrene at lower temperature is seen.

3.1 Suspension Polymerization Conditions

Polymerization with NB-G surface agents was more effective than TSP-TCP surface
agents. Obviously, TCP-TSP system is more sensitive to stable reactor conditions.
Hence, vortex formation was observed when stirrer had only one impeller while
too much swinging was observed when the impeller number was doubled. Similar to
other agitation including processes, a homogeneous and stable stirring is the key point
of suspension polymerization, too. Since the stability could not be achieved during
TSP-TCP reaction, this result was obvious. The addition of PE wax might also cause
the instability of the system because the addition of different substances changes
the viscosity of the system. Moreover, it might be related to the hygroscopic nature
of catalyst which lumping was observed during the syntheses. Therefore, catalyst’s
effective ratio might not be correct due to the recipe used. In order to overcome
the problems during addition of flame retardants, NB-G surface agents were used in
suspension polymerization reactions.

3.2 Investigation on Compatibility of PS and Melamine
Derivatives

3.2.1 Preparation of Melamine-Derived Additives

The elemental analyses of melamine-derived additives can be found in Table 8.
The elements’ percentages (%) in melamine are 28.56, 4.80, and 66.6 for C, H,
and N, respectively. When the analyses are compared, MP material seems to be in
consistency with theory but MC was not. The expected elemental percentages (%)
of MC are 28.23, 3.56, 49.4, 18.81 for C, H, N, O, while it was found that 9.92,
4.75, and 17.43 for C, H, and N. For MP, theoretical percentages (%) are 16.07, 4.05,
37.50, 28.56, and 13.82 for C, H, N, O, and P, respectively. The obtained elemental
percentages (%) are 15.84, 4.26, and 40.45 for C, H, and N.

3.2.2 Addition During Suspension Polymerization

The ratio of the additives was around ~4/100mg (MC/S orMP/S) used in the suspen-
sion polymerization. Since they were in lower amount, the elemental analysis results
seem also very low. The best way to track the existence of melamine derivatives is
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checking N% in elemental analysis. In Table 8, for MC-containing material, it was
detected below 0.4. The HT-GPC result also indicates addition of MC inhibited the
polymerization degree.

Simultaneous Synthesis of Melamine Salts During Suspension
Polymerization

The elemental analyses given in Table 8 show that when melamine and cyanuric
acid are added separately during the suspension polymerization (S + M + CA), N
% seems to increase compared to materials when melamine cyanurate (S + MC) is
added.This canbe interpreted as increase in nitrogen amount frombothmelamine and
cyanuric acid together may directly incorporate into the polymer structure. However,
in that case, N% would be expected even higher when melamine, cyanuric acid, and
phosphoric acid are added separately during polymerization (S + M + CA + PA).
Hence, it is seen that N % is much lower than 0.4% like S + MC case.

According to HT-GPC results given in Table 9, both materials synthesized via
melamine and its derivatives had much lower molecular weight (Mw) and molecu-
lar weight distribution (Mn) when compared to commercial polystyrene. Molecular
weight was found around 144,500 and 148,000, while molecular weight distribution
was around 50,000 and 55,000 for (S+MC+MP) and (S+M+CA+ PA), respec-
tively. On the other hand, Mw and Mn of commercial PS found around 328,000 and
143,000, respectively. In both cases, addition of melamine and its derivatives inhibits
the polymerization at a certain rate and degree.

3.2.3 Addition of Melamine Derivatives During Compounding

In the literature, it was reported that blending of polystyrene with melamine is hard
[26, 36, 51]. In order to imitate industrial conditions, talk powder was also added
as filler to the mold. However, a homogeneous blend of PS could not be obtained
with or without talk powder. The higher softening temperature of melamine and its
derivatives make this blending process harder.
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3.3 Addition of Modified Expandable Graphite Materials
on Polystyrene

3.3.1 Modification of Expandable Graphite (EG): With Melamine
Cyanurate (EGMC) and with Melamine Phosphorate (EGMP)

The elemental analyses showed that EG-modified materials have S which already
comes from EG itself with 4.79% C, 0.48% H, 0.081% N, and 0.99%S. The mod-
ification seems better for EGMC then EGMP. The ratios for EGMC were found as
8.74% C, 1.26% H, 10.07% N, and 1.33% S. According to the experience from MP
synthesis, the white fiber-like precipitates in the cold filtered water was collected
and also analyzed. Results showed that most of the elements coming from melamine
phosphate are found in this liquid-phase material while modified EG material has
only 4.83% C, 1.14% H, 5.20% N, and 2.15% S, but the precipitate ratios are 16.23,
5.02, 36.13, and 3.27%, respectively. Even though with MP modification some of
the materials seem lost during filtration, still EG seems modified effectively as both
N % and C % can be seen increased due to the raw material itself.

3.3.2 Addition of Modified EG During Suspension Polymerization

Polymerization was not completed, ending up with high styrene amount, glue-like
materials. Therefore, further investigations cannot be done at this stage. Since the
additive ratios were given between certain ranges by Jankowski and Kedzierski [63],
with flame retardant additives, the ratios experienced without FR additives in part
2.1.1 might also need to change. Besides, with the addition of FR materials, maybe
the reactor stability was also not stable as in the case of TSP-TCP surface agent
added suspension polymerization.

3.3.3 Addition of Modified EG During Compounding

The observations during compounding and cutting of specimens were disclosed in
part Sect. 3.3.3.

Mechanical Test Results of Blended Specimens

Both tensile strength and flexural strength of the blended specimens were done with
a Zwick/Roell Testing Machine according to ASTM D 638 and ASTM D 790 stan-
dards, respectively. The testing apparatus is shown in Fig. 7a, b.

The tensile strength tests were done according to the following conditions: The
grip-to-grip separation at the starting position was 30.9 mm with a test speed of
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Fig. 7 Zwick/Roell testing apparatus for a tensile strength and b flexural strength

Table 10 Tensile strength test results of the blended compounds

Sample No. Compounds Tensile strength,
MPa (σ)

Strain, % (ε) Young’s modulus,
MPa (E)

1 PS 22.6 0.066 342.42

2 PS/EGMC 24.2 0.062 390.32

3 PS/EGMC 17.4 0.12 145.00

4 PS/EGMP 23.1 0.063 366.67

5 PS/EGMP 20.8 0.05 416.00

6 PS/SEGMC/EG 23.1 0.059 391.52

7 PS/NB/M 16.5 0.059 279.66

0.2 in/min. The preload was 1 MPa. The test apparatus is shown in Fig. 7a. Tensile
strength, % strain (%), and Young’s modulus of the specimens are given in Table 10.

The least resistant polystyrene compound to elongation with the lowest Young’s
modulus was the blending of nanoclay bentonite and melamine. Even during cut-
ting for the preparation of the specimen, it was observed that the material was
harder than EG-containing materials during cutting. This shows that bentonite and
melamine makes the structure more brittle. Except this one, other materials have
higher Young’s modulus which means higher resistance to deformation during elon-
gation than polystyrene itself. On the other hand, the highest Young’s modulus was
obtained with modified expandable graphite with melamine phosphate.
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Table 11 Flexural strength test results of the blended compounds

Sample No. Compounds Flexural
strength,
MPa (σfM)

Strain, %
(εM)

Flexural
strength at
break, MPa
(σfB)

Elastic
modulus,
MPa (EH)

1 PS 46.1 0.015 46.1 2850

2 PS/EGMC 42.4 0.013 33.8 4220

3 PS/EGMC 33.4 0.11 24.3 3810

4 PS/EGMP 48.9 0.019 34.3 3290

5 PS/EGMP 39.1 0.016 26.2 3580

6 PS/SEGMC/EG 40.6 0.011 28.4 4310

7 PS/NB/M 39.9 0.013 35.7 3650

The flexural strength tests were done according to the following conditions: Both
test speed and flexural modulus speed were kept at 0.05 in/min. The preload was
0.1 MPa with a support span of 64 mm. The test apparatus is shown in Fig. 7b.
Flexural strength, flexural strength at break, strain on the outer surface, and elastic
modulus of the specimens are given in Table 11.

PS/PSEGMC/EG compound has the highest elastic modulus which means that
it is stiffer than other materials. All materials have higher elastic modulus than PS.
This shows that addition of melamine derivatives or modified expandable graphite or
bentonite–melamine mixture makes PS structure stiffer. However, this might be also
due to melamine and its derivatives since all materials have one of them. In terms of
flexural strength, PS/EGMP has the highest bending resistance.

3.4 Flammability Tests of Blended Specimens

Two flammability tests were conducted according to horizontal flammability test
with UL 94 HB standards on the blended specimens. The results are summarized in
Table 12. All materials passed the test except PS which continued to burn after flame

Table 12 Horizantal
flammability test results

Sample No. Compounds UL 94 HB

1 PS Not passed

2 PS/EGMC Passed

3 PS/EGMC Passed

4 PS/EGMP Passed

5 PS/EGMP Passed

6 PS/PSEGMC/EG Passed

7 PS/NB/M Passed
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was not given on the specimen and a black smoke release with ashes while black
droplets was observed.

Physical blending of polystyrene and these additives has promising effects in terms
of enhanced fire resistance. In preliminary trials, it was found that addition of only
melamine does not have any significant fire resistant due to inhomogeneous blending.
Contrarily, when melamine was used together with nanoclay bentonite, a synergistic
effect was observed as well but the obtained material was brittle. Especially the
addition of modified expandable graphite with melamine derivatives to polystyrene
during blending showedpromising effectswith enhancedfire resistance and softening
of the material as also shown with similar approaches in the literature [56–63].

4 Conclusions and Remarks for Future Investigations

The compatibility and effect onmaterial properties ofmelamine cyanurate,melamine
phosphate, andmodified expandable graphite materials were investigated throughout
this chapter.

It was found that in order to provide the addition of thesematerials through suspen-
sion polymerization, a more controlled reactor should be employed. Especially when
TSP-TCP surface agents are added to the reactor, glue-like end materials showed the
necessity of a better controlled system. The reaction conditions were easier to control
with bentonite system though. More or less in both conditions the polymerization
degree is hindered with the addition of melamine salts. Synthesize of MC was easier
than MP so that MC additive or modifying EG with MC was better than MP. Thus,
there are also good findings with MP materials in the literature [63].

On the other hand, physical blending of polystyrene and these additives has
promising effects in terms of enhanced fire resistance. However, during the com-
pounding, addition of sole melamine to PS does not have any significant fire resis-
tant due to inhomogenities during blending. When melamine was used together with
nanoclay bentonite, a synergistic effect was able to observe but the specimen became
more brittle. Especially, the addition of modified expandable graphite with melamine
derivatives to polystyrene during blending showed promising effects with enhanced
fire resistance and softening of the material.

In order to develop an environmentally safe, halogen-free, and industrially appli-
cable flame retardant for polystyrene insulation products, a well-designed and
controlled pilot reactor should be developed for suspension polymerization of
polystyrene to obtain industrially applicable recipes. Moreover, for the blending
part, optimization of the additive ratios should be worked more in detail to get best
material properties with fewer amounts of additives.

As a conclusion, all these efforts will lead to a better future with less energy
consumption, more energy saving by environmentally friendly insulation boards
leading to decrease the potential thread of global warming.



692 E. Erünal

Acknowledgements This study was funded by Research Fellowship program of Johannes Kepler
University (JKU). Prof. Dr. Christian Paulik and his group at the Institute for Chemical Technology
of Organic Materials, JKU, for their valuable supports; moreover, Assoc. Prof. Dr. Milan Kracalik
from Institute of Polymer Science, JKU; Transfercenter für Kunststofftechnik GmbH (TCKT) for
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Modeling of TiB2–BN Composites
as Cathode Materials for Aluminum
Electrolysis Cell

Eda Ergün Songül and İsmail Duman

Abstract Aluminum is the third most common element and the crust’s most
abundant metal. Nowadays, aluminum is an important metal in industrial production.
Due to the lightweight, corrosion resistance, low density, and easy working probabil-
ity, combine with its compatibility for recycling, support its position as the material
of option for many utilization and it begins more favored in automotive, spacecraft
components, and architectural construction with its extensive utilization area. In this
work, the aim was targeted to evaluate the energy consumption in manufacture of
the primary aluminum. The life of aluminum electrolysis cell, carbon cathode wear
against arc blow, cryolite and abrasion of aluminum film was studied. It was found
that TiB2–BN composite was a better option as cathode due to wear resistance, high
electrical conductivity and machinability.

Keywords Aluminum electrolysis · Titanium diboride · Boron nitride ·Wear
resistance · Electrical conductivity ·Modeling

1 Introduction

Aluminum and its alloys are the choice of materials for automotive and aerospace
applications due to their high corrosion resistance, machinability, high electrical
conductivity, high thermal conductivity and particularly high strength/weight ratio
[1–3].

The Hall–Héroult electrolytic method is the well-known method for the manu-
facture of primary aluminum [4]. Pure alumina is mixed with cryolite which is elec-
trolyzed to produce pure aluminum. Cryolite is basically Na3AlF6 which is added to
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decrease the working temperature of the bath. The process is quite energy consuming
mainly due to electro–magneto–hydrodynamic forces and the anode effect [5].

During electrolysis, as alumina is consumed, the surface of the anode wetted
by the electrolyte increases. Additionally, bubbles rising toward the surface of the
bath decrease the contact between the anode and the electrolyte. Thus, the current
efficiency decreases. Consequently, resistance and cell voltage increase.

The continuous addition of alumina in the chamber will result in the sedimenta-
tion toward the bottom of the furnace. A well-known phenomenon called “sludge”
occurs. As a result, oxygen deficiency in the cell takes place. It is important that the
liquid aluminum has to be collected from the furnace in order to keep the energy
consumption to minimum. Convection is observed due to Eddy–Fuko current if the
liquid aluminum stays in the cell. The liquid droplets of aluminum will sink to the
bottom in accordance with Stokes’ law as long as the critical radius is exceeded. The
anode–cathode distance can be reduced to 2.5–4 cm from 5–7 cm [6]. In this case,
the arc blow of the cathode carbon will decrease, the aluminum film will have an
abrasion effect, and thereby the cathode efficiency will decrease.

1.1 General Structure of the Cathode

The base is made of 10–12 mm steel sheet welded in a box. The base of the case
is covered with a layer of chamotte scraps, and it is designed to have a few rows of
low-density bricks and a chamotte brick at the top. Figure 1 illustrates the schematic
drawing of the general structure of the cathode for the aluminum electrolysis cell
(Modified from [7]).

Fig. 1 General structure of the cathode (Modified from [7])
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1.2 Design of the Aluminum Electrolysis Cell

Aluminum reduction cells are used today: prebaked anode cell and Söderberg cell.
Aluminum has started with prebake cells which are produced under industrial con-
ditions. During the First World War, the “self-baking” anodes were developed by
Carl W. Söderberg in Norway. The use of these cells increased in the 1940s and
1950s. Figure 2 illustrates the schematic drawing of the (a) prebake-type cell and (b)
Söderberg-type cell (Modified from [7]). Cells are usually 9–12 m long, 3–4 m wide
and 1–1.2 m high.

1.3 Energy Efficiency During Aluminum Production

By decreasing the amount of alumina during the electrolysis, the angle of wetting of
the anode surface by the electrolyte increases. In this way, the gas bubbles increase
on the surface of the anode, which is not well wetted, and the contact between the
electrolyte and the anode surface cuts off and prevents the passage of the current.

Due to the production of alumina charged to the cell from 8 to 2% over time due to
production, oxygen deficiency occurs in the cell. Carbon electrode reacts with more
positive fluorine ions due to lack of oxygen to form CFx gases.

The gases formed cling to the anode surface and began to cover the surface.
Combined gas sensors enclose the anode surface by forming a gel-like structure,
and the anode cannot be wetted by the electrolyte. As a result, the current density
increases, and the polarization curve goes to infinity [7].

It is seen that the loss of aluminum particles due to reoxidation and back disso-
lution reduces not only the current efficiency of aluminum electrolysis but also the
energy efficiency up to 30%. One of the measures to improve energy efficiency is the
elimination of the effect of inductive currents. The most practical way to achieve this
is to get rid of the liquid aluminum cushion. However, when we get rid of the liquid
aluminum cushion, the carbon cathode will not be based on arc blowing, cryolite and
the etching effect of the aluminum film in a continuous flow. To eliminate all these
negative effects, the coating on carbon cathodes will be a solution.

1.4 Titanium Diboride (TiB2) and Boron Nitride (BN)

1.4.1 Titanium Diboride (TiB2)

Titaniumdiboride is knownas high strength and strong ceramicmaterial [8]. TheTiB2

structure consists of Ti–Ti, Ti–B and B–B bonds. There are strong covalent bonds
between atoms, which means high melting point and high hardness [9]. Figure 3
shows the (a) hexagonal TiB2 unit cell (b) hexagonal layered TiB2 structure [8].
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Fig. 2 a Prebake-type cell and b Söderberg-type cell (Modified from [7])
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Fig. 3 a Hexagonal TiB2
unit cell b Hexagonal
layered TiB2 structure [8]

Table 1 General properties
of the TiB2 [10]

M (g/mol) 69.54

Color Gray

Density (kg/m3 10−3) 4.52

Melting temperature (°C) 2920

Crystal structure Hexagonal

Lattice parameters a (nm) 0.3030

b (nm) –

c (nm) 0.3230

Thermal conduction coefficient 300–1300 K 24.0

1300–2300 K 26.3

Hardness (1 N) (GPa) 25.5

E (GPa) 541

Poisson’s ratio, υ 0.09–0.11

Compression strength (MPa) 1350

Tensile strength (MPa) 127

Conductivity S/cm 105

Table 1 shows the general properties of the TiB2 [10]. It is generally characterized
by its high melting point, high wear resistance, very high Young’s modulus, density
ratio strength and high hardness [11, 12]. Figure 4 shows the Ti–B phase diagram
[13].

1.4.2 Boron Nitride

Boron nitride, which has the empirical formula BN, contains equal amounts of boron
and nitrogen atoms. The boron and nitrogen atoms adjacent to the nitrogen atom in
the periodic table are connected to each other by carbon–carbon bonds [14]. Figure 5
illustrates the B–N phase diagram [15].
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Fig. 4 Ti–B phase diagram [13]

Boron nitride has three basic crystallographic structures. These include the hexag-
onal form (h-BN), the cubic form (c-BN) and the wurtzite form (w-BN). The three
crystal forms also have very different physical properties and are used in many dif-
ferent applications [15].

Hexagonal Boron Nitride (H–BN)

The hexagonal structure consists of strong covalent bonds between BN atoms in
hexagons and weak van der Waals bonds between layers. Figure 6 shows the (a)
hexagonal BN structure (b) graphite structure [15].

Cubic Boron Nitride (c-BN)

Four nitrogen atoms surround one boron atom, and sp3 hybridization is present [16].
Cubic boron nitride crystal structure and other features are similar to diamonds.
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Fig. 5 B–N phase diagram [15]

Fig. 6 a Hexagonal BN structure b graphite structure [15]
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Figure 7 illustrates the cubic boron nitride (c-BN) structure [16]. Table 2 shows the
general properties of the h-BN and c-BN [16].

Wurtzite Boron Nitride (W-BN)

The rigid package is not a stable form of boron nitride wurtzite structure in its
hexagonal form and can only be achieved under static high pressure (average 13 GPa
at room temperature) or by dynamic shock methods [16].

Fig. 7 Cubic boron nitride
(c-BN) structure [16]

Table 2 General properties
of the h-BN and c-BN [16]

(h)BN (c)BN

2.27 (g/cm3) 3.48 (g/cm3)

980 °C
(Air oxidation)

1200 °C
(Air oxidation)

Soft Hard

Lubricating Grinding

Electrical conductivity 10−7

S/cm
Electrical conductivity 10−7

S/cm

Thermal conductivity
55 W/mK

Thermal conductivity
1300 W/mK

Melting temperature 2700 °C Melting temperature 2973 °C

Oxidation temperature 980 °C Oxidation temperature
1200 °C
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2 Materials and Design

Titanium diboride is a high resistance and toughness ceramic material. TiB2 also
has numerous different properties, like high stiffness, high Young’s modulus and
high heat resistance. It can be used as cutting tools or wear resistance applications
[17]. Such properties make TiB2 an attractive choice of material for use in cathode
material in the Hall–Heroult process. However, there are some disadvantages as well.
The sintering temperature is higher than 2400 °C due to the strong covalent bonding
and highmelting temperature, and it is notmachinable. Since the diffusion coefficient
is low, the sinterability is also limited. An alternative method involves the use of hot
pressing. It is important to note that during this process, enhanced grain growth is
observed, and internal stress increases which leads to micro cracking [8, 9, 18].

Ceramic materials are not easily machined but boron nitride (BN) is the easiest
one among the most ceramics. It has unique features like as low dense, high thermal
conductivity, high resistance to chemical attack, excellent electrical and wear resis-
tance. For these reasons, it is usually utilized as a coating for refractory molds used
in glass forming and in superplastic forming of titanium. The position of boron in
the periodic table is close to carbon, and also boron and nitrogen elements form a
compound, BN, which is isoelectronic with carbon. Therefore, BN is isostructural
to the polymorphous of carbon [19, 20].

Boron nitride has three main polymorphs: hexagonal, cubic and wurtzite form
[21, 22].

• h-BN: It is corresponding to the layered graphite, and the density of h-BN is
2.3 g cm−3 [22].

• w-BN: It is formed by compressing hexagonal boron nitride under high pressures
at low temperatures close to 1700 °C, and the density of w-BN is 3.49 g cm−3

[22].
• c-BN: It is made by compressing hexagonal boron nitride powder under 5 GPa
pressures at higher temperatures, and the density of c-BN is 2.2 g cm−3 [21].

In this work, h-BN was selected owing to its low degree of compactness of a
substance. It is the lowest one among the ceramic materials in terms of density.
Boron nitride powder is converted to h-BN in nitrogen flow at temperatures above
1500 °C. The unmatched features of h-BN can be exhibited as stated: low dielectric
constant, high thermal conductivity, good chemical inertness against wetting bymost
moltenmetals, glasses and salts. h-BN is being used as an electrical insulator because
of the combination of low dielectric constant and volume resistivity [23, 24].

Boron nitride can be added to titanium diboride, and the sintering warmth can be
decreased. Warmth resistance of TiB2–BN composites is excellent, but the electrical
conductivity of TiB2–BN composites is very weak. Also, its wettability is very low
which makes it easy to separate the liquid metal and slag.

This project was separated into three major missions:

– Production of the TiB2–BN composite materials,
– Modeling the TiB2–BN composite materials in industrial cells,
– Pilot-scale testing of TiB2–BN composite materials.
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A hexagonal geometry was chosen as the substrate for the coating of TiB2–BN.
A thread was drilled in the center in order to generate a solid non-sagging plate tiles
as seen in Figs. 8, 9.

TiB2–BN screw (as seen in Fig. 9a) was bolted to the holes in Fig. 8. Hexagonal
geometry was designed in an aim to supply a rigid structure that could be tiled
easily. Optimum geometry was obtained for better coating with maximum area and
minimummaterial use. In thisway, the leakage of liquid aluminumwas also impeded.
The tiles fastened on the cathode floor with screws lock their three neighbor tiles to

Fig. 8 a Front view of TiB2–BN tile, and b Back view of TiB2–BN tile

Fig. 9 a TiB2–BN screw, and b TiB2–BN tiles fastened on the cathode floor with screws
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Table 3 Boron nitride
powders content

B Min. 41%

O Max. 7%

B2O3 5–8%

H2O Max. 0.7%

C Max. 0.1%

Crystal structure Hexagonal

Table 4 Titanium diboride
powders content

B Min. 30%

C Max. 0.5%

O Max. 1.1%

N Max. 0.6%

Fe Max. 0.1%

Crystal structure Hexagonal

the bottom. TiB2–BN tiles fastened on the cathode floor with screws are shown in
Fig. 9b.

During our experiments, hexagonal boron nitride and titanium diboride powders
from German H. C. Starck were used. The information presented by the company
for these products is shown in Tables 3 and 4.

Production diagram of titanium diboride doped hexagonal boron nitride-based
composites is followed in Fig. 10.

Mass percentages of samples contents are seen in Table 5. Three different com-
posite samples and graphite are prepared for electrical conductivity test.

3 Results and Discussion

The formability of TiB2–BN composite by machining varies according to BN ratio.
The sample containing 20% BN, which was prepared for use in the abrasion resis-
tance,was broken duringmachining. For this reason, 20%BN-containing composites
were found to have no machinability. The easiest way of shaping was achieved at
40% BN. Graphite sample is processed without any problem. As a result of the
experiments, when the amount of BN in the composite increased, the machinability
increased.

Since 20% BN was not machined, the rest of the samples were subjected to wear
tests. Wear tests were carried out under 1300 rpm for 72 h in liquid aluminum under
argon atmosphere. The weight change was recorded after the tests were completed.
The results are given in Table 6.
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Fig. 10 Production diagram of TiB2–BN composites

Table 5 Sample contents Sample BN (% weight) TiB2 (% weight)

1 20 80

2 30 70

3 40 60

Table 6 Weight
measurements of wear test
samples

30% BN
(Sample 2)

40% BN
(Sample 3)

Graphite

First weight
(g)

10.004 9.221 5.57

Final weight
(g)

9.988 9.119 5.29

Difference (g) 0.016 0.102 0.28

Difference (%) 0.16 1.106 5
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Table 7 Electrical
conductivity of graphite and
composites

Electrical conductivity (1/�m) × 103

Graphite 10.998

Sample 1 2706

Sample 2 1440

Sample 3 856

As the BN ratio of the composite was decreased, the wear rate was decreased.
However, it has been determined that wear of composites with 30% BN and 40%
BN, which can be applied to wear resistance test, is much less than graphite.

In order to compare the electrical conductivity of composites with graphite, four-
point conductivity test is applied. Electrical conductivity values of graphite and com-
posites are included in Table 7.

It was determined that the electrical conductivity values decreased with the
increase of BN ratio in the composite. In spite of this, the conductivity values of
the samples containing 20% BN, 30% BN and 40%BNwere found to be higher than
the conductivity value of graphite.

According to the wear test results, it was found that the wear rate was improved
7 million times based on an 800 kg capacity aluminum production. In other words,
the wear rate was found to be resistant for 13 years.

The comparison of wear resistance, machinability and electrical conductivity of
carbon and TiB2–BN composite was analyzed. The machinability of the composite
was found to be depended on the BN content. As BN ratio was increased, machin-
ability was increased. The electrical conductivity was decreased with increased BN
content. Similarly, thewear resistancewas also decreasedwith increasedBN content.
Figure 11 shows the samples for wear resistance test.

4 Conclusions

The importance of reducing the energy consumption of the aluminum cell is known
to increase the competitiveness of the aluminum industry. Due to the lightweight,
corrosion resistance, low density, and easy working probability, combine with its
compatibility for recycling, support its position as the material of option for many
utilization and it begins more favored in automotive, spacecraft components, and
architectural construction with its extensive utilization area.

In this work, the aim was targeted to evaluate the energy consumption in the
manufacture of the primary aluminum. It has been experimentally proven that it is
possible to improve the energy performance of aluminum electrolysis cells with a
newmodeling approach. The life of aluminum electrolysis cell, carbon cathode wear
against arc blow, cryolite and abrasion of aluminum film was studied. It was found
that TiB2–BN composite was a better option as cathode due to wear resistance, high
electrical conductivity and machinability.
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Fig. 11 Samples of wear resistance test

By decreasing the amount of alumina during the electrolysis, the angle of wetting
of the anode surface by the electrolyte increases. In this way, gas bubbles increase
on the surface of the anode, which is not well wetted, and the contact between the
electrolyte and the anode surface cuts off and prevents the passage of the current.
Due to the production of alumina charged to the cell from 8 to 2% over time due to
production, oxygen deficiency occurs in the cell. Carbon electrode reacts with more
positive fluorine ions due to lack of oxygen to form CFx gases. It is seen that the
loss of aluminum particles due to reoxidation and back dissolution reduces not only
the current efficiency of aluminum electrolysis but also the energy efficiency up to
30%. One of the measures to improve energy efficiency is the elimination of the
effect of inductive currents. Almost all of the research and technical improvements
to improve aluminum electrolysis in the last 20 years have been aimed at reducing
or completely eliminating the anode effect and aiming to avoid the CFX penalty.
By reducing the amount of CF4 and C2F6 generated during the anode effect, the
environmental compensation payment of the factories can be eliminated.
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Optimum Operating Temperature Range
of Phase Change Materials Used in Cold
Storage Applications: A Case Study

Gulenay Alevay Kilic, Enver Yalcin and Ahmet Alper Aydin

Abstract The storage of latent heat, one of the thermal energy storage systems
(TESs), is now used in cold storage applications. PCM’s use in the refrigeration
industry has been integrated into systems without mechanical chiller, as stated in the
literature. In this case, PCMs play a promising role in increasing the performance
of cooling systems and refrigeration applications. The aim of the present study is
to determine energy consumption changes and without PCMs. The temperature of
the cold storage and PCM were investigated and the on-off times of the compressor
were also analyzed experimentally. Furthermore, the on/off period times of the cold
storage were analyzed for the cold store without PCM. The results indicated that
off period time increased, while working period time increased, significantly. PCM
application provided a total energy efficiency increase of 20–22%. In addition, the
phase change materials used as insulation material have a wide range of working
temperatures, which has created another positive effect of the study.

Keywords PCM · Optimization · Energy storage · Efficiency

1 Introduction

Scientific developments in cold storage emerged after World War II. The imbalance
between production and consumption after the war, in particular, has increased the
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importance of storage. At the same time, the delivery of all kinds of cold storage
products to the consumer on time has gained a special importance. Hence, these
transported products must be presented to the consumer without breaking the cold
chain. Therefore, transporting the materials without being affected by the seasonal
conditions constitutes the most important stage of the cold chain. This is done by
refrigerated vehicles with mechanical cooling systems that maintain the temperature
and humidity of the products in a certain range [1].

The latent heat thermal energy storage system, by changing the phase change of a
material, is more advantageous than sensible heat storage and is often used today due
to the energy-saving and high system efficiency. Phase change materials (PCM) are
materials that store high amounts of heat as energy without noticeable temperature
rise during the phase change of the material. In order to change its phase, the material
absorbs a large amount of heat energy from the medium, or it releases it into the
environment. Thus, the amount of energy stored in the unit requires less volume per
energy. The most commonly used physical property of PCMs in the storage of heat
energy is solid–liquid phase separation [2–6]. Besides, due to the narrow temperature
range occurring during phase change heat transfer, it has attracted the attention of
many researchers. The studies on the use of PCM in TES systems in the literature
are examined below.

1.1 Studies on the Application of PCM Usage in Buildings
from TES Systems

Improvedmethods of thermal storage have remained behind compared to other devel-
opments in buildings and this is a subject of energy saving. Hawes revealed this
requirement in his work. In the study, concrete construction materials were selected
on the latent heat storage in concrete. It has been chosen as an ideal candidate for
improving the heat storage capacity of these materials. This process was obtained by
adding organic PCM to the concrete. PCMs absorb or release the latent heat of freez-
ing at a selected temperature and thus greatly increase the heat storage capacity of the
impregnated concrete over a smaller temperature range. The combination of these
additional materials has been investigated to optimize the heat storage performance
of buildings and reduce the cost of concrete. Various manufacturing procedures have
also been developed. Two types of PCM were found to be satisfactory. In addition
to that, the performance of several other promising PCM candidates used to impreg-
nate in different forms within the concrete has also been studied in order for the
optimization of future studies and has been modified to improve the compatibility of
concrete to PCMs. A total of four types were studied and three of themwere found to
be suitable for pre-impregnation. In this research, it was mentioned that the energy
stored in the concrete and the waste heat has a wide usage area for the storage of
the heat from the solar collectors or outside the peak hours or the low-cost heat. It
has also been described that these materials can be used by reducing the operating
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frequency of this equipment to improve the burner and cooler performance by heat
storage. These materials have been shown to be cost-effective in areas with high fuel
costs and favorable temperature fluctuation, as well as being used in colder areas [7].

Justin et al. [8] presented a review of cold thermal energy storage technologies.
They studied PCMs because it provides high energy density and small temperature
change interval during the melting and solidification process. The high latent heat
produced by the hydrates of the salts during solidification is particularly interesting
due to their high thermal conductivity and low flammability properties, and they
facilitate the use in buildings compared to organic PCMs. Experimental studies,
theoretical analysis, and system performance studies from actual case studies have
revealed some problems with the material. In order to provide cost-effectiveness,
future studies in the secret heat storage area with salt hydrates indicated that there
should be appropriate methods for incompatible melting and subsequent cooling
limitationwithout compromising storage density. In addition, it has been emphasized
that it is improvable in terms of innovative design for latent heat storage system
integration, as well as high power and storage capacity in cold applications, and
for the dimensioning, control and elimination of PCM encapsulation such as to be
optimized for the load.

Kuznik et al. [9] have tested the PCM, which is used as a supporter for the
restoration of third-order buildings, for two identical rooms. The sidewalls and ceiling
of one of the rooms were equipped with PCM wall cladding, while the other room
had no operation. As a result of the test, it was observed that the wall covering with
PCM increased the heat comfort and convenience of the occupants in the room due
to the radiation effects of the walls and the air temperature.

Sharif et al. [10] assert that the cost-effective and efficient way for preheated
domestic water used in buildings is solar (heated with solar energy) domestic hot
water. This study examines the melting process of PCM in an evacuated solar col-
lector containing an absorbent RT82, PCM storage system. A three-dimensional
mathematical model has been developed using FLUENT 14.0 software program. It
is accepted in the literature that there is no heat loss and there is natural heat transfer.
Simulation results show that the PCM storage system has a considerable effect on
the increased solar density of PCM over the dissolution time.

In their study, Costa et al. [11] used PCM to reduce the electrical energy used
for heating of houses system consists of aluminum PCM containers, translucent
polycarbonate, fluid passing tubes, and electrical heater. Enthalpy formation and
closed finite differencemethodwere used, and the thermal performance of the storage
system was analyzed.

In another study, it has been proposed to optimize PCM in the coating of floors.
By making a validated numerical model of the system, the effect of the thickness of
the slab, the inter-slab clearance, and the mass flow rate was investigated by making
a parametric study [12].

In a study performed by Sarı et al. [13], an appropriate amount of paraffin impreg-
nated with expanded graphite was determined to obtain a fixed structure composite
as PCM.
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A research was carried out by Konuklu and Paksoy [14] on building applications
of PCM technology. Phase change models in buildings, wall, roof, floor, and cooling
systems have been reviewed.

The design and analysis of PCM-based thermal energy storage systems for active
building cooling were studied by Patil et al. where CaCl2 used as PCM. The freezing
temperature of H2O was used for the cooling water during the night, and this cooled
water was circulated through the fan heat exchanger unit (FCU). The air passing
through the fan heat exchanger unit was cooled by the heat transfer given to the
water, and the clean and cooled air was sent inwards of a room. Concealed heat
storage materials in the range of 20–35 °C, which are comfortable for the human and
the tolerance range of electronic equipment, are very effective [15].

In order to reduce the energy consumption of a building, TES system was inves-
tigated by Anisur et al. as an alternative solution for air cooling–heating application.
For this application, different types of phase-changing materials have been investi-
gated together with the TES system with different geometries. In this study, a theo-
retical model was used for air cooling–heating application. The circulation of air in
the pipe with PCM was investigated on the outer side of the double-walled circular
pipe. In the process, laminar flowwas forced together with variable wall temperature
and the convection was taken into account. It has been found that the internal radius
and thickness of the pipe are an important parameter in the system design. Because
the change in air temperature from the system is due to the reduction of the inner
radius and the thickness of the pipe, the performance coefficients for cooling (COP)
were found to be 8.79 and 7.20 for the PCM container with an internal radius of
15 mm and 25 mm, respectively. It was stated that the system could be optimized by
reducing the volume of the PCM container [16].

1.2 Research on the Usage of PCM in TES Systems
for Cooling Applications

Cooling systems, cabinet interiors, and/or other equipment changes can improve
the energy performance of refrigerators. Such changes include the use of variable
speed/capacity compressors, installation of larger heat exchangers, better fan systems
with the fixed magnet, optional defroster systems, hollow insulation panels, thicker
insulation, better sealing, magnets, door seals, and new types of coolers [17]. The
use of PCMs to increase the energy efficiency of refrigerators has attracted attention
over the last decade [18–20]. The right PCM and packaging system design provides
significant benefits in energy efficiency without the need for serious design changes
in refrigerators.

Gholap et al. [21] used PCMs in the devices together with heat exchangers. The
applied heat exchanger has primarily reduced energy consumption and increased
heat storage capacity. The heat exchanger has influenced the energy efficiency of the
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cooler such as evaporator and compressor. In the study, a difference of 5.95% was
observed in a daily energy measurement between experimental and simulation.

In the study conducted by Wang et al., they tried to save energy through PCM
use in refrigeration systems. By using a variety of eutectic mixtures, approximately
8% of energy savings have been achieved in the cooling system. The performance
coefficient (COP) of the system has been calculated to increase by about 6%. In the
study, PCM was applied passively in the refrigerator system. PCM was not included
in the refrigerator cooling system. Eutectic mixtures were used as PCM [22].

Klimes and et al. [23] stated that PCMswere a goodmethod for stable heat storage
and many possible applications. In their study, cold storage effect was investigated
experimentally by using solar collector with heat capacity method and differential
scanning calorimeter techniques. The results of the study were also compared with
the numerical method. It was mentioned that in the two separate techniques used
during the use of solar air collectors, uncertainty in the material properties and the
common problems in the simulation environment were encountered.

Mehling and Cabeza [24] in their study investigated PCM applications devel-
oped in transport boxes, pharmaceutical industry, blood transport, electronic circuits,
preservation of cooked foods, biomedical transport and in many other areas related
to the protection of temperature. Information was provided about the commercially
available PCM products for the transport of products studied in the pharmaceutical
industry and other sensitive temperatures.

Mondieig et al. [25] applied molecular transports in the transportation of biomed-
ical products. Mixtures of different substances were prepared so that the molecular
alloys had a high heat capacity. The mixtures whose molecular structures of the com-
ponents are very close to each other are referred to as molecular alloy. Thus, they
could obtain PCMs which could operate in very different temperature ranges. They
also asserted that by using n-alkanes, a wide range of−50 to 100 °C can be reached.
Thus, biomaterial storage was provided for 6 h at a temperature below 10 °C.

Ventola et al. [26] reported that the fact that various PCMs have a melting range
more than a constant melting point is particularly desirable in different areas. It was
also studied with molecular alloys in order to store thermal energy and keep the
temperature constant in a certain range. Especially, n-alkanes entering the organic
class have been used in the preparation of molecular alloy and it has been explained
that the obtained temperature of 69–85 °C has a wide range of application areas such
as food sector.

Tyagi et al. [27] conducted an experimental study of overcooling and pHbehaviors
of a typical PCM for TES. In this study, overcooling behavior of a typical PCM and
the effect of the pH value on this case were investigated. The results obtained by the
experimental study were compared with the results obtained by differential scanning
calorimetry (DSC) and were found to be in good compliance with each other.

Li et al. [1] separately studied the last developments of cold storage materials for
the applications below zero for PCM storage and absorption storage depending on
the type of storage media and the shape of storage media used. PCMs consisting
of eutectic saline aqueous solutions and non-eutectic saline aqueous solutions were
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discussed in terms of thermal and physicochemical properties such as fusion temper-
ature, thermal conductivity, phase separation, overcooling, corrosion, inflammation,
and the like. Problemswith suchPCMs and their solutions have been revealed.Micro-
encapsulated PCMs having excellent loop stability due to restricted phase separation
in microscopic distances and presenting excellent heat transfer performance toward
the environment due to a large surface area per capsule volume have been intro-
duced. PCMs containing nanoparticle additives were also discussed because they
have higher thermal conductivity for better storage.

He [28] asserts that cold–heat storage systems not only have the potential to be
one of the primary solutions of the imbalance between electricity production and
demand, but also prevent intensive demand charges by pulling the use of cooling
energy in the peak periods out of peak demand hours. These systems increase the
possibilities of use of renewable energy sources and the use of waste heat for refrig-
eration production. In addition, cold storage can actually increase the combined heat
and power (CHP) production efficiency when the combination of heat-induced cool-
ing and CHP is achieved. Subsequently, cold storage can prevent heat demand peak
times for refrigeration production and this means that CHP can often operate under
design conditions. The potential for PCM storage to reduce peak consumption in
different cooling systems has been demonstrated. A computer model has been devel-
oped for fast phase balance calculation. The use of phase balance data in the design
of the cold storage system is presented as a general methodology.

The recent developments in the cold storage materials for air conditioning appli-
cations have been examined by Kılıçcaslan and Koyun [29]. The commercial aspect
of storage materials was also discussed.

Sönmez et al. [30] examined the effect of the semi-circular-shaped flaps placed on
a cold storage tankwith rectangular geometry and consisted ofwater as PCMindiffer-
ent numbers and positions on the solidification process. The obtained results showed
that the position and number of the flaps on the geometry significantly increased the
rate of heat transfer and solidification ratio.

Cheralathan et al. [31] studied the behavior of the cylindrical storage tank filled
with PCM in phase changes in the cold storage system. They also evaluated the
phase change temperature ranges of the heat transfer fluid at any location during
the charging period with a simulation program. When the results were examined,
PCM pore structures in the number ranges of Stanton, Stefan, and Peclet were also
compared. In their experimental and numerical studies, they concluded that if the
Stanton number was in the range of 0.7–1, higher energy storage capacity and faster
charging times could be achieved.

In their study, Fertelli et al. [32] examined the effects of placing single and two
cylinders in a cold storage tank in different positions in the tank on ice formation.
Temperature distributions, liquid ratios, and solidification ratios were obtained. It
is seen that the solidification rates obtained in case of single-cylinder placement in
different positions (h = d and h = 2d) in the lower part of the tank are completely
same, while the solidification rates are increased in case of placing the cylinders close
to the upper part of the tank (h = 8d and h = 9d). When the number of cylinders
in the tank is two and they are at the bottom of the tank (h = d and h = 2d), the
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solidification rates are the same, and when the two cylinders are placed close to the
upper part, it is seen that the maximum solidification rates are obtained as in the
single cylinder.

Zalba et al. [33] have studied the implementation of PCM in free cooling sys-
tems. Statistical analysis showed that the thickness of the encapsulation, the interior
temperature, the airflow, and the interaction of thickness and temperature had a great
impact on the solidification process.

Ryu et al. [34] studied the heat transfer characteristics of cold thermal storage
systems. The heat transfer characteristics of the cold thermal storage units during the
filling period were studied by using 2% by mass of sodium sulfate decahydrate in
aqueous solution as phase change material. The vertical and horizontal pipe systems
were compared in terms of heat transfer rate, performance coefficient, and overcool-
ing status of the phase change material. It was found that PCM crystals were grown
into coaxial circles in horizontal tubes while growing in vertical pipes into convex
circles. The crystal growth patterns for vertical pipes arise due to the thermocline
of the heat transfer fluid surrounding the pipes. As a result of this, the vertical pipe
system has a better thermal performance than the horizontal pipe system. For the
cold thermal energy storage system, the total amount of energy stored in order to
form the basic data for using in the design of the pipe types has been correlated in
terms of Fourier, Stefan, and Reynolds numbers.

For air conditioning applications, Hasnain [35] describes the naturally occurring
pros and cons of commercially available and widely used TES technology (i.e., cold
water and ice storage). Case studies on cold–heat storage not only saved energy and
other operating and maintenance costs, but also showed significant savings in initial
capital cost. This article also examines the use of cold thermal storage equipment
for gas turbine inlet air cooling, which can increase efficiency in a positive way.
It has been determined that TES applications predominantly occur in North Amer-
ica. However, in the mid-1990s, applications in Asia, Australia, Europe, and South
America began to emerge. Finally, expectations from TES technologies for electrical
charge management in Saudi Arabia have also been revealed.

The computable flowing dynamic simulation was used by Gowreesunker and
Tassou [36] to assess the effectiveness of the soil wall coatings used as PCM, which
reduces themaximum indoor temperature in non-air-conditioned areas in the summer
months.

In their study, Gu et al. [37] developed a system that produces low-grade hot water
for domestic hotwater by recovering the heat produced by the air conditioning system
and integrating PCM into the system. Their study reveals that the heat produced by
the air conditioning system can also heat the environment.

In the study made by Farrell et al. [38] because PCMs are in direct contact with
the metal pipes, plates, or bodies, the parameters affecting the thermal energy stor-
age environment negatively were examined. They measured the corrosion rates for
aluminum alloys and copper used in heat exchangers in the air conditioning sector
by performing a metallographic examination following corrosion tests. Corrosion
prevention methods for copper and aluminum in the use of such PCM are discussed.
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Mondal [39] have made an examination on the working principle of PCMs with
applications for smart temperature-regulating textiles. Recently, interest in research
on the incorporation of PCMs into textiles by coating or encapsulation in order to
make thermo-regulating smart textiles has grown. A large number of different phase-
shifting materials have been introduced, and the issues related to the placement of
PCM into the textile structure were summarized. Thermal comfort, clothing for a
cold environment, phase-shifting materials, and the concept of clothing comfort
were discussed in this review article. Some new applications related to PCM added
textiles have been indicated. Finally, the PCM market in the textile field and some
difficulties has been mentioned.

1.3 Basic Thermodynamics of PCM

PCM are materials that can store a high amount of thermal energy during phase
separation at constant temperature. Sensible heat storage, which is much weaker
than latent heat storage, has been used for the heating of living environments for
centuries. However, the fact that high-temperature differences or large volumes are
required in order to store the same amount of heat makes it more efficient to store
thermal energy in the form of latent heat.

During the storage of heat energy, PCMfirst increases its temperature as it absorbs
heat by acting like an ordinary heat storagematerial. But unlike othermaterials, when
it reaches the phase change temperature, it absorbs much larger amounts of energy
without displaying a significant temperature change. While the temperature around
the material decreases, the material acts in the opposite direction, releasing the latent
heat to the environment. Such materials can store much more heat per unit mass than
other materials such as water, wood, stone [35].

The most important feature sought in phase-changing materials is that they have
a high phase transformation temperature [40]. Heat flow temperature graph in Fig. 1
shows the latent heat stored in the phase change temperature range. Along the x-axis,
PCM melting/solidification graph is given, depending on the temperature. They are
found in solid, ‘mush’ (solid–mush andmush–liquid), and liquid form and are shown
in Fig. 2.

1.4 Application of PCM in Industry

The fact that amaterial has a high latent heat enthalpy and a phase change temperature
suitable for the system to be used is preferably the two most important elements for
a PCM. However, the other properties that a material should have, other than these
basic properties, are listed in the thermophysical, chemical, and economic subgroups
in Table 1.
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Fig. 1 PCM temperature heat flow distribution

Fig. 2 Geometric array of
the macrocapsules a fan air
outlet temperature, b global
sensor (humidity, airspeed,
temperature), c compressor
sensor (temperature), d PCM
internal temperature, e PCM
surface temperature, and
f cabin inner wall surface
temperature
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Table 1 Properties of PCMs [40]

Thermophysical properties

Phase change at desired temperature
High latent heat enthalpy per unit volume/mass
High sensible heat coefficient
High thermal conductivity
Low volume changes and vapor pressure during phase change
Regular phase change characteristic
Low melting and freezing temperature difference

Chemical properties

Reversible freezing and melting cycle
No chemical degradation after a high number of phase change cycles
Lack of corrosive effect of material
The material is not toxic, flammable, or explosive due to safety reasons

Economic features

Low price
Reuse of material for environmental and economic reasons
Easy to obtain material

In this study, it was aimed to reduce the working time of the compressor by
working in combination with the mechanical cooling group of the latent heat storage
system and thus extend the stop period. Thanks to PCM’s latent heat storage capacity,
(excess) energy consumption caused by mechanical cooling groups will be avoided.

In order to conduct the study experimentally, the cold storage room, inwhich latent
heat energy system is integrated, was established in the Air Conditioning Laboratory
of Balıkesir University. In the first stage, the cooling capacity of the room was
determined and PCM, which will provide the energy required for the system, was
dimensioned. During this dimensioning, it was ensured that the laboratory ambient
temperature was stable so that the experiments could be carried out under the same
conditions.

2 Experimental Approach: Material and Method
Experimental Procedure

This study has been conducted actively working a cold store in which external walls
of the room consist of polyurethane panel and extrude polystyrene foam and are
160 mm thick. For PCM integration, 310 macrocapsules have been produced and
70% of the inner surface of the storage room was covered (Fig. 2).

Furthermore, 85% of the total volume in the macrocapsules was filled with PCM
due to the expansion of the fluid during solidification. Experiments were carried out
in a laboratory with constant ambient temperature of 24/+26 °C. Melting/freezing
temperature of PCM is −7.9/−14.7 °C, and it is an eutectic mixture used for com-
mercial purposes. The thermophysical properties of the PCM are given in Table 2.
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Table 2 Thermophysical
properties of PCM

Properties, unit Value

Melting/freezing temperature, °C −14.7/−7.9

Dynamic viscosity, kg/m s (25 °C) 5.5 × 10−4

Density, kg/m3 (25 °C) 1040

Enthalpy, kJ/kg 274.3

Specific heat (kJ/kgK) 3.408

Heat transfer coefficient (W/mK) 0.547

The determined cabin storage temperature set value is−16/−13 °C, and the cool-
ing load is 310W. The scenario consists of 36-hour monitoring of the on–off periods
of the compressor. The ambient temperature, relative humidity, airspeed, PCM tem-
perature, and outdoor temperature have been recorded with 10-second intervals.
Performing an uncertainty analysis in such experimental studies significantly affects
the reliability of the experiment. One of the subjects that must be taken into consid-
eration in the experiments is distinguishing the constant errors and random errors
[41]. Constant errors are the same for each value read during the experiment and can
be eliminated with a suitable calibration and correction [42]. Accordingly, all mea-
surement errors were taken into consideration. The goal of this study is to decrease
the operation time, thus extending the stop period of the compressor with the help
of latent heat storage system.

2.1 Economical Assessment Procedure

Life cycle costing (LCC) method is widely used for economical assessment. Tradi-
tionally, it takes into account mainly investment, operation, maintenance, and end-
of-life disposal costs. The aim of LCC analysis is to select the most economical
approach. In order to determine LCC for a system, existing approaches are the net
present value (NPV) and internal rate of return (IRR) or economic rate of return
(ERR). In this study, NPV approach is used for the economical comparison of sys-
tems mentioned above. The cost of each option is converted into present value (PV)
via this approach and the highest NPV is chosen as a preferred option among the
alternatives. Equations of NPV value can be given as follows (Eq. 1) [43]:

NPV = PV(Benefits)− PV(Costs) (1)

NPV =
t∑

n=k+1

Bn

(1+ i)n
−

k∑

n=0

Cn

(1+ i)n
(2)

where Bn and Cn are benefit and cost values corresponding to systems’ life span (n
in years), respectively. (i) symbol represents the annual interest rate. Because there
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is no cash inflow in process, benefit part of Eq. (2) is taken as zero. Thus, the cost
term in Eq. (1) is taken into consideration. The main cost parameters are initial cost
of the cold storage system including installation and electricity cost for operating.
Repair and maintenance cost and the salvage value of both systems are not taken into
consideration during the calculations because they were assumed as same costs. The
considered systems’ life span, (n), is assumed as 10 years. In this study, the annual
interest rate is taken as 10%.

3 Case Study: Optimization of Best Temperature Range

On–off periods of the compressor working with and without PCM in reference to the
last 6 h are presented in Table 3. As it is seen in Table 3, the storage room without
PCMworked 30.09%more compared to the storage roomwith PCM. Additionally, it
has been demonstrated that the stop time of the compressor has been 21.64% less in
the room without PCM than the room with PCM. Such situation asserts the positive
contribution of PCM. Figure 3 shows that the temperature set point of the cold storage
without PCM and PCM in 6 h.

Table 3 Temperature set point of the cold storage without PCM and PCM is −16 °C, while the
36 h and last 6 h compressor on–off times

SET
−16 °C

36 h Last 6 h

Without
PCM

With PCM Difference
(%)

Without
PCM

With PCM Difference
(%)

On times
(s)

51,920 44,820 −13.67 8740 6110 −30.09

Off times
(s)

77,080 84,650 9.82 12,660 15,400 21.64
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Fig. 3 Temperature set point of the cold storage without PCM and PCM in 6 h
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Fig. 5 Distribution of the energy savings by years

In this study, the total error in the temperature measurement has varied between
0.1 and±0.756 °C in uncertainty error analysis. The calculated error analysis values
are within the limits accepted for this study [43].

As of the year 2016, unit price of the PCM macrocapsules is $2.60, and the total
cost of 310 pieces is $805.31. Hourly energy consumption values in the storage room
with and without PCM in reference to the value of 6 hours are presented in Fig. 4.
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It has been observed that the electric energy consumption of the room with PCM
was 28.13% less than the condition without PCM at −16 °C (Fig. 4).

As it is seen in Fig. 5, distrubution of the energy savings within the cabin with
PCM by years. It has been determined by using the NPV method that the payback
period of the initial investment is 4 years and 9 months.

4 Conclusions

TheuseofPCMs in the cooling industry has generally been appliedwithout amechan-
ical cooling group, as indicated in the literature.With this study, it has been presented
that a mechanical cooling system and PCM can be used actively in conjunction. It
has been seen that when the storage room set temperature value and the differential
temperature range are selected correctly, PCM can significantly decrease the electric
energy consumption. It has been revealed that PCM must operate at temperatures
around the solid phase. In this context, on–off periods of a cold store with and with-
out PCM were experimentally examined. The results indicated that off period time
increased 21.64%, whereas working period time decreased 30.09%, significantly.
PCM application provided a total energy efficiency increase of 28.13%. Further-
more, the decrease of the initial investment costs will take place upon the increase
of PCM demands in business.

References

1. Li G, Hwang Y, Radermacher R (2012) Review of cold storage materials for air conditioning
application. Int J Refrig 35(8):2053–2077

2. Abhat A (1983) Low temperature latent heat thermal energy storage: heat storage materials.
Solar EnergyJ J 30:313–332

3. ZalbaB,Marin JM,Cabeza LF,MehlingH (2003)Reviewon thermal energy storagewith phase
change: materials, heat transfer analysis and applications. Appl Therm Eng J 23(2):251–283

4. Farid M, Khudhair AM, Razack SAK, Al-Hallaj S (2004) A review on phase change energy
storage: materials and applications. Energy Convers Manage J 45:1597–1615
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Utilization of Alternative Building
Materials for Sustainable Construction

Ahmet Vefa Orhon and Müjde Altin

Abstract The world population is growing at unprecedented rates and it is expected
to reach 9.8 billion in 2050. Today, non-sustainable exploitation of non-renewable
resources of the Earth due to the high demand of conventional building materials
is already an important environmental issue, and for sure, this concern will become
of vital importance in the future with rapidly growing world population. Utilization
of alternative building materials in construction is a good way to effectively address
this concern. Alternative building materials (ABMs) are low-cost building materi-
als that aim to reduce or eliminate the environmental impact of the construction,
simply by saving energy and resources, minimizing the emissions through the use of
rapidly renewable materials, local resources, recycled content, industrial/agricultural
byproducts/wastes, etc. This chapter aims to present prevailingABMs for sustainable
construction, such as bamboo, rammed earth, strawbale, supplementary cementitious
materials, cork, mycelium, HempCrete, Ferrock, Papercrete, etc. Current strategies
for ABMs are discussed with emphasis on sustainability concerns. Benefits of these
materials and ten remarkable case studies benefiting from the use of ABMs such as
3D Printed Gaia House, Jill Strawbale House, The Higo, Hy-Fi Tower, The Acre,
The EcoARK, etc. are also discussed.

Keywords Alternative building materials · Non-conventional building materials ·
Sustainable architecture · Recycled material

1 Introduction

The world population is growing at unprecedented rates, as of 2017 approximately
83 million people per year. According to the population projections made by the
United Nations, the world population is expected to reach 9.8 billion in 2050 [1].
In today’s increasingly crowded world, fast depletion of non-renewable resources
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of the earth due to the high demand of building materials is already an important
environmental issue, and for sure, this concern will become of vital importance
in the future with this growth of population. Worse than this, although housing
is one of the primary human needs, many cities in the world are already falling
short in adequate housing supply. Today, an estimated 1.6 billion people live in
inadequate housing globally. By 2025, it is likely that another 1.6 billion will require
adequate, affordable housing [2]. In the future, the demand for building materials
will exponentially risewith the increasing need for construction and improving living
standards. And, humankind is already damaging the environment farmuch faster than
it can recover. In short, the utilization of more sustainable and affordable building
materials in construction is an inevitable necessity in order to successfully deal with
the current and future environmental, economic and social problems engendered by
overpopulation. That’s the reason why alternative building materials have started to
become a focus in the world of construction.

2 Alternative Building Materials (ABMs)

The buildings and the building construction sector combined are responsible for 36%
of global energy consumption and nearly 40% of total direct and indirect CO2 emis-
sions [3]. In this energy consumption and CO2 emissions, building materials play
an important role. The manufacturing processes and transportation of “conventional
building materials” (such as bricks, cement, aggregates, steel, aluminium, wood,
plastic, etc.) require a considerable amount of energy, contribute greenhouse gases
into the atmosphere, deplete natural resources, release noxious pollutants to the land,
air, and water, etc. Aforementioned “rapid urbanization coupled with overpopula-
tion” issue also aggravates the environmental problems by forcing non-sustainable
exploitation of conventional building materials.

On the other hand, alternative building materials (ABMs) are low-cost building
materials that aim to reduce or eliminate the environmental impact of the construc-
tion, simply by providing a host of environmental benefits, such as increased energy
efficiency, greater durability, utilization of recycled material, etc. In the architectural
literature, the terms “non-conventional building materials”, “low-impact building
materials”, “green building materials”, “eco-friendly building materials” are also
used interchangeably for ABMs depending on the context. ABMs are environmen-
tally responsible materials as they help in reducing environmental impact. ABMs
can augment the sustainability of the construction by:

– saving energy and resources (energy-efficient, resource-efficient etc.)
– reducing the embodied energy of the construction
– minimizing greenhouse gases emission into the atmosphere (carbon-neutral,
carbon-negative, etc.)

– using rapidly renewable resources with low emission potential
– having recycled content
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– using industrial and agricultural byproducts and wastes
– using local resources
– reducing costs of materials (low-cost, no-cost, affordable, etc.)
– having significant operational savings
– enhancing indoor air quality (moister-regulating, breathable, etc.)
– having preferred material properties (durable, biodegradable, etc.)
– etc.

Some of these features need highlighting. For example, a buildingmaterial having
recycled content provides considerable preservation of raw material while reducing
the embodied energy of the construction. It alsominimizes/eliminateswaste disposal.
With the implementation of novel recycling strategies, even no-impact upcycling
with renewable energy is possible. For example, Trashpresso is the world’s first off-
grid, industrial-grade mobile recycling plant that produces upcycled architectural
tiles from waste plastic with a minimized impact on the environment (Fig. 1). Solar
panels provide renewable energy for the plant. The water, used to filter the residue off
the plastic, is cycled back into the process to almost eliminate the need forwater input.
Solid, upcycled hexagonal tiles can be used in various applications, such as interior
or exterior decoration finishes. The plant can recycle any thermoplastic that has a
melting point lower than its burning point, such as polyethylene terephthalate (PET)
and polypropylene (PP). It takes five water bottles or fifty bottle caps to produce one
tile [4].

Many ABMs utilize natural raw materials obtained from rapidly renewable
resources such as bamboo, hemp, straw, linseed, rye stalk, rice husk, sunflower stalk,
cork, etc. U.S. Green Building Council (USGBC) defines “rapidly renewable” as
a building material or product made from agricultural products that are typically
harvested within a 10-year or shorter cycle. Since these natural raw materials gener-
ally require less “extraction”, processing and transportation energy, they reduce the
embodied energy of the construction. In general, locally produced bio-based build-
ing materials carry less embodied energy than fossil fuel and mineral-based building
materials [5]. Some of the plant-sourced bio-based raw materials used in ABMs are

Fig. 1 Trashpresso [4], a Trashpresso mobile, plastic recycling plant, b upcycled architectural tiles
from waste plastic using Trashpresso
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Fig. 2 Some of the plant-sourced natural raw materials used in ABMs. a Banana fiber, b hemp
fiber, c coconut fiber, d straw, e rice husk, f sugarcane bagasse

seen in Fig. 2; all these materials are waste products obtained from the production
and processing of agricultural products.

Bio-based ABMs are also derived from animal sources. For example, sheep wool
is used as an animal-based renewable bio-insulation material with self-extinguishing
capacity. Sheep wool insulation also demonstrates high moisture buffering capacity
and low thermal conductivity [6]. As seen in the use of sheep wool as a renewable
low-impact insulation material, apart from reducing environmental impacts, ABMs
can also enhance the efficiency with their material properties.

ABMs can be loosely classified into two groups as (1) natural or (2) man-made.
Materials such as bamboo, straw, cork, rammed earth, etc. are natural ABMs and have
been used for centuries. On the other hand, hand-made ABMs such as HempCrete,
Mycelium, Ferrock, Ashcrete, Timbercrete, Papercrete, Engineered Bamboo, etc. are
fairly new; these materials are usually produced from renewable materials, industrial
and agricultural wastes. Some of the prevailing ABMs are outlined as follows.

2.1 Bamboo

Asaplant, bamboo is a treelikewoodygrasswidely distributed in tropical, subtropical
and mild temperate zones. Bamboos include some of the fastest-growing plants on
the Earth with reported growth rates up to 89 cm within 24 h. Since it grows quickly,
bamboo can be harvested annually without depletion and deterioration of the soil.
Although it is a very lightmaterial, bamboo is generally stronger than steel in tension,
andmore resistant than conventional concrete in compression [7]. In short, bamboo is
a renewable and extremely versatile natural resourcewithmulti-purpose usage—used
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for construction, crafts, pulp, paper, panels, boards, veneer, flooring, roofing, fabrics,
biomass, and even food (bamboo shoot). While the Earth’s forests are experiencing
increasing pressure due to overpopulation, bamboo is the most important non-wood
forest product and wood substitute in the world.

Since bamboo is a natural compositematerial with a high strength-to-weight ratio,
it can be effectively used in construction. Bamboo is one of the oldest traditional
building materials used by mankind. It has a long and well-established tradition as
a building material throughout the bamboo-growing regions of the world such as
India, China, Peru, Colombia, Ghana, etc. In these regions, bamboo houses are still
known to be cheaper than wooden houses, light, strong and earthquake resistant,
unlike brick or cement construction alternatives. In 2005, it was estimated that over
one billion people worldwide were living in traditional bamboo houses [8].

Nowadays,while bamboo is becoming popular as an excellent substitute forwood,
it iswidely used in construction, either in its natural formor as a reconstitutedmaterial
(laminated bamboo boards, composite bamboo panels, etc.) in form of engineered
bamboo. There is a growing worldwide interest in the development of engineered
bambooproducts as a sustainable, cost-effective and ecologic alternative construction
material. Engineered bamboo may well replace wood, steel, and concrete in many
uses. [8]. Variety and creativity of the use of engineered bamboo can be seen in recent
building designs. The Terminal of the Veterans Airport of Southern Illinois (Illinois,
U.S.A., 2017, Reynolds, Smith & Hills) is a recent example of the use of engineered
bamboo for structural systems. The central atrium of the building has a domed roof
structure with hybrid steel and glulam bamboo cross bracing (Fig. 3). The structural
bamboo beams are visible in the ceiling within the terminal [9].

A well-known example of the use of engineered bamboo for cladding is the
Terminal T4 of Madrid Barajas Airport (Madrid, Spain, 2006, Richard Rogers &
Estudio Lamela) (Fig. 4). In the passenger areas of the terminal, there are thousands
of square meters of ceiling made of laminated Chinese bamboo planks that have a
width of 10 cm with the joints of 5 cm that vary with the geometry. The bamboo
planks were treated against fire [10].

Fig. 3 Use of engineered bamboo for the structural system in the Terminal of the Veterans Airport
of Southern Illinois [9]
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Fig. 4 Use of engineered bamboo for cladding in the Terminal T4 of Madrid Barajas Airport [11]

2.2 Rammed Earth

Earth is the most important natural building material since it is available in most
regions of the world. Even today, one-third of the world population resides in earthen
houses [12]. When earth is compacted within a formwork to be used in the construc-
tion of durable walls, it is called rammed earth. Rammed earth, which consists of
natural raw materials such as earth, chalk, lime, clay, sand, gravel, or other aggregate
(such as seashells) [13], is filled into formwork in layers of up to 10 cm and thor-
oughly compacted to a thickness of 6–7 cm with a ramming tool. The rammed earth
can be considered as man-made sedimentary rock. Rather than being compressed
for many years under deep soil, it is formed by mechanically compressing a proper
earth mixture into a hard sandstone-like material.

This ancient building technique has been revived and modernized recently as a
sustainable building material to demonstrate the value of earth. Modern rammed
earth applications usually include cement stabilized rammed earth (CSRE), which is
formed by stabilizing earth with cement and ramming at optimum moisture content
[14]. Since earth is the most prevalent building material in most regions of the world,
especially in developing countries, use of rammed earth in construction is a viable
way to meet the requirements for shelter only by using local building materials and
relying on do-it-yourself construction techniques.

2.3 Straw Bale

Straw bale construction is a sustainable, bio-based building method that uses bales of
straw, which is a byproduct of cereal farming including wheat, rice, barley, oats, and
rye. Straw bales aremade of dried, hollow stalks of these cereal grainswhich has been
compacted, cut and bound in a baling machine. Even though the use of straw bales
in construction dates back to the invention of the baling machine at the end of the
nineteenth century, straw has been used in construction for millennia. For example,
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the use of straw as a fibrous material in lime/mud/clay mortars and adobe is an old
traditional construction practice worldwide to improve the mechanical properties of
the base material.

Straw bale offers good thermal insulation properties; the thermal conductivity
of 60 kg m3 dense straw bale is 0.067 W/(m k) [15]. Straw bales may be used in
construction as infill insulation for timber frame buildings with either an external
render or timber rainscreen finish [16]. Infill (non-load-bearing) straw bale walls,
which are mainly used for external infill above the damp-proof course level, can be
constructed either on site or as pre-fabricated panels delivered to site already enclosed
in a protective outer finish, such as lime render. Straw bales may also be used in low
to modest loadbearing wall applications [16]. Straw bale construction needs careful
detailing to avoid the water ingress and retention of moisture.

In recent years, contemporary use of straw bales in construction—as a vapour-
permeable, insulated wall construction using locally sourced, low-impact material—
has increased significantly. Examples of straw bale buildings dating from the last
twenty years can be seen around the world, particularly in U.S.A, Canada, Europe,
Japan, and China.

2.4 Supplementary Cementitious Materials

Concrete is the most widely manufactured material in the world—with nearly three
tonnes produced each year for each of the earth’s inhabitants. The key component of
concrete is the cement whose production is an energy and carbon-intensive process.
Each tonne of Portland cement produced emits about one tonne of CO2 to the atmo-
sphere and requires 60–130 kg of fuel oil and 110 kWh of electricity [17]. Due to
the large ecological footprint of cement, partially replacing cement in concrete with
supplementary materials is an effective way to reduce concrete’s environmental foot-
print. These cementing materials used in concrete in addition to cement are called
“supplementary cementitious materials” (SCMs). Most of SCMs are byproducts;
thus, their inclusion in concrete provides an important contribution to the “green con-
crete” through reduced energy consumption and avoidance of cement process emis-
sions. Additional benefits include minimization of waste disposal (landfilling these
industrial byproducts), lessened pressure on natural resources and improved concrete
properties and durability. Considering these benefits, byproduct SCMs accepted to
be alternative building materials. These SCMs include:

(1) Fly ash—a byproduct of burning finely ground coal in thermal power stations.
(2) Ground granulated blast-furnace slag—a byproduct of iron smelting from iron

ore.
(3) Silica fume (microsilica)—a byproduct from the production of elemental silicon

or ferro-silicon alloys.
(4) Rice husk ash—the residue of combustion of rice husk which is an agricultural

waste from rice milling.
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Fig. 5 LEED-certified green buildings that include the partial replacement of cement with SCM.
a The Bank of America Tower—45% blast-furnace slag, b The Helena—45% blast-furnace slag,
c San Francisco Federal Building—50% blast-furnace slag

As a green approach to use of concrete, the partial replacement of cement with
SCM has been used in some of the certified green buildings (Fig. 5) such as LEED
platinum-certified the Bank of America Tower (New York, U.S.A., 2009, Cook+Fox
Architects), LEED gold-certified the Helena (NewYork, U.S.A., 2005, Fox & Fowle
Architects) andLEED silver certified the San Francisco Federal Building (California,
U.S.A., 2007, Morphosis). The Bank of America Tower and the Helena buildings
were both constructed using a concrete manufactured with 55% cement and 45%
blast-furnace slag [18]. The concrete structure of the San Francisco Federal Building
was constructed by replacing 50% of cement with blast-furnace slag, preventing
approximately 5000 tonnes of CO2 from being released into the atmosphere [19].

2.5 Mycelium

Mycelium is the thread-like roots of fungi. As it consists of thin, strong fibers running
without specific direction, dried mycelium forms a strong and lightweight material
that is not only mold and moisture resistant, but also fire resistant and both VOC
and aldehyde neutral. The strong, resilient web-like structure of mycelium can grow
on any given shape. In recent years, several methods have been developed to use
mycelium in the art, design and building applications. Mycelium-based products—
such as chipboards wherein glue is replaced by mycelium, insulation or packaging
mycelium foam, do-it-yourself kits to grow mycelium etc.—are on the market since
2007 [20]. Mycelium, which is an entirely natural, fast renewable resource, can be
used as a natural alternative to wood, lightweight concrete, cork, and plastics.
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2.6 Cordwood

Cordwood is an old masonry technique which can be used as wall-filling as well as
a structural load-bearing element. The masonry units for cordwood are called log-
ends. Debarked log-ends, which are cut to the same length as the width of the wall
to be built, are piled crosswire to build a wall, using mortar or cob to permanently
secure them [21]. Classic cordwood masonry walls have three material components:
the log-ends, the mortar matrix and the insulated cavity within the mortar. Cob is
considered as a viable alternative for mortar matrix instead of Portland cement. This
type of cordwood masonry is usually known as “cobwood”. Cobwood’s constituent
ingredients are clay (about 20% by volume) sand and chopped straw as reinforcing
binder [22].

2.7 Papercrete

Papercrete is a lightweight concrete which consists of re-pulped paper (cellulose
fiber) with Portland cement or clay. It is perceived as an environmentally friendly
material due to recycled content. Papercrete has much lower thermal conductivity
than concrete; therefore, its insulation value is much higher. Thermal conductivity
of papercrete is about 0.15W/(m K) [23]. It is also mold-resistant and has utility as a
sound-proofing material. Papercrete walls are typically 25–30 cm thick. A patented
papercrete block product—in size of 440 mm × 215 mm × 100 mm—is on the
European market since 2017. This block, which is a zero-carbon product with a
reduction of −174 CO2 per m2 wall, uses a third of the energy used in a traditional
aerated block. The amount of cellulose fiber within the mixture ranges between 55
and 79% [23].

2.8 Cork

As a rapidly renewable material, cork is harvested from the bark of the cork oak
tree (Quercus suber) which grows mainly in the Mediterranean region. The bark
has a vegetal tissue with a unique honeycomb structure composed of tiny cells,
containing cellulose and suberin. When exposed to high temperature, this tissue
expands and suberin—which is a natural adhesive—binds the expanding grains.
Expanded/agglomerated cork insulation sheets are produced in this way without the
addition of any binder. Waste cork scraps and used wine corks can also be recycled
into a range of buildingmaterials such as cork boards, cork insulation sheets, flooring,
etc. [24].

About 89% of cork tissue consists of gaseous matter sealed in tiny, impermeable
cell compartments. Due to this reason, cork is (1) lightweight (2) high flexible (3)
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Fig. 6 Use of cork for external cladding. Logowines Winery (Evora, Portugal, 2009, PMC Arqui-
tectos) [26]

highly durable (4) resistant to abrasion (5) impermeable to both liquids and gases (6)
natural fire retardant (7) non-toxic during combustion (7) hypoallergenic (8) anti-
microbial (9) resistant to insects, mites and mold (10) biodegradable. It has a low
conductivity of heat, sound, and vibration. This makes cork offer a perfect vibro-
isolation, thermal insulation, and acoustic isolation. Cork is the only ABM traveled
to another planet; it was used for thermal insulation in the Viking space probes which
landed on Mars in 1976.

Due to its high durability, cork is also used for flooring material which can last
well over 50 years. There is also a growing interest in cork as an external cladding
material for buildings due to its desirable aesthetic qualities, giving buildings natural
patterns with mottled earthy tones (Fig. 6) [25].

2.9 Hempcrete

Hempcrete is a bio-composite building material used for construction and insulation.
It consists of hemp hurds and lime binder. Therefore, it is also called as Hemp-lime
[27]. The hemp stalk is composed of about 50% carbon by dry weight. Hempcrete
is a carbon-negative building material because CO2 absorbed in the growing process
of the hemp is more than the CO2 produced in the manufacture of the binder. A
large portion of the CO2 emitted in the manufacture of lime (calcium hydrate) is
also reabsorbed as it cures and reverts to limestone (calcium carbonate). The carbon
footprint of the material is estimated to be −100 kg/m3 [28]. A hempcrete wall of
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Fig. 7 Hemp blocks, a traditionally made hemp-clay block, b fabricated hemp-concrete
(Hempcrete) blocks [30]

30 cm thickness locks up around 40 kg CO2 per m2 wall [29]. Hemp blocks can also
be made with clay as seen in Fig. 7.

2.10 Coconut Fiber

Coconut fiber (or Coir) is a natural fiber extracted from the husk of coconut. It is
abundantly available as cheap residue from coconut production in tropical regions.
Coconut fibers are typically 10–30 cm long with high lignin content. At elevated
temperatures and under pressure, lignin acts as a natural glue for the fibers, forming
a strong and stable resin-like adhesive. High lignin content helps the raw material
to bind into a hardboard without the addition of any binder (filler, resin, glue, etc.).
This method is used to produce medium/high-density, binderless, 100% coconut
fiber hardboards. These biodegradable boards have natural anti-fungal properties
and burn three times slower than wood. They also exhibit excellent properties, which
are comparable with or even superior to commercial wood-based panels [31]. Due to
their strength, these boards also have the potential to be used for structural elements.

Coconut fiber is also used for acoustic and thermal insulation boards. Insula-
tion made of coconut fibers is permeable and moisture-regulating. Coconut fiber is
relatively waterproof and is one of the few natural fibers resistant to damage by salt-
water. The material also provides great acoustic damping and has a leveling effect.
Coconut fiber has great potential as an ABM to produce environmentally safe and
high-performance construction materials.
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2.11 Ferrock

Ferrock is an iron-based compound made of 95% recycled materials to be used
as an eco-friendly substitute for ordinary Portland cement (OPC) [32]. The main
ingredient of ferrock is steel dust, which is a byproduct of steel manufacturing, and
silica from recycled glass. Fly ash can also be used instead of silica. During the
production process, the iron within the steel dust reacts with CO2 and rusts to form
iron carbonate. That means any carbon produced during production can easily be
offset by the amount of airborne carbon used up to produce the final product, making
ferrock a carbon-negative alternative to OPC.

3 Architectural Case Studies Benefiting from the Use
of ABMs

3.1 3D Printed Gaia House (Massa Lombardo, Italy, 2018)

TheGaiaHouse is a 3D-printed, sustainable buildingmadewithABMs (Fig. 8).Outer
walls of this 30-m2 house were 3D-printed on-site using a natural mud mixture made
from local clay soil, as well as agricultural waste materials such as chopped straw
and rice husks. This ABM based, biodegradable printing mixture was layered using

Fig. 8 3D printed the Gaia House [33]
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Fig. 9 Construction of the Gaia House [33], a 3-D printing of the outer walls with ABM based
mixture, b vertical cavities of the 3D-printed wall are filled with rice husk for insulation

a craneWASP 3D-printer, creating walls with vertical cavities inside, which are then
filled with rice husk for insulation (Fig. 9) [33].

3.2 Bamboo Sports Hall Panyaden International School
(Chiang Mai, Thailand, 2017, Markus Roselieb
and Tosapon Sittiwong)

Sports Hall of Panyaden International School is a zero-carbon sports building, con-
structed using only bamboo to maintain the “Green School” mission of Panyaden
(Fig. 10). 300-capacity sports and assembly hall, covering an area of 782 m2, hosts
futsal, basketball, volleyball and badminton courts, as well as a liftable stage for

Fig. 10 Bamboo Sports Hall of Panyaden International School [35]
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Fig. 11 Bamboo Truss Structure of Sports Hall of Panyaden International School [35]

shows. Balconies on both long sides of the hall provide space for spectators to
observe sporting events or shows [34].

The structure of the hall consists of 10 bamboo trusses with a span of over 17
meters without steel reinforcements or connections (Fig. 11). The trusses, which
were prebuilt on site, lifted into position with a crane. The finished bamboo structure
is left exposed throughout the interior, creating arched openings around the edge
of the hall. The sustainable design strategy of the building aims to enable a cool
and pleasant climate all year round through open, natural ventilation and roof insu-
lation while exposing the aesthetic value of masterly handcrafted “green” bamboo
structure. The building was designed to safely withstand the local high-speed winds,
earthquakes and all other natural forces. Since the bamboos used for construction
absorbed carbon to a much higher extent than the carbon emitted during treatment,
transport, and construction, carbon footprint of the building is zero. No toxic chem-
icals were involved in the treatment process of the bamboos. The life span of the
structure is expected to be at least 50 years [35].

3.3 Nk’Mip Desert Cultural Centre (Osoyoos, Canada, 2006,
Dialog Design)

Nk’Mip Desert Cultural Centre is an interpretive center in Osoyoos, British
Columbia. It is owned and operated by the Osoyoos Indian Band. It is situated
on the edge of the Great American Desert. The climate of the region is extreme.
Hot, dry summers and cool, dry winters see average temperatures ranging from
−18 to +33 degrees, and often reaching +40 on summer days. The sustainable
design of the building includes the largest rammed earth wall in North America [36].
This rammed earth wall, which is 80 m long, 5.5 m high, and 0.6 m thick, was
constructed of local soils, concrete, and colour additives (Fig. 12).
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Fig. 12 Rammed Earth Walls of Nk’Mip Desert Cultural Centre [36]

3.4 Jill Strawbale House (Strontian, Scotland, 2018)

Jill Strawbale House is an energy-efficient, cruck-frame strawbale house located in
the Scottish Highland village of Strontian (Fig. 13). The house has two bedrooms,
two bathrooms, a large living area, and kitchen space. The owners built the house
using local materials (mainly wood, straw, lime mortar and British clay tiles), doing
most of the construction work themselves with the help of their family members and
local friends. The project is aimed to be twin houses; the second house named “Jack”
is planned to be built later with the same design. The self-build design of the house
was largely based on the original concept for this type of cruck-frame strawbale
house developed by Brian Waite [37].

Timber framing of the building consists of fourteen large (main structure) and
four small (for the porch) crucks. About 500 bales of straw are inserted between the
crucks for insulation (Fig. 14). Bales insulate walls and roof in one sweep, rising
seamlessly right up to the ridge. The thickness of strawbale insulation is 30 cm. Both,
the inside and outside of the finished structure are covered with lime allowing the
moisture in the air to move from inside to outside. Roofing material is British clay
tiles. In order to keep the bales dry, moisture is absorbed in the inside, passes through
the straw and then taken away on the outside. There are two key components of this
system to remove the moisture on the outside. The first component is a ventilation
gap above the guttering and behind the bottom tile of the roof. This gap is protected
from animals and bugs with a stainless-steel mesh. The second component is the
ventilated roof ridge. This system simply let the air pass through between the outside
of the lime and the underside of the roof [37].
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Fig. 13 Jill Strawbale House [38]

Fig. 14 Construction of Jill Strawbale House [38], a cruck-frame of the building, b strawbale
insulation between crucks

3.5 Hy-Fi Tower (New York, U.S.A, 2014, the Living)

Hy-Fi tower was a concept structure displayed in the courtyard of the Museum of
Modern Arts (MoMa) in New York in 2014 (Fig. 15). The structure was about 12 m
high and consisted of 10,000 organically grown mycelium bricks [39]. The project
demonstrated the architectural potential of biological technology with a nearly zero-
carbon footprint.
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Fig. 15 Hy-Fi Tower made of mycelium bricks [39]

The mycelium bricks are constructed entirely from fungus mycelium which grew
from agricultural waste such as sawdust, cardboard, woodchip waste, rice, wheat
husks, etc. To make the bricks, molds are filled with organic matter infused with
spores. It takes five days for the funguses to transform the organic matter into a brick.
Moisture and certain sanitary requirements are needed so that the final product is not
infected by bacteria during the process. Finally, mycelium should be dried by hot air
to kill the growth process while maintaining cell cohesion. Mycelium brick weighs
43 kg/m3 with a compressive strength of 0.2 MPa [40]. The bricks can be used both
as an insulator and as support for interior walls within the building.

3.6 The HIGO (Sapporo, Japan, 2014, NA Nakayama
Architects)

The HIGO is a three-story, steel structure office building in Japan (Fig. 16). The main
concept of the project was to use structural materials as thin as a bamboo toothpick,
designing with “slim”, “thin” and “small” keywords in mind. The steel structure
was constructed with 60 mm × 60 mm, 50 mm × 50 mm, and 38 mm × 38 mm
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Fig. 16 The HIGO. Use of expanded cork cladding in building skin [41]

steel beams, 60 mm × 128 mm I-beams, 28 mm × 125 mm flat bars,
40 mm × 75 mm channel steel, 4.5 mm steel plates, and 1.2 mm keystone plates
[41]. Since the building takes part in a high seismic activity area, lightness of the
building skin was essential to be built with steel parts made as slim as possible. With
this goal in mind, the feature of the building was the use of 5 cm× 50 cm× 100 cm
cork blocks recycled from used wine cork. The 5 cm thick cork blocks, which weigh
only 7.5 kg/m2, were used for external wall and as floor substrate.

3.7 The Acre (Oxford, U.K., 2017, John Pardey Architects)

The Acre at Cumnor Hill (Oxford) is a cluster of five large detached houses (Fig. 17)
built with HempCell, a pre-fabricated panel system that uses hemp-lime and natural
fiber insulation. Each house in the site has 4–6 bedrooms and a variety of living space
provisions in two floors. On the façades, HempCell panel walls of the Acre houses
are covered with textured chalky brickwork, larch timber cladding and red-brown
pre-patinated zinc cladding [42].

HempCell system used in the Acre is a new panel wall system developed as part of
the EU funded Hempsect project (Fig. 18). Hempsect project completed in 2017 was
aimed at expanding the market for a bio-based, pre-fabricated, pre-dried, panelized
system of hemp-lime constructionwhich significantly reduces both embodied carbon
and in-use energy consumption. The core materials of the panel are hemp-lime and
natural fiber such as wood fiber or hemp fiber. While hemp-lime exhibits excellent
hygric and moderate thermal resistance properties, both hemp and wood fiber exhibit
excellent hygric capacity and good thermal resistance property.As a result,HempCell
is expected to exhibit much better thermal performance than in situ cast hemp-lime
systems [5].
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Fig. 17 One of the five house houses in the Acre at Cumnor Hill [42]

Fig. 18 HempCell: a pre-fabricated, pre-dried, panelised system of hemp-lime construction [5]

3.8 Centre for Alternative Technology (Machynlleth, U.K.,
2010, Pat Borer & David Lea)

Centre for Alternative Technology (CAT) building of Wales Institute of Sustainable
Education (WISE) (Fig. 19) is constructed of materials with low embodied energy
such as hempcrete, rammed earth, slate, cellulose, cork, home-grown timber [43].

50 cm thick external walls of the building are of hempcrete, which is cast around
the frame to create an insulated, airtight and breathable construction, giving aU-value
of 0.14 W/m2 K. Lime binder of hempcrete used in the building is based on high
purity air lime blended with 15% cement. Binder was mixed dry with the hemp fiber.
Then, water was added as the material was sprayed into formwork erected round
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Fig. 19 Centre for Alternative Technology (CAT) building [43]

the timber frame—similar to the process of casting concrete. The roof was insulated
with 45 cm thick Cellulose (recycled paper) achieving a U-value of 0.09 W/m2 K.
25 cm thick cork was used under timber decking, giving a U-value of 0.14 W/m2 K
[43].

3.9 The EcoARK (Taipei, Taiwan, 2010, Arthur Huang)

The EcoARK in Taipei is a pavilion building built as the principle structure for an
international exposition (Fig. 20). The building serves as a public museum now. The
main green feature of the building is the building skin fully made of recycled plastic
material [44]. The façades and walls of the building are covered with “Polli-Bricks”,
a hollow, translucent building block made of recycled polyethylene terephthalate
(PET). These non-load-bearing bricks were manufactured from PET bottles melted
down into PET pellets, moulding into a new bottle shape. The blow-moulded polli-
bricks feature interlocking grooves that fit tightly together like building block toys,

Fig. 20 The EcoARK [44]
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Fig. 21 Jackie Chan Stuntman Training Center [45]

being glued with a small amount of silicone sealant between them. Once assembled
into flat rectangular panels, polli-bricks are coated with a fire and water-resistant
transparent plastic film. The curvy transparent façade of the building is made of
these modular panels screwed and mounted onto a structural steel frame.

3.10 Jackie Chan Stuntman Training Center (Tianjin, China,
2017)

Jackie Chan Stuntman Training Center (Fig. 21) is a mega-restoration project based
on “recycle and reuse” principal. The half-built, left to decay existing structures—a
movie complex, stadium-sized event space, and a shoppingmall—have been brought
back to life using upcycled materials varying from DVDs for the outer-façade, tires
for the flooring, and polyethylene plastic bags for the artificial turf. Intending to limit
the use of additional materials and paints, the façade of the building uses no paint.
The three-dimensional effect of the façade is achieved by fins made from recycled
DVDs that are screwed into a steel backing reclaimed from the original structure.
The outdoor structuresmade fromupcycledmaterials are complementedwith interior
finishes like lighting fixtures, shelving systems, and furniture also made from trash
[45].

4 Conclusions

The main conclusion drawn from all reviewed building materials and discussed case
studies is that ABMs are environmentally responsible materials as they help in reduc-
ing environmental impact. They reduce or even eliminate the environmental impact
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of the construction, simply by saving energy and resources, minimizing the emis-
sions through the use of rapidly renewable materials, local resources, recycled con-
tent, industrial/agricultural byproducts/wastes, etc. This makes their environmental
impact far less than conventional building materials. In many cases, ABMs also cost
less than their conventional alternatives.

Due to the aforementioned environmental, social and economic concerns, there
is a growing worldwide interest in the utilization of alternative building materials.
The discussed case studies demonstrate that ABMs can effectively replace conven-
tional building materials in many uses as sustainable, cost-effective and ecologic
alternatives. As seen in 3D Printed Gaia House, digital technologies such as additive
manufacturing may also benefit from the use of ABMs. Use of Mycelium in Hy-Fi
Tower proves that there are remarkable biologic alternatives to our current ways
of construction such as “growing construction materials”. Sports Hall of Panyaden
International School, which utilizes bamboo as a structural material, and the HIGO
building, which benefits from cork cladding on façades to lighten the building weight
without compromising the façade, also demonstrate the functional benefits of rapidly
renewable building materials.

Each year, the global production of concrete releases billions of tonnes of CO2

into the atmosphere contributing to climate change. Hempcrete, cordwood, ferrock,
and papercrete are low-impact alternatives to conventional concrete applications.
Nk’Mip Desert Cultural Centre, Jill Strawbale House, The Acre, and Centre for
Alternative Technology buildings point out the variety and creativity of the contem-
porary applications of ABMs, such as hempcrete, rammed earth and straw bale in
the construction. Finally, the EcoArk and Jackie Chan Stuntman Training Center
buildings demonstrate that “Take, Make, Waste” attitude of the industrial age must
be replaced with “Reduce, Reuse, Recycle, and Recover” attitude of the sustainabil-
ity. Developing new ideas on alternative building materials is a good step in this
direction.
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Investigation of New Insulation Materials
for Environmentally-Benign Food
Delivery Bags

Ahmed Hasan and Ibrahim Dincer

Abstract Keeping the quality and freshness of the food delivered to consumers has
been a critical problem which is closely related to heat and mass transfer. Among the
desired conditions, temperature and moisture levels are considered the most critical
ones at delivery. In this chapter, the aim is to model, design, develop and test bet-
ter food delivery bag designs by considering various thermal insulation materials to
improve a popular model delivery bag. A model is developed to simulate the temper-
atures of the pizzas inside the pizza delivery bag based on, transient thermodynamics
and heat transfer. The present model is developed to be used with various thermal
insulation materials to simulate the heat retention performance of the delivery bags.
Some delivery bags are experimentally tested for their thermal retention capabilities.
The vacuum panels, 3M thinsulate, and polyurethane foam are the three reported
insulation materials reported in this chapter. The materials were then assessed to
determine their thermal retention performance relative to the original bag. All insu-
lation materials perform similarly or better than the original popular pizza delivery
bag. The best performances achieved in terms of thermal retention were by the vac-
uum panels and the polyurethane insulated bags. The theoretical model was validated
within 4.01% of the experimental work.
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Nomenclature

A Area (m2)
Cf Average coefficient of friction
Cp Specific heat capacity (kJ/kg K)
g Gravitational acceleration (m/s2)
h Average heat transfer coefficient (W/m2 K)
k Thermal conductivity (W/m K)
L Length (m)
Lc Characteristic length (m)
m Mass of material (kg)
Nu Nusselt number
PCM Phase change material
QLatent Latent energy (kJ)
QSensible Sensible energy (kJ)
Q̇ Heat transfer rate (kW)
Ra Rayleigh number
RH Relative humidity (%)
RSD Relative standard deviation
s Specific entropy (kJ/kg K)
T Temperature (K)
T∞ Fluid temperature (K)
TS Surface temperature (K)
TSink Ambient temperature (K)
TES Thermal energy storage
U Internal energy (kJ)
u∞ Wind velocity (m/s)
v Kinematic viscosity (m2/s)

Greek Letters

α Thermal diffusivity (m2/s)
β Thermal expansion coefficient (1/K)
� Difference
ρ Density of the fluid (kg/m3)
τ s Average shear stress (Pa)
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1 Introduction

The fast-food industry has been growing continuously, because of its convenience
for customers. Many fast-food chains offer delivery services to expand their business
horizon. It is an effective way of increasing business as there is an increasing number
of customers ordering online from delivery companies. Studies show that 10% of
people in the U.S order takeout/delivery once a week [1]. That figure adds up to be
US$9.7 billion [2] in spending on delivery, making it a sizable business. Furthermore,
the same study shows that 72% of those orders are pizzas. Figure 1 displays the
breakdown of orders of certain foods from a study [3]. Based on the current statistics
there is a growing market for delivery bags. Due to the high consumption of ready-
to-eat type pizza, it will be used as the subject of this chapter.

There are many delivery bags currently available in the market. However, the
majority of them struggle to keep the food warm and prevent condensation. Although
keeping the packages warm is not challenging, moisture/condensation is a challeng-
ing problem to control within delivery bags. Moisture could affect the quality of
the food during delivery, which would, in turn, affect the customer return rate. The
growing market for fast food delivery has to be accommodated for by developing
new delivery bags to allow for better delivery services. Better delivery bags are badly
needed when the deliveries are being performed in cold weather, as cold tempera-
tures might drastically change the food temperature and induce condensation in short
amounts of time.

Themain component in improving the thermal retention performance of the deliv-
ery bags is the various types of thermal insulation materials. The main property of
thermal insulation is its low thermal conductivity to decrease the heat rejection by
the bag by the means of conduction of the bag to the surrounding atmosphere. If the
conduction levels are low, the surface temperature of the bag will also be limited
therefore allowing for lower natural convection rates. Other auxiliary devices that
could be used to retain/maintain the thermal energywithin the bag are thermal energy
storage devices (TES), active electric heaters or a hybrid of both. These consider-
ations are of importance as the temperature of the food by regulation through the
Food Safety and Inspection Service for hot food deliveries should not be any lower
than 60 °C. Furthermore, there is addedmerit for having higher internal temperatures
within the bag, as it allows for better moisture/condensation control. This is highly
due to the relative humidity’s relationship with temperature. As the temperature
increases the relative humidity decreases.

The initial temperature of pizzas are usually within the following range
79–93 °C. The average delivery time is 20–30 min after the pizzas leave the restau-
rant. The challenge is to deliver within that time with the pizzas quality in terms of
sogginess due to condensation and temperature due to heat loss. In the following sec-
tions, different methods will be discussed to enhance the heat retention performance
of the bag.
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Fig. 1 Statistics of percentage of order deliveries for pizza (Data from [1])

Wang and Sun [4] analyzed the melting characteristics of cheese. In the study,
it was found that the influence of the dimensions of cheese slices on the melting
property is directly linear. The study concluded that as the cheese slices increased
from 25 to 75 mm the meltability increased as well. The meltability was also found
to increase when the thickness of the cheese slices increased as well.

Sun and Du [5] investigate the use of computer vision for the inspection of pizza
base and tomato sauce spread quality. The study was conducted on 25 samples, using
spatial ratio I, spatial ratio II and circularity. A fuzzy logic system was developed
to perform the classification process on the pizza spread samples into classes of
acceptable and defective. The study concluded that the system in question had a
13% error in base area analysis relative to humans. Furthermore, the study also
concluded that the fuzzy logic was 92% accurate using computer vision.

Liberopoulos and Tsarouhas [6] presented statistical failure analysis of an auto-
mated pizza production line. The study identified themost important modes of failure
and the computation parameters for the theoretical distributions that are fit for the
failure data. Furthermore, the existence of any autocorrelations in the failure data.
The study was made to allow bakery’s and manufacturers to improve the operation
of their production lines.

Hasan and Dincer [7] experimentally tested various insulation types that included
3M thinsulate as its main insulator along with Polly batting and mylar (reflective
sheet) and two airbag configurations were used. The first airbag setup included a
1-inch-thick polyurethane insulation on the perimeter for each side of the bag. As
for the second configuration, three 1′′ polyurethane foam ridges spread evenly within
the perimeter. The overall performance increase in terms of energy and exergy effi-
ciencies experienced by the airbags were found to be 2–4%. The highest energy and
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exergy efficiencies calculated for the “air bags” with no ridges were 88.7 and 83.2%
compared to the 86.7 and 81.8% achieved by the control bag.

Yüksel et al. [8] experimentally studied the effective thermal conductivity of mul-
tilayer insulation materials. The ETC was tested as a function of temperature within
the following domain (0–25 °C). The investigated materials included binary/ternary
glass wools or ternary expanded polystyrene foams that were reinforced with alu-
minum foil. The authors concluded that the ETC decreases as with the reinforcement
with aluminum foil at the same temperature. As the temperature increased the alu-
minum foil reinforced specimens ETC decreased sharply.

The main objective of this chapter is to develop and test novel pizza delivery bags
for providing reliable, high performing pizza bags that assure hot and fresh deliveries
to the customers. It aims at avoiding heat loss and condensation of the pizza which
affects their quality and taste. The delivery bags are also theoretically modeled using
heat transfer analysis and then experimentally tested to confirm the performance. A
wide range of insulation materials are used in the experiments.

1.1 Heat Retention

Thermal insulation materials are essential for successful heat retention. Thermal
insulators contain materials that have low thermal conductivities to retain heat, as
it reduces the rate of heat transferred by the means of conduction from the inside
of the bag to the outside surface. Reducing conduction heat transfer allows for a
lower outer surface temperature for the delivery bag itself, this reduces convec-
tion heat transfer as well. Radiation heat transfer is also assessed and could be
reduced using reflective sheets. Other methods that could be of use to enhance the
performance of delivery bags include Phase Change Materials (PCMs) and active
electric heaters. These devices could improve the heat retention performance of the
pizza delivery bags. This is important, as the temperature of the pizzas should range
from 65 to 70 °C and above when delivered according to the Food Safety and Inspec-
tion Service for hot food deliveries [8]. Keeping the temperature higher within the
bag also allows for better moisture/condensation control, as the relative humidity
decreases when the temperature rises.

Pizzas are usually taken out of the oven at the temperature range of 80–95 °C
depending on the oven used. The average delivery time is 20–30 min after the pizzas
leave the restaurant. The challenge is to deliver within that time with the quality of
the pizza not being jeopardized due to condensation and temperature drop. In the
following sections, different methods are discussed to enhance the heat retention
performance of the bag.

(a) Passive Methods

Passive methods require no electricity and often provide a simpler and cheaper solu-
tion. Several insulation materials are considered to enhance the thermal retention
performance of the bag, as they require no electric power input. Different insulation
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materials are rated based on their thermal conductivity, flexibility, and environmen-
tal impact. Furthermore, radiation barriers are another form of passive systems that
could work effectively to reduce radiation losses from the bag.

Other forms of passive systems include PCMs that would be used to store the
excess heat lost from the pizzas and store it until the pizza temperature is lower
than that of the PCMs. When the temperature of the PCM is lower than that of its
surroundings, it starts to release the thermal energy stored. PCMs, as mentioned
previously, is a form of TES.

(b) Phase Change Materials

SomePCMsoptions are listed inTable 1. ThePCMsare chosen based on theirmelting
temperature. The melting temperature of the PCM determines the temperature that
the thermal energy is released when discharge occurs. PCMs are reusable and could
be sourced from organic resources.

(c) Active Methods

Unlike passive systems, active systems require an electric input. Active systems such
as silicone electric heaters could be used to maintain the temperature of the pizzas
with no challenge, as some models heat up to 100 °C. Most of the silicone electric
heaters currently used in delivery bags are powered using car electricity outlets.
However, they are relatively expensive and experience mechanical fatigue in short
cycles.

Table 1 Summary PCM options based on melting point

Option Name Composition Thermal
conduc-
tivity
(W/m K)

Working
tempera-
ture
(°C)

Latent
heat
capacity
(kJ/kg)

Specific
heat
capacity
(kJ/kg K)

1 PlusICE S70 Hydrated
salts

0.570 70 110 2.10

2 PlusICE a70 Organic-
based

0.230 70 173 2.2

3 PlusICE X70 – 0.360 70 125 1.57

5 RUBITHERM
GR82

35% PCM
65% Clay

82 2

6 RUBITHERM
RT70HC

60% PCM 70 2

7 CARBOWAX
PEG8000

55–62 0.51

8 CARBOWAX
PEG4600

54–60 0.51

9 Sigma-Aldrich
4-Bromophenol
99%

99% 4-
Bromophenol

61–65
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(d) Hybrid Methods

Hybrid systems between active and passive systems can be developed to enhance
the thermal retention performance of the bag. An example of such systems is TES
devices such as PCMs being charged with thermal energy before use. When the
delivery takes place, the PCM can be inserted in the delivery bag to release heat as
the delivery is undergone.

Even though there is an increasing demand for takeout delivery especially for
pizzas, the literature is severely lacking any studies about this subject. Furthermore,
the literature is also lacking studies about delivery bags.

2 Experimental Apparatus and Procedure

The experimental setup for thermal insulation was designed to record six data points.
The thermocouples are placed in the following configuration. Three under each pizza
in the pizza box and three outside the delivery bag. This was done to obtain a compre-
hensive view of what the delivery bag and pizzas experienced during the experimen-
tation period in terms of temperature. The three thermocouples inside the delivery
bagwere placed under each pizza. The three other thermocouples were used to record
the temperature of the top, bottom and left side of the delivery bag. The experimental
trials are run for 30 min in the pizza store to mimic the average delivery time; this
was based on most deliveries being done within 20–30 min. As soon as the pizzas
would leave the oven, they are inserted into pizza boxes followed by the boxes being
inserted in the bag at the same time to be tested. The experiments were done using
three medium pizzas to have consistent experimental trials. Three medium pizzas
are chosen as 90% of pizza deliveries are of that size of order. The same restaurant
would be used in all the experiments in an attempt to achieve consistency for the
initial temperatures of the pizzas.

The data was recorded during the experiment using an Omega data acquisition
module specifically OMB-DAQ-2416. Alongside an expansion module the OMB-
AI-EXP32.TracerDAQwas the software used to track thefluctuations in temperature.
An empty pizza bag with no insulation was used to test various insulation materials
in shorter periods of time, as this reduces the time of manufacturing.

The insulation materials are rated mainly based on their low thermal conductivity
and their reaction with humidity and life cycle environmental impact. A summary of
some insulation materials is shown in Table 2.

In the theoretical analysis forced convection for a total of 5 min was used to
analyze various temperatures. However, given the equipment had to be plugged in
at all times to work, the restaurant chosen had a median ambient temperature range
of 15–17 °C and only free convection heat transfer is experienced for the most part.
The experimental setup can be seen in Fig. 2.
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Table 2 Insulation materials properties and description [9–11]

Option Name Thermal
conductivity
(W/m K)

Thickness (mm) Description

1 Vacuum insulation panel 0.042 12 • Used in
refrigerators

• High heat
insulation
properties

• Flexible as its
made from
segments

2 3M thinsulate ~0.042 12 • Commonly
used in winter
jackets

• Has moisture
diffusion
properties

3 Polyurethane foam 0.026 25 • Provides
exceptional
insulation

• Widely
available

• Inexpensive

The total uncertainty can be written as follows:

Uy =
√
√
√
√

∑

i

(
∂y

∂x

)2

U 2
x (1)

where U = Uncertainty of variable.
The experimental uncertainty consists of random and systematic errors as written

below.

Ui =
√

S2i + R2
i (2)

where Si = Systematic errors and Ri = Random errors.
The relative standard deviation is defined as

RSD = s

x̄
100% (3)

where S = Systematic errors and x̄ = Mean of results.
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Fig. 2 Experimental setup a overview, b top view, c bottom view, and d front view

3 Modeling

In this research paper, thermodynamic and heat transfer models are created for sim-
ulating the thermal retention performance of different delivery bags with multiple
configurations of insulations. The temperature of the pizzas are analyzed for over a
span of 30 min. A standard 16′′ pizza delivery bag is the basis of the study as it is the
most popular size among pizza delivery services. The model includes three different
heat transfer conditions. The first one being forced convection and the second is free
convection heat transfer. All heat transfer functions are obtained from the EES heat
transfer library.

Assumptions
In order to perform the thermodynamic and heat transfer analysis, several assump-
tions are made. Since the initial conditions of the pizzas are mainly not constant, the
initial conditions are required to be assumed. The following assumptions are made
for the heat transfer analyses:

• The internal temperature of the car is assumed constant at 20 °C.
• The pizzas are considered isothermal at 90 °C after the oven.
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• The heat transfer due to conduction heat transfer occurs in the area of the pizza as
it causes the largest temperature gradient difference in the system.

• The surface of the bag is assumed 27 °C in the beginning.
• The surface area of the top and bottom of the bag is calculated at a constant 0.445m

× 0.445 m.
• The surface area of the sides is taken at a constant 0.185 m × 0.445 m.
• The wind speed is assumed 4.25 m/s [12], as it is the average low in Ontario.
• The initial temperature of the PCM is that of the kitchen where the delivery bags
are stored which is 25 °C.

• The masses used to define the internal energy of the delivery bag were of a large
pizza.

• The following masses are based on a pizza sample that included the following
ingredients: 567 g dough, 227 g mozzarella cheese, and 142 g of tomato sauce.
The thermal properties of the ingredient were taken from source [3].

The conduction heat transfer occurs when a temperature gradient exists, causing
thermal energy to transfer through a medium. To reduce the thermal energy transfer
insulation materials are used as they resist thermal conductivities. The insulation
and other materials such as PCMs have their thermal conductivities noted by the
manufacturer, so they can be used in the analysis. Therefore, using Fourier’s law of
conduction, the heat flux can be calculated, providing the heat loss from the inside
of the bag to the surrounding environment.

In addition, the forced convection heat transfer analysis is also implemented as
the pizza bags experience forced convection during transportation from the pizza
store to the car and from the car to the customer doorstep. The wind speed chosen for
this analysis is based on the average low wind speed in Ontario, which is seven mph
(4.25 m/s) [12]. The wind is assumed to pass over five of the sides of the bag, front,
top, bottom, left, and right side. The front side experiences flow past a vertical plate.
The left, right, top and bottom side all experience flow past a flat plate. The sixth side,
which is the backside, is assumed unaffected as the wind is not directly interacting
with that side. Using the vertical plate model-free convection, the backside heat
transfer can be modeled and simulated.

Free convection heat transfer occurs when a temperature gradient between an
object and its environment is present. The analysis is performed to simulate the
conditions for a pizza bag in a car with stagnate conditions meaning there are no
significant wind speeds. Free convection is assumed to be occurring on all six sides
of the bag. To accurately simulate the heat transfer effects on the pizza bag, the top
side of the bag experience free convection of a horizontal flat plate, the bottom side
experiences free convection of a downward horizontal flat plate, and the other sides
experience free convection of a vertical flat plate. Figure 3 displays the dimension
of the delivery bag and heat transfer modes that experienced by the delivery bag.

The main goal of using PCMs is to store thermal energy for usage when needed.
The excess heat from the pizza will be stored in the PCM as it is a TES device. The
utilization of PCMs could extend the duration of sustaining the pizza temperature
at 65 °C and above. A conduction heat transfer analysis is used to determine the
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Fig. 3 a Dimensions of the delivery bag analyzed b free convection experienced by the delivery
bag c forced convection experienced by the bag

temperature rise of the PCMs. The analysis is identical to the one used to simulate
the thermal losses through the insulation layers. However, in this case, the PCM is
an additional layer to the bottom side of the bag.

In the following section, the scenario description and development are shown.
Furthermore, the assumptions used for the model are also discussed. The delivery
scenario is illustrated in Fig. 4. The temperature of the pizzas when placed in the
pizza box for delivery are 80–95 °C based on temperatures measured from various
restaurants. During this period, heat losses are present due to the heat transfer occur-
ring. In the simulations, it is assumed that the initial temperature of the pizza is 90 °C
when it is placed into the delivery bag.

25 minutes 2.5 minutes2.5 minutes

Fig. 4 Delivery scenarios
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The analysis includes a 5 m variety number of large pizzas ranging from one to
four in one delivery bag. A standard 16′′ pizza delivery bag dimensions are used as
the basis of the study as it is the most popular size among pizza delivery services.
The dimensions of the delivery bag are seen in Fig. 5.

Since the majority of the delivery is done using a vehicle, the ambient temperature
is assumed to be 20 °C in the vehicle all year round. Themaximum time spentmoving
the pizza from the restaurant to the delivery car is assumed to be 5 minutes in total is
assumed to be spent moving the delivery bag from the car to the customer location.
This duration of time allows for a conservative assumption. The analysis includes
a variety number of large pizzas ranging from one to four in one delivery bag. A
standard 16′′ pizza delivery bag dimensions are used as the basis of the study as it is
the most popular size among pizza delivery services.

As for the delivery time itself, a time duration of 30 min is assumed as the worst-
case scenario. The majority of the delivery process is inside the car, making the
delivery bags mostly experience free convection heat transfer.

Heat Transfer Analysis
In the following section, the equations and relations used for both the simulations
and calculations for efficiencies for the experimental results are shown.

(a) Forced Convection Heat Transfer Analysis

The average coefficient of friction can be written as follows [13]:

Cf =
(

τs
ρu2∞
2

)

(4)

where τs = avg. shear stress (Pa), ρ = is fluid density (kg/m3), u∞ = wind velocity
(m/s).

Fig. 5 Dimensions of bag
used throughout the
experiments
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The Nusselt number equation can be written as follows:

Nu =
(
hLc

k

)

(5)

where h = average heat transfer coefficient (W/m2 K), Lc = Characteristic Length,
k = Conductivity (W/m. K).

The average heat transfer coefficient can be written as follows:

h =
(
Nu · k
L

)

(6)

where Nu = Nusselt Number, L = Length of heat transfer surface (m), and k =
conductivity (W/m K).

(b) Free Convection Heat Transfer Analysis

The Rayleigh number used in the analysis is as follows:

Ra = g × L3
c × β(Ts − T∞)

v × α
(7)

where g = gravitational acceleration (m2/s), Lc = characteristic length (m), T∞ =
ambient temperature (K), and Ts = temperature of surface (K).

The average coefficient of friction over a flat surface can be defined as follows:

Cf =
(

τs
ρu2∞
2

)

(8)

where τs = avg. shear stress (Pa), ρ = is fluid density (kg/m3) and u∞ = wind
velocity (m/s).

The Nusselt number equations are written as follows [14]:

Nu = 0.54Ra
1
4

where Ra is Rayleigh number Applies when 104 < Ra < 107,Pr > 0.7.

Nu = 0.15Ra
1
3 (10)

where Ra is Rayleigh number Applies when 107 < Ra < 1011, Pr all of them.
The average heat transfer coefficient can be written as follows:

h =
(
Nu × k

L

)

(11)
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where Nu = Nusselt Number, L = Length of heat transfer surface (m) and k =
thermal conductivity (W/m K).

(c) PCM Relations and Calculations

The sensible energy of the PCM can be written as follows:

Qsensible = m × Cp × �T (12)

where m = Mass of PCM (kg), Cp = Specific heat capacity (kJ/kg K), �T =
Difference of initial and final temperature.

The latent energy of the PCM can be written as follows:

QLatent = m × L (13)

where m = mass of PCM (kg), L = Specific Latent Heat Capacity (kJ/kg).

4 Results and Discussion

In this research paper, three different insulation materials are tested along with mois-
ture absorption fabrics. The materials are tested to compare their performance in
terms of heat retention and moisture control relative to a popular model currently
on the market. In the following section, the experimental results for all the insula-
tion. The following section also discusses, the simulation results for the original bag
integrated with the vacuum panels.

4.1 Experimental Results for Insulation Materials

The original bag is tested as the benchmark performance for the other bag designs
to be compared to. The materials tested included polyurethane foam, 3M thinsulate,
and vacuum panels. These materials are chosen based on availability, cost, environ-
mental friendliness and performance. The suggested designs had to retain the pizza
temperatures to meet the temperature requirements of a minimum 65–70 °C in the
span of 20–30 min of delivery. This parameter assumes that the pizzas will leave
the oven at a temperature of 80–95 °C. However, during the experimentation period,
it is difficult to have the pizzas start at 90 °C. This is due to the boxes being open
to insert the thermocouples and often the pizza would leave the oven at lower tem-
peratures than 90 °C. To assess the performance of the delivery bag designs energy
and exergy efficiencies are used. Furthermore, the start temperature of the pizzas
has to be accounted for, as the temperature inside the bag increases the rate of heat
loss also increases. This is due to the temperature difference gradient is the main
factor causing heat transfer. Other factors also include the reaction of the insulation
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material to different temperatures, as the rated thermal conductivity are set at room
temperature.

Polyurethane non-rigid foam is tested; polyurethane itself has a low thermal con-
ductivity making it a great insulator. What further enhances this specific form of this
insulation is that foam acts like a sponge, and it fills its flexible pores with air. This
product is widely available and is used to this day in the furniture manufacturing
business as the filler for products such as couches and mattresses. The polyurethane
foam used is of 1-inch thickness along with bamboo moisture-wicking fabric.

Vacuum panels are the last insulation material to be tested in this study. Vacuum
panels are great insulators. However, often their performances might be jeopardized
if punctured according to the manufacturers. To test the vacuum panels performance
the test was conducted using the original bag. However, two pockets placed on the
top and bottom side of the bag where the vacuum panels are placed.

The initial temperature readings of the three pizzas placed on the top side, inside
three different bags were recorded as follows: 78.1 °C (original bag), 82.0 °C
(polyurethane bag), and 83.3 °C (original bag and vacuum panel). The final tem-
perature readings of the three pizzas placed on the top side, inside three different
bags were recorded as follows: 65.3 °C (original bag), 69.2 °C (polyurethane bag),
and 69.7 °C (original bag and vacuum panel). The temperature drops experience by
the three delivery bags were as follows 12.8 °C (original bag), 12.8 °C (polyurethane
bag), and 13.6 °C (original bag and vacuum panel). All three bags performed very
similarly in the case with the top pizza. Figure 6 displays the temperature results of
the top pizza over a span of thirty minutes for all three bags.

The initial temperature readings of the three pizzas placed in the middle inside
the three different bags were recorded as follows: 69.5 °C (original bag), 85.8 °C

Fig. 6 Top pizza temperature results overtime for the original, polyurethane, and original+ vacuum
panel bag
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(polyurethane bag), and 91.8 °C (original bag and vacuum panel). The final tem-
perature readings of the three pizzas placed in the middle inside the three different
bags were recorded as follows: 61.6 °C (original bag), 70.6 °C (polyurethane bag),
and 72.5 °C (original bag and vacuum panel). The temperature drops experience by
the three delivery bags were as follows 7.9 °C (original bag), 15.2 °C (polyurethane
bag), and 19.3 °C (original bag and vacuum panel). The original bag experienced the
lowest temperature drop however, it should be noted that the initial temperature of the
pizza was significantly lower than the other bags. Figure 7 displays the temperature
results of the middle pizza over a span of thirty minutes for all three bags.

The initial temperature readings of the three pizzas placed in the bottom inside
the three different bags were recorded as follows: 74.2 °C (original bag), 77.1 °C
(Polyurethane bag) and 87.1 °C (Original bag and vacuum panel). The final tem-
perature readings of the three pizzas placed in the bottom inside the three different
bags were recorded as follows: 63.8 °C (original bag), 68.3 °C (Polyurethane bag),
and 71.8 °C (Original bag and vacuum panel). The temperature drops experience by
the three delivery bags were as follows 10.4 °C (original bag), 8.8 °C (Polyurethane
bag), and 15.3 °C (Original bag and vacuum panel). In the case with the bottom pizza
the polyurethane insulated bag was found to have the lowest temperature deference
followed by the original bag. However, it should be noted that both the vacuum panel
and polyurethane insulated bag begin with higher temperatures. The higher the tem-
perature the larger the heat transfer gradient. Figure 8 displays the temperature results
of the bottom pizza over a span of thirty minutes for all three bags.

The uncertainties for the temperature results for experiments using vacuum panels
are seen in Table 3.

Fig. 7 Middle pizza temperature results overtime for the original, polyurethane, and original +
vacuum panel bag
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Fig. 8 Bottom pizza temperature results overtime for the original, polyurethane, and original +
vacuum panel bag

Table 3 Uncertainties table for results for experiments using vacuum panels

Measurement parameter Device Accuracy Total uncertainties (%)

Temperature Thermocouple K-type ±0.4% 0.78

Temperature DAQ ±0.5 °C

4.2 Experimental Results for Moisture Absorption Fabrics

The following section displays the results obtained from testing different types of
moisture absorption fabrics. The results obtained are from the humidity sensor that
is placed in the bag. The three fabrics tested include Zorb, bamboo and hemp fabric.
The moisture absorption fabrics performances are based on the amount of time the
humidity starts to decrease relative to the original bag (i.e. without the incorporation
of the moisture absorption fabrics). Furthermore, the final relative humidity for each
case is considered for each case to assess the fabrics performance.

Zorb, hemp, and bamboo fabrics are used as organic reusable moisture absorp-
tion fabrics. The reusability of the fabrics makes them cost-effective as they can be
used as long as the delivery bag is in service. The antibacterial properties that these
fabrics possess inhibit bacterial growth within the fabric, allowing for a safer food
delivery. Furthermore, the organic properties make them biodegradable giving an
environmentally benign solution to moisture control problems.

The original bag is replicated by using 3M Thinsulate and polyester batting insu-
lation. For these set of tests no moisture absorption fabric is used to replicate how
a standard pizza delivery bag performs in terms of moisture control. The tests are
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repeated three times to confirm the results. The ambient temperature during this test
is 22 °C. The ambient relative humidity is 33% measured during the test.

4.3 Modeling Results

The configuration of the layers within the bag are shown in Fig. 9. Vacuum Panels
are used they are widely available and have great thermal insulation properties. The
simulation results for a 16′′ delivery bag with the integration of one vacuum panel are
seen in Fig. 10. In this simulation, the delivery bag is experiencing forced convection
heat transfer with an ambient temperature range of−20 to 20 °C and free convection
heat transfer at a constant ambient temperature of 20 °C. Free convection occurs
for 25 min and forced convection occurs for a total 5 min. The results display how
the pizzas cool down over the assigned total time of 30 min. The analysis shows the
results for one large 14′′ pizza. Under forced convectionwith the ambient temperature
ranging from−20 to20 °C the followingfinal temperatures for onepizza are obtained:
48.4, 42.5, 36.5, 30.6, and 24.7 °C.

The simulation results for a 16′′ delivery bag with the integration of one vacuum
panel are seen in Fig. 11. In this simulation, the delivery bag is experiencing forced
convection heat transferwithin an ambient temperature range of−20 to 20 °Cand free
convection heat transfer at a constant ambient temperature of 20 °C. Free convection
occurs for 25 min and forced convection occurs for a total 5 min. The results display
how the pizzas cool down over the assigned total time of 30 min. The analysis shows
the results for two larges 14′′ pizzas. Under forced convection with the ambient
temperature ranging from −20 to 20 °C the following final temperatures for one
pizza are obtained: 64.6, 60.97, 57.3, 53.7, and 50.1 °C.

The simulation results for a 16′′ delivery bag with the integration of one vacuum
panel are seen in Fig. 12. In this simulation, the delivery bag is experiencing forced

Fig. 9 Insulation configuration using vacuum insulation panel
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Fig. 10 Summary of 1 large pizza temperatures in a 16′′ delivery bag integrated with vacuum
panels in an ambient temperature at −20 to 20 °C in forced convection segment and 20 °C in free
convection

Fig. 11 Summary of 2 large pizzas temperatures in a 16′′ delivery bag integrated with vacuum
panels in an ambient temperature at −20 to 20 °C in forced convection segment and 20 °C in free
convection
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Fig. 12 Summary of 3 large pizzas temperatures in a 16′′ delivery bag integrated with vacuum
panels in an ambient temperature at −20 to 20 °C in forced convection segment and 20 °C in free
convection

convection heat transferwithin an ambient temperature range of−20 to 20 °Cand free
convection heat transfer at a constant ambient temperature of 20 °C. Free convection
occurs for 25 min and forced convection occurs for a total 5 min. The results display
how the pizzas cool down over the assigned total time of 30 min. The analysis shows
the results for three larges 14′′ pizzas. Under forced convection with the ambient
temperature ranging from −20 to 20 °C the following final temperatures for one
pizza are obtained: 71.8, 69.2, 66.6, 64.1, and 61.45 °C.

The simulation results for a 16′′ delivery bag with the integration of one vacuum
panel are seen in Fig. 13. In this simulation, the delivery bag is experiencing forced
convection heat transferwithin an ambient temperature range of−20 to 20 °Cand free
convection heat transfer at a constant ambient temperature of 20 °C. Free convection
occurs for 25min and forced convection occurs for a total of 5min. The results display
how the pizzas cool down over the assigned total time of 30 min. The analysis shows
the results for four larges 14′′ pizzas. Under forced convection with the ambient
temperature ranging from −20 to 20 °C the following final temperatures for one
pizza are obtained: 75.9, 73.9, 71.8, 69.8, and 67.8 °C. A summary of the results for
ten thermal wrap layer simulation for the final temperature are listed in Table 4.

In order to conclude the simulation section a sample comparison between the
simulation and experimental results for the vacuum panel integrated with the original
delivery bag are seen in Fig. 14. The initial temperatures of the pizzas and ambient
temperatures are set in each case to match that of the experimental temperatures.
It could be seen the simulation is accurate as the final temperatures at 30 min are
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Fig. 13 Summary of 4 large pizzas temperatures in a 16′′ delivery bag integrated with vacuum
panels in an ambient temperature at −20 to 20 °C in forced convection segment and 20 °C in free
convection

as follows: the final simulation temperature is 68.89 °C and the experimental final
temperature is 71.8 °C for Fig. 14.

In this section, two PCMs are chosen to be simulated. This section will verify the
effects of PCM on the delivery times. In this simulation, the PCMs are used with
two sheets of Aerogel sheets as a form of insulation. The phase change temperature
of the selected PCMs is critical for the delivery bags.

For the following simulation, the PlusICE A70 PCM is used; it is organic-based
making it an environmentally benign choice. The results for the pizza bag integrated
with PCM A70 is shown in Fig. 15. The results show that the time for the pizza to
cool down to 70 °C has increased from 45.23 to 45.82 min. This is not a significant
time increase and is within the margin of error.

The following simulation integrates the PlusICEX70 PCM. The PlusICEX70 is a
solid-solid PCM, meaning it does not physically change on a macro level. However,
on a micro-level the PCM undergoes lattice structure changes, allowing it to store
both sensible and latent heat. The results for the pizza bag integrated with PCMX70
are shown in Fig. 16. The results show that the time for the pizza to cool down to 70 °C
has increased from 45.23 to 45.62 min. Again, this is not a significant time increase,
as the simulations show, which puts it in the margin of error of the simulation.

The Two PCMs A70 and X70 did not increase the time to cool down to 70 °C
significantly. The changes are minor and can be considered within the margin of
error of the analysis. The reason behind this insignificant change is highly due to the
PCMs not reaching their melting point, which is 70 °C. This is a challenge, as PCMs
need to store latent heat energy to release thermal energy when it is needed at the
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Table 4 Vacuum panel be livery bag theoretical results summary

Vacuum panel insulation

Condition Final temperature (°C)

5 min forced convection 20 °C
25 min free convection 20 °C

–

1 14′′ Pizza 48.4

2 14′′ Pizza 64.6

3 14′′ Pizza 71.8

4 14′′ Pizza 75.9

5 min forced convection 10 °C
35 min free convection 20 °C

1 14′′ Pizza 42.5

2 14′′ Pizza 60.97

3 14′′ Pizza 69.2

4 14′′ Pizza 73.9

5 min forced convection 0 °C
35 min free convection 20 °C

1 14′′ Pizza 36.5

2 14′′ Pizza 57.3

3 14′′ Pizza 66.6

4 14′′ Pizza 71.8

5 min forced convection −10 °C
35 min free convection 20 °C

1 14′′ Pizza 30.6

2 14′′ Pizza 53.7

3 14′′ Pizza 64.1

4 14′′ Pizza 69.8

5 min forced convection −20 °C
35 min free convection 20 °C

1 14′′ Pizza 24.7

2 14′′ Pizza 50.1

3 14′′ Pizza 61.45

4 14′′ Pizza 67.8

melting point. The A70 and X70 PCM stopped charging with energy at temperatures
of 54.98 and 55.0 °C, which is well below their melting point. A suggestion to fix
this issue would be to integrate an electric heater, to ensure that the PCM reaches
the melting point. This would surely increase the time for the pizza to cool down to
70 °C.
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Fig. 14 Comparison between simulation and experimental results for bag with vacuum panel
insulation for the bottom pizza

Fig. 15 Forced convection heat transfer analysis with an ambient temperature of 20 °C for a 16′′
pizza bag with aerogel insulation integrated with A70 PCM
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Fig. 16 Forced convection heat transfer analysis with an ambient temperature of 20 °C for a 16′′
pizza bag with aerogel insulation integrated with X70 PCM

4.4 Cost Analysis Results for Insulation Materials and PCMs

Cost is a very important factor when it comes to making decisions when improving
or introducing a new product. This comes as many insulation materials, active and
passive systems would improve the performance of the bag drastically. However,
the costs make them often an unfeasible solution. A summary of the prices of the
materials used in this study are noted in Table 5. The prices are based in US dollars,

Table 5 Price list per unit ft2

Material Price (US$/ft2)

Cork 2.36

Sheep felt 0.50

Polystyrene 0.032

Corrugated plastic 0.16

Fiberglass 2.18

Foam 0.28

Bamboo 0.10

Hemp 0.16

Zorb 0.05

Vacuum panel 2

Silicon heaters 20–30
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Table 6 Material cost of making the bags using insulation materials explored

Cork and sheep
(US$)

Polystyrene
(US$)

Corrugated
plastic (US$)

Fiberglass (US$) Foam (US$)

19.40 0.20 1.70 12.60 1.7

as it is found that the average delivery bag cost 10–12 US$. The prices listed are
based on the wholesale price quotes provided by the suppliers used in this study.

The material cost of making the bags using the insulation materials that were
tested are summarized in Table 6.

5 Conclusions

Themain concluding remarks obtained through the experimental and theoretical stud-
ies are presented. Furthermore, the recommendations based on the attained expertise
are listed for future work. This chapter investigated various insulation materials,
moisture absorption, and PCMs in the aim to improve and develop delivery bags.
The following conclusions can be made from this study:

• The vacuum panel and the polyurethane insulated bag outperformed the original
delivery bag.

• The rate of heat rejection was clearly higher in some instances from the vacuum
panel and polyurethane insulated bag but that was only due to the pizzas temper-
atures being higher in the beginning of the experiment.

• The polyurethane foam bag has an advantage over the vacuum panel insulated bag
as it is flexible and its structural rigidity is uncompromisable.

• Vacuum panels thermal insulation properties might be jeopardized if they break.
• Polyurethane foam is more widely available and is cheaper than both materials.
• The temperature drops experienced by the top pizzas in the delivery bags were as
follows:

– 12.8 °C (original bag), 12.8 °C (polyurethane bag), and 13.6 °C (original bag
and vacuum panel).

– The temperature drops experienced by the three middle pizzas in the delivery
bags were as follows 7.9 °C (original bag), 15.2 °C (polyurethane bag), and 19.3
°C (original bag and vacuum panel).

– The temperature drops experienced by the bottom pizzas in the three delivery
bags were as follows 10.4 °C (original bag), 8.8 °C (polyurethane bag), and 15.3
°C (original bag and vacuum panel).

• PCMs are found to be excessively expensive for current usage in pizza bags.
• PCMs do not provide a significant performance increase.
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– If PCMs are to be used inside the bags, it is recommended to heat the PCMs to
their melting point before delivery takes place. This would allow the PCM to
release latent thermal energy during delivery.

• The final temperature of the pizza was within 4.01% from the experimental result.
Therefore, the heat transfer model was validated.

• Silicon heaters are also explored, and they are currently in use in certain bags. The
silicon heaters work as they should.

• The cables of the heaters usually experience mechanical fatigue which would
require replacing the unit.

In this chapter, various passive and active methods were investigated to improve
and develop pizza delivery bags. The analysis and results presented in this chapter
provide experts in the fieldwith potential solutions and designs to improve or develop
delivery bags. The following recommendations were based on the results of this
study:

• The model developed should be used to simulate the use of other insulating mate-
rials and PCMs.

• Adsorption materials for higher temperature operations should be investigated, as
often they are expensive.

• Further research in using air sealing within delivery bags should be done as it
possesses excellent insulation properties and is economically viable.

• Further research should be done in organic materials that could be used for the
outer and inner surface lining, to produce a fully biodegradable bag as an environ-
mentally benign choice.

• A model to simulate relative humidity within pizza bags should be developed.
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Experimental and Numerical Shortest
Route Optimization in Generating
a Design Template for a Recreation Area
in Kadifekale

Gülden Köktürk, Ayça Tokuç, T. Didem Altun, İrem Kale,
F. Feyzal Özkaban, Özge Andiç Çakır and Aylin Şendemir

Abstract As cities grow, their complexity and the complexity of their infrastructure
for various applications increase. Especially, transportation design is usually a very
cumbersome process in current urban development models, and it is becoming more
complex. Traditional approaches are not always sufficient to solve such complex
problems, therefore, design disciplines like architecture and urban design need new
tools to optimize many parameters related to their design. An alternate way to solve
this problem can be via finding shortest routes. In this context, this study aims to eval-
uate different shortest path algorithms within a methodological approach to urban
transportation planning via either experimentation or mathematical modeling. Three
methods; namely live slime mold plasmodium, Floyd–Warshall algorithm, and ant
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colony algorithm are used to design a template for routes within the historical Kad-
ifekale district of Izmir, Turkey. The results from these approaches are compared,
contrasted, and discussed in terms of their suitability for use as a guide for route
creation. In conclusion, the parameters of an algorithm are significant on suggest-
ing routes, thus the strengths and weaknesses of an algorithm should be carefully
considered before application in a design problem.

Keywords Ant colony optimization (ACO) algorithm · Floyd–Warshall (FW)
algorithm · Design template · Physarum polycephalum (P. polycephalum) · Route
planning · Slime molds

List of Symbols

Di j The density of pheromone trace between i and j
Li j The length matrix of the edges
Ai j The result matrix defining shortest paths
pki j The probability between node i and node j
�Dk

i j The increment of trail level of the edge connecting i and j by ant k
�Di j The total increment of pheromone trace on the edge between i and j
ηi j Visibility from i to j
α The parameter regulating the effect of Di j

β The parameter regulating the effect of ηi j
Q The pheromone amount produced per tour by ant
lk The tour length of ant k
k Number of ants
λ Evaporation rate
t Number of iterations

1 Introduction

Cities are large constructs that shelter more than half of the human population on
Earth. They are complex organisms, and the social and economic well-being of their
inhabitants depend largely on the reliability and security of infrastructure systems
such as transportation, water andwaste flow, emergency services, land use, geograph-
ical information, telecommunication, and energy. As the number of inhabitants and
the land area increases, the complexity of their networks also increases. Designing
urban transportation networks and hubs to serve necessary physical, social, and cul-
tural requirements is a problem in various scales. While non-motorized trips such
as walking and biking were often discarded in the planning process, recent demand
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made their relevance evident [1]. Parameters in the design of a walkable neighbor-
hood can be classified under the headings of land use (density, diversity, commercial
areas, recreational areas, and physical features), traffic safety, security, walking and
cycling comfort (sidewalks, comfort elements, and barriers), accessibility (connec-
tivity, non-residential areas, recreational areas, public transportation, and alternative
routes), environmental esthetics and upkeep (buildings and natural elements), and
others such as social relations within the neighborhood [2]. Aside from these param-
eters, a well-designed transportation network should decrease both construction and
maintenance costs; environmental impacts as well as energy consumed for trans-
portation [3], therefore, route design requires an optimization process that takes
many parameters into account.

Solving the shortest path problem is fundamental in navigating complex networks
and Dijkstra’s algorithm is the most common methodology. This algorithm depends
on trying all the possible alternatives and uses combinational optimization; however,
in complex problems the computational time increases, especially if the shortest paths
between all the node pairs in a network are required [4]. It gives an exact solution;
however, combinational optimization in complex problems increase the computa-
tional time, therefore, they are inefficient in dealing with large-scale networks [5].
Instead, self-adaptive and iterative algorithms are proposed, such as the use of biolog-
ically based algorithms, cellular automata or genetic algorithms.New tools relying on
these algorithms can be utilized in design disciplines such as architecture and urban
design. A popular biologically based algorithm is ant colony optimization (ACO),
which is mostly used for the traveling salesman problem; Haoxiong and Yang [6]
utilize ACO tomodel a congested traffic network. Tero et al. [5] and Adamatzky et al.
[7] propose an experimental approach to finding the shortest routes via conducting
experimental studies on 2D maps with live biological organisms (slime molds).

Urban parks provide recreational pursuits in a local scale through their accessi-
bility, their provisions to facilitate active pursuits, their capacity to provide opportu-
nities to a wide range of users, and their semi-permanent nature; thus, park design
is vitally important for population health [8]. This study aims to investigate the
potential utilization of the shortest routes, generated by real slime mold organisms
and also two shortest-route algorithms comparatively, to provide a design guide for
the planning of routes within an urban recreational area in the historical Kadifekale
in Izmir, Turkey. While utilizing shortest route optimization in urban transporta-
tion is a widely studied topic, the studies carried out on its use as a design input
in urban or other design problems are very few, especially regarding slime mold
experimental study, and there is no other similar study conducted in Turkey besides
the authors’ workgroup within the knowledge of the researchers. In this context,
first, experiments with a biological optimization method are carried out (with live
slime mold plasmodium) to determine potential pedestrian routes. Yet the experi-
mental work was limited, especially because of the time cost related to the required
large number of repetitive experiments for an increasing number of parameters.
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One of the most common optimization methods related to transportation
network design, the Floyd–Warshall (FW) algorithm, and another common
biological-based algorithm, ACO, are also considered. The results from these algo-
rithms are compared and evaluated in terms of their strengths and weaknesses from
the point of their usability as a design guide template.

2 Background

Humans follow simple, reproducible mobility patterns, despite inherent anisotropy
of their trajectories and travel distance [9]. Studies mostly focus on either betterment
of the existing transportation network or designing new transportations systems that
offer better options such as shortest routes or times [10]. Intelligent transportation
systems and vehicle routing with cellular automata are fairly investigated. Meng and
Weng [11] propose an improved cellular automata model tomore accurately estimate
traffic in work zones. Genetic algorithms rely on selection among a set of candidate
routes competing for the optimum solution. Kır et al. [12] have worked on designing
a route for a vehicle fleet from one central location to a number of points with the
least cost. The central location has a limited capacity. While their string length is
usually fixed, Pattnaik et al. [13] propose a variable string length to iteratively change
the route set size and the set of solution routes simultaneously. Some common and
novel methods include slime mold, FW, and ACO. They are detailed below.

2.1 Slime Mold

The problem of network growth can be found in the food searching mechanism of
the plasmodium of Physarum (P.) polycephalum species of slime molds, an acellular
living organism without either a brain or a nervous system. In order to use the
resources in the most efficient way, slime molds combine with cells of their own
kind and form a colony, which can be called as a “super organism,” and move toward
a food source. The food searching mechanism is complex in terms of proximity to
food, the type of food, and if it has been to the search site before. It first explores all
of the uncharted territory around itself and leaves a chemical sign wherever it has
been; it does not go on the same route again until it finds food. It can also create
a network connecting multiple food sources. Based on this behavior, Zhang et al.
[14] and Adamatzky et al. [7] propose an algorithm of traffic flow between two cities
using a gravity model emulating this behavior of slime molds. They explore the cost,
efficiency, and robustness of the stable-state network.

Tero et al. [5] created a smallmapofTokyowith 17 cmwidth and placed food on36
main points of the transportation network. They placed P. polycephalum on a central
point and observed its growth toward the other points. At the beginning, the plasmod-
ium showed a uniform expansion, yet it created an intricate web as it encountered
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food and connected the food sourceswith thick tubes. Theymeasured and normalized
lengths, error tolerances, and minimum lengths between food sources. The authors
conclude that the plasmodiummade a transportation and distribution network nearly
as successful as human engineers.

Adamatzky et al. [7] explored the possibilities of slime mold route modeling
on experimental agar models representing the routes of 14 different geographies.
After studying the approximation between real roads and plasmodium generated
road networks, they have found similarities between manmade roads, yet have not
reached a conclusive decision.

Adamatzky [15] and his working group experimentally studied a terrain with
elevations in terms of approximation of an actual motorway; the longest route in the
USA, Route 20, and the longest national motorway in Europe, Autobahn 7. They
built 3D terrain plastic models and placed P. polycephalum at an end point of a road
and placed food on the other end. In addition, they have done control studies on
one flat map and one map without any food. Their results show that the plasmoid
found longer routes than the realized one in all cases and path configurations were
determined by a level of activity with higher levels of activity leading to shorter
paths.

Altun et al. [16] evaluated the road network of Izmir. They experimentally
observed the propagation of P. polycephalum in Izmir on a two-dimensional map.
They later mimicked its behavior using an algorithm developed by utilizing cellular
automata and compared its results to the experiments. As a result, their observations
have shown that the slime molds optimized the distance between different points,
while they were finding the shortest path. They found that the plasmoid steadily
performed the task better and in a shorter amount of time.

2.2 Floyd–Warshall Algorithm

FW is a graph search algorithm similar to Dijkstra’s. While the Dijkstra algorithm
looks at vertices and finds the shortest path between a pair of vertices (nodes), the
FW algorithm looks at all pairs of vertices (nodes) to find the shortest path [4]. The
FW algorithm is a graph theory-based algorithm that was developed as an alternative
to the Dijkstra algorithm. The Dijkstra algorithm is not suitable when the weight
function is arbitrary. The FW algorithm is used when the weight function is not
positively limited because there is no point in finding the shortest path to any node
if there is a negative round starting at i and ending at i.

Pradhan and Mahinthakumar [4] solve the transportation for New York city using
both of the algorithmswith parallel computing tomake the processmore efficient and
less time-consuming, so that the transportation structure can be monitored and mod-
ified in real-time in times of emergency. Since transportation network is dependent
on scale, most of the efficient parallel algorithms cannot work with the FW algo-
rithm. Pradhan and Mahinthakumar [4] recommend FW algorithm in large-scale
networks because it is scalable and Dijkstra-I is not scalable in terms of memory;
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they also recommend the use of functional decomposition in smaller problems and
domain decomposition in larger problems. Mączka [17] examined the achievement
of the infrastructure goal of the European Commission [18] described as “90% of
travelers within Europe are able to complete their journey, door-to-door within 4 h.”
He proposed a visualized model with daily accessibility as the focus. His FW-based
tool does not take time and cost as inputs, yet it provides policy-relevant information
about the quality of the transportation network and can be used to evaluate the impact
of intervention in quantifiable terms. Sangaiah et al. [19] focused on providing an
optimal decision and advisory procedure for various cities in China, especially for
the use of tourists. They propose to use FW algorithm in a graph with edge weights.

Matsumoto et al. [3] propose a model to optimize the ideal form of the city and
transportation network, taking into account the preferences of citizens and modes of
transportation.Theyfirstly express the city in termsof zones (residential, commercial,
andworking) and calculate the route, whichminimizes the actual distance and degree
of congestion by FWalgorithm. Secondly, they survey the inhabitants onwhich zone,
route, andmobility (walk, bus, bicycle, car, and railway) to move. Then they estimate
the parameters, which influence inhabitants’ decisions based on their decisions, and
evaluate the city form based on these evaluation scores. Consequently, they evaluated
Chuo-ku ward and Nadaku ward in Kobe, Japan and proposed several suggestions.

2.3 Ant Colony Optimization Algorithm

Ants are living organisms that can find the shortest path between a food source and
their nests, but they also adapt to environmental conditions. Behaviors of ants in
biological systems have encouraged a number of methods and techniques. The most
successful technique is the general optimization technique known as ACO [20].
The ants benefit from chemical communication that enables them to communicate
with each other instead of sight-sensing while finding the shortest path to their nest
because their vision is weak. Ants establish a connection with each other through a
chemical called ‘pheromone’. When an ant moves away from the nest to find food, it
leaves pheromone on its way. The possibility of another ant following the same path
depends on the amount of pheromone. If the pheromone amounts of all directions are
the same, the probability of choosing any of these roads is the same.When the amount
of pheromone left by the ants in each direction is considered equal, the shortest paths
will have more pheromone per unit time. Thus, the shortest path in relation to time
will be selected by ants.

Finding the shortest path to the food of real ant colonies is a process of optimiza-
tion in nature. The ability to find the shortest path going to the food is performed with
ACO in the artificial platform [21, 22]. It is a self-adaptive iterative algorithm, yet
it is stochastic and cannot guarantee to find the shortest route [23]. ACO is mostly
used for the traveling salesman problem; Haoxiong and Yang [6] utilize this algo-
rithm to model a congested traffic network. ACO algorithm was also proposed for a
number of urban network problems. They include limiting urban growth boundaries
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[24], efficient control of the physical flow of the supply chain [25], tsunami evacua-
tion zones [26], water resource management [27], and electrical power distribution
networks [28].

In addition to the aforementioned studies, some hybrid algorithms were proposed
for optimization with ACO including; a hybrid of cellular automata and ACO for
spatial land-use allocation [29], a hybrid of ACO with artificial bee colony for dis-
tributed energy resources [30], a hybrid of slime mold and ACO for the traveling
salesman problem [31], and a hybrid of cellular automata and ACO for zoning of
protected natural areas [32].

3 Case of a Recreation Area in Kadifekale

The topic of this study is the generation of a design template with different shortest-
route algorithms for the design of walking route in a new recreation area in Izmir.
Izmir is the third most-crowded city of the Turkey and is located on the West coast
of the country, at Aegean Gulf. The selected site is within the boundaries of old
city of Izmir, located in the Kemeraltı District. This site is located between the
area, where Alexander the Great reconstructed the city of Symrna in fourth century
BC and has been continuously in use until today, and the traditional commercial
center of Izmir (Fig. 1). This region contains a number of archeological remains,
examples of monumental buildings and civil architecture from Hellenistic, Roman,
Byzantine, Ottoman, and Republican periods. The main buildings that contain the
inherent cultural values of the region include the agora, theater, stadium, and castle

Fig. 1 Location of the site in Izmir
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from theAntiquity; a cistern from theByzantine period; a large number of inns, baths,
mosques, synagogues, churches, and traditional dwellings from the Ottoman period;
and commercial buildings and dwellings belonging to the Republican period. The
region continued to be a city center from the ancient period till the 1950s; however,
it has suffered serious physical and social losses in quality due to both the shift of the
city center from the region to the neighboring Alsancak district and intensemigration
to the area from inside the city. These losses also triggered protection efforts in the
region.

In order to preserve the multi-layered cultural structure of the region, the “Tradi-
tional Trade and Housing Areas of the Kemeraltı Region” were declared as an urban
protection area in 1978. Registration of buildings for conservation started and the
development plan of the area for protection purpose was prepared in 1982.

Nowadays, many studies are being carried out in the field within the scope of the
Izmir-History Project initiated by the Izmir Metropolitan Municipality, in order to
revitalize the region and to make its historical value visible. One of these studies [33]
covers the subject area of this chapter. In the early 2000s, massive landslides occurred
after heavy rains due to high groundwater levels and steep topographical structure
of the region. This caused damages to many residential buildings constructed after
1950s, which were shanty houses. The landslide area was declared as a disaster area
by the municipality in 2003, and the residences in this area were expropriated and
evacuated. All of the structures at risk were demolished and areas, which are not
suitable for construction, are planned to be designed as a recreational area. Within
the scope of this reorganization, the site selected for the recreational area is located
within the area suggested for the formation of experimental routes (Fig. 2).

After the demolition of the building stock at risk, there remains a big gap in
the urban fabric on the slopes between the historical commercial area of the city
(Kemeraltı) and Kadifekale. This area, where urban lifestyle is interrupted, must be
rapidly integrated into the regional lifestyle, preferably with recreation purpose. The
site, designated as the case area of this book chapter is a small part of this large
urban vacuum. The main reason for choosing this site is that this land is located at
the end of Patlıcanlı Slope, one of the important arteries that connect the Smyrna
Agora to Kadifekale. One of the experience routes proposed by the municipality to
the historical and cultural values of the region goes through the Patlıcanlı Slope and
the selected site. For this reason, the selected site is a priority for the design works
in the landslide area.
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Fig. 2 Pre-planning studies of experience routes in the context of Izmir-city project [33]

4 Methods

In this study, first of all, living organism experiments were realized on slime mold
plasmodium in petri dishes that contain maps of the Kadifekale region. After that,
the results of these experiments are comparatively discussed with shortest-route
algorithms frequently found in the literature. The reason of this duality is to see
whether the algorithmswill give a similar result to living organisms—as seen from the
slimemold studies in the literature. In addition, experiments need to be repeatedmany
times in order to find out if the experimental results are meaningful, and this requires
a long time. The shortest path algorithms are based on graph theory, but the bio-based
algorithms are related to the life cycle of living things and their use is increasing with
investigations concerning living beings life and technological progress. In this study,
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Fig. 3 The problem site; a 2D map preparation and b entrances and exits

we have investigated both methods which are graph theory-based and biological-
based algorithms. These methods used in simulations are FW algorithm and ACO
algorithm, respectively. While the former algorithm is the shortest path algorithm
based on graph theory, the latter is a biological-based algorithm. There are many
bio-based algorithms, but ACO algorithm is selected because of its similarity to the
slime mold algorithm [34]. The simulation was implemented using Matlab version
7.10 (R2018b) and executed on an intel core i3 processor at 1.4 GHz with 4 GB
RAM running on Windows 10 operating system.

4.1 Map Preparation for Experiment

The study began with the preparation of the map for the site. At this stage, firstly a 2D
map was generated. Bevels, sets, chamfers in the topography and historical buildings
were marked. Then, important access points were determined to mark entrances and
exits (E1–E8 in Fig. 3). The main considerations at this phase were the contextual
data, archeological sites, and potential experience routes.

4.2 Slime Mold Experiment

In the live slime mold plasmodium experiments, map of the problem site was rep-
resented on the agar surface in 9 cm petri dishes. Sudden topographic shifts were
transferred by cutting away the agar since organisms could not thrive there, just like
humans do not prefer to climb on a steep slope. Three petri dishes were cultivated
using this method; in the first experiment oat flakes (the food source) were placed on
all entry and exit points from E1 to E8, and the organismwas left on one of them, this
petri dish was observed for 4 days. In the second and third experiments, two more
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Fig. 4 The problem site; a potential interior points for the site and b all possible network

oat flakes were randomly placed on two points near the center of the site besides all
of the entry-exit points. These two petri dishes were observed for 7 days.

4.3 Map Preperation for Simulation

At the following phase, interior focus points (Fig. 4a) were determined according to
the constraints in the site such as historical buildings, topography, and bevels. The
reasoning in their placement is to determine as many random points as possible to
allow for experiencing the whole site. At last, all of the possible paths were drawn.
In the numerical stage of the study, shortest paths were found between points by FW
and ACO algorithms (Fig. 4b).

4.4 Floyd–Warshall Algorithm

The most preferred algorithm to find the shortest path is the Dijkstra algorithm. It is
mainly chosen because of its short calculation time. However, negatively weighted
edges cannot be calculated in Dijkstra algorithm. The FW algorithm is an algorithm
that considers the value of the negatively weighted edges. Therefore, in the study,
FW algorithm is used instead of the Dijkstra algorithm. Another reason for choosing
FW algorithm is the simple coding and the higher productivity in practice. Moreover,
FW algorithm in the frequent graphs has high efficiency.

The FW algorithm is an algorithm used to find the shortest path between all node
pairs on a graph. The Eq. 4 is used for each i, j node in this algorithm.

Di j = min
(
Di j , Dik + Dkj

)
(1)
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In other words, if there is another way to go from i to j, passing through the k-node
and this path is shorter, this path between i and j is chosen as the new path.

Let take a directional graphG(V, E)with n-knotted and arbitrary weight function
where V is the set of nodes and E is the set of edges. We regard Ai j and Di j as n×n
matrices. Shortest path algorithm for this algorithm can be formulated as,

Ak
i j = Ak−1

i j and Dk
i j = Dk−1

i j , if Lk−1
i j ≤ Lk−1

ik + Lk−1
i j

Ak
i j = Ak−1

i j + Ak−1
k j and Dk

i j = Dk−1
ik , otherwise

(2)

where Li j is a matrix which gives the length of the edges, Di j is weight matrix for
the graph, and Ai j is a result matrix defining shortest paths. The FW algorithm can
also find negative cycles in graph.

4.5 Ant Colony Optimization Algorithm

ACO is a recursive algorithm. In this algorithm, ant behavior is found by a simulation.
In the simulation, each edge, which is intuitively located by the ant and gives the
distances between the changed nodes, is related to the pheromone amount released
by earlier ants. Each ant leaves a trace as it moves from one node to the other. An ant
never passes again through a node which it passes once, it moves to the next node in
a probabilistic mechanism at every stage of pheromone making [22, 23].

In one tour, each ant leaves the amount of pheromone by Q/ lk where Q is con-
stant and lk is tour length. Thus, more pheromone accumulates on the edges of
shorter lengths and less pheromone occurs on the edges with longer distances. In
addition, evaporation rate λ plays an important role in pheromone accumulation.
The pheromone values in each iteration step are updated by ants that produce the
solution. The trace level of th edge connecting i and j ; Di j is updated according to
the equation shown below,

Di j = (1 − λ)Di j +
m∑

k=1

�Dk
i j (3)

where

�Dk
i j =

{
Q/ lk if ant k used the edge connecting i and j in its tour,
0 otherwise

(4)

Furthermore, t is number of iterations, λ ∈ [0, 1] is evaporation rate, k is ant
number, �Dk

i j increase of trail level of the edge connecting i and j by ant k, �Dk
i j

is the increment of trail level on the edge connecting i and j by ant k, �Di j is the
total increment of pheromone trace on the edge between i and j , Q is the pheromone
amount produced per tour by ant and is constant, lk is the tour length of ant k.
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In the solution process, ants choose the next destination with a probabilistic mech-
anism. The higher the probability of the selection of the node to be visited, the higher
the level of the track going to this point. This adaptive behavior is based on trace
levels and is regulated by the α parameter. The more voracious behavior depends
on visibility and is regulated by the β parameter. Ant k when staying in node i , the
probability of going to node j ,

pki j =
⎧
⎨

⎩

Dα
i jη

β

i j∑
Dα

i jη
β

i j

if it is taking part in the set of nodes that have not been visited yet

0 otherwise
(5)

where Di j is the density of pheromone trace between i and j , ηi j is visibility from
i to j , α is the parameter regulating the effect of Di j , β is the parameter regulating
the effect of ηi j . This selection process continues until all ants have completed a
tour. The visited nodes are reduced by one in each recursion t (where t is iteration
counter). Through the visit, one node remains and the probability of this node is
pi j = 1. The length of the tour created for each ant is calculated and updated to the
best tour found so far. The next iteration t + 1 is started according to the updated
pheromone level [33].

In ant systems, each ant leaves pheromones in quantities in accordance with the
total length of the route. The existing paths are related to a factor named evaporation
rate, λ. The pheromone value is updated by all the ants at each iteration. ACO
algorithm highly correlates to the parameters λ, α, and β in the algorithm. In this
study, the parametersα andβ are fixed to 1 [35]. The optimumvalue for the parameter
λ is experimentally calculated. 0.1 is the optimum value and is used in this solution.
Another parameter affecting the algorithm is the number of ants. Although increasing
the number of ants improves the solution, increases the time cost of the algorithm.
Therefore, the number of ants is selected to be equal to the number of nodes [36].
Either exponential distribution or Poisson distribution can be used to determine the
movement of ants. In this study, the exponential distribution was preferred since the
operation time in Poisson distribution is higher than the exponential distribution.

The assumptions for the ant model are: (1) each edge between nodes i and j has a
resistance proportional to the length of the connected edge Di j , (2) ants travel from
edges with a higher resistance to edges with a lower resistance, and (3) the number
of ants are fixed in the beginning, they are free to move to the other nodes during the
iterations.

The number of ants in each node and the pheromone amount are shown in Fig. 5,
when the shortest path is calculated to ACO algorithm from node ‘E7’ to node ‘E1’.
The x-axis in Fig. 5 shows the number of iterations. It is 100,000 in this case. As
can be seen from Fig. 5, the number of ants in each node reaches a balance as the
number of iterations increases. Similarly, the total amount of pheromone reaches an
equilibrium value or oscillates between a specific range (from 160 to 180).
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Fig. 5 According to the iteration number from ‘E7’ to ‘E1’; a the number of ants in each node and
b the total pheromone amounts

5 Results and Discussion

Results from the first live slime mold plasmodium experiments are seen in Fig. 6.
As can be seen in Fig. 6a, slime mold plasmodium tracks paths only on the edges
of the site, in other words between the entrance/exit points in all of the dishes. This
is due to absence of food at the center of the area. In the second (Fig. 6b) and third
experiments (Fig. 6c), oat flakes are left at the inner regions of the site randomly,
and this triggered alternative routes and created a more invasive network. The final
diagram of the slimemold network, superposed from the three experiments, is shown
in Fig. 7.

Parameters like the evaporation rate, the pheromone amounts, etc., in ACO algo-
rithm are very important for this shortest path problem. When the algorithm is exe-
cuted, all parameters must be optimized for the application area. Therefore, the
calculating shortest paths using ACO algorithm are different than the FW algorithm.
Since the FW algorithm is based on graph theory, it takes longer to find the shortest
paths than the Dijkstra algorithm in terms of computation time.

Fig. 6 Experiments with plasmodium in petri dishes
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Fig. 7 Superposition of the thickest routes of the shortest paths of live plasmodium

The exponential distributed ACO algorithm and FW algorithm was run for each
starting point, from point E1 to point E8. Shortest paths were established in all
possible path combinations; the most preferred routes (their thickness is related to
their preference frequency) are selected and the results are superposed on the map in
Fig. 8 for ACO algorithm and Fig. 9 for FW algorithm. First of all, themain outline of
the final graphics is similar, but algorithms could be different in details of the paths.
FW algorithm generally points out the shortest links between entrance and exit points
in real length measurements and it could be easily perceived. But ACO algorithm
runs independent of these lengths. For example, for the shortest path between A and
D points (as entrance A, exit D) is measured as 410.85 m in the FW algorithm and
489.86 m in the ACO algorithm; or between F and B points (as entrance F, exit B) is
measured as 286.48 m in the FW algorithm and 354.41 m in the ACO algorithm.

It can be said that in FW algorithms shortest paths are reciprocal, for example the
paths from entranceA to the exit F are exactly the same as the paths from entrance F to
exit A. Meanwhile, the ACO algorithm is obtained by the mathematically modeling
the life cycle of ants based on observations. The pheromone amount of ants from
source to sink is important in determining the path between these two nodes. Since
the ACO algorithm is biologically based, it is preferred in the study because it offers
alternative ways in urban planning and is similar to slime mold algorithm, although
it cannot find the shortest paths of the FW algorithm.
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Fig. 8 Superposition of the most preferred routes of the shortest paths from ACO

In this study, the time cost is also investigated for the ACO algorithm and the FW
algorithm. The elapsed time for the FW algorithm is 0.4343 and is 229.0451 s for
the ACO algorithm. The FW algorithm has a much shorter result, but this is due to
the difference in the number of iterations of the algorithms. While the number of
iterations in the FW algorithm depends on the matrix size, the time cost is higher
because the 100,000 iterations are performed in the ACO algorithm. In addition,
the number of iterations in the ACO algorithm are determined by the user. In this
algorithm, time cost can be improved by decreasing the number of iterations. The
elapsed time in FWalgorithm depends on the graphmatrix. Therefore, the processing
time is shorter.

Accordingly it can be said that bio-based algorithms like ACO algorithm could
run as good as graph theory-based algorithms like FW algorithm. Biological-based
algorithms are obtained by modeling the life cycles of living things in nature. In
nature, there are different species that reach the food source by using the shortest
route. Some of these are slime mold and ant. It is exciting that the way of finding
the shortest path of living things can be applied to current problems through an
algorithm. Therefore, ACO algorithm was used and compared with a graph theory-
based algorithm. As a result, it has been shown that biological-based algorithms such
as ACO algorithm can be easily applied to urban planning problems.

It is possible to say that the final routes from the petri experiments (Fig. 7)
are substantially similar to the final schemes from the ACO and FW algorithms
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Fig. 9 Superposition of the most preferred routes of the shortest paths from FW

(Figs. 8 and 9). A strong path between E3 and E8 and between E1–E2–E3–E4 could
be seen in all methods. Surprisingly, there is a completely flat path on this same
line inside the site in reality. However, a concentration is observed at the left side of
the site, and the less preferred areas and routes can be perceived from these graphs.
The concentrated region is high and flat, dominates the entire site, and has a good
landscape in reality.

The final synthesis and proposed design template can be seen in Fig. 10. Some
arguments could be proposed in the context of urban design, when considering the
results from the petri experiments and the two algorithms. The concentration point
at the southwest of the site has the potential to be a focal point, thus, it could be
incorporated into the design as an important focus and could dominate the entire
site (Fig. 10a). Final routes can be designated as the most active paths for people.
People would walk quickly on the main paths; therefore, they could be paved with a
rough material (Fig. 10b). Small sales units could also be placed on these paths. Less
preferred areas and routes can be evaluated as another design criteria. The points
not on the shortest routes display a more passive character in the recreational area.
These paths between points can be designed for not so active uses; such as long
walks, picnic areas, little amphitheaters, and green areas. They can be paved with a
different and more natural cover. Benches and other urban furniture could be placed
along these paths.
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Fig. 10 Final synthesis, a concentration point and b the proposed design

6 Conclusion

Planning the urban roads or substructure networks is usually a very cumbersome pro-
cess in urban development models. This interdisciplinary study does not only gener-
ate a design base for Kadifekale Recreation Area, it also suggests a newmethodology
for network generation in urbandesign, based on shortest pathfinding.Although there
are many studies using the shortest path algorithms for diverse network problems
in the urban scale, traditional approaches are not always sufficient to solve these
complex problems in terms of human movement and land use. In the specific case
of Kadifekale, all of the methods had some similarities. In the first method, real
plasmodium experiments, made use of the food searching mechanism of the slime
molds on real 2Dmaps. The routes generated in this method are themost diverse. The
second method, FW is a conventional method and displays the shortest routes, yet it
is insufficient in modeling parameters besides shortest paths, and leads to the least
variety. However, the bio-basedACOcan lead tomore diverse routes and connections
between nodes. While these results can be contributed to the limited number of focal
points given as an input to the algorithms, plasmodium experiments benefitted from
only two predetermined points. Thus, the wealth of results shows that even though
some methods try to mimick natural processes, they are still limited by the strengths
and weaknesses of their algorithms.

The three shortest path methods, in this study, can be used to determine the
most preferential routes. While these results are for a design problem of small scale
and can lead to more or less predictable outcomes, they can be very valuable for
bigger areas in the urban scale. The determination of most frequent and shortest
routes is a novel design tool that can be incorporated in the first stage of a design
problem for empty lots to generate a site-specific design template for an urban route
or infrastructure network. Therefore, the inputs and parameters of the methods are
significant on suggesting routes since correct design decisions in the early design
stage significantly affect the construction costs and lifecycle environmental costs of
the application.
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In the future studies, more templates will be generated for the Kadifekale Recre-
ation Area with more plasmoid experiments utilizing all of the entrance-exit pairs on
both a 2D map and a 3D model. Furthermore, other biologically based algorithms
will be simulated to generate design templates. After all the templates are generated,
their utilization as a predesign tool will be evaluated to propose rules of thumb for
application in design problems. These models would then be analyzed in terms of
monetary and lifecycle environmental costs and refined by learning from each other.
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Design and Fabrication of Rotimatic
Machine

Tanzila Younas, Muhammad Sarang Memon, Hadi Raza
and Khalil-ur Rehman

Abstract Roti is very popular in South Asia as it constitutes a major source of
dietary protein and calories. Average consumption is about twice to thrice a day.
With the rapid growth of population and focus on nutrition, the demand of roti is
increasing every day, as it is an essential part of South Asian diet. With increasing
demand, traditional roti making cannot keep pace. Roti making has become an estab-
lished industry providing rotis to many businesses where roti are needed in bulk. As
industrialization is moving toward automation, there is a need for automation in roti
making. There are many automated and semi-automated roti makers currently in the
market each serving a different need. The main aim is to design and fabricate an
efficient, compact and user-friendly automatic roti machine to serve the needs of
people and improve the quality of life. The machine will alleviate certain problems
in cooking of roti. This machine has three main chambers comprises of dough ball
formation chamber, pressing tower and cooking chamber. All these chambers are
interlinked with one another, which consists of several mechanisms. The input is
kneaded flour and final product is healthy and puffed roti.
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1 Introduction

The word technology getting expeditious fame by introducing new set of skills,
methods, and processes which helps us to accomplish our daily life goals and with
the increasing trend it is ruling all over the world. Technology is almost used by every
single person and becomes everything for the world. It has significant achievement
when it comes to manufacturing applications for automation technology, in some
areas such as telecommunications, transportation, service industries, and consumer
products. The automation products significantly not only transform current industries
and the relationship between end user and manufacturer but it also creates many
opportunities for those who know how to run them. Now, the questions arise here
what is the impact of automation on natural resources, on energy and on environment?
In what ways the machine is going to be beneficial for the industry? This chapter
highlights the importance of automation and the impact on environment. It also
describes the need and the idea behind to manufacture and fabricate the automatic
roti machine. The chapter is divided into three parts.

The first part of the report discussed the importance of the roti in the Middle East.
It further described the traditional way of making roti and its ingredients and how
beneficial they are for health.Moreover, it also talks about the impact on environment.

The next part discussed the problems faced in the traditional way of making roti
and the comparison to the similar product in the market and different techniques that
are used for the process of automation of roti.

The last part describes and provides the information about the mechanism tech-
niques that are used in the product by the help of process diagrams and some result
carried out in real-time testing.

2 Overview

In India, Pakistan, and Middle East, wheat is one of the daily staples and most
common cereal available all over the world. It is in even higher demand in recent
years due to its abundant health benefits. It is proven from the research that wheat
gives many benefits to human life, and one of the most interesting benefits is it lowers
the rate of heart, gallstone, asthma, skin and cancer diseases as it consists of many
minerals, nutrition and vitamin E, B, and B6 which also help to improve metabolism
[1].

Wheat is the most commonly grown grain on the land; the value of its importance
can be predicted by the research of 2010 and the production of wheat all over the
world was 651 million tons as it is the most cultivated and consumed than any other
crop [2]. The topmost wheat producing countries are China and India [3].

It is consumed in the form of different flat breads such as Chapati, Parotha, Phulka,
Puri, and Tandoori Roti. The famous thing made fromwheat is roti. It is a Hindi word
and comes from Indian subcontinent; roti means flatbread, soft, wholesale, and light.
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Fig. 1 a Original form of wheat and b dough ball formation

Fig. 2 a Cooking of roti and b final form of roti

It is a famous food in the globe, especially in Asia. It is pronounced as “rho-tee” and
eaten with many dishes; without it, the dishes are incomplete. It is made of wheat
flour, ghee, and water and then cooked on pan called “tawa.” The following figures
Figs. 1 and 2 show the traditional process of making roti in a house.

Different wheat varieties have been used for the production of flatbreads. In recent
years, many researchers have tried to improve ingredient level, baking properties,
organoleptic characteristics, nutritional value, and extension of the shelf life of flat-
bread. They are usually produced from a simple recipe consisting of flour, salt, and
water in varying proportions; however, the manufactures also use optional ingredi-
ents like yeast fat, skimmilk powder, and certain additives like emulsifiers, hydrocol-
loids, enzymes, andpreservatives for quality improvement and shelf life enhancement
index.

Table 1 shows the composition of wheat per 100 g edible. Following are the
benefits of having wheat in the diet:

• Helps control obesity
• Protects against childhood asthma
• Reduces the risk of type 2 diabetics
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• Lowers risk of chronic inflammation
• Improves body metabolism
• Protects against coronary heart disease and heart attack.

3 Scope

3.1 What Is Machine Aim

As we all know about the present trend of factory automation is ruling all over the
industries as it is favorable and advantageous in many ways like in productivity
exactness perfection validity which results contribution in cost savings.

The main agenda of the project was to design and fabricate an automatic roti
machine which has to be established on the foundation of two important qualities;
they are it must be environment-friendly means the surrounding in which the person
operates the machine and it gives quality product (roti) to the end user (consumer).

3.2 Impact on Environment and Benefits

The current trend in industrial automation is changing toward intelligent manufac-
turing and automation process. The concept of “smart manufacturing” will lead to a
workplace that is more efficient and being more secure for workers and more prof-
itable for employers. One of the major advantages of smart manufacturing is the
ability to create a healthy environment [4].

In USA, the one-third of the energy of the globe is processed by the manufacturer
of the factory. In 2013, the International Energy Agency reported that manufacturers
lost $80 billion in electricity due to outdated manufacturing operations. Updating
their manufacturing processes to have a more favorable environmental impact will
make companies more popular with consumers, as Nielsen’s latest survey indicated.
How the machine is beneficial for the environment [4].

• Less fuel consumption
• No emissions
• User-friendly
• Environment-friendly.

3.2.1 Effect of Roti Making Machine on the Environment

The automatic roti making machines use the best quality material which helps to
maintain the environment. The cooking chamber uses the iron plates with a coating
of retaining which simulates a nonstick effect and uses very low amount of oil. Iron
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plates use heat very effectively and save a lot of fuel. Amachine which burns less fuel
makes the environment healthy. The burners fitted inside the heating chamber are
designed in such away that they pass less fuelwhilemaintaining a certain temperature
which is required for cooking. Pressing chamber uses hot nonstick plates which are
electrically heated. Nonstick plates are warm in temperature; therefore, they do not
produce enough heat. The automatic roti making machine does not produce any
harmful gases that affect environment.

4 Problems in Traditional Making

Labor in small-scale industries, such as roti shops, canteen, and food centers, due
to direct contact of methane gas used in tandoor creates severe health issue (such as
knee, hand, and face burnt for labor), and in addition to this, material wastage and
human efficiency are crucial factors which increase the cost per production.

5 Roti Making Machine

To overcome the issue in traditional roti making, an automatic roti maker is proposed
for small and large industries,which canbenefit them inquality, lessmaterialwastage,
and high efficiency.

To resolve the problem of industries, institution, canteens, etc., large quantity of
roti are required in less time.

Many types of roti makers are available in the market but they have some disad-
vantages which need to be overcome to produce an efficient machine which could
fulfill the need of small-scale industry.

5.1 Fully Automatic Roti Making Machine

First automatic machine for industrial use is made by AJ tech. and specifications are
mentioned below:

• Stainless steel 202 body on mild steel angle iron frame.
• LPG burners for baking and puffing.
• Stainless steel 304 hopper and food grade conveyor.
• Stainless steel 202 covering baking Oven.
• Fitted with 1/4 HP 3-phase motor.
• Thickness of roti can be adjusted.
• Size of Chapati: 8′′.
• LPG consumption 5 kg/h (approx.).
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Following are the factors which affect the objectives:

• The system is too huge
• Large consumption of gas and electricity
• Cannot transfer this machine.

5.2 Rotimatic

This machine was invented by Israni couple Pranoti and Rishi Israni which can make
one roti a minute. It consists of 300 tiny machine parts out of which 10 are small
motors and 15 sensors. This machine is not designed for industrial applications. The
production rate of this machine is enough for a home but it cannot fulfill industrial
needs.

5.3 Semiautomatic Chapati Making Machine

This automatic machine is made by JAS enterprise. Following are the main features
of this machine:

• The machine is fitted with heavy-duty mild steel fabricated structure
• Electric burners to cook the roti
• Fitted with 1/4 HP 3-phase motor
• Easy to clean.

Following are the factors which affect the objectives:

• The system is not portable
• Too much consumption of electricity
• Dependent on operator to feed each and every dough ball.

6 Techniques

Different techniques are adopted to achieve various tasks. One of the main reasons
to use different strategies is to increase the rate of production, and for this purpose,
the system is being automated. Different techniques are discussed below that can be
applied to do the desired task.
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6.1 Cooking Techniques

This section will discuss different types of cooking techniques for roti makers.

6.1.1 Conveyor Belt Technique

There are many types of cooking mechanism used in roti machine which are cur-
rently available in the market and they are using conveyor belt technique. In this
technique, they use endless belt, motor, ribbon burners, and carbon steel slats. The
use of conveyor belt technique is not economical because high-power motors are
used for the rotation of conveyor which consumes a lot of electricity.

1. Using carbon steel sheet as to make the roti hygienic enhances the cost of the
product.

2. It contains large space as roti is baked from both sides; for that, they have used
two stages of conveyor belt, which makes its design complex.

The baking source for the ribbon burners is liquefied petroleum gas (LPG) which
contains less energy but it is costlier than gasoline. This technique is also not
environment-friendly as it produces thermal pollution. The usage of belts makes
noise pollution which is injurious to the health of the operator.

6.1.2 Plate Cooking Mechanism

This mechanism involves a single rotating disk with a presser fitted at the center, and
burners are installed at the bottom of the plate which keeps the plate warm and cooks
the roti. Dough ball is manually placed under the presser which presses the roti and
rotates the plate, and as a result, the roti gets enough time and heat to get cooked.
Following are the disadvantages of plate cooking mechanism:

1. This is a semiautomatic process and requires at least 3–4 operators to function.
2. Machine requires a human hand to place the dough ball so an accident might

occur with the hydraulic presser.
3. This machine requires a lot of space and ventilation.

6.2 Pressing Technique

This section illustrates different techniques for the pressing of roti.
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Fig. 3 a Cutter-based mechanism and b vertical pressor. Reproduced from https://www.
qualimarkmachines.com/pani-puri-making-machine.html

6.2.1 Rolling State Technique

There are many different techniques used for rolling and pressing of the roti in the
market. The frequently used technique is big roller technique in which sheets of
kneaded wheat are made with huge rollers and the circular shape is embedded at
the end, a conveyor collects the kneaded wheat and passes through several rollers
making thin sheets of dough, and at the end of each cycle, multiple cutters/molds
are fixed which separate circular wheat roti from the sheets as shown in Fig. 3a. But
they have a lot of issues such as:

1. Roller techniques is not reliable as so high amount of dough is waste during
rolling.

2. Sticking problem occurs.
3. In roller technique thickness of the roti is fixed.
4. Not easy to clean.

6.2.2 Vertical Presser Technique

Vertical presser technique consists of a hydraulic mechanism with two nonstick
plates. One plate remains stationary while the hydraulic cylinder is fixed on the pate
which moves toward the stationary plate as shown in Fig. 3b.

https://www.qualimarkmachines.com/pani-puri-making-machine.html
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7 Types of Fuels

7.1 LPG Gas

As discussed earlier that the project is very economical and energy sufficient, we
have used LPG as a source of fuel in the project. LPG is composed of two gases
that are propane and butane as shown in Fig. 4. LPG is playing vital role in reducing
energy poverty that is why nowadays LPG has wide range of supply. It also has the
large scale of economies in handling due to its superb portability and convenience.

Following are the things which make us to employee LPG as a fuel.

• It can be very helpful in those areas where natural gas is not available
• It is playing vital role in reducing energy poverty
• LPG is less air polluted gas
• It has less emission which cause lesser global warming.

7.2 Methane Gas

Natural gas is a fossil fuel that is extracted from the ground andused to heat everything
from houses to frying pans. The primary ingredient in the gas is methane, a volatile
chemical, with other ingredients like carbon dioxide and nitrogen. While natural gas
is commonly split into its parts for different applications, the whole mixture can be
kept together to become an efficient and high-output fuel source [5].

It is also classified as non-renewable resource, current estimates of remaining
natural gas that reserve place is in trillions of cubic feet or we can also say that it
will last long [6].

Fig. 4 Comparison of LPG and natural gas [Modified from Woodford (2009/2018)]
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Natural gas can be used in the project only if the machine is installed in a single
place. Proper gas connected is required as it cannot be transported.

Following are the some facts of natural gas:

• It is cheap
• More affordable because it goes through fewer refinement processes
• Easily available.

7.3 Propane Gas

Propane is a volatile product that is extracted from crude oil and petroleum gas as the
materials are refined. The result is a concentrated, high-output fuel that can be used
for a whole range of residential and commercial applications, including cooking.
Propane is conveniently stored in a cylinder, which is great for short-term use, or a
bulk tank, which is better for long-term use [7].

The containers are always painted white to help reflect heat and light and to
minimize the possibility that the fuel inside might get expand and explode.

Generally, propane gas will be used in areas outside of major metropolitan areas,
typically plumbed to a large tank (cylinder) in the back of the building. This is because
propane’s portability makes it the ideal and sometimes only choice for more remote
areas such as lower Sindh.

Following are some facts of Propane gas:

• Its main advantage over other cooking fuels is its efficiency, that is, it will give
you best result over other fuels

• It is readily available, particularly when using small cylinder
• Cooking with propane may actually be safer than natural gas.

8 Block Diagram of the System

This assembly startswith the arrangement of cooking chamberwhere thefinal product
would be made. The chamber consists of four stoves, two completely flat disks, and
two perforated disk. The uncooked roti will flow from the top of the chamber and
then it will be collected from the bottom. Obstacles and flaps are inserted at each
stage to turn and flip the roti.

First of all, the testing of uncooked roti will be done on the cooking chamber. The
pressing tower is built to flatten the dough ball and partially cook it. Two aluminum
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Fig. 5 Block diagram of the rotimatic
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Fig. 6 Process diagram of rotimatic

plates coated with nonstick material allows the wheat dough ball to expand and
acquire a flat round shape. The dough ball making mechanism is used to produce
round dough balls from kneaded wheat.

This is illustrated in block diagram in Fig. 5.
The above block diagram is described in process diagram in Fig. 6.

9 Structure

Problem arises in every project as we have to identify its priorities such as environ-
ment, resources, cost, and quality and safety purpose. These are all the terms which
have focused in order to make project unique. The structural design and techniques
used in this automatic rotimatic are described in this section (Fig. 7).
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Fig. 7 Conveyor belt roti making machine

9.1 Structure of the Cooking Chamber

The cooking structure case is a four-sided rectangular box which acts as a frame for
the system as shown in Fig. 8. The frame is made up of angle iron of size one inch.

Fig. 8 Structure of cooking chamber
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Fig. 9 Dough ball chamber

9.2 Dough Ball Making Chamber (Lead Screw Mechanism)

To make the dough ball, we used round-shaped cylinder embedded in a rectangular
box and at the top of the surface, there is a cavity to insert dough as shown in Fig. 9.
As the sensor detects the presence of dough, it gives signal to motor which moves
the piston that exerts force on dough toward the cutter which is placed at the end of
the box.

9.3 Roti Pressing Chamber (Wedge Press Tower)

This machine is used to make a circular-shaped roti from dough as shown in Fig. 10.
In this process, two Teflon plates are used for rolling of dough which are coated in
order to avoid the sticking of flour and all you have to insert dough between the plates
and get circular roti. The pressing of plates can be controlled by motor. Advantages
of this technique are:

1. It has 0% waste
2. It can be easily operated
3. It is easier to clean
4. Its easily operated at 120 and 220 V
5. It is safe and compact
6. Smaller in size
7. Thickness can be adjustable.
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Fig. 10 Pressing tower

9.4 Cooking Mechanism (Hot Plates Technique)

The technique we used in our machine is hot plates technique. The plates are made
up of Teflon material and are covered with steel sheet SS 304 in order to avoid the
sticking of roti. SS 304 sheet is a food grade which makes it hygienic and has the
property to bear high temperature. The heating system of the machine consists of
three burners each of it is attached below to each Teflon plate as shown in Fig. 8.
Specifications of the automatic rotimatic are listed in Table 2. Following are the
advantages of hot plates technique:

1. It is easy to clean
2. It occupies less space
3. Rustless
4. Economical
5. Hygienic.
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Table 2 Specifications of the automatic rotimatic

Specifications Description

Capacity 350 roti per hour

Mass of machine 90 kg

Material MS steel, SS 304 grade steel

Motors Simple dc gear motor of 180 W with voltage regulator for speed
controlling purpose

Heating system Consist of 4 burners

Energy consumption Motors consumes 2 KW consumption of electricity is 2 unit/h

Size of chapatti 3–4 in. approx

Fuel consumption 4 burners consumes 1.2 kg LPG of gas/hour depends on the rate of
production

10 Discussion

In order to reduce emissions in any field, there exist many potential. Emerging tech-
nologies are built on these criteria, which provide sustainable energy-efficient sys-
tems at no cost of extra energy consumption. This machine offers all the vital benefits
of sustainable system such as human, environmental, commercial, and energy effi-
cient. Time to cook one roti at home is 3 min; however, this machine offers 4 rotis
in a minute as calculated below.

One Roti Per Round 3.20 min
Roti In A Plate 3 Roti (minimum)
4 Plates Has 12 Rotis
Roti Per Minute 12/3.20 = 3.75 Approx. 4 Rotis
Roti Per Hour 240 Rotis

This vast difference in the production rate makes a remarkable saving in the
energy consumption. In addition to this, as the stove is on for a certain time period,
environmental temperature will not raise. Human interaction with direct flame is also
reduced, and a hygienic roti is produced, which raises the quality of life.

11 Conclusions

In a nutshell, automatic roti maker is the need of era, and it is a kind of device
which makes person healthy by giving hygienic roti. From the above discussion, it
can be concluded that the other automatic and semiautomatic roti makers which are
elegant in shape have low rate of production. They give you a variety of roti but they
are not economical and not perfectly designed. However, this machine is compact,
user-friendly, and efficient.
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Thermoelectric Effects
and an Application on a Case Study:
Design of Thermoelectric Refrigerator
Volume with Computational Fluid
Dynamics (CFD)

Manolya Akdemir, Ahmet Yilanci and Engin Cetin

Abstract Current energy needs lead the world countries to take some precautions
as to save the possessed energy. Some illustrations of these precautions are said
that some insulation materials and photovoltaic usages in the buildings according to
regions and also electric cars can be used to decrease the energy consumption and
CO2 emission. When it is examined closely to the whole picture, in the worldwide,
the energy consumption of all type pumps is about 40% of the absolute amount
of electrical energy consumption. Especially, in a refrigeration cycle, a heat pump
is used in large scale, which consumes a high level of energy, alternatively, in a
small-scale application; thermoelectric module (TEM) can be used. In this study, the
thermoelectricity, thermoelectric materials, and its thermodynamics are described in
detail. Refrigeration volumes with TEM design and simulation process are included.
The volume is modeled in Solidworks® based on a developed mathematical equation
system, including TEM system, TEM (TEC 12706 type), two compact axial fans,
and two plate cooler with fins. In the study, computational fluid dynamic (CFD)
method is used to analyze the temperature gradient in the refrigerator volume via
commercial CFD software, CFX®.
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1 Introduction

The thermoelectric phenomenon involves a conversion process thermal and electrical
energy, which is a method to provide heating and cooling of the materials. Thermo-
electricity is expected to have an important advantage to meet the energy challenge
in the future. Although the use of this phenomenon is quite common in small-scale
cooling, it has not been able to replace conventional cooling in large-scale applica-
tions. The reason for this is the material competence of the devices using this effect.
To increase this competence, essential steps are taken with experimental studies.

In 1821, Thomas J. Seebeck discovered that when a loop consists of two junctions
formed by dissimilar conductors when one side of it is heated, an electromagnetic
field is created via an electromotor force, which is called as Seebeck effect in ther-
moelectricity. In 1834, Jean C.A. Peltier discovered a heat gain/dissipation by two
dissimilar materials with direct current (DC) application to the material ends (Peltier
Effect). This process is the best-known effect in the thermoelectric applications to
cool or control the temperature of a system. Another development of the thermo-
electricity concept, the thermoelectric refrigeration was found in 1838 is found by
Henrich Lenz, who placed a drop of water on the junction of bismuth—antimony;
by this way, he obtained an electric current through the junction and the water drop
was freeze or vice versa; when the current direction is reversed, the ice was melt. By
1950s, the field of thermoelectric focused on the development of the basic science
on the thermoelectric materials. In parallel with this development, heavily doped
semiconductors were introduced commercially, and then the commercialization and
utilization of thermoelectric modules were significantly increased. The modern the-
ory of thermoelectricity was put forward by Abram Ioffe; and he demonstrated that
doped semiconductors had better thermoelectricity properties than other materials
(metals) in the 1950s. To usage in this effect, Bi2Te3–Sb2Te3 alloys were defined as
the best materials at room temperature in the 1970s. Nowadays, the scientists study
on the semiconductor material to develop the capacity of the thermoelectric effects
in the modules [1].

Thermoelectric modules are obtained by combining the thermoelectric phe-
nomenon materials under certain conditions. The thermoelectric module system is
obtained by various heat dissipation equipment (heat sink, compact axial fan, etc.),
which are added on the thermoelectric module. Generally, these systems are called
thermoelectric devices. The thermoelectric device is known as the thermodynamic
engine without moving part. Therefore, it is a silent technology to use. Besides, it is
an eco-friendly technology since it does not contain a refrigerant-like fluid used by
conventional heating or cooling equipment.Although the initial investment and usage
cost of the system is quite low, these conditions provide a considerable advantage
over conventional systems.

The device can be used to convert heat to electricity (Seebeck effect) and vice
versa, by using the electricity, the device can be used as a heat pump between two
materials (Peltier and Thomson effects). All thermoelectric devices are comprised of
n- and p-type thermoelectric materials within a contact. The thermoelectric module
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includes some sections, which include p-type and n-type semiconductor in each
contact and each one is connected to the other type semiconductor electrically and
thermally. When the heat and current are carried in the module via the electrons
and holes, the hot electrons and holes are forced to their locations, and by this way,
the heat is transferred between the semiconductors. Aforementioned, vice versa,
with applying a reversed electrical current to the module, hot and cold surfaces are
changed, and when a temperature gradient is implemented to the thermoelectric
module, the electric current is generated in the thermoelectric module [2].

In a typical thermoelectric device, several tens of thermocouples (p- and n-type
semiconductor) are connected electrically, in a series way while operating thermally
in parallel. To conduct the heat in the system, two conductive metal surfaces (copper,
etc.) and the ceramic substrates are located on the top of the module [2–4].

Thermoelectric modules (TEMs) have been widely used in a significant number
of applications all around the world as cooler, heater or generator: in the indus-
try, in osmometers, dehumidifiers, laser diodes, etc., in the medication industry; in
temperature-controlled therapy pads, DNA amplifies, blood analysers, etc., for the
end users (consumers), in picnic boxes, air conditioning in the cars, etc., in the mil-
itary and aerospace industries; in electronic equipment cooling, military avionics,
infrared detectors, etc. While the performance of the TEMs is evaluated and dis-
cussed, the coefficient of performance (COP) and figure of merit (ZT) should be
defined in the first step. Although their application areas are broad, COP and ZT
values of TEMs are still not enough to use in a system instead of the conventional
cooler, heater or generator systems. Mainly, COP values of thermoelectric modules
depend on the semiconductor materials properties and surface temperatures. There-
fore, researchers, especially who study on semiconductor physics, have focused on
thermoelectric elements to improve the efficiency of the modules by investigating
some materials.

Aforementioned, the thermoelectric construction can be used as the refrigerators,
power generators, or temperature controller. This device can be heated up/down
since the charge carriers in the material; they can carry heat according to the elastic
resistor approach in the semiconductors. Moreover, the charge carriers are named
as “working fluid” in the thermoelectric module. The thermoelectric modules have
significant advantages, with no moving parts, therefore, no liquid refrigerant fluid,
etc. But, unfortunately, the devices have a major disadvantage, which brings out
low-efficiency level compared to the conventional refrigerators.

The thermoelectric coolers can be powered by a car battery with 12 VDC as to
the usage of portable beverage storage, torpedo cooling, or it can be used via a power
supply to provide to cool down a computer central processing units or for an infrared
detector. Usually, the thermoelectric generators are used as power sources for many
of NASA’s deep-space probes and also to convert waste heat into electricity in small
applications.
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To understand the thermoelectricity working principle, semiconductor physics
should be scrutinized. The next part of the study focuses on the band theory of mate-
rials, including semiconductor material, elastic resistor and thermoelectric materials
are explained in detail. In addition to these details, the study includes the CFD and
experimental interaction of the module, heat sink and compact axial fan in a thermo-
electric system, and various designs based on these studies.

2 Background Information

2.1 Basic Principles

2.1.1 Band Theory of Materials

The energy state (E) is completed by the electron under equilibrium conditions is
known as Fermi function determines, whereas Fermi level (EF) states a carrier dis-
tribution in the material At the energy level, which value is lower than the Fermi
level, the electrons are filled up this energy level at absolute zero. At higher tem-
peratures than the absolute zero, the Fermi function can reveal above Fermi level of
the material. The Fermi level has a significant effect on the band theory of solids.
In Solid-state physics, band theory is evaluated as a quantum model and gives the
possible energy levels for electrons in solid material, and in this way, the theory
explains the electrical conductivity [5].

Most of materials or solids are insulators, to understand the insulator in terms of
band theory, where a larger forbidden gap can exist between the energy levels of
valance band, the valance band is that the electron exists in orbitals that can transfer
and when excited the electron can move into the conduction band. The conduction
band is defined as energy level the electron can move through the material freely. In
the insulators, in addition to Fermi energy (Ef), there is forbidden energy gap (Eg)
between the valance band and conduction band as to separate in a significantly large.
Therefore, the electric current cannot flow in the insulators, generally.

The other solidmaterial,which is examined in band theory, is semiconductors. The
semiconductors are classified into two groups; intrinsic and doped semiconductors.
According to the semiconductor physics, in the structure of intrinsic semiconductors
(e.g., silicon and germanium), the Fermi Level can be between the valence and
conduction bands.

In a doped semiconductor, impurities definematerial characteristics and electrical
properties known as n-type and p-type semiconductors. Apart from the intrinsic semi-
conductors, in doped semiconductors, extra some energy levels are added between
valance and conduction bands. In the structure, which is doped with a p-type and n-
type semiconductor material, the Fermi Level of amaterial can be shifted by adapting
the impurities, by this way, the band gaps of the material are changed. In the semi-
conductor structure, like the insulators, forbidden energy gap (Eg) is located between
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Fig. 1 Band theory diagram of solids

the valance and conduction bands. These two illustrations require to gain energy so
that the electron can move to the conduction band [4–6]. According to band the-
ory of solids, the metals have a high capacity to conduct electricity because of the
valence electrons can be moved free—between the valance and conduction bands.
In the metals structure, the valance and conduction band are close to each other;
therefore, the electron may even overlap with Fermi energy (EF). With a different
standpoint, in the metals, Fermi energy level defines the velocities of the electrons in
an electrical conduction process. In the conduction process, the energy with an order
of micro-electron volts can be revealed, Fig. 1 illustrates the band theory diagram of
solids.

To emphasize the band theory, Fermi level (EF) and vacuum level (EVAC), work
function (WF), energy gap (Eg), ionization energy (IE), and electron affinity (EA) are
the key points as to define conduction between the valance and conduction bands for
any electronic materials. These parameters can show alternations according to the
composition, doping level, and morphology properties. To clarify these parameters,
in the semiconductor materials, the electron and hole transport values are known as
conduction bandminimum (CBM) and valance bandmaximum (VBM), respectively.
Energy gap (Eg), also known as transport gap, is the energy level difference between
the CBM and VBM bands of material. Vacuum level (EVAC) is the energy level in
which an electron can be at rest within a “few nanometers” outside the solid [5].

Work function (WF) demonstrates the energy value, which requires leaving an
electron from EF level of the material and placing it in free space, to illustrate at
EVAC. As can be seen in Eq. 1, in the semiconductor, this circumstance ofWF value
is depended on the position of EVAC and EF, rely on the frequency of the states,
temperature, charge carrier density, and doping concentration [7–10].

WF = EVAC − EF (1)
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The all parameters about the semiconductor (e.g.WF, IE, and EA) can bemodified
engineers and solid-state physicists by experimental studies [7].

2.1.2 Elastic Resistor

By contacting two type metals or semiconductors, the flow of electrons can be
obtained, and this effect is modified with Fermi functions levels, f 1(E) and f 2(E)
in the materials. The negative contact in the system has extensive f (E); therefore;
it leads to having more electron in the channel than the positive contact material.
The electrical current is a simple function of f 1(E) and f 2(E), because electrons flow
from one energy level to another one when the electric current flows in the oppo-
site direction. Therefore, the electron current directions are always opposite to the
electrical current, which can be seen in Fig. 2 [11].

For the ideal elastic resistor, the electrical current in an energy values between E
to E + dE is defined as Eq. 2. That allows to get the total electric current (I).

dI = 1

q
dE G(E)( f1(E) − f2(E)) (2)

Using this equation, a statement of the low-bias conductance can bewritten, where(
− ∂ f0

∂(E)

)
visualized as a rectangular pulse of area equal to one, with awidth of ~±2kT

(Eq. 3):

I

V
=

+∞∫

−∞
dE

(
− ∂ f0

∂(E)

)
G(E) (3)

Fig. 2 Electric current
direction versus conventional
current in the elastic resistor
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Fig. 3 State changing after
electron and heat transfer in
the elastic resistor

Nontrivial part of the elastic resistor is that Joule heat dissipation, the electric
current flow (I) through the resistor (R) dissipates a Joule heat of I2R per second
[11].

2.1.3 How an Elastic Resistor Dissipates Heat

The elastic resistor is considered with Sharp Energy Level (E), when an electron
passes through the channel, which is named as hot electron on the drain energy level
with an energy ε above the electrochemical potential μ2, and can be illustrated in
Fig. 3. In the dissipation processes, the electron scatters the excess energy(ε − μ2),
when at the source material end, a hole is left behind an energy level the electro-
chemical potential μ1, which is replaced by an electron which dissipates the excess
energy (μ1 − ε) to the environment. In the effect, in every time an electron and hole
replaced between the source and the drain, a total energy value (μ1 − ε), another
energy value (ε − μ2) is dissipated, respectively.

Total dissipated energy is equal to the potential difference by the external battery
in Eq. 4:

μ1 − μ2 = qV (4)

With the crossed over electrons number of N at time t, and dissipated power can
be estimated in Eq. 5.

DissipatedHeat = qV N

t
= V I = qN

t
(5)

where V · I equals to I2R or V 2G [11].

2.1.4 The Conductance of an Elastic Resistor

Considering the elastic resistor, this has only one energy level in the range of the
electrons that transfer between the source and drain. The final and overall electric
current can be defined as in Eq. 6 [11].
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Ione level = q

t
( f1(E) − f2(E)) (6)

where t is the time that electron passes through the source to the drain, and also, the
electrical current in energy values between E and E + dE can be described as in
Eq. 7.

dI = dE
D(E)

2

q

t
( f1(E) − f2(E)) (7)

Assume that two energy levels between E and E + dE contain D(E)dE states,
these energy level can contribute to carry the electrical current from the contacts. To
obtain the electrical current through an elastic resistor, Eqs. 8 and 9 should be used.

I = 1

q

+∞∫

−∞
dE G(E)( f1(E) − f2(E)) (8)

G(E) = q2D(E)

2t(E)
(9)

If the applied voltage μ1 − μ2= qV is much less than kT value of the system, the
electric current can be acquired in Eq. 10 [11]:

I = V

+∞∫

−∞
dE

(
−∂ f0

∂E

)
G(E) (10)

2.2 Thermoelectricity

As stated previously, the property of thermoelectricity is a phenomenon, which is
arisen from two or more metals and semiconductors in coupled in terms of heat
and electricity. When two metals are coupled in electrical terms, the electrons and
holes cross through the materials. The electron transfer continues until the change in
electrostatic potential and the equaled Fermi levels of the twometals/semiconductors
(W1 and W2) between the two conductors. The system equations can be written in
general form, in Eq. 11 [1, 12].

[
J
h

]
=

[
σ σ S

σ ST κ

][−∇V
−∇T

]
(11)
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where J, h, V, T, σ , κ , and S are electrical current density, thermal flux density,
electric potential, temperature, electric conductivity at∇T= 0, thermal conductivity
at ∇V = 0, and thermoelectric power, respectively.

If a closed circuit is established of two different semiconductors, the electromotive
force equals to zero in the system since two potentials are opposite of one another,
not obtained the electric current. The temperature difference in the system can be
raisedwith respect to other one; the electric current and a total electromotive force are
generated in the junction system. Based on identical Fermi levels of thematerials, the
temperature dependency of material differs from other contact material. Therefore,
the thermoelectricity property and aforementioned heat dissipation/gain of the TEM
depends on Fermi energy level and temperature reacting of the contact materials [12,
13].

Thermoelectricmaterials indicates some special effects; Seebeck, Peltier, Thomp-
son, Joule and Fourier effect, which are explained in detail in the next section, in
addition, these effects can be examined via the non-destructive evaluation (NDE)
technique, which is used to determine the thermoelectricity and its effects in terms
of thermodynamics and electrical properties in the thermoelectric devices/material
[13].

The thermoelectric module can be used as a cooler and generator according to
the effect and application. If the electric current applies to the thermoelectric device,
the heat dissipation can be obtained. This device can be used as a cooler or heater in
some applications and also vice versa when the heat applies to the device, the electric
current can be attained from the system. Therefore, the system with this effect can
be defined as generator; the TEM can be seen in Fig. 4 [6, 13].

EdmundAltenkirch invented themaximum efficiencies of the thermoelectric gen-
erator and the coolerwhen the operating conditionswere optimized in 1909 and 1911,
respectively. This correct relationship is named as figure of merit (ZT), with high
Seebeck coefficient, and conductivity of electric to reduce Joule heating, on the other
hand, thermal conductivity as to minimize heat loss, which was developed in 1949 by

Fig. 4 Cooler and generator
effects in the TEM
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Abram Fedorovich Ioffe. In 1954, H. Julian Goldsmid used thermoelements based
on Bi2Te3 in a study. He was a pioneer of identifying the impact of superior mobility
and active mass and also low lattice thermal conductivity in semiconductors [14].

2.2.1 Seebeck Effect

Seebeck Effect is a phenomenon which is invented by Thomas J. Seebeck in 1821.
Seebeck discovered that when a loop consists of two junctions formed by dissimilar
conductors or semiconductors and when one side of it is heated, an electromagnetic
field is created via an electromotor force. Therefore, the voltage is produced as a
proportional to the temperature difference between the hot and cold sides of the
material. The magnitude of the Seebeck coefficient (α) depends on the material and
temperature of room and operation. The coefficient is defined as in Eq. 13 [12]:

α = −�V

�T
(12)

where �V and �T are the voltage difference, the temperature difference between
the hot and cold surfaces in the junction, respectively.

A configuration in the current density J is always zero; therefore, the included J
in the matrix (Eq. 11) gives a result like ∇V = −S∇T.

The measured Seebeck voltage is defined as Eq. 13;

V =
T2∫

T1

(SA − SB)dT = S̄AB(T2 − T1) (13)

where the relative thermoelectric power of the specimen with respect to the reference
electrode is SAB = SA − SB and the bar indicates averaging between T 1 and T 2 [13].

2.2.2 Peltier Effect

In 1834, Jean C.A. Peltier discovered a heat gain/dissipation in a system, which con-
sists of two dissimilar materials with direct current (DC) application to the material
ends, and since then this effect is named with inventor name, Peltier effect. The pro-
cess is the best-known effect in the thermoelectric effects and applications because of
the wide usage in the systems. The statement of the Peltier effect can be determined
as in Eq. 14 [13].

Q̇P = αT I (14)
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whereQ, T, α, and I are absorbed heat by the cold junction, the absolute temperature
at the junction, Seebeck coefficient and is the electrical current. This thermoelectric
heat pumping is brought about the Peltier effect.

2.2.3 Thomson Effect

According to the Thomson effect, the electrical current streams in the homogeneous
conductors, in parallel direction of the thermal control temperature distribution as
dT /dx. The effect generates a heating/cooling with the value of qT. Thomson effect
is defined a value per unit of conductor length in Eq. 15.

qT = τ I
dT

dx
(15)

where τ is the Thomson coefficient (V/K), and qT is the heat flow per unit of con-
ductor length (W/m)

2.2.4 Joule Effect

When an electrical current flows along a conductor, a heat (QJ) is generated, which
is called as Joule effect, and this value can be calculated using Eq. 16.

Q̇J = I 2R (16)

where R means electrical resistance of the material [13].

2.2.5 Fourier Effect

The conductive heat transfer in the thermoelectric devices is known as Fourier effect
and it can be expressed in Eq. 17.

Q̇F = −k A
dT

dx
(17)

whereQF, k, A, and dT /dx are the heat flow, the thermal conductivity, the intersection
area, and the temperature gradient, respectively [13].
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2.3 Basic Thermoelectric Science

To define the level of the requirement and optimize the generating /cooling/heating
effect, thermoelectric effect and thermoelectric module, semiconductor material
should be examined in terms of thermodynamics [14].

William Thompson studied the thermodynamics of the thermoelectric materials
in the mid-1900s. He demonstrated a mathematical correlation between the heat
and electrical current productions in two connected metals can be demonstrated in
Eqs. 18 and 19:

J = σ(E − S∇T ) (18)

Q = (σT S)E − κ∇T (19)

In the equation, J, σ , E, α, T, Q, and κ are the electrical current density, the
electrical conductivity, the electric field, the Seebeck coefficient, the temperature,
the heat current density, and the thermal conductivity, respectively. α, equals to
the average entropy value per charge carrier divided by the electron charge. ΔV,
a corresponding voltage can be obtained by electrical conductor even with a small
temperature difference in the connected surfaces. If an electrical current does not
pass through from the materials, the ratio of ΔV/ΔT is the definition of the Seebeck
coefficient.

When thermoelectric cooling/heating is a matter of the system, a cooling/heating
capacity should be defined according to the specific parameters, the Seebeck coef-
ficient (α, V/K), electric current (I, A), electrical resistivity (R, 
m), thermal con-
ductance (K t, W/m2 K), surface temperatures; the hot and cold surface temperatures
(T h and T c, °C) and mean temperature of the module (Tm, °C) (Eqs. 20 and 21).

Qct = α I Tc − I 2R2 − Kt(Th − Tc) (20)

Tm = Th + Tc
2

(21)

In addition to the cooling/heating capacity (Qct), figure ofmerit (Z) and coefficient
of performance (COP) value can be calculated to define the capacitance of the ther-
moelectric device. As can be seen in Eqs. 22 and 23, the figure of merit calculation
consists of the Seebeck coefficient, conductivity properties in terms of the electri-
cal and thermal; to illustrate, the power generation is directly proportionate to the
Seebeck coefficient and electrical conductance, whereas on is inversely proportional
with the thermal conductance.

Z = α2

RKt
(22)



Thermoelectric Effects and an Application on a Case Study … 829

MC = √
ZTm + 1 (23)

The semiconductor physical properties can be illustrated with the figure of merit
(ZT ) is a function which the carrier concentration at the room temperature.

The efficiency of the thermoelectric material relies on the Seebeck coefficient (α),
the room temperature (T ), and also the electrical resistivity (ρ), the figure of merit
(ZT ) is defined via Eq. 24;

ZT = T S2

κρ
(24)

Generally, the power generation is divided to work out as to define efficiency
value. In the thermoelectric module, the efficiency value is estimated using Eq. 25;

η = (Th − Tc)(γ − 1)

Tc + γ Th
(25)

where T c and T h are the temperatures of the cold and hot surfaces, and γ differentiate
with the average temperature T. For the refrigeration process, the COP is determined
with the work in divided by the heat pumped out and it is given by Eq. 26;

COP = γ Tc − Th
(Th − Tc)(1 + γ )

(26)

With the Carnot efficiency, the figure of merit (ZT ) is limited to 1.0 for the refrig-
eration process. In experimental studies on the thermoelectric refrigeration demon-
strates that the figure of merit is ranging from 0.4 to 1.0 at optimum operating
conditions [12].

3 Literature Review

Thermoelectric modules have been widely used in great number of applications
all around the world, COP, and ZT values are still not enough to use in a system
instead of the conventional cooler, heater or generator systems. COP values of the
thermoelectric modules depend on the semiconductor materials properties and sur-
face temperatures. Scientists have investigated some doped materials and mobility
of the materials. To enhance COP and ZT values and cooling, heating and generator
performances, decreasing the thermodynamic interactions between the hot and cold
surfaces have the most important roles. To decrease the interaction of the thermo-
electric module’s surfaces, the heat sink and compact axial fan can be located on
the each surface. All the system, including a thermoelectric module with heat sinks
and compact axial fans, perform better according to the alone thermoelectric module
because of that the hot and cold surface’s heat removing via heat transfer, separately.
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Therefore, the thermoelectric surfaces, heat sinks, and compact axial fans’ heat trans-
fer properties and interactions of fluid (air, water, etc.) should be investigated as to
include in the system. To illustrate, the compact axial fan can be optimized to obtain
the highest heat transfer from the heat sinks to the free atmosphere. To define the
interactions of the system components, the numerical methods can be used. Com-
putational fluid dynamics (CFD) is used to investigate fluid and thermal properties
of a system. Like in this study, CFD analyses can be used to study on effects of
the thermoelectric module integrated with the heat sinks and compact axial fans.
The meshing and the simulation setup is the most important point to find the closed
solution results to experimental results.

Pérez–Aparicio et al. [14] focused on the improved finite element, three-
dimensional nonlinear formulation, which included Seebeck, Peltier, Thomson, and
Joule effects. To optimize the thermoelectric module, the finite element analysis had
been used to temperature-dependence of the material properties of electric conduc-
tivity. In theWeerasinghe’s [15] study, he included a thermoelectric module as Peltier
cooler, in the down-hole seismic tooling. In the downhole performance, prediction
had been predicted via Star CCM+ as to find the temperature increment and the
Peltier integrated decrement in the system. Astrain et al. [16], studied electric and
thermal properties of thermoelectric refrigerators with nonlinear equations, includ-
ing the thermodynamic and thermoelectric equations to define COP value of the
refrigerator. And also, experimental studies on the thermoelectric performance under
different circumstances. Quental [17] studied the Peltier modules thermal behavior
estimation and the thermoelectric assembly. Numerical simulation of the heat sinks
had been used to different conditions and turbulence models, simulated on ANSYS
ICEPAK. The k– 2, k–w, SST, and ERNG had been used as the turbulence models,
and the results were compared to each other. The ERNG was found the most suit-
able to define the problem. Junior et al. [18] investigated the thermoelectric module
with heat exchanger interactions. They designed a prototype on the thermoelectric
module and heat exchanger in the cooler. The model was analyzed in CFD with
Modelica library TIL (TLK-IfT-Library) modeling and experimental studies of the
prototype had been carried out to compare the simulation results. In the “Optimiza-
tion of a New Thermoelectric Cooling Assembly Using CFD Analysis and Local
Modeling of Thermoelectric Effects” paper, Codecasa et al. [19] studied on Fluent 6
used as to analyze the temperature distribution and interactions between the thermo-
electric junctions and also the simulation results were evaluated with experimental
study’s results. Fujisaka et al. [20] conducted thermoelectric module optimization
by using the one-dimensional model by using the heat transfer equations with Peltier
and Joule effects. Two-dimensional numerical calculations had been carried out in
Fluent as to investigate the temperature distributions of the thermoelectric mod-
ule. The study included the cascade thermoelectric module design and optimization.
According to the all studies, one-dimensional analytical results had been compared
to two-dimensional numerical results of the conventional and cascade thermoelectric
module. Korpyś et al. [21] focused on heat sink performance in the CFD analysis
in the experimental and CFD investigation of PC heat sink performance with TEM
using water and nanofluids study. They used ANSYS Fluent as to investigate the
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heat transfer between the heat sink and CPU. It is assumed that the laminar flow
regime was in the fin array area of the heat sink. The nanofluid and water have been
used in the study as to obtain better heat transfer model. Högblom [22] studied that
the thermoelectric module as a generator in the CFD simulations allowed to investi-
gate thermoelectric performance. The CFD analysis, in the study, was used to define
the electrical and thermal performance of the TEM. The dissertation included the
CFD analysis validation with experimental studies. In other study, included a CFD
and experimental studies were carried out the thermoelectric module as to simu-
late the thermoelectric performance of the thermoelectric refrigerators in different
conditions. Nagy and Buist [23] focused on the thermoelectric module thermal prop-
erties and investigated the increase the thermoelectric module integrated to some
applications.

Saidur et al. [24] studied a thermoelectric module usage in a refrigerator volume;
they carried out some experimental studies as to define maximum cooling effect
and temperature distribution and fluctuation of the hot and cold surfaces at ambient
temperature versus time. The refrigerator volume included a water bottle in 1 L as
to cool down. As a consequence of the thermoelectric devices was carried out in the
system, the temperature of the water was cooled up to 8 °C, and wall temperatures of
the refrigerator are shown in the study, in detail. In other paper, Mare [25] studied on
the milk cooling technology via the thermoelectric modules. The system comprised
of some pipe system, photovoltaic panel, cooling tank, battery, charge regulator, and
network water supply. A series of some experimental studies were carried out in
the study; extremum temperature points of volume, ambient, cold cooling water,
and hot cooling water temperatures, DC electric current density, voltage, electric
power values were pursued according to the solar irradiation in the system. Esen and
Balta [26] performed some studies on a solar-powered thermoelectric cooling system
(TEC): an aluminum heat exchanger was placed to the surfaces of TEM in order to
transfer heat from the TEM surfaces. Thermoelectric module, heat exchanger and
the fan were located on the system volume. This system was operated using air and
water-cooled fans. TEC system, using water-cooled fan only power supply mode,
when using air cooling fan, power supply, battery, PV, and PV battery operated in
four different modes. The COP values of air-cooled and water-cooled systems were
calculated.

In the paper, which was prepared by Rajangam and Vekataramanan [27], the
design parameters definition and some computational fluid dynamics (CFD)Analysis
involved with the thermoelectric cooling system. A prototype of 1.5-L container
produced that could be used range from 8 to 35 °C. CFD validation was used to
optimize and enhance the design parameters of the system according to the cooling
and heating load, weather conditions in the location and application specifications.
Some experimental studies had been carried out that the system was cooled to 5 °C.

Another study focused on a designed prototype, including a refrigeration system
supply with a solar photovoltaic panel. The experimental prototype comprised of
a box with liter capacity, which was cooled via four numbers of TEM. The study
demonstrated that the system was cooled down to 11 °C with respect to ambient
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temperature (23 °C) and also COP value of refrigeration system was determined as
0.1. [28].

The CFD techniques are a powerful tool to investigate a system in terms of ther-
modynamics, heat transfer, and fluid properties because of their capabilities. The
next part of the study focuses on the optimization of a refrigerator box dimensions
based on the interactions of the thermoelectric module surfaces, heat exchangers,
and fans via CFX®.

4 Materials and Methods

The thermoelectric module refrigeration system includes thermoelectric module,
TEC-12706 with integrated the two heat sinks and the two compact axial fans on
the hot and cold surfaces. The heat transfer of the system is released via airflow in
two different parts, the first one is from the hot side of the thermoelectric module
to the heat sink using the compact axial fan to the free atmosphere, whereas the
other one is from the cold side of thermoelectric module to the heat sink using the
other compact axial fan and the refrigeration volume. With the Peltier effect, the
refrigeration concept volume is getting colder and colder, gradually. To investigate
the proposed system in terms of air as fluid and thermal properties, CFD method and
also some experimental studies have been carried out in the study. The comparison
of concept volume on the CFD analyses with results of the experimental studies, the
best convenient mesh, turbulence, and setup structures/models for the system were
obtained. CFD analyses have been run via CFX® 18.1 as to examine the thermal
behavior of the concept volume. The volume is a kind of rafter blankets with a heat
transfer coefficient value as 0.042 W/m K at 25 °C temperature in 190 × 190 ×
240 mm dimensions, and it includes the only one TEM system as a cooler.

In the study, Solidworks® is used to design the volume geometry based on the
previouslymademathematicalmodeling studies. Themathematicalmodeling is com-
prised according to the heat transfer laws, for the system, the insulation and the wall
material calculations have been carried out in Matlab®.

To define the optimum design of the box, CFD simulations have been carried out
for different electric current values with different box dimensions via thermoelectric
module system. On the other hand, by decreasing the thermodynamic interactions
between the hot and cold surfaces of the TEM, the cooling, heating, and generator
performances are increased. For this reason, the thermoelectric module systems,
thermoelectric surfaces, heat sinks, and compact axial fans’ heat transfer properties
and interactions should be investigated as to interfere in the system. The other part of
the study focuses on the experimental studies to investigate the real thermal behavior
of the thermoelectric module system. In the grand scheme of things, CFX® and
experimental results have been compared to determine the optimum design for the
system.
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4.1 Experimental

All in all, the experimental studies are carried out as to define the CFD inputs, which
are some characteristic curves of TEM and the compact axial fan and temperature
distributions of the TEMsurfaces. The characteristic curve of TEM is predicated volt-
age versus temperature and also current versus temperature of the surfaces, whereas
the characteristic curve of the fans is predicated volumetric flow rate (m3/h) versus
pressure gain (Pa) in the axial direction.

As the first step of the experimental studies is to get accurate results about the
temperature distributions in the TEM system according to the surfaces.

The experimental studies include the concept volumewith only one thermoelectric
refrigeration system. The schematic view and experimental setup of thewhole system
are demonstrated in Fig. 5. The photovoltaic system is occurred by 12 V, 16.42 A,
a charge regulator with specification 24 V, 20 A, and battery 12 V 80 A. The TEM
system is occurred by two heat sinks and compact axial fans on the surfaces of TEMs.

As it is mentioned earlier, the experimental setup is comprised to define the tem-
perature distributions of the TEM refrigeration system; the thermocouples have been
located into the surfaces of TEM, heat sinks and the fans’ outlet. And the system has
been worked with different current values; 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5,
5.0 A. According to these values, the temperatures distributions of the components
of the system have been measured. By this means, the characteristics of the TEM
system, TEC 12706, have been identified to integrate these properties into the CFD
simulations.

In the experimental studies, a concept volume has been used to compare the
temperature distributions with the CFD results. The concept volume dimensions are
occurred by a kind of rafter blankets in 190 × 190 × 240 mm dimensions; the rafter
blankets have a heat transfer coefficient value as 0.042 W/m K at 25 °C temperature.

Fig. 5 Experimental setup
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The experimental studies had been carried out by applying different current values
to the TEM system, from 0.5 to 5.0 A as to find the temperatures changes of a hot
surface, cold surface of the thermoelectric module, compact axial fans, and also
volume’s average temperature.

4.2 CFD Studies

In the beginning, the concept volume with all properties has been simulated in CFX
as to assure the behavior of the compact axial fans and the interactions of the TEM
system’s components. The simulations bring out 2% margin of error along with
the temperature changes and distributions according to the current values with com-
pared to the experimental results, approximately.With these satisfactory results, CFD
simulations’ mesh and setup structures can be used to define the refrigerator box’s
dimensions; the box is demonstrated in Fig. 6.

Initially, the refrigerator box dimensions are ranging from 500 × 500 × 500 mm
to 250 × 250× 250 mm, gradually. The design refrigeration system is comprised by
four 400 × 400 × 25 mm TEC-12706 thermoelectric module with the 120 × 100 ×
25 mm heatsink and the ebmpapst 3412N compact axial fan (90 × 90 × 25 mm) in
the hot side, the 40 × 40 × 25 mm heatsink and the ebmpapst 412F compact axial
fan (40 × 40 × 25 mm) in the cold side. The volumetric flow rates of the compact
axial fans are 78, 7.5 m3/h, respectively. In the light of this information, the CFD
simulation geometry preparation, meshing, and setup processes have established,
and analyses have been run in CFX®.

Fig. 6 Proposed
refrigeration volume
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Fig. 7 One-fourth flow domain of the system

In the geometry preparation, the design volume is homogenous; therefore, the
volume can be investigated in a periodic form with a ¼ part of it as a subsystem in
the CFX®. To integrate the compact axial hot fan behavior to the CFD simulations
in CFX®, there has been created a sphere with 200 mm radius in the free atmosphere
in the hot side; the all periodic part of the system can be seen in Fig. 7.

In the CFD simulations, to get accurate results for a system from a finite ele-
ment/volume the meshing and setup process should be setup carefully. Therefore,
the mesh and setup structure and also the turbulence models have been conducted to
define the best variation in the CFD simulations. The study includes the variation of
the mesh, setup, and turbulence models as to define the best convenient combination
for the system. The results of the simulations are examined according to the results of
the concept volume experimental studies. The results have been conducted according
to the turbulence models and the mesh structures, and the results demonstrate the
most convenient structure of the whole setup process, in mesh structure as proxim-
ity–curvature, conformal as mesh structure, SST as turbulence model, and transient
as setup model. This combination is the most convenient one because the transition
of the airflow is revealed along with the compact axial fans. The turbulence models
are used to define transitions and the temperatures of the subsystems at steady-state
conditions, in the simulations. The simulations have been run as to investigate as
steady-state, after the decision of the volume dimensions among the aforementioned
values, the simulation studies have been carried out as transient analyses [29].

The temperature distributions of the system can be categorized as the heat sink
and compact axial fan on the hot surface of the thermoelectric module, the heat sink
and compact axial fan on the cold surface of the thermoelectric module.

In the final setup, the all analyses have been carried out and to obtain an average
result in the beginning, the thermoelectric module system is worked with 4.0 A in at
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1442 s. The simulation has continued up to converge in 4,326,000 s. The time step is
set as 1 s equals to 3000 s (in real) on the CFX® setup. Consequently, the temperature
of the system can be obtained as required as 10 °C.

5 Results and Discussion

5.1 Experimental

Based on the experimental studies, the results are given in Table 1. Within the scope
of the studies carried out, the temperature distribution results of the concept volume
obtained according to various current values can be seen in detail. The hot fan outlet
temperature, hot surface temperature, cold fan outlet temperature, cold surface tem-
perature, and concept volume temperature were found to be range between 24.07
and 44.44, 27.27 and 48.04, 17.13 and 17.92, 20.71 and 21.48, 18.25 and 16.97 °C,
respectively. The working current values were changed between 0.5 and 5 A in an
0.5 A increments, and the best working current value was determined based on the
values of temperature distribution on hot and cold surfaces. According to these val-
ues, the optimum operating current value of TEM was defined to be 4.0 A.

Table 1 Temperature chances according to the current values in concept refrigerator volume

Direct
current value
(A)

The hot fan
temperature
(°C)

The hot
surface
temperature
(°C)

The cold fan
temperature
(°C)

The cold
surface
temperature
(°C)

The concept
refrigerator
volume
temperature
(°C)

0.5 24.07 27.27 17.13 20.71 18.25

1.0 25.57 28.78 16.34 19.92 17.66

1.5 26.68 30.08 18.94 22.52 16.42

2.0 28.99 32.19 18.05 21.63 15.74

2.5 27.08 30.38 15.24 18.82 15.56

3.0 30.65 34.05 16.91 20.49 15.42

3.5 32.95 36.25 18.11 21.69 15.30

4.0 33.92 37.32 16.18 19.76 16.02

4.5 38.01 41.51 17.37 20.95 16.78

5.0 44.44 48.04 17.92 21.48 16.97
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Table 2 Temperature values according to the concept refrigerator box

Direct
current value
(A)

The hot fan
temperature
(°C)

The hot
surface
temperature
(°C)

The cold fan
temperature
(°C)

The cold
surface
temperature
(°C)

The concept
refrigerator
volume
temperature
(°C)

0.50 22.51 25.64 15.71 19.22 17.22

1.00 23.98 27.12 14.93 18.44 17.34

1.50 25.07 28.40 17.48 20.99 16.13

2.00 27.33 30.47 16.61 20.12 15.24

2.50 25.46 28.69 13.86 17.36 15.34

3.00 28.96 32.29 15.49 19.00 15.00

3.50 31.21 34.45 16.67 20.18 14.87

4.00 32.16 35.49 14.78 18.28 14.33

4.50 36.17 39.60 15.94 19.45 15.47

5.00 42.47 46.00 16.46 19.97 15.13

5.2 CFD Studies

At the beginning of the CFD studies, analysis studies were carried out for this volume
to observewhether the concept volume provided the temperature distribution studies;
the results obtained in this context are given inTable 2. The hot fan outlet temperature,
hot surface temperature, cold fan outlet temperature, cold surface temperature, and
concept volume temperature were found to be range between 22.51 and 42.47, 25.64
and 46.00, 15.71 and 16.46, 19.22 and 19.97, 17.22 and 15.13 °C, respectively. The
working current values were changed between 0.5 and 5A in an 0.5A increments and
the best working current value was determined based on the values of temperature
distribution on hot and cold surfaces. Table 2 illustrates the temperature distribution
according to the direct current in the concept volume in the CFD. However, since
the assumption that the semiconductor structure in the TEM is to be disturbed is
not included in the studies conducted here, the temperature change is reduced to
very good values even for 5.0 A. In real life, since the TEM structure will start to
deteriorate at high temperatures, the optimum working current is chosen as 4.0 A
for maximum efficiency in CFD studies. In the CFD studies, TEM system has been
worked with a good efficiency level with 4.0 A as the electrical current. Therefore, to
define dimensions of the box, 4.0A electrical current has been selected as an optimum
one. TheCFD simulations have led to find out the temperature values according to the
refrigerator box decrements, the temperature distribution of the system is illustrated
as in Table 3. The CFX® results show that the most appropriate conditions (inner
temperature of the volume as required 10 °C) have occurred in dimensions with 250
× 250 × 250 mm, it can be seen in Fig. 8.

The result is converged to real results. In the CFD analyses, the turbulencemodels,
the size function and the simulation types have been investigated to find the most



838 M. Akdemir et al.

Table 3 Temperature distribution values according to the designed refrigerator box volume dimen-
sions

Dimensions
(mm)

Ambient
tempera-
ture
(°C)

The hot
fan tem-
perature
(°C)

The hot
surface
tempera-
ture
(°C)

The cold
surface
tempera-
ture
(°C)

The cold
fan tem-
perature
(°C)

The
volume
average
tempera-
ture
(°C)

500 25.00 22.87 29.99 17.87 25.88 15.77

450 25.00 23.54 29.65 9.56 25.66 15.02

400 25.00 24.66 31.56 7.68 24.41 14.66

350 25.00 25.96 33.54 3.57 23.33 13.78

300 25.00 26.77 38.78 1.55 22.55 11.45

250 25.00 27.22 42.66 0.69 21.66 9.77

Fig. 8 Temperature distributions of the TEM system in CFX® post

appropriate ones. The CFD studies include a control volume, in the cold side of
the thermoelectric module as a quarter of box and in the free atmosphere, there
are assumed a sphere with 200 mm radius. According to the simulation results,
the required time and the current values have been obtained as to reach the wanted
temperature of the average volume. The analyses’ results and the experimental results
demonstrate the proximity and curvature as function size, shear stress transport (SST)
as turbulencemodel, conformalmesh asmesh structure, and transient as solution type
are most appropriate as to find the closed results to experimental data because of the
turbulence and interactions of the fans and heat sinks.
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Fig. 9 Comparison of the experimental and CFD results

Considering these studies, it can be said that the difference between CFX® studies
and experimental studies is close to 2%; therefore, CFD simulations results of the
concept volume can converge to the experimental results, which is demonstrated in
Fig. 9.

6 Conclusions

The structure of the study is composed of band theory, semiconductor, thermoelec-
tricity, elastic resistor, and experimental studies and analyzes, in detail. Within the
structured mathematical model, the refrigerant volume is designed on Solidworks®

considering the cooling capacity of four TEM units. Depending on the design, the
entire TEM system is placed in the CFX® for analysis. Based on the study, CFX®

analyses were performed; the optimum refrigerant volume dimensions for the system
were determined. The most appropriate setup structure to be used in CFX® studies
have been used by using previous studies related to this study; it was observed that
experimental studies were supported within the scope of CFX® results. Based on the
study, studies were carried out to put the theoretical equations into use in both the
modeling and the CFX® part, and all analyses were carried out within this systematic.
Besides, the optimum operating current range for TEM was determined.

In the study, the initial dimensions were differentiated with CFX® studies; heat
transfer and fluidmechanics according to the temperature distributions in the system.
To define the dimensions of the refrigerator box volume, the optimum electrical
current for the TEC 12706 TEM system has been found as 4.0 A. By this way, the
requirements of the system characteristics have been identified. The dimensions of
the refrigerator box volume have been defined as 250× 250× 250mm in steady-state
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simulation and after that transient. ZT and COP values of the refrigeration system
are defined as 0.32 and 0.378, respectively.
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NEO Energy: The Hybrid Solution

Farhan Mumtaz and Atif Saeed

Abstract In this technological erawhen theworld is endeavoring toward themodern
innovations while the energy generation is mainly dependent on the fossil fuels,
hydropower, photovoltaic cells, etc. It is for the very first time in Pakistan to integrate
two different phenomena for power generation, namelywind andmagnetic. Themain
theme of the project is to operate without fuel and to provide maximum efficiency
in comparison to conventional turbines. As the title suggests neo energy (the hybrid
solution), it works on the principle of magnetic levitation and wind energy. In order
to achieve magnetic levitation, likely pole of magnets in different pairs are mount on
circular plates, which is facing each other. These plates mounted on the main shaft
of the wind turbine, which produces instability as the turbine moves the output is
collected from the DC motor, which is coupled with the main shaft using a pulley.
The output can be consumed or stored in DC batteries for later use. This hybrid
wind turbine can operate for ten minutes in the absence of wind. Magnet’s type and
strength can enhance the operating time if the turbine experiences low or no wind
power.

Keywords Neo energy · Sustainable ·Magnetic levitation

1 Introduction

Recently, population swelling and growing industrialization are becoming tedious
issues, especially among the developing nations. Mankind’s desire for energy con-
sumption has drastically increased with the passage of time.

Natural resources have always been on priority when it comes to energy gen-
eration. Significantly, fossil fuels are consumed for energy generation which are
extracted from deep within the Earth’s crust. Commercial oil drilling began in the
1850s since then we have consumed approximately 135 billion tons of crude oil.
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Fossil fuels are the main source of power plants, automobiles, aerocrafts, and ships;
i.e., coal equally contributes among the fossil fuels. Consumption of coal tends to
have hazardous environmental effects as it releases CO2 and SO2 along with various
organic and inorganic compounds [1]. Hazardous emission of coal is one of themajor
reasons for global warming. Special laws have been developed globally in order to
control the effects of global warming. Consumption of fossil fuels has enormous
implications, which have led numerous environmental effects globally.

Nowadays, scientists are involved in multiple researches to invent new ways for
energy generation using the naturally occurring phenomenon named as renewable
energy. The main aim is to generate energy utilizing the sources available that has a
negligible effect on the environment globally. Renewable energy is generated using
the natural resource, which includes wind energy, solar energy, hydropower energy,
and biomass. Particularly, these sources give multiple advantages over conventional
fossil fuels, and renewable energy sources are not going to be scarce because all
of these are interlinked with the natural phenomenon and they have almost negligi-
ble impacts on the environment in comparison to fossil fuels. The field of renew-
able energy is significantly growing over the period. Similarly, the demand and the
dependency towards renewable energy proportionally increasing with the passage
of time [2]. However, technological development has also influenced the researches
to develop sustainable ways of energy harvesting using renewable sources. It is
expected that renewable energy generation will be producing more than 50% of the
total energy consumed globally by the end of 2019 [3]. All the renewable energies
will be integrated through micro-grids. Micro-grids have the smart system that will
utilize the energy with low cost of generation at a particular point of time. Concept of
micro-grids will optimize the usage of resources and will decrease the dependency of
any single source. Issues related to power conversion, power quality, power storage,
and power conversion in micro-grid systems are still under research [4].

1.1 Why Sustainable Energy

Sustainability means to consume one’s resources in such an efficient manner that it
would not have any harmful effect on owns and other’s life. In the current decade, a
number of researches are going on tomake devices of our current use effective enough
so that it would have a minimum environmental impact. The same phenomenon can
also be elaborated as to consume earth resources in such effective manner that while
fulfilling our current needs we should also have a plan for coming generations so that
they could meet their own too. Renewable energy generation methods are known
to be a sustainable solution to tackle our current power needs by using resources
that are available to its maximum extent throughout the world in masses such as
wind, solar energy, and hydro-energy and biofuels. By consuming these sources for
our requirements will not only left a better residue for our future generations but
is environmental friendly also and will not affect ozone i.e. the matter of critical
consideration for most of the environmentalists.
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Currently, with the advancement of renewable means of extracting energies, most
of the researches direct towardmore efficient and smart sustainableways to extract the
same energy, so, that we could utilize maximum of available energy. In this chapter,
firstly a short discussion on each of these renewable resources is presented with
the mechanics of extracting their mechanical energy and converting it to electrical
energy, efficiently [5–8].

1.1.1 Sources of Renewable Energy

Wind Energy

Wind energy is being utilized since decades, and sailors use it to tow or to pull ships
through the water. Nowadays, it is also being utilized on land to generate renewable
and sustainable energy.Wind energy is comparatively developed technology in com-
parison with various sources of energy. Wind energy is considered to be ecological
and affordable at the same time. Wind energy is widely utilized among the other
renewable energy sources. Wind turbines are mainly used for generation and various
different shapes and techniques are being used to ensure maximum utilization of
power [9].

Horizontal Axis Wind Turbines

Horizontal axiswind turbines are primarily used for high volume of power generation
which needs high initial investment. Horizontal axis wind turbines are installed in
open spaces because of the massive size of the turbine. Horizontal axis turbines are
installed approximately 40–100m above the ground level to expose the turbines with
high wind velocity. To transform the wind energy into the electrical energy, main
rotor shaft is pointed toward the direction of wind. Rotor experiences thewind energy
and generates a torque on a low-speed shaft. Low-level shaft delivers the energy to
a gearbox, high speed shaft and coupled with the generator. Horizontal axis wind
turbines generate loud noise while operation and are restricted not be installed near
the populated area. Highly trained work force is needed for the commissioning and
maintenance of horizontal axis wind turbine as it can generate high volume of power
which ultimately reduces the production cost. Horizontal axis turbines are mostly
deployed near costal area, offshore, mountain tops, etc. [10].

Vertical Axis Wind Turbines

Vertical axis wind turbines (VAWT) are used for low-volume power generation, and
it requires less initial investment. In comparison to horizontal axis turbines, its size
is small and it occupies less space for installation. Multiple small turbines (VAWT)
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Fig. 1 Mechanical layout of system

can be installed in less space. Vertical axis turbines are used in domestic application
as it can be installed on ground level usually rooftops. By being closer to the ground
level, they are convenient for maintenance. Vertical axis turbines are less noisy. To
transform the wind energy into electrical energy, the rotational axis of vertical axis
wind turbine is perpendicular to the direction of wind. The complete schematic is
shown in Fig. 1. The rotors shaft is coupled with the gears and generators and in this
way, the power generation process is carried out.

Solar

Solar energy has major contributions in renewable energy sources. It is a process of
converting radiations of sunlight into electrical energy. However, it is being in used in
countries where exposure of sunlight is experienced the most. Accessibility of sun-
light makes it an appealing source of power generation, if not utilized on the ground
it goes back to the space else absorbed by the oceans, clouds, and landmasses. Solar
radiations fall on the photovoltaic cells (PV); these PV cells convert solar radiations
into DC electrical power. DC electrical power is fed into the charge controller. The
charge controller is primarily responsible to maintain the power quality and to store
the DC electrical power in battery banks, which can be utilized in the absence of
sunlight. Inverter converts the DC electrical power into AC electrical power if it is
directly being consumed as in Fig. 2. Solar power has multiple appealing features
which includes no fuel cost, noiseless, pollution free, and being low maintenance
system. Its output is entirely dependent onweather conditionswhich ultimately affect
its efficiency. For example, during rainy and cloudy seasons and especially at night
time [11].

Hydroelectrical Power

Hydroelectrical power uses water as a resource to generate electrical power. Hydro
electrical power is mainly used for higher volume power application. It needs to be
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Fig. 2 Solar system layout. Modified from [15]

Fig. 3 Hydroelectric system model. Modified from [16]

planned very precisely as it requires high initial investment. Similarly, it requires
technical experts for its operation and maintenance. It follows a simple phenomenon
of nature; hydroelectrical power is generated using water currents which flow down-
ward froma height due to gravity. Turbines are installed at the bottomas thewaterfalls
with high current on the turbines start to move. Turbines are coupled with genera-
tors which generate electrical power as in Fig. 3. It is a renewable and sustainable
source that does not pollute the environment unlike conventional power plants which
operate on fossil fuels. As the water freezes in winters, water current is reduced in
winter; this is an issue with hydroelectrical power generation [12, 13].
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Fig. 4 Biomass system model. Modified from [17]

Biomass

Biomass is a great substitute for fossil fuels and an ongoing research area for renew-
able and sustainable energy. It is basically an organic material that can be extracted
from animals and plants. Biomass contains stored energy from solar radiations. Pho-
tosynthesis is a process in which plants absorb solar radiations. Chemical energy and
heat are generated by burning of biomass. It can be directly consumed or it can be
transformed into liquid biofuels which can be used as fuel in various applications as
referred to Fig. 4. Biomass can be extracted from a number of sources which include
animal manure, human sewage, leftover food, and plants and fish wastes [14].

It has been observed that many of the power generation projects are rejected by
engineers, technocrats, scientists, and social activists as they were harmful toward
living beings commonly nuclear generation. When it comes to energy generation
using wind turbine it is also discouraged as it has been seen that due to its massive
heights it becomes a hurdle for small private jets to fly in that area, it also produces
noise pollution, bird accidents more than 200 birds per annum and accidents due to
high speed tends to break the propellers of turbine to break and damage the people’s
property. However, the neo energy is the safest of all in a sense that it surpasses the
previous discussed harms to the population. Not only its pollution free but also safer
in health perspectives as well the detailed attributes can be seen in Fig. 5.

The main aim of this research is focused to produce the renewable and sustain-
able energy using a combination of wind energy and magnetic energy. Wind energy
is being used to produce energy since decades but producing energy using mag-
netic levitation principle is also considered to be the potential technique to produce
renewable and sustainable energy. Neo energy has an additive advantage of one-time
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Fig. 5 Magnetic levitated wind turbines attributes

investment. Neo energy reduces the dependency on power provided by private com-
panies. Due to the shortage of electricity, people use back-up power sources that are
costly and need a lot of maintenance, whereas neo energy is easy to maintain. This
complete project can easily be installed; it does not require any skilled work force as
it will affect the overall cost. It is not consumer specific; it can be preferred by any
firm or any individual. Its portable design allows the user to be operated in remote
locations especially feasible for forces as they are always moving.
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2 Method and Materials

This project is primarily focused to design and implement a vertical axis wind tur-
bine using magnetic levitation that has the ability to generate power in both high and
low wind speed conditions. Unlike the conventional designs of vertical axis wind
turbines, this design is levitated using the principle of magnetic repulsion vertically
on the rotor shaft. This principle of magnetic levitation will contribute as an alterna-
tive to ball bearing used in traditional vertical axis wind turbines. The phenomenon
of magnetic levitation is achieved by permanent magnets. Magnetic levitation will
be applied between the rotating shaft of the circular propellers and complete assem-
bly of the system using pulleys. The process of power generation of a vertical axis
wind turbine using repulsion principle is initiated by providing wind power from
an ordinary wind blower, and initial excitation is required because the limitation of
the size chosen in this experiment is comparatively small enough to be used in open
environment with low wind pressure. Once the system becomes stable after getting
excitation, propellers rotate tremendously in a very smooth manner. Alignment and
precise balance of the propeller base are responsible to keep the complete structure
in motion. Misalignment or imbalance in the structure can severely affect the mag-
netic levitation at the bottom of the propeller structure and tends to have failures.
Permanent magnets are mounted on a special material known as Bakelite, and a set of
Bakelite plate’s structure is used in this project. Bakelite material is a non-conductive
material which keeps the isolation between the metallic structure and the permanent
magnets responsible to provide magnetic levitation which will ultimately reduce the
friction present in the structure and will provide continuous instability as a result
our minimum required rpm will never die down. Magnets are arranged in a unique
pattern which ultimately increases instability. Main driving shaft of the structure is
connected to three important parts. One end of the main driving shaft from the top
is coupled with the propeller structure, the center part of the main driving shaft is
experiencing the main phenomenon of magnetic levitation, and lastly the bottom of
the driving shaft is coupled with a pulley mechanism. Pulley is connected with a
DC generator with a suitable ration to achieve the desired rpm for the successful
operation of the system. DC generator is primarily responsible for converting all the
mechanical motion energy produced using air and magnetic levitation into the DC
electrical energy. After the successful process of power generation, the system is
flexible to be utilized according to the need. The DC output power can be directly
connected to the load after passing it through a circuit whichwill provide smooth out-
put to the system. In case of AC power applications, the DC power can be converted
into the AC power using an inverter circuit, providing an undistorted sine wave with
a suitable amplitude is achieved using the inverter circuit. If the system is not being
utilized or it is under-utilized, an additive feature of power storage is also present
in this system. Capacity of storage ultimately depended on the battery size being
used. A charge controller embedded system is connected between the output and the
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Fig. 6 Magnetic levitated
wind turbine

power storage and it monitors the storage on real-time basis in order to protect the
system from any hazardous accident. Below is the sketched block flow diagram of
the complete system. The basic hardware of magnetic levitated wind turbine is given
in Fig. 6, whereas the flow of project can be seen in Fig. 7.

In this system, we have used multiple pairs of permanent magnets which are
vertically mounted on a Bakelite material housing that are responsible to levitate the
system. As the vertical axis wind turbine is placed on the top of rotating permanent
magnets, it will produce kinetic energy in the system and wind will be an added input
source to increase the efficiency of the system. Initially, the system is initialized using
an external wind source until the system becomes stable, and once the rated RPM
is achieved by the alternator, the external wind source is cut down and the system
operates independently with the help of magnetic levitation. The external source is
provided with the help of a blower.

2.1 Magnetic Levitation

Magnets are used in various applications which may vary according to the principle
how magnets are being used. Magnets have two different behaviors one is attraction
and other is repulsion. If two different poles of magnets, i.e., north and south, are
brought near their magnetic field, they attract each other and this phenomenon is
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Fig. 7 Overall process flow
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Fig. 8 Magnetic working
principle. Modified from [18]

known as attraction. Whereas, when same poles of magnets i.e. south and south
are expose to each other within their magnetic field limits they tends to repel each
other this phenomenon is known as repulsion. Magnetic levitation uses the repulsion
phenomenon formagnetic levitation. Two samepoles ofmagnets are vertically placed
on each other, due to its repulsive force themagnet placed on the topwill be floating in
the air this phenomenon is said to bemagnetic levitation as shown in Fig. 8.Magnetic
Levitation is a technique used to suspend a desired object by means of magnetic field
having no physical contact between the objects which offers negligible friction while
the objects are in motion. This technique is used instead of contact bearings and it
contains no wear and tear, offers less friction, negligible noise, no need of lubrication
and low amount of power loss. In high speed, this technique seems to be beneficial
as it eliminates mechanical losses.

However, there is a drastic growth in the usage of materials for designing perma-
nent magnets, magnetic levitation using permanent magnets are also contributing in
wind turbines to decrease the cost and increase the overall efficiency of the turbines.
There are two main advantages that can be achieved if magnetic levitation principle
is used in wind turbines.

1. Less startup speed

As there is no physical link involved in the rotating mechanism, the system requires
less startup speed as the system experiences less friction in comparison to conven-
tional designs. It also generates more output with the low speeds.

2. Minimum maintenance

Magnetic levitation eliminates the maintenance cost for the regular lubrication of
the wind turbine rotor. Elimination of lubrication also increases the reliability of the
system and reduces downtime required for maintenance.

3 Results and Discussion

This project was done in Sir Syed University of Engineering and Technology
(SSUET) located in Karachi, Pakistan. It was a final year project, which is basically
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mandatory for the completion undergraduate degree in the Department of Electronic
Engineering. It was completed over the coarse of one year. Pakistan is experienc-
ing a terrible shortfall of energy and this motivated the students to contribute to the
domain of renewable energy, as the country is in the category of lower-middle income
countries the solution had to be low cost and robust. After days of research, they con-
cluded to work on wind turbine as they were working in the coastal area they had
plenty of wind to work with. But this was not enough as the conventional horizontal
wind turbines are being used since decades. They worked on the orientation of the
propellers and decided to implement their structure on a vertical axis wind turbine.
Vertical axis turbines primarily focus on a small-scale setup. Novelty of this project
came later on to integrate the magnetic phenomenon in a wind turbine to reduce the
friction losses and keep it in motion for a longer period. Magnetic levitation principle
was utilized by the students to make it efficient than a conventional turbine. Pairs of
magnets placed on a set of two Bakelite plates were installed underneath the vertical
propellers of turbine. The complete system can be distributed into three fundamental
components as mentioned below:

(1) Wind + propellers
(2) Magnetic levitation
(3) Power generation

After successful completion of the project, they conducted trials on three different
types of load and gathered the result. From this result, the regression model of wind
turbine has been generated through best residue fit method. Also, it can be seen
from the behavior of graphs, that our system is load dependent, i.e., its working
characteristic altersw.r.t change in loading conditions.However, this prototypeworks
best at 50 W as it can be operated for maximum time period, i.e., 623 s as shown in
Fig. 9, whereas it works upto 483–485 and 321–325 s for 80 and 100W, respectively,
as shown in Figs. 10 and 11.

Fig. 9 Load configuration 50 W
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Fig. 10 Load configuration 80 W

Fig. 11 Load configuration 100 W

4 Conclusion

Renewable energy can be produced using various ways and it depends on the feasible
options that are available to a particular area for i.e. solar energy can be installed in hot
countries which experience excessive amount of sunlight. This project contributes
to the humanity in many aspects which formerly includes a solution to overcome the
shortfall of energy crisis and later it ensures to be environmental friendly. According
to the research of World Health Organization, air pollution kills an estimated 7
million people worldwide every year. WHO data show that 9 out 10 people breathe
air containing high levels of pollutants. WHO is working with countries to monitor
air pollution and improve air quality; shortage and high cost of electric energy has
become hot issues for today’s word, and there is need to find new ways to overcome
such problems and neo energy is one of the steps forward toward overcoming the
limits of electric energy.
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Sustainable Transportation System
Design

Melis Çolak, İrem Yaprak Utku, Deniz Özmisir, Alican Boz,
Tayfun Aydoğdu, Mert Cem Didiş and Emre Nadar

Abstract As reducing the carbon footprint became one of the topmost concerns
of the firms, Company X Turkey has a goal of transforming all of its operations
in environmentally sustainable manner. Therefore, they specified their main goal as
reducing yearly carbon emission levels of the company by five percent calculated
in key performance indicator. Although there are several causes of increased levels
of carbon emission, since the control capability of the company is limited in other
fields, this study focuses specifically on developing a strategy for reducing the carbon
emission generated due to Company X’s transportation system in Turkey. The aim of
this study is to create a well-designed transportation network through the detection
of CO2 emission causes. To lower route-based emission levels, more utilized use
of cross-dock locations and alternative fuel usage is recommended, while routing is
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provided by integer programming. Improvement suggestions including fleet aerody-
namics, tire pressure, optimal speed, and acceleration for fleets are constructed in a
separate branch to decrease fleet-based carbon emissions in the system.

Keywords Sustainable transportation · LRP · CNG · Fleet improvements

1 Introduction

“Carbon footprint stands for a certain amount of gaseous emissions that are relevant
to climate change and associated with human production or consumption activities.”
As well as other greenhouse gasses (GHGs), it is known that carbon dioxide (CO2)
emissions have a major contribution 81% to climate change in a global manner.
Therefore, responsibilities on decreasing the amount of carbon dioxide emissions
are shared among all nations around the world, and they try to shift toward a carbon-
neutral model in each industry in their nation by trying new methodologies and
making changes in their policies.

When analyzing carbon footprint of companies, it is important to differentiate
between different sources of direct emissions and indirect emissions. Since people
are able to choose their travel destination and their travel method, people’s travels
cause direct emissions. On the other hand, indirect emissions are generated while
transferring products between nodes. Since the customer has no control over the
distance between the factory and store, the company is held responsible for reducing
emissions. Although there are several factors that contribute to CO2 emissions in
the transportation system, 72% of the carbon dioxide emissions are because of road
transportation.

The root causes for CO2 emissions can be classified into four main headlines as
follows: Route-based problems as decisions like which trucks to use in which net-
works and optimal route selections, physical and mechanical truck-based problems,
fuel-based problems, and speed/traffic-based problems. There are various applica-
tions of carbon-free transportation in public transportation inmetropolises, in logistic
departments of several shipment companies, and in the automotive industry. Driving
a low-carbon vehicle or the driving style of the driver, inflation of tires, and traffic
intensity is some of the factors that may affect the carbon emissions.

The current routing of the company is formed of three round trips. As a first
solution, instead of the current trips, if a triangular routing plan is adapted, it is thought
that this will mostly cut the emissions and will be beneficial since it annihilates
the empty truck movement between nodes of transportation. The second solution
approach will only be useful if the company has several locations to visit in a specific
area and in the cases where the accessibility of trucks to some areas is harder. This
solution includes using one larger truck to transport all products in one site, then
parceling out specific deliveries to their local carriers. Another solution can be related
to both route-based problems and truck-based problems since it answers the question
of which fleet type to use, and it includes a physical change in the current fleet. An
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alternative solution can be using a new and modern fleet instead of their current
one or changing the type of transportation. In some cities, there are suggestions on
using hydrogen power or solar energy vehicles and electric vehicles or dual-energy
vehicles instead of the current ones in traffic [1]. However, a significant change in the
vehicle types may not be sufficient for a problem where the transportation includes
large volumes of fast-moving consumer goods between long distances, since it may
require a large budget for the investment.

Decisions including the height, weight or the fullness of each truck, inner temper-
ature of trucks, aerodynamics of trucks, tire inflations, full or incomplete combustion
of fuel in the combustion chamber, and efficient usage of the fleet can be listed as the
subcategories of the truck-based problems. Since truck-based problems respond to
the decisions about the load volumes and weights, using fully loaded trucks or heav-
ier loads in transportation from each node to another will result in a more efficient
and sustainable transportation system.

It is also known that the harder the truck moves forward, the more the fuel it
uses. This hypothesis is also related to the friction between the road and the tires;
therefore, the system can also be utilized by alternative improvement techniques on
physical properties of the vehicles in the fleet. Thus, it is important for a vehicle to
have a suitable aerodynamic design in a coordinated manner with the physical design
of the vehicle, which may include the type of tires or the inflation of tires in some
cases, and this can be achieved implementing different strategies for physical and
mechanical truck-based problems. By deciding on the correct tire pressure and tire
type addition to the design changes in the overall truck, it may be possible to obtain
a 5–11% of fuel reduction and 9% carbon dioxide emission reduction in total.

Anothermain cause of the emission is the speed and traffic-based problems, which
include decisions on which hours of the day should the trucks travel at which speed,
acceleration of vehicles, and in some cases, this root cause should also cover the road
infrastructures under its umbrella. The optimum speed, acceleration of the vehicle,
and traffic hours during the whole travel are mentioned as an important controlling
factor for emissions. Thus, an implementation on controlling the speed and traffic-
based problems will be 5–10% effective in means of its fuel savings, and it will
provide a 7% decrease in the carbon footprint.

Finally, fuel-based problems consist of decisions on different types of alternative
fuels and the legal requirements that they need to satisfy in each country. On the other
hand, the fuel-based problems are not only limited to the scope of transportation
of different companies. All around the world, there are ongoing debates about the
usage of alternative energy sources instead of fossil fuels, since there is no shortage
of them in the near future. However, because of the least cost of fossil fuels, they
are commonly preferred among others, but this time, it will lead to an increase in
the carbon emissions. Examples for alternative types of fuels are given as biofuels,
liquefied natural gas (LNG), compressed natural gas (CNG), gas-to-liquids (GTL),
hydrogen fuel cells, and electric vehicles [2].

Since there are many companies from different areas which try to decrease their
carbon footprint by various approaches, the efficiency of the outcomes of their solu-
tion techniques differs. A summary of the alternative solution techniques for the
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Table 1 Estimated reduction in fuel and carbon emissions for alternative solutions

Solution
methodology

Estimated fuel
reduction

Estimated CO2
reduction (%)

Source

Improvement in
aerodynamics of
trucks

3–15% 6 Carbon war room
research report

Improvements in tire
pressure

5–11% 9 Ramachandran et al.
[3]

Speed and
acceleration
optimization

5–10% 7 Ramachandran et al.
[3]

Route optimization Not mentioned ~60 Tice [4]

Change in fleet
(design and fuel)

Not mentioned 20 Tice [4]

Alternative fuel
usage (CNG)

Not mentioned 16.2 Beuthe et al. [2]

root causes of the carbon dioxide emissions is given as follows. As the majority of
those approaches include route optimization and change in the fleet as an effective
solution methodology, it is reasonable to focus on route-based problems and truck-
based problems and try to suggest alternative and feasible solutions in that area. In
the further steps of this study, the main approach will be concentrating on the two
root factors which will likely result in more significant improvements in the carbon
dioxide emission levels of the company (Table 1).

1.1 Company X

The company maintains its manufacturing operations in every continent except
Antarctica, and its products are sold in 190 countries. Two billion consumers use
its products on a daily basis, and seven out of ten households around the world
have Company X’s products. According to Statista (2016), the company was ranked
among the top 10 largest fast-moving consumer goods (FMCG) companies in the
world with net sales of about 59.19 billion U.S. dollars based on generated net sales.
The company has more than four hundred brands, but it mainly focuses on thirteen
brands with more than e1 billion sales a year. Its products can be categorized into
four groups: personal care goods, foods, refreshment goods, and homecare goods.
The turnover values for those categories are: 20.1, 12.9, 10.1, and 10.2 billion Euro,
respectively, according to annual report and accounts 2015 report of the company.

They exist in Turkey market for more than hundred years, and today, one million
customers in Turkey use brands of them. Company X not only meets customer
demand in Turkey, but also contributes to Turkey’s economy by employing Turkish
workers, farmers, and suppliers. For manufacturing operations, Company X makes
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a lot of investments yearly in eight factories and sales activities in Turkey with more
than five thousand employees. Ninety-five percent of the products of Company X are
produced in Turkey and being exported to thirty-four countries. Therefore, Turkey is
one of the most important centers of logistics, brand-product development, finance,
and research and development for the company.

The factories of the company in Turkey are located according to categories of the
products. Ice cream factories are located in City A and City B. Margarine factory
is in City A, and a tea packing and sauce and soup/bouillon factory is in City C.
The factory of detergent, home, and personal care product is in City D. There are
three tea factories in City E. In addition, a factory of house cleaning and personal
care products which is still under construction is located in City B. The company
has six warehouses for its logistic operations which are categorized into three groups
according to the storage temperature of warehouses. Frozen warehouses are located
in CityA andCity B. The chilledwarehouse is in CityA. The ambient warehouses are
located in City D, City B, and City E; however, City D warehouse will not continue
to operate after March 2017.

1.2 System Description

The company manages a very large volume of production every day and commu-
nicates a big portfolio of customers while transporting its goods. Consideration of
the transportation volume urges the company to take environmental precautions in
order to diminish its impact on the world and be the pioneer in this issue. One of
the main goals of the company is to transform its operations into an environmentally
sustainable manner. For to that strategy, in 2010, the company launched a plan and
shaped its vision through this plan. The plan helps to decrease the environmental
footprint of the company and increase positive social impact.

This study focuses specifically on reducing the carbon emission generated due
to the company’s transportation system in Turkey. The company wants to develop
a strategy on transportation rather than other components of the emission because
control capability of the company is limited in other fields. To be more specific,
raw materials, manufacturing processes, and retailing require bilateral actions, and
hence, they include a third-party action in those processes. On the other hand, the
transportation system of the company is kept highly private by opening tenders
annually and having transport companies only working for Company X. In addition,
transportation is a better area to work on rather than disposal steps because disposal
requires tracking of goods after the sale, and it is less efficient in the return on
investment when compared to transportation. According to the plan, the company
aims to decrease the gas emission by reducing it 5% each year and end up with 40%
emission reduction by 2020. For this purpose, a key performance measure (KPI2)
is selected by the firm and given in order to be able to compare the findings and
recommended solutions for the problem.
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KPI2 = Total kgs of CO2

ton product
=

(
Kilograms of CO2 from transportation andwarehousing

Sales volume (tones)

)

(1)

According to the data provided by the company, yearly emission levels in terms
of KPI2 fail to meet the global goal set in 2015 and in 2016. In 2016, the company
opened its new warehouse in City B, and since the shipments are sent from City B
instead of City D, this caused an increase in the total traveled distance. This is the
main reason behind the unmet aim of minimizing carbon emissions. Carbon dioxide
emission levels are shown in Fig. 1, starting from 2011 to 2016 in terms of kg CO2

per tones moved. Although emission level has increased in 2012 when compared to
2011, there is a decreasing trend after 2012 till 2016. Emission decrease was 8.6%
from 2011 to 2012, 6.4% for 2013 when compared to 2012, and for 2014, 7.9%
decrease was obtained. However, 5% reduction could not be achieved in 2015. After
the 2.6% decrease in 2015, emission level was increased in 2016 due to pre-specified
warehouse location change.

Company X decides which truck type to use in planning step for its shipments.
The first category of the trucks that the company uses is market trucks. It is the
cheapest way among all others for full truckloads; however, there is a high risk of
burglary. The second category of trucks is fleet trucks. For this category, the cost for
returning of trucks is paid as well, and thus, it’s a more expensive option than the
market trucks. In this option, backhaul utilization is also possible for fleet trucks.
Therefore, although the prices are higher, fleet trucks can be preferred among the
other options. The price is determined for this truck type as a function of distance
and duration of shipment. In addition, additional distances cause extra waiting, and
drivers are paid for the waiting times as well. Partial trucks (LTL) have a unit-based
payment system. Units can be pallets or cases of goods. When the required amount
to be shipped is not much in quantity, it is not the optimal decision for the company
to send a market or fleet truck for those goods. In such cases, the firm prefers to use
partial trucks. The price of partial trucks is higher when compared to per unit pallet
cost in other truck options. However, since the amount to be sent is not much, partial
trucks compensate the cost.

Fig. 1 Yearly carbon
emission values of the
company transportation
network (kg CO2/tones sold)

42.8 

39.1 

36.6 

33.7 
32.8 

32 

30

32

34

36

38

40

42

44

2011 2012 2013 2014 2015 2016



Sustainable Transportation System Design 863

CO2 emission levels for different size of trucks have been investigated to see
the effect of truck size, by using a CO2 calculator which is designed to calculate
CO2 emission of each particular shipment within company’s transportation network.
CO2 emission amounts per ton sold for ambient product shipments with different
truck sizes and different loadfill values have been calculated and shown in Table 2.
Carbon emission level per tones product sold is higher in smaller trucks than bigger
trucks. Therefore, total distance traveled by larger trucks should be increased when
compared to smaller trucks.

Since the totalCO2 kg/tones sold decreaseswhen the loadfill of the trucks increase,
the shipments originated from different warehouses of Company X Turkey are inves-
tigated to examine the current situation. Findings for pallet loadfill of trucks for more
than ten thousand shipments made from January 2016 to November 2016 are shown
in Table 3.

Since the amount of order given by one customer in a time period is not always
sufficient to constitute the whole loadfill of a truck, the route of a truckmay consist of
multiple customers in multiple cities in some cases. As the number of cities shipped
per truck increases, the distance traveled by a truck increases, and this leads to an
increase in CO2 emission. While determining the route of trucks which serve to
more than one city, Company X Turkey uses nearest neighborhood method. Thus,
an individual truck serves firstly to the closest city to the warehouse which the truck
is originated from. Lastly, the truck serves to the farthest city to the warehouse and
returns to the warehouse without any loadfill on it. If the pallet loadfill in the final
city is below a threshold, it means that the distance traveled by that truck with low
pallet loadfill is likely to be high, which is an undesired situation for the firm. The

Table 2 CO2 emission values of ambient product shipments for different truck sizes and different
loadfill

Per shipment (kg CO2/tones) moved Pallet loadfill

100% 75% 50%

Tır (24 tones) 3.87 4.84 6.77

Tıryon (14 tones) 5.71 7.21 10.15

Tıryon (12 tones) 6.48 8.19 11.61

Kamyonet (3.5 tones) 15.61 19.44 27.10

Table 3 Pallet loadfill of the trucks originated from different warehouses

Product type Pallet loadfill

<50% 50–75% >75%

Chilled 0.6% 10.7% 88.7%

Ambient 2.2% 9.7% 88.1%

Frozen 0% 0% 100%
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pallet loadfill values, when truck, which serves to more than one city, arrived at the
final city are shown in Figs. 2 and 3.
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Table 4 Findings about network efficiency of different product types

Product type City/shipment Customer/shipment Pallet loadfill at final city (%)

Chilled 1.2–2 3.5–4 92

Ambient 1.2–2 2.4–3 90

Frozen 1.6–2 1.9–2 92

With a better transportation planning strategy, the average pallet loadfill when
arrived at the final city can increase. The findings about the relevant performance
measure tools are shown in Table 4.

The company uses X-Docks in some locations as small warehouses. Products are
first shipped to X-Docks with large trucks, and they are transported with smaller
trucks from X-Docks to customers. By this way, unnecessary movements of the
goods from a customer to another customer can be avoided. Because of this, most
efficient usage ofX-Docks is aimed. Efficient use of trucks in terms of vehicle loadfill,
improved networks, and effective use of advanced technological tools is expected
to help to design a transportation system achieving 5% decrease in carbon dioxide
emissions on a yearly basis. Addition to this, it is expected that the outcomes of the
study are applicable, cost-effective, and feasible.

2 Materials and Method

As mentioned before, there are several root causes for the carbon emissions in logis-
tics, and for these causes, it is possible to suggest alternative solution strategies. This
study includes all branches of the diagram and suggests at least one solution method
for all of the main reasons for CO2 emissions in the fishbone diagram. Therefore, to
reduce the number of proposed solutions and to gather them under a general head-
ing, proposed system is divided into two groups as route-based proposed system and
fleet-based recommendations portfolio.

2.1 Route-Based Proposed System

Since the carbon emission generated due to big trucks is estimated to be lower than
those of smaller trucks when conditions are similar, a model is proposed which aims
to maximize total traveled distance with big trucks, while the use of smaller trucks
is minimized. New X-Dock locations and a vehicle routing model are proposed in
which the predetermined number of trucks is transformed into CNG trucks. The
aim is to create the new routing schedule for the transportation system based on the
existing CNG station locations and CNG trucks whose number is determined by the
firm. By doing so, the model will propose a set of customers who can be served via
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CNG trucks and set of customers who will be served via existing diesel trucks. For
this model, different runs will be obtained by changing the number of CNG trucks
available to show the difference in the customer set that can be covered so that the firm
can decide on the number of vehicles to be transformed into CNG. Methodologies
are proposed in line with the product types which can be applied.

Chilled X-Dock Model

Strategic, tactical, and operational problems are generally known as distribution
network design problems (DNDP). There is an interdependence between the location
of facilities, number of facilities, and the routing from those facilities to multiple
demand points. Because of this interdependence, a need for the combination of p-
hub median problems and vehicle routing problems arose. Location-routing problem
(LRP) is a special problem under DNDP. It combines facility location problem and
vehicle routing problem. Therefore, in a single problem, it is possible to take strategic
location and tactical or operational routing decisions simultaneously. In general, LRP
is NP-hard and therefore, common approach in solving LRPs is to develop and use
a heuristic approach to reduce the complexity in the model.

There are several inputs required for those models to be clearly identified, and
some of those inputs are the same for both models, but some of them differ because
of the vehicle-based differences between two types of goods. Since the real-life
implementation of this includes cases where some of the customers cannot accept
all types of trucks, the vehicle to customer assignments should also consider this
constraint within the model. The aim of the proposed model is to minimize carbon
emissions without giving up on any customer demand in a timely manner. Therefore,
all inputs for the model are determined relatively with this aim in order to determine
the outputs of themodel,which are:X-Dock locations, themacro-scale transportation
of products fromwarehouses toX-Dock locations, and themicro-scale transportation
of products from X-Dock locations to customers with smaller trucks.

In order to offer a X-Dock model for chilled goods, LRP is developed to select
the optimum X-Dock locations among 81 possible candidate cities. Then, the model
routes vehicles between these X-Dock locations and cities in order to serve the
customer portfolio of the company. There are three vehicle types in terms of their
sizes. They are classified into two categories as big-sized trucks and smaller-sized
trucks. In this case, the model should also consider the emissions from the cooler
fuel, in addition to the engine fuel, since those vehicles should be transported in an
at most 4 °C environment.

There are six sets within the model as C = {1, . . . , n}, S = {n + 1, . . . , n + S},
V = {1, . . . , n + S + 1}, and K = {1, . . . , b + s}where b is the number of big-sized
vehicles and s is the number of small-sized vehicles in the fleet, BV = {1, . . . , b}
and SV = {1, . . . , s}; which represent customers, X-Docks, all sites, all vehicles,
big vehicles, and small vehicles, respectively. N + S + 1 shows the depot. a1k and
a2k are the fuel consumption of empty small and big vehicles, respectively, where
b1k and b2k represent the fuel consumption of small- and big-sized vehicles per ton
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load and km. Additionally, for vehicles that transport frozen goods, c1k and c2k are
cooler fuel consumption parameters for small and big vehicles. CAP1k and CAP2k
are load capacities for vehicles, DISTi j is the distance between vertex i and j, and
finally, DIST2s is used to define the distance between depot and a total number r
of X-Docks. Xi jk is one if vehicle visits j right after visiting i, fi jk shows the flow
between i and j with vehicle k, Ws becomes one when a X-Dock is open, Ysk is one
if a big vehicle is assigned to one of opened X-Docks, and finally, uik is the order of
visit to i with vehicle k.

Min
∑

i, j ∈ V
i �= j

∑
k∈SV

{[(
ak × Xi jk × DISTi j

) + (
bk × fi jk × DISTi j

)

+
(
ck × Xi jk × DISTi j

vel

)]
+

∑
j∈S,k∈BV

[(
a2k × Y jk × DIST2s

)

+(
b2k × flow jk × DIST2s

) +
(
c2k × Y jk × DIST2s

vel

)]}
s.to

∑
j∈S

Y jk ≤ 1 ∀k ∈ BV (2)

∑
i∈S, j∈V

Xi jk ≤ 1, ∀k ∈ SV (3)

Xi jk = 0, ∀i, j ∈ S, k ∈ SV (4)

∑
i∈V,k∈SV

Xi jk = 1, ∀ j ∈ C (5)

∑
j∈S,k∈SV

Vi jk = 1, ∀i ∈ C (6)

∑
i ∈ V
i �= j

Xi jk =
∑
i ∈ V
i �= j

X jik ∀ j ∈ C, k ∈ SV (7)

∑
j∈C

Xi jk =
∑
j∈C

X jik ∀i ∈ S, k ∈ SV (8)
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fi jk ≤ CAPk × Xi jk, ∀i, j ∈ V, k ∈ SV (9)

∑
j∈V

fs jk −
∑
i∈C

DEMi × Visk = 0, ∀s ∈ S, k ∈ SV (10)

uik − u jk + N × Xi jk ≤ N − 1, ∀i ∈ V, j ∈ C, k ∈ SV (11)

uik ≤ N − 1, ∀i ∈ C, k ∈ SV (12)

∑
s∈S

Ws = r (13)

Xsjk ≤ Ws ∀s ∈ S, j ∈ C, k ∈ SV (14)

Vjsk ≤ Ws ∀s ∈ S, j ∈ C, k ∈ SV (15)

Xi jk ∈ {0, 1} ∀i, j ∈ V,∀k ∈ SV (16)

fi jk ≥ 0 ∀i, j ∈ V,∀k ∈ SV (17)

Vi jk ∈ {0, 1} ∀i ∈ C, j ∈ S,∀k ∈ SV (18)

uik ≥ 0 ∀i ∈ V,∀k ∈ SV (19)

Ws ∈ {0, 1} ∀s ∈ S (20)

The objective function for both of the chilled X-Dock model and the ambient X-
Dock model minimizes the total carbon emissions due to the transportation of goods.
The remaining constraints of the two models are the same. Constraint (2) allows
each truck to visit at most one cross dock. Constraint (3) implies that each small
vehicle must be assigned to at most one route starting from one of the open cross-
dock locations. Constraint (4) prevents small vehicles to travel between cross docks.
Constraints (5) and (6) allow each small vehicle to serve only one customer and each
customer to be assigned to only one cross-dock location simultaneously. Constraint
(7) and Constraint (8) are the flow balance constraint for small vehicles that leave
customers and cross docks, respectively. According to the Constraint (9), the model
blocks the possibility of transferring goods which excesses the capacity of trucks
and determines the upper bound of flow. Constraints (10) makes sure that each truck
leaving the cross dock is loadedwith the total demand of customers thatwill be served
with that specific truck. Constraints (11) and (12) are the Miller–Tucker–Zemlin
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(MTZ) constraints. Constraint (13) is the constraint that determines the number of
cross docks to be opened. Constraint (14) and Constraint (15) ensure that vehicles
and customers can only be assigned to the same cross dock if that cross dock is
opened.

Chilled CNG Model

In this study, the aim is to consider the routing and refueling station locating problems
simultaneously. By this, it will result in a true optimal rather than a local optimal
solution. At this phase of the study, node-based vehicle routing problem (N-BVRP) is
developed for CNG implementation in vehicles used in the transportation of chilled
and frozen goods. There is one main warehouse location for chilled goods, and it is
located in City A. Warehouse is denoted as node 0 in the model. Within the scope of
the model, based on the company’s demand, it is assumed that CNG model can only
be adapted to a single type of vehicle which is 22T 33P articulated trucks. There are
three underlying assumptions as follows: There is exactly one visit to each customer
every day, a customer set is defined in the model including only the customers who
have demand for that day and the values in this set change according to the daily
demands, and finally, each depot is assumed to be a station. It is possible for a vehicle
to visit multiple CNG stations in one route if it cannot reach any point without any
refuel. In the model, all locations are given based on city locations, and to prevent
the model to block any revisit to a specific station, dummy CNG stations are defined
and added to the set of stations by duplicating the original stations.

This time, set definitions are changed as V = {1, . . . , n + 2S} is the set for all
sites, and K = {1, . . . ,M} is the set of all vehicles. The customer set is kept the
same, and however this time, a new set of CNG stations S = {n + 1, . . . , n + 2S}
is introduced. This time the model and parameters are simplified as follows: fuel
consumption of empty vehicle a, fuel consumption of vehicle per ton load and km
b, and cooler fuel consumption of vehicle is c. The number of CNG vehicles in the
fleet isM, and the capacities of those vehicles in tones are CAPk where the fuel tank
capacity if shown withQ. For the additional decision variables, R jk is the remaining
fuel level of vehicle k after delivered to j.

Min
∑

i, j ∈ V, k ∈ K
i �= j

{[(
ak × Xi jk × di j

) + (
bk × fi jk × di j

)

+
(
ck × Xi jk × di j

vel

)}]
s.to

∑
j ∈ V
j �= i

X0 jk =
∑
j∈V

X j0k ∀k ∈ K (21)
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∑
i ∈ V
i �= j

Xi jk =
∑
i ∈ V
i �= j

X jik ∀k ∈ K ,∀ j ∈ V/{0} (22)

∑
i∈V

∑
k∈K

Xi jk = 1 ∀ j ∈ C (23)

∑
i ∈ V
j �= i

∑
j∈S

Xi jk ≤ 1 ∀k ∈ K (24)

∑
j∈V/{0}

X0 jk ≤ 1 ∀k ∈ K (25)

fi jk ≤ CAPk × Xi jk ∀k ∈ K ,∀ j ∈ V,∀i ∈ V (26)

Rik − (
a × DISTi j × Xi jk

) − (
b × DISTi j × fi jk

) −
(
c × DISTi j

vel
× Xi jk

)

+ Q × (
1 − Xi jk

) ≥ R jk ∀k ∈ K ,∀i ∈ C,∀ j ∈ V, j �= i (27)

Q − (
a × DISTi j × Xi jk

) − (
b × DISTi j × fi jk

) −
(
c × DISTi j

vel
× Xi jk

)

+ Q × (
1 − Xi jk

) ≥ R jk ∀k ∈ K ,∀i ∈ C,∀ j ∈ V (28)

∑
i∈V

f0ik −
∑
i ∈ V

j ∈ V, i �= j

∑
DEMi × Xi jk = 0 ∀k ∈ K (29)

uik − u jk + N × Xi jk ≤ N − 1 ∀k ∈ K ,∀i ∈ V,∀ j ∈ V/{0}, j �= i (30)

uik ≤ N − 1 ∀k ∈ K ,∀i ∈ V/{0} (31)

Xi jk ∈ {0, 1} ∀i, j ∈ V,∀k ∈ K (32)

fi jk ≥ 0 ∀i, j ∈ V,∀k ∈ K (33)

The objective function for both of the chilled CNG model and the frozen CNG
model minimizes the total carbon emissions due to the transportation of goods. The
remaining constraints of the twomodels are the same. Constraint (23)makes sure that
each customer is served with only one truck. Constraint (24) implies that each station
can be visited at most once during a tour. Constraint (25) allows each vehicle to be
assigned to at most one route. According to the Constraint (26), the model blocks the
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possibility of transferring goodswhich excesses the capacity of trucks and determines
the upper bound of flow. Constraints (27) and (28) are the fuel restriction constraints
that limit the movement of vehicles between vertices if there is no sufficient amount
of fuel left in each vehicle. Constraint (29) makes sure that each truck leaving the
depot is loaded with the total demand of customers that will be served with that
specific truck.

Ambient X-Dock Model

ForX-Dock offeringmodel in ambient goods, the same strategywith chilled products
is applied. For ambient products, the company owns four types of vehicles which
are 24T 32P market trucks, 14T 20P fleet trucks, 3T 6P market trucks, and partial
trucks. Since the company is not the owner of all goods in partial trucks, those
types of vehicles are ignored in the model. Differences between two models are
the change in the number of vehicle types and the change in the objective function.
The difference in the objective function for the chilled X-Dock model represents the
additional carbon dioxide emissions due to the use of cooler fuel in chilled trucks.
The remaining constraints of the two models are the same.

Frozen CNG Model

For CNGmodel in frozen goods, the same strategy is usedwith chilled goods. Chilled
and frozen goods’ CNG models differ from each other in means of the number of
warehouse locations. While there is one warehouse for chilled goods, there are three
warehouses in City F, City A, and City B, where chilled goods are located.

2.2 Fleet-Based Recommendations Portfolio

Improvements in the aerodynamics of trucks can provide a high reduction in CO2

emission. Additional retrofit technologies include aerodynamic fairings which are
attached to different parts of trucks’ cabin and trailers. Those fairings can be attached
to a truck singly or as a combination. Improvements in the aerodynamics of truck
can be achieved in two ways. The first option is replacing the existing fleet with new
truck models which have more aerodynamic design and popular in transportation.
The second option is improving the aerodynamics of existing fleet through additional
retrofit technologies. Since replacing existing trucks with new trucks requires high
investment, the second option is considered in this study.

Company Turkey uses different truck types and categories in its transportation
network. There is not any standardization about the aerodynamic properties of the
truck. Some of the trucks have already aerodynamic fairings attached to their trucks’
cabin, while some of them do not have. The procurement department has informed
that they are capable of buying the fairings around 720 Turkish Liras for one truck.
Due to time restrictions, return of investment analysis was based on to 3% fuel
reduction in frozen fleet of The Company Turkey. After some estimations in yearly
kilometers and the demand stability for that fleet, the analysis has conducted that
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the investment can be compensated in 1.85 month after the implementation of the
strategy with yearly 96,000 L fuel saving.

According to the findings, it is seen that speed and acceleration play a signif-
icant role in carbon emissions. Speed and acceleration optimization reduces fuel
consumption by 5–10% while decreasing the level of CO2 emissions by 7%. There-
fore, optimal speed values will be recommended to achieve lowest fuel consumption
and carbon emission levels. Researches indicate that acceleration requires a large
input of energy, and therefore for fuel economy and lower carbon emissions, steady
speed is crucial since the rate of carbon emission is the lowest at a steady speed [5].
Based on the literature review and speed limitation given by General Directorate of
Highways of Turkey, optimal speed ranges are recommended while taking vehicle
size and road type into account.

Since tire inflation has a role in CO2 emissions, it is important to concentrate
on it to determine the optimal tire pressure for different types of trucks in different
product types. Company Turkey uses market trucks for the shipment of ambient
goods, therefore, study on determining tire inflation is performed on only chilled
and frozen good. For the shipment of frozen goods, the company uses only one type
of truck. However, there are 11 different contractors responsible for the shipment of
chilled goods, and since properties of those trucks differ from each other, different tire
pressure values are suggested relatively. Tables 5 and 6 show the technical properties
of chilled and frozen trucks, respectively.

Maintenance of optimal conditions has a significant role in the sustainability of
this application. In addition, regular control of tires and tire pressure at least once in
a month will be useful to determine any changes in those values.

Table 5 Technical properties of chilled trucks and suggested tire pressure

Contractor # of tires Tire size # of axle Empty load
on axles
(kg)

Load on
axles (kg)

Suggested
tire
pressure
(bar)

Kutlu Tır 12 12.5 R 22.5 5 12,500 25,000 5.5

Kutlu Tır
(Crone)

12 295/80 R
22.5

5 17,850 40,000 9

Gül Tıryon 10 12.5 R 22.5 3 11,700 13,300 5.5

Gül Tıryon 10 12.5 R 22.5 3 11,800 13,200 5.5

Gül Tıryon 10 12.5 R 22.5 3 12,300 12,700 5.5

Gül
Kamyonet

6 215/75 R
17.5

2 3750 4150 4

Karsan 12
(25–20
Ford)

10 12 R 22.5 3 13,200 25,000 5.5

Karsan Tır 12 315 70 22.5 5 17,200 40,000 9
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Table 6 Technical properties of frozen trucks and suggested tire pressure

Contractor # of tires Tire size # of axle Empty load
on axles
(kg)

Load on
axles (kg)

Suggested
tire pressure
(bar)

Karsan Tır 12 315 70 22.5 5 17,200 40,000 9

2.3 Implementation Plan

Within the scope of proposed route-based recommendations, bothCNGandX-Docks
models are verified and validated by using Xpress optimization software for small
instances of the problem up to eight nodes. However, since NP-hard models are
combined to form the CNG model and the X-Dock model, it caused some issues
while solving for optimality in bigger scenarios. While implementing the models to
the transportation system of The Company Turkey, including all of the nodes in its
transportation network, Xpress had difficulties finding the optimal solutions. At this
stage, some heuristics are constructed in order to solve both of those models under
real-life constraints.

For X-Dock model in both ambient and chilled goods, the optimization software
was finding the optimal X-Dock locations based on daily customer locations, their
demands, and the routes of each truck used from warehouse to selected X-Dock
locations and from selectedX-Dock locations to daily customers.As the first heuristic
approach, problem is divided into two parts, and two separate Xpress models are
created. K-hub median problem is utilized to determine the places of X-Docks in the
first Xpress model by not considering the routes. In this Xpress model, the places
of X-Dock locations are determined after the user inputs the number of X-Docks
to be opened. While doing that, the model considers the demand and place of the
customers of that day and sums the total demand of customers if they are in the same
city. After obtaining the city-based demand amounts, Xpress is connected to an Excel
file, which creates a distance matrix consisting only the cities in which the customer
demand exists that day and sends it to the Xpress to use. With those information,
Xpress reports the X-Dock locations which offer the least CO2 emission. Therefore,
the output of this first Xpress model is the X-Dock locations and the assignment of
each city existing in that day’s demand list to one of the X-Dock locations based on
leading the least carbon emission level.

The next step after obtaining the determined places of X-Docks is to serve the
customers by starting the supply of goods from the main warehouse to selected X-
Dock locations with big trucks and rotating the smaller trucks from the X-Dock
locations to customers in a proper route. A second Xpress model is created, which
is performing the rotations of smaller trucks starting from the X-Dock locations to
customers when the user enters the data to that model.

The nearest-neighbor heuristic is one of the first heuristics applied to determine a
solution to travelling salesmen problem (TSP). To apply nearest-neighbor heuristic
(NNH), the salesman starts from a randomly selected city and then visits the nearest
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city after it. Then, it goes to the unvisited city closest to the city that has most recently
been visited. A complete tour is obtained by leaving none of the cities unvisited. In
bothCNGmodel andX-Dockmodel, NNH is used as a construction heuristic to come
upwith an initial tour. The X-Docks locations are selected by inputting the number of
X-Dock locations equals to one, three, and five as three different scenarios with the
same customer demand input. Following theX-Dock selection, by using the emission
calculator that has been created in the beginning of the study, corresponding carbon
emissions generated from the routes starting and ending in those X-Dock locations
are calculated. After analyzing the outcomes, an intensity map is created showing the
optimal location for a X-Dock based on the number of times a city is selected. After
determining the number of X-Dock locations and the places that are most effective to
submit to the company, the cities in Turkey are assigned to those X-Dock locations
so that users from the company will have the opportunity to route the trucks. The
intensity maps for three different numbers of X-Dock scenarios are shown in Figs. 4,
5, and 6, respectively.

The CNG routing model could not achieve the routing based on available CNG
station locations and the daily demand due to increase in the distance matrix since
the stations were being entered to matrix multiple times to allow multiple visits for
different trucks. Therefore, a similar logic to code NHH is adapted, but differently,
it considers the remaining fuel level. By using the available number of trucks and
considering their closeness to both depot and to each other, model creates the most
logical set of customers to be shipped with the CNG trucks by using the available
stations nearby if their remaining fuel is not adequate. The tours start and end in
the main warehouse, and the model informs the user if the available number of
trucks cannot serve all customers due to lack of CNG trucks to be utilized. Since the
company has not completed the procurement of all CNG transformation in their fleet
and CNG stations are not distributed as homogenously as diesel stations in Turkey, in
order not to increase the total traveled distance, the final deliverable to the company

Fig. 4 X-Dock intensity map with one possible X-Dock location
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Fig. 5 X-Dock intensity map with three possible X-Dock locations

Fig. 6 X-Dock intensity map with five possible X-Dock locations

will be the specific regions and cities to use CNG trucks to supply the daily demands
of their customers at the end of the study.

3 Results and Discussion

In order to see the improvement compared to the current system and recommend
the possible locations of X-Dock to be opened, thirty-day sales data are analyzed
with three different numbers of X-Docks scenarios. As a result, from thirty days
with one X-Dock location, the average CO2 emission is 13,220.4 kg, with three X-
Dock locations average is 8896.86 kg, whereas with five X-Dock locations average
is 8116.8 kg which indicates the most efficient scenario. When those scenarios are
compared to the current system of the company, improvements are obtained as 13.08
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and 20.70% for the three and five X-Dock locations, respectively. However, for the
one X-Dock location scenario, the average carbon emission value is higher than the
current system, and it can be said that it is not reasonable to open oneX-Dock location
according to the current system of the company. Intensity maps show the possible
locations of X-Docks to be opened frommost preferred to least. Most preferred cities
are shown with the darkest colors, while least ones are shown with lighter colors.
Therefore, it can be said that for the three X-Dock locations, frequently offered cities
are Bilecik, Sivas, and Kayseri, and for the five X-Dock locations, most preferred
cities are Uşak, Sakarya, Sivas, Düzce, and Yozgat to open X-Dock locations.

4 Conclusion and Future Work

It can be seen that CNG fuel implementation has an important effect on reducing
emission levels. Therefore, CNG implementation to some fleet, which uses routes
that have easy access to CNG stations, decreases the amount of gas emissions since
this scenario enables the driver to serve the customers without increasing the total
traveled distance. For future work, considering customers’ demand intensity, infor-
mation could be reasonable to come up with possible locations to establish new
CNG stations to benefit from both low cost and low-carbon emission opportunities,
instead of settling for the existing stations and creating restricted routes because of
the necessities.
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