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Abstract. Fake news detection is a difficult problem due to the nuances
of language. Understanding the reasoning behind certain fake items
implies inferring a lot of details about the various actors involved. We
believe that the solution to this problem should be a hybrid one, com-
bining machine learning, semantics and natural language processing. We
introduce a new semantic fake news detection method built around rela-
tional features like sentiment, entities or facts extracted directly from
text. Our experiments show that by adding semantic features the accu-
racy of fake news classification improves significantly.
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1 Introduction

Teaching an automated system to recognize fake news is a challenging task,
especially due to its interdisciplinary nature. At a superficial level it is impor-
tant to distinguish between satire and political weapons (or any other kind of
weapons built on top of deceptive news) [4], but when examining a news item,
it might help to deploy a varied Natural Language Processing (NLP) arsenal
that includes sentiment analysis, Named Entity Recognition Linking and Classi-
fication (NERLC [12]), n-grams, topic detection, part-of-speech (POS) taggers,
query expansion or relation extraction [34]. Quite often such tools are supported
by large Knowledge Bases (KBs) like DBpedia [16], which collects data about
entities and concepts extracted from Wikipedia. The extracted named entities
and relations will be linked to such KBs whenever possible, whereas various
sentiment aspects, polarity or subjectivity might be computed according to the
detected entities. Features like sentiment, named entities or relations render a set
of shallow meaning representations, and are typically called semantic features.
In contrast, POS or dependency trees render syntactic features.
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The underlying assumption made by most models used for detecting fake
news is that the title and style of an article are sufficient to identify it as fake
news. This is mostly true for news that originate from verifiable bad sources,
which is rarely the case anymore. Therefore, we think that taking a holistic
approach, that includes a machine generated Knowledge Graph (KG) [20] of all
the stakeholders involved in the various events we are interested in is absolutely
needed. Such a holistic approach includes methods which can generate and learn
graphs of entities associated to fake news.

Our contribution is a method used to integrate semantic features in the train-
ing of fake news classifiers. The goal is to show how to use semantic features to
improve fake news detection. For this, we compute semantic features (sentiment
analysis, named entities and relations) which will be added to a set of syntactic
features (POS - part-of-speech and NPs - Noun Phrases) and to the features of
the original input dataset. On the resulted augmented dataset we apply vari-
ous classifiers, including Deep Learning (DL) models: Long-Short Term Memory
(LSTM), Convolutional Neural Network (CNN), and Capsule Networks. For the
Liar data set [32], using semantic features improves the fake news recognition
accuracy on average by 5–10%.

The paper is organized as follows. Section 2 presents the most recent results
in fake news recognition. Section 3 introduces our approach for building machine
generated KGs for semantic fake news detection. Section 4 describes the experi-
mental results. The paper is concluded in Sect. 5.

2 Related Work

An exploration of the fake news phenomena during more than a decade (2006–
2017) was built around Twitter rumor cascade by a series of social scientists
[31]. Multiple surveys (e.g., [26,35]) were focused on building various fake news
classifications. Rubin [22] defined a set of criteria for creating a good text corpora
for fake news detection, namely that (i) it should only contain verifiable facts, (ii)
happened in a certain interval, and (iii) were reported using similar style though
with various degrees of cultural influences. Any such corpora should only focus
on text-only item, as they would be easier to process.

Most of the time, simply analyzing the text will not get us very far. Recent
models incorporate some data about the networks (e.g., social media, organi-
zations) through which the news was spread. Ruchansky [23] proposed a CSI
model which stands for Capture, Score and Integrate, therefore combining infor-
mation on the temporal activity of the users, their behavior, and a classifier.
The 3HAN network [28] is a Hierarchical Attention Network (HAN) network
with three layers used to examine different parts of articles.

A model for early detection of fake news based on news propagation paths
is described in [17] and is based on a hybrid time-series classifier that contains
both Recurrent Neural Networks (RNNs) and CNNs. Wu [33] assumed that
intentional fake news are typically manipulated to look like real news. He built
a classifier based on social media propagation pathways using LSTM-RNN and
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embeddings. Vo and Lee [30] took a different approach, focusing on the story
told by fake news URLs and the co-occurence of various entities through such
links.

A set of LSTMs was used for performing a multi-source multi-class fake news
detection (or MMFD) in [14]. The advantage of this method is the multi-source
fusion of the MMFD framework, since it can determine various degrees of fake
news. The accuracy of the approach is not very high, but given the fact that
it combines three large components (automated feature extraction, multi-source
fusion and fakeness discrimination) it is promising. Aghakhani [2] showed that
a Generative Adversarial Network (GAN) [8] can perform relatively well for
detecting deceptive reviews.

A good review of the state-of-the-art DL applications in NLP, that
also includes details about sentiment analysis or named entities extrac-
tion/classification, is [34].

3 Our Approach

In this section, we introduce our approach for semantic information extraction
and then describe how we use the extracted information to classify fake news.
We present techniques related to: metadata collection, extraction of relations,
and inclusion of embeddings to neural classifiers.

Our main research question is: what are the most useful semantic features for
improving fake news detection? Ideally, such features should be integrated into
the neural models, whenever possible. Today, due to the cost of developing good
semantic systems, some of these features might come from various external tools.
The semantic features need to be selected according to the task and dataset at
hand. If the task refers to the detection of fake news as spread by people via
their statements, then the main entities we will be interested in might include
people, organizations, locations and events.

In order to fully exploit the relations between the entities mentioned in a
news statement, our procedure includes the following steps:

– Metadata collection. The first step is to simply collect the sentiment, enti-
ties and additional metadata available from third party tools.

– Relation Extraction. A second pass will collect both (i) the general rela-
tions found in a KG, and (ii) those computed from the current texts.

– Embeddings. Last step refers to the adaptation of various neural models
(e.g., by adding a layer of embeddings) for improving fake news detection.

The features included in the last step will be only internal, whereas the
features included on the other steps can also be external. The entire process is
illustrated in Fig. 1.

The intuition behind the current data modeling that lead to the additional
semantic features is that by adding extracted entities and making a clear dis-
tinction between direct and indirect speech, we can create the premises for more
sophisticated analysis that may pinpoint the personal history of a speaker with
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Fig. 1. External and internal semantic features for neural network models.

both the issue at hand (or subject), as well as with all the parties involved in
the respective issue. If such an analysis is extended, down the road, it should
also be possible to identify more obscure details about a speaker, for example if
(s)he follows the party line or not. In other words, it opens up the possibility of
using the graphs to peak behind the scenes of various declarations.

3.1 Fake News Detection and Knowledge Graphs

There are various definitions of fake news. Most of them refer to Alcott and
Gentzkow’s paper that examines the impact of fake news on the 2016 US Election
[3].

Definition (based on [3]). A news item or a part of a news item will be con-
sidered fake if it can be verified that its content is false.

In order to perform semantic fake news detection, some additional statements
like the past truth history of a speaker or the relations between speakers and
publishers should be considered if possible. The idea of using past inaccuracies
for each speaker was introduced with the Liar data set [32] and named credit
history, but it is rarely used in practice.

Definition (based on [32]). Credit History (CH) is the historical count of false
(or provably untrue) statements for an actor.

A credit history score can also be replaced by a single aggregated count of all
the untrue values. Such credit scores allows us to understand diverse perspectives
when analyzing news and helps determine which person or group might benefit
from spreading certain news. An earlier iteration of this idea was also explored
in the context of social media networks: credibility propagation [13].

Definition. A credit history graph is a graph that contains all the entities, their
credit histories and links between them as they are available from a Knowledge
Graph (KG) or generated from a collection of texts.
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Relational features can be considered an alternative to the credit history fea-
tures and can be extracted from both traditional KGs (e.g., DBpedia, Wikidata),
as well as from text.

Definition. Relational features include all the features extracted directly from
the texts or the named entities detected in them through the exploitation of
Knowledge Graphs.

While we focus here on extracting all the needed features directly from the
data at hand (the text), the Tri-Relationship framework described in Shu’s paper
[27] also deserves a mention here, even though it is focused on the objects
involved in distributing the news (e.g., people, organizations). All the mentioned
approaches share the idea of enriching the fake news text with a set of annota-
tions, in order to provide some context.

3.2 Metadata Collection Pipeline

Our pipeline for generating metadata has following components:

– Sentiment Analysis (SA). Sentiment annotations can exist on multiple levels:
(i) document; (ii) sentence; (iii) aspect-based [34]. Current state-of-the-art
systems are typically aspect-based, therefore all the aspect of the entity fea-
tures can get an estimate of the sentiment value. Since our data set (the Liar
data) contains short statements, we use aggregated sentence level sentiment
polarity and subjectivity values.

– Named Entities (NE). Since the results for NE extractions are typically good
enough [12], almost any modern NLP library can be used for this task.

– Named Entity Links (NEL). Generally NERLC (NER+linking and classifica-
tion) tasks are considered more complicated and typically require dedicated
NEL engines [12]. Any good NEL engine can be used for this task. We use a
wrapper built on top of DBpedia Spotlight [7].

3.3 Relation Extraction

Instead of using existing solutions, we develop a simple Relation Extraction
(REL) component that queries DBpedia. Where possible, the existing entities
are enriched with additional data obtained via a SPARQL query from DBpe-
dia. This is particularly important in order to discover more relations between
a speaker (which we will call source entity) and his/her subject (which we will
call target entity). We consider two types of relations:

– (i) extracted directly from the provided news statements by defining the types
of relations we are interested in via POS tags (for example, for extracting
relations between two entities we will generally be interested in NP - V - NP
chains - a verb between two proper nouns, whereas additional relations for
an entity can be added by extracting S - V - O triplets);
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– (ii) extracted from the DBpedia Knowledge Base (e.g., if dbr:Donald Trump
mentions dbr:Barack Obama in a document, all the triples that belong to
these entities are extracted from DBpedia and a subset of common links like
dbo:orderInOffice or dbo:President is identified).

The machine generated KG includes all the DBpedia triples that belong to
the entities collected from the data set. The relations extracted from text are
schemaless, whereas the relations extracted from KG are grounded to a schema
(e.g., DBpedia ontology). This component is implemented with the Python
libraries RDFLib, SPARQLWrapper and Spacy1.

3.4 Embeddings

Shallow neural architectures that learn word embeddings from distributional
semantics (e.g., continuous bag of words architectures like Word2Vec, GloVe or
fastText [19]) have been successfully applied to classic NLP problems [34], and
should be an integral part of any NLP architecture. Such architectures generally
provide fast computation times and lead to good results due to the fact that
they capture relational similarities.

If the used corpora is clean and large enough (several tens of thousands
of examples [19]), embeddings can be an ideal solution for building baselines.
Only the most used (word2vec, GloVe, fastText) pre-computed embeddings were
included for the top 60k English words. The component that loads them uses
negative sampling and a fixed size of 300. The Keras API offers the possibility
to add an embeddings layer to a neural network. This layer can be used for: (i)
learning and saving the embeddings together with the word vectors; (ii) loading
pre-trained embeddings. In all our DL models, we place such a layer after the
inputs and use it for loading embeddings. Such a layer is effective especially when
the number of training examples is relatively small [21].

4 Experiments

The success of our approach depends on a series of components for extracting
sentiment scores, named entities, or relations. Therefore, if those components
do not perform well, the whole approach will be flawed. First, we would like to
find out if such an approach is valid. Therefore, missing a named entity from
a statement might not be extremely important at this stage. If the approach
proves to be valid, then further work needs to include additional evaluations for
all the components in the pipeline, or at least some of their performance scores
(when available).

We use the Liar data set [32] for our experiments. It contains politics-related
articles classified based on the degree of truth, while also offering credit histories
that tracks the accuracy of the speaker statements. The data set is split into
three partitions (train, test and validation) and includes six classes that need
1 https://spacy.io/.

https://spacy.io/
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to be predicted: False, Barely-true, Half-true, Mostly-true, True, Pants
on fire. The initial paper about the Liar data set [32] identified SVMs as best
classical models and CNNs as the best Deep Learning classifiers. A follow-up
paper [18] indicates that LSTMs would be even better. Since our focus is not
on credit history (five counts for all the classes that are not True including the
score for the current statement) but on the impact of the relational features, we
do not reproduce those results and do not compare with them.

Table 1. Accuracy for the test set runs on the Liar dataset. The best results are
presented in bold. T stands for text, A for attributes and R for relations.

Model T T+A T+R ALL

Classic ML

Multinomial Naive Bayes 0.230 0.234 0.244 0.269

SGDClassifier 0.229 0.216 0.225 0.246

Logistic regression (OneVsRest) 0.226 0.240 0.249 0.262

Random forest 0.249 0.219 0.231 0.238

Decision trees 0.226 0.240 0.249 0.262

SVM 0.240 0.250 0.259 0.284

Deep Learning

CNN 0.260 0.274 0.280 0.290

BasicLSTM 0.225 0.255 0.265 0.324

BiLSTM attention 0.408 0.435 0.444 0.496

GRU attention 0.460 0.496 0.506 0.549

CapsNet 0.555 0.583 0.593 0.644

We consider four cases, as depicted in Table 1. The texts themselves (named
text (T)) are simply statements that are taken out of their original context. The
features included in the original data set (text+attributes (T+A)) contain
information about the subject, speaker (including his job title, state and party
affiliation), as well as credit history, and the context (the speech’s location). The
set text+relations (T+R) has semantic features (sentiment polarity, senti-
ment subjectivity, entities, links, and relations), syntactic features (NP), and
the aggregated score of the credit history counts. The features included in the
T+R data set are all extracted directly from the statements - there is no need
to use the full text of the articles to compute them. This is an important detail,
since this operation can always be performed if we have a good set of tools for
metadata generation, even when the full articles are no available. The last set
of features (identified as all (ALL)) includes all the previous features.

The classes are balanced and the split between train and test is 4:1. In
Tables 1 and 2 we report the test set accuracy scores for all considered mod-
els and additional features.
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Table 2. Accuracy for the test set runs using different combinations of semantic profile
attributes (T+R). The best results are presented in bold.

Feature Acc

BasicLSTM (T+A) 0.255

Sentiment Polarity 0.260

Sentiment Subjectivity 0.267

NP 0.273

Entities 0.284

Links 0.285

Relations 0.303

CH 0.324

All 0.324

We start by testing several “classic” models [10] that were built with scikit-
learn (Table 1). For these models, using the relational features (T+R) shows
some improvements, typically 2–3% above the original features (T+A) of the
data set. However, the best score are far from optimal. Logistic regression and
decision trees scores prove to be quite similar for all the three runs, while simul-
taneously being the worst scores. We notice a single case (the random forest
classifier) in which the added relational features do not yield improvements over
a run with only the original text. The best“classic” ML classifier proves to be
the SVM, confirming the results from [18].

In the second phase, we test several DL models. The DL models are built
with Keras [6] and TensorFlow [1], and use hot encoding of the class labels. For
the DL models, the reported evaluation metric is accuracy with Adam optimizer
[15].

The following DL classifiers are used:

– CNN - based on the model described in [18].
– BasicLSTM - a simple LSTM with a GlobalMaxPool layer, dropout set at 0.1

and dense layers;
– BiLSTM [5] - a bidirectional LSTM with attention, dropout and recurring

dropout set at 0.1, which also includes an embeddings layer and the rest of
the layers from the BasicLSTM;

– GRU [11] - a GRU with attention, otherwise similar to the previous BiLSTM
model;

– CapsNetLSTM [24] - uses a Capsule layer instead of the GlobalMaxPool layer
used in the other models.

All the DL models, besides CNN and BasicLSTM, use embeddings. We did
not perform additional tuning of the DL models. We noticed that the embeddings
for the most used 60k words from the English language have almost no effect on
the results. The input vectors were loaded using Keras’s embeddings layers which
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is defined as the first hidden layer of a network. For the DL experiments, we used
whenever possible pre-trained models. Of course, fine-tuning the architectures
may improve these results.

In all cases, relational features (T+R) perform better than the original fea-
tures of the data set (T+A), which suggests that in some cases it might be
enough to simply collect texts and build the rest of the features from metadata.

We note that all the DL models obtain better scores than the classic mod-
els with the same features. While the current literature is mostly focused on
CNNs and basic LSTMs, we observe that attention models and CapsNet models
performed best. For all DL models, adding our features results in an accuracy
increase of up to 5–6%. This could be caused by the fact that the embeddings
represent internal features of our DL models.

We have not repeated all feature combinations presented in Wang [32] and
Long [18], but rather took the best feature combinations found in those papers
and added new combinations based on the relational features proposed by us.
The scores obtained obtained by us for SVMs, basic CNNs and LSTMs con-
firm their results. Using relational features (sentiment, recognized named enti-
ties, named entities links, relations) together with syntactic features (NP), it is
already possible to beat the baselines at a comfortable distance, even without
using advanced architectures. It is even possible to use only these semantic and
syntactic features, instead of the original ones, and the scores will still be better
than the baselines.

We tried to minimize the number of input features. Depending on the length
of the text and number of entities involved, the number of additional features
can be increased - which may lead to some increase in the overall performance.
The most important thing when using our technique is to select the appropriate
additional features that can lead to performance improvements. According to
the results (Table 2), a good choice is to select relations, sentiments and entities.

5 Conclusions

While the literature on fake news detection is increasing at fast pace, the accu-
racy of the various models greatly varies depending on the data sets and the
number of classes involved. In our view, good models should be adaptive and
should not require a lot of fine-tuning on data sets. According to our results,
by also considering relational features like sentiment, named entities or facts
extracted from both structured (e.g., Knowledge Graphs) and unstructured data
(e.g., text), we generally obtain better scores on most classifiers.

Currently, most models are based on word embeddings, even though phrases
and multi-words expressions perform better for longer texts. This is due to the
fact that the language used in a fake news article may differ from the language
used in a normal article, as it is often needed to reinforce certain claims. Some
future investigation areas include exploiting these relational features together
with graph neural networks, like the recently developed R-GCN [25] or using
a single multi-head attention architecture [29] to generate all the semantic fea-
tures. Another interesting direction is to use semantic features for detecting fake
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reviews. While this is somewhat similar to the fake news detection, the goal here
is to detect fake accounts on websites like TripAdvisor or fake authorships.
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