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Preface

During the 22 years of the International Conference on Business Information Systems,
it has grown to be a well-renowned event of the scientific community. Every year the
conference joins international researchers for scientific discussions on modeling,
development, implementation, and application of business information systems based
on innovative ideas and computational intelligence methods. The 22nd edition of the
BIS conference was jointly organized by the University of Seville, Spain, and Poznań
University of Economics and Business, Department of Information Systems, Poland,
and was held in Seville, Spain.

The exponential increase in the amount of data that is generated every day and an
ever-growing interest in exploiting this data in an intelligent way has led to a situation
in which companies need to use big data solutions in a smart way. It is no longer
sufficient to focus solely on data storage and data analysis. A more interdisciplinary
approach allowing one to extract valuable knowledge from data is required for
companies to make profits, to be more competitive, and to survive in the even more
dynamic and fast-changing environment. Therefore, the concept of data science has
emerged and gained the attention of scientists and business analysts alike.

Data science is the profession of the present and the future, as it seeks to provide
meaningful information from processing, analyzing, and interpreting vast amounts of
complex and heterogeneous data. It combines different fields of work, such as
mathematics, statistics, economics, and information systems and uses various scientific
and practical methods, tools, and systems. The key objective is to extract valuable
information and infer knowledge from data that then may be used for multiple
purposes, starting from decision-making, through product development, up to trend
analysis and forecasting. The extracted knowledge allows also for a better
understanding of actual phenomena and can be applied to improve business processes.
Therefore, enterprises in different domains want to benefit from data science, which
entails technological, industrial, and economic advances for our entire society.
Following this trend, the focus of the BIS conference has also migrated toward data
science.

The BIS 2019 conference fostered the multidisciplinary discussion about data
science from both scientific and practical sides, and its impact on current enterprises.
Thus, the theme of BIS 2019 was “Data Science for Business Information Systems.”
Our goal was to inspire researchers to share theoretical and practical knowledge of the
different aspects related to data science, and to help them transform their ideas into the
innovations of tomorrow.

The first part of the BIS 2018 proceedings is dedicated to Big Data, Data Science,
and Artificial Intelligence. This is followed by other research directions that were
discussed during the conference, including ICT Project Management, Smart
Infrastructures, and Social Media and Web-based Systems. Finally, the proceedings



end with Applications, Evaluations, and Experiences of the newest research trends in
various domains.

The Program Committee of BIS 2018 consisted of 78 members who carefully
evaluated all the submitted papers. Based on their extensive reviews, 67 papers were
selected.

We would like to thank everyone who helped to build an active community around
the BIS conference. First of all, we want to express our appreciation to the reviewers
for taking the time and effort to provide insightful comments. We wish to thank all the
keynote speakers who delivered enlightening and interesting speeches. Last but not
least, we would like to thank all the authors who submitted their papers as well as all
the participants of BIS 2019.

June 2019 Witold Abramowicz
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Decision-Support for Selecting Big Data
Reference Architectures

Matthias Volk(&), Sascha Bosse(&), Dennis Bischoff(&),
and Klaus Turowski(&)

Otto-von-Guericke-University Magdeburg,
Universitaetsplatz 2, 39106 Magdeburg, Germany

{matthias.volk,sascha.bosse,dennis.bischoff,

klaus.turowski}@ovgu.de

Abstract. In recent years, big data systems are getting increasingly complex
and require a deep domain specific knowledge. Although a multitude of refer-
ence architectures exist, it remains challenging to identify the most suitable
approach for a specific use case scenario. To overcome this problem and to
provide a decision support, the design science research methodology is used. By
an initial literature review process and the application of the software archi-
tecture comparison analysis method, currently established big data reference
architectures are identified and compared to each other. Finally, an Analytic
Hierarchy Process as the main artefact is proposed, demonstrated and evaluated
on a real world use-case.
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1 Introduction

In recent years, the topic big data has gained increasing interest and reached a pro-
ductive status in business and research. Today organizations are conducting big data
projects for various reasons, such as fraud detection, predictive maintenance, and
optimizations [1]. With the growing interest among users, also the number of new
technologies being developed and distributed is constantly rising. Big data itself can be
described as a collection “of extensive datasets primarily in the characteristics of
volume, variety, velocity, and/or variability that require a scalable architecture for
efficient storage, manipulation, and analysis” [2]. Due to their particularities and
requirements, organizations are today not only confronted with the question of suit-
ability of big data technologies in their information technology (IT) projects, but also
the adequate composition of specific tools and technologies [3]. This combination
should follow a comprehensive and scalable system architecture, that can be generally
described as “fundamental concepts or properties of a system in its environment
embodied in its elements, relationships, and in the principles of its design and evolu-
tion” [4]. In order to reduce the complexity accompanied by the introduction of these,
best-practices in terms of architectural considerations can be exploited. Reference
architectures are designated for these kind of recommendations, supporting the
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engineering procedure in terms of an extensive and complex combination of tools and
technologies for a targeted purpose. By applying them, the number of technological
decisions and their constellations can be reduced. This leads to a facilitation of the
technology decision process and the general support of decision makers, such as
enterprise architects. Since the introduction of the first big data reference architecture
by Nathan Marz in 2011, called Lambda architecture [5], a large number of innovative
approaches for specific big data problem types have been created. However, different
constraints, components, and application domains lead to a certain precariousness in
the decision-making process and, thus, reinforces the problem of a suitable selection of
big data reference architectures. Although a multitude of various approaches for
decision-support exists, such as Decision Trees, the Analytical Hierarchy Process
(AHP) or Techniques for Order of Preference by Similarity to Ideal Solution (TOPSIS),
these have never been applied to this particular problem. Only a few contributions,
such as [6] took methods like the AHP in big data environments into consideration.
Probably, this could be traced back to the lack of existing big data reference archi-
tectures comparisons, that are also available only in a limited way [7]. Hence, this
papers aims to provide a decision support in big data related-projects, when it comes to
the selection of a reference architecture. Apart from this, organizations will be sup-
ported when identifying the appropriate domain experts and needed skills. To achieve
the desired solution the following research question will be answered: “How can a
decision support in big data environments be provided for the selection of the most
suitable reference architecture?”. In doing so, the following sub-questions were
derived: RQ1-Which big data reference architectures are relevant today? RQ2-How can
big data architectures be examined, compared and selected with regard to their
applicability? By answering these, a decision process for the selection of suitable
reference architectures for specific use cases will be facilitated, which is exemplary
constructed using the well-known AHP. In order to approach this problem, the design
science research methodology (DSRM) by Hevner et al. [8] and the recommended
workflow by Peffer et al. [9] were applied. The latter divides the execution of DSRM
into six consecutive steps. Depending on the research entry point of the DSRM, the
recommended workflow starts with the description and motivation of the current
problem situation in order to formulate the main objectives of a desired solution. This
initial step was already realized within this section by highlighting the necessity of a
suitable artifact that supports the decision making process of big data reference
architectures. However, before the actual design and development takes place, it is first
required to obtain both an overview of the current state of the art as well as the
theoretical foundations. This will be provided in the second section. In this context, the
approach of a literature review by Webster and Watson [10] was used for the collection
of relevant material and for processing RQ1. Due to the highlighted lack of compar-
isons, all identified architectures are contrasted afterwards in the fourth section of this
work using the software architecture comparison analysis method (SACAM) [11] in
order to provide answers to RQ2. Finally, all results will be brought together in the
fourth section, in which the artifact, an AHP for big data reference architectures, will be
constructed, demonstrated, evaluated in a real-world use case, and critically discussed.
The work ends with a conclusion and an outlook to further research activities. Together
with the respective content of this paper, all steps are depicted in Fig. 1.
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2 State of the Art

Today, many big data reference architectures exist. However, there are many differences
determining their suitability, such as the intended use, the complexity, or the general
system design. Until now, only limited effort was put into the comparison and selection
of reference architectures, for instance, when a new approach is introduced [7, 12]. To
get a better understanding about the currently existing reference architectures and
possible selection process for those, a literature review according to the methodology by
Webster and Watson was conducted [10].

2.1 Literature Review

The literature review was carried out in three consecutive steps. In the first step, the
databases ScienceDirect and SpringerLink were initially queried using topic-specific
keywords like “big data” or “reference architectures” and afterwards filtered, based on
titles and abstracts. The second step included an examination of the references from all
remaining contributions, in order to conduct forward & backward search with no
restriction to the index database [10, 13]. For refinement purposes, three inclusion
criteria were formulated to determine the most frequently discussed reference archi-
tectures that are described in Table 1. The analysis of the results reveals that existing
big data reference architectures differ strongly to one another, e.g. in their complexity,
application area and depth of their description. While many of the new approaches are
little researched and, thus, have not been included in the analysis, also other archi-
tectures exist, fulfilling at least one of the formulated criteria. In the following, all of
them are briefly described. For a more detailed description, the referred origins should
be consulted.

Fig. 1. Conducted workflow of the design science research methodology [9]

Table 1. Inclusion criteria of a reference architecture.

Criteria

The work that presents the reference architecture has been cited at least ten times, of which at
least five referencing works should be published between 2016 to 2018. This is needed to
ensure that the identified approach still has a certain relevancy
The work was published after 2017 and cites at least two papers, which are qualified according
the first criteria. In doing so, entirely new approaches that did not received lots of attention in
the scientific community so far will be recognized
The architecture was addressed in at least three contributions, covering implementation details
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Lambda Architecture
The Lambda architecture was initially postulated by Marz [5]. It consists out of two
different layers. While the first can be further distinguished into the interconnected
batch and serving layer, enabling batch processing, the second, speed layer, is used to
analyze incoming data in real-time [14]. All upcoming data will be sent to both layers,
while within the first layer everything is being stored and processed into the master data
set. By using batch views, one can obtain pre-calculated results from the complete
dataset to allow specific queries. Due to the very time-consuming process, new
incoming data cannot be processed. Thus, the speed layer will analyze the new data in
real-time. The results can be later aggregated with the results of the predefined batch
views [15].

Bolster Architecture
The Bolster architecture represents an extension of the Lambda architecture to allow
the use of semantic data. In the respective work [7], the authors compared features of
different architectures and came to the result that none of them fulfills all of their
desired requirements. Thus, the Bolster architecture, as a new all-encompassing
approach, was developed. In addition to the layers of the Lambda architecture, the
bolster architecture adds another layer. The semantic layer is responsible for storing
and providing metadata. This metadata can be used in the batch layer and also in the
speed layer [7].

Kappa Architecture
The Kappa architecture follows the idea to reduce the overhead maintaining two dif-
ferent systems for one task, as it appears in the case of the Lambda architecture. Hence,
it demands to have only the stream processing system [16]. Although multiple
advantages occur with this approach, the solution may cause huge cost. This is espe-
cially the case if the volume is very high and lots of resource regarding network
capacity and computational power will be required [17]. However, approaches exist for
which compression techniques can be used for the cost of additional computational
power [18].

Solid Architecture
The Solid architecture presents another approach introducing semantic data into a big
data architecture. Within Solid, the Resource Description Framework (RDF) is used to
deal with semantic data [19]. This architecture is comprised of a service tier, a content
tier and a merge tier. The service tier describes the interface that communicates with
components outside of the architecture. Therefore, it gets the required data from the
content tier. This consist out of the online, data and index layer. Each of these serve a
specific purpose: while the latter provides only access to the data layer, it stores all data
except the new one. All new data will be stored by the online layer. The merge tier
afterwards handles the integration of all data packages to the respective data layer [20].

The Big Data Research Reference Architecture (BDRRA)
This architecture was developed by comparing existing architectures of large compa-
nies and extracting their key features. The components of each of the use cases were
mapped to crucial steps of big data projects, finally forming a reference architecture.
With the exception of the data storage that is building the foundation, each of the
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functional components are separated. In particular, the reference architecture consists
out of basic components such as data sources, data extraction, data processing, data
analysis, interfacing and visualization, data storage as well as job and model specifi-
cation [21].

Big Data Architecture Framework (BDAF)
In comparison to the previous architectures, the BDAF rather represents a theoretical
work listing components that can be used for a big data architecture. Hence, the BDAF
has no limitations. It focuses on five different components: data models, big data
management, big data analytics and tools, big data infrastructure as well as big data
security. Each of these components has dependencies to the other components [22].

2.2 Decision Making Frameworks

Since no selection process is recommended in the literature, also possibilities for
decision support frameworks need to be discussed. The complexity of the respective
architectures indicates that a multitude of factors has to be considered and special
techniques are required to identify a suitable approach. Multi-criteria decision-making
(MCDM) techniques observe various aspects of alternatives to be decided. Basically,
these kind of problems are composed out offive essential components, namely the “goal,
decision maker’s preferences, alternatives, criteria’s and outcomes respectively” [23].
This involves comparing the individual components using various mathematical
methods and procedures. In addition to general approaches that represent stepwise
decision processes and are commonly referred to as decision trees [24], also numerous
complex techniques. In many cases, these take conflicting objectives and personal
preferences into account, to illustrate the inner decision making process as compre-
hensive as possible. Famous approaches that found acceptance in both business and
science are for instance TOPSIS, VIKOR, PROMETHE, ELECTRE and the AHP [23].
Those are also frequently applied in approaches, such as Commercial-Of-The-Shelf
(COTS) decision making, at which related products for a system can be identified [25].
One approach that directly implements the AHP, in the targeted domain of big data,
identifies a suitable analytics platform based on various criteria and available tools [6].

3 Comparison of Big Data Reference Architectures

Before the actual construction of the artifact and, therefore, the third step of the con-
ducted DSRM [9] is taking place, a comparison must be made first to determine the
prevailing differences between the found out architectures. Additionally, it is intended to
identify criteria which may influence the decision making process. Although no specific
methods for the comparison of big data architectures exist, today there exist a multitude
of different methods for evaluating and comparing architectures in terms of information
and communication systems. These differ mainly in their structure, the purpose, and the
information that are required. SACAM only requires a set of comparison criteria and the
documentations of the architectures as input parameter [11]. While the first will be
formulized during the procedure, the latter were already determined during literature
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review. Although the application of the method is primarily oriented towards software
[26] and not big data reference architectures, however, it is also focused on the right
combination of tools and technologies in the sense of patterns application [27].
Predestined for the comparison of multiple architectures, the method was used, for
instance, to compare two architectures to avoid frauds in telephone banking [28].
Consequently, SACAM appears to be a suitable way to contrast the found out approa-
ches. The procedure itself, as depicted in Fig. 2, will be further explained

The first step serves as a preparation. In here, the targeted architectures, their intended
use as well the required documentations are identified. The latter was already realized by
the initially performed literature review. After that, the criteria collection is taking place,
atwhich typically exemplary scenarioswill be formulated “for capturing quality attributes
and refining them into quality attribute scenarios” [11]. Due to the previously provided
definition of big data, especially the targeted data characteristics and the scalability appear
to be suitable requirements and, therefore, quality attributes. According to those, the
required scenarios were formulated, predominantly deduced from the results of the lit-
erature review, either in an explicit (condensed) or implicit (concrete references) form.
The third step declares the determination of extraction directives, which are required to
extract the needed information from the documentations and, thus, assess the applicability
of the architectures. This was realized by the observation of the scenarios and the
deduction of themain tactics, whichwere predominantly focusing on concepts such as the
processing capabilities. A complete overview of the documented and derived scenarios,
tactics, and quality attributes is depicted in Table 2.

After this step, the view and indicator extraction is performed. All available
information of the targeted architectures are extracted and compared to the derived
tactics from the formulated scenarios, to review the capabilities of its quality attributes
fulfillment. The evidence for each of the comparisons is scored afterwards. Both steps
are performed similar to the workflow. The same applies for the recommended scoring
itself, for which a range from 0 to 10 was chosen, “where 0 means that no support is
provided, and 10 completely” [11]. Whenever a reference architecture is fully capable
to realize such a tactic, a 10 can be assigned. The complete results of the application of
SACAM, as well as the specific component of each big data reference architecture
capable to solve this scenario, are listed in Table 3. In case of limitations, such as the
use of the Kappa architecture within the first scenario that is not suitable for huge
amounts of data, a five is given. The same applies for scenario two and the Solid
architecture, due to the lack of scalability in terms of stream processing. The gradation
between the upper and lower boundary results out of a comparison between the
architectures.

Fig. 2. The SACAM procedure as an BPMN Model according to [11].
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Table 2. Developed scenarios, derived tactics and targeted quality attributes.

No. Description of the scenario Tactics V’s

S1 Multi massive analysis of
previously made online
purchases in E-Commerce. All
used data will be saved in a
conventional database table
formats and analyzed at periodic
intervals to give product
recommendations

A system that is able to store
huge amounts of data and
analyze them using batch
processing. All obtained results
need to be further persisted

Volume

S2 Real-time analysis of viewed
products in E-Commerce by
(potential) customers. The
results shall give immediately
recommendations for products
that might be interesting

A system that is able to stream
process data. All obtained results
need to be further persisted

Velocity

S3 Multi massive analysis of
historic and real-time data in
E-Commerce, to provide tailor-
made customer
recommendations on the base of
preceding and recent behavior

A system that is able to batch
and stream process data, either
in a combined or separated
procedure. The results needs be
persisted for further use

Volume,
Velocity

S4 Analysis of an on online-
performed questionnaire,
including multiple questions
types and also free text answer
options. The latter is context
based and requires further
analysis [29]

A system that is able to batch
process huge amounts of
differently structured data using
various analyses, such as
semantical or statistical methods.
Changes may occur over time to
the persisted data

Variety,
Variability

S5 Development of a real-time
network traffic measurement
system. The monitored data will
provide basic statistics and
deliver warnings in case of
specific events [30]

A system that is able to analyze
huge amounts of structured data
by using a stream processing
approach

Volume,
Velocity

S6 Observation of multiple machine
sensors to prevent and react on
failures. The required
information will be gathered
from single sensors, their
combination and the underlying
metadata [31]

A system that is able to analyze
huge amounts of incoming data
and metadata by using a batch
and stream processing approach.
The dataflow may change over
time

Volume
Velocity,
Variability

S7 Giving predictions for stock
price changes, by using Twitter
feeds. Related data from these
feeds will be analyzed with deep
learning approaches [32]

A system that is able to analyze
huge amounts of differently
structured data and metadata by
using a batch and stream
processing approach. The
dataflow may change over time

Volume,
Velocity,
Variety,
Variability
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In scenario four, it has to been noted that information may change over time. Apart
from that, this scenario is similar to the first one. The Lambda, Solid and Kappa
architecture are not intended to perform any of these changes on the master data set.
However, the Lambda and Solid architecture can be easily extended, whereas more
effort needs to be invested when using the Kappa architecture. Thus, a rating of 7 was
given to the latter and the both other approaches received an 8. Comparing all of the
given scores, one can notice that some architectures are more dominant than the others.
Especially the BDRRA and BDAF received the best scores. This results predominantly
out of the generalized structure by which most of the existing requirements and con-
straints can be covered. However, this generalized point of view may lead to ineffi-
ciencies in comparison to specific approaches. Thus, there is a clear distinction between
very general and specific approaches. Furthermore, the BDAF architecture strongly
dominates all other alternatives. The same applies for the BDRRA, but the specificity is
still higher compared to the BDAF and explicit metadata management is not supported
here, thus, the BDAF won’t be further used.

Table 3. Results of the application of SACAM.

No. Lambda Bolster Kappa Solid BDRRA BDAF

S1 B B LSP DL ED, DA C
10 10 5 10 10 10

S2 RT RT SP OL SD, SA C
10 10 10 5 10 10

S3 B, RT B, RT LSP DL ED, DA, SD, SA C
8 8 6 7 10 10

S4 B, RT B, RT, DA LSP OL, DL ED, SD, SA C
8 10 7 8 10 10

S5 RT RT SP OL, DL SA C
10 10 10 4 10 10

S6 – RT, S – OL, DL – C
0 10 0 4 0 10

S7 – C – OL, DL – C
0 8 0 3 0 10

B: Batch; BP: Batch Processing; C: Complete; DA: Deep Analysis; DA:
Data Analyst; DB: Database; DL: Data Layer; ED: Enterprise Data; LSP:
Limited Stream Processing; MD: Metadata; RT: Real-Time; S: Semantic;
SA: Stream Analysis; SD: Stream Data; SP: Stream Processing; OL:
Online Layer.
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4 AHP Model for Big Data Reference Architectures

On the basis of those results, it becomes clear that a variety of different criteria play a
major role during the selection of the most suitable architecture. After further exami-
nations about the capability of suitable methods mentioned in Sect. 2.1, the AHP has
proved to be a promising solution. Compared to other approaches, this is especially due
to the reason that the AHP is a widely accepted technique of decision makers and was
already applied in contributions within a similar domain [6]. The application itself is
initiated by pairwise comparisons of different criteria, with regard to individual pref-
erences. Each of the criteria will be compared to all others, resulting in a total of
ðn2 � nÞ=2 comparisons, in which n is the total number of criteria of a single proce-
dure. The outcomes of the comparisons range from 1–9. While a value of 1 means that
both criteria are equally important, a value of 9 reflects an “extreme importance” [33]
for the criterion to be compared. Intermediate ratings are intended to highlight slight
preferences, for instance, 5 means that the criterion to be compared has a higher
importance than the other has. The calculatory equivalent, necessary for further com-
putation, is expressed by the reciprocal value. All gradation values of the ratings can be
found in [33]. After the initial comparisons, all results will be stored in an n� n
identity matrix for each criterion, called comparison matrix (1). In doing so, the
diagonal is represented by ones, all values above the main diagonal represent the
corresponding ratings of the comparison and in turn all values below the reciprocal
value. After all comparisons have been made, a normalized matrix is generated. The
average of each row of this normalized matrix indicates the absolute priority of the
targeted criteria, forming all together the weighting vector W . The higher an entry, the
higher is the importance of the criteria (2). In order to avoid an undeliberated decision,
the consistency of the made comparisons can be further assessed. First, the initial
comparison matrix needs to be multiplied with W to obtain the weighted sum vector
Ws. Then the reciprocal is formed of each element of W and, afterwards, the scalar

product of both vectors is calculated Ws � fWg�1
� �

. The number of compared ele-

ments then divides the resulting consistency vector, to obtain kMax as the eigenvalue
(3). This value is required to calculate the consistency index (CI). Finally, with the
calculation of the Consistency Ratio (CR), a comparison of the CI with a randomized
consistency index (RI) takes place, to measure the consistency of the given scores (5).
If CR is less than or equal to 0.10, all of the given ratings are consistent, otherwise
individual pairwise comparisons should be reviewed again. When all values of the
criteria have been determined and W calculated, the alternatives will be inspected in a
similar way. Each of them will be compared and rated on the basis of one specific
criterion. Once again, a W will be calculated for each criterion (6). This continues until
each of them has been checked in terms of the available alternatives. Further, all W
vectors will be brought together into one matrix, highlighting the connection between
the alternatives and criteria. Finally, this newly created matrix will be multiplied with
the initially calculated vector W from the criteria comparison matrix. The resulting
vector describes the suitability of each alternative, based on the made comparison (7).

Decision-Support for Selecting Big Data Reference Architectures 11



An exemplary realization is depicted in Fig. 3, highlighting that the alternative A1

appears to be the best solution for this particular case. For a better understanding, each
of the previously described steps is linked to the figure via the corresponding number
within the brackets.

4.1 Design and Development

In order to facilitate such a multi-criteria decision support, it is first needed to find
suitable criteria at the beginning, which can be later assessed by the user [33]. While
comparing the different reference architectures, it became apparent that many of the data
characteristics are strongly interconnected to each other (cf. Table 2). In most cases, the
basic intention of the different reference architectures can be attributed to a certain
combination of data characteristics. For this reason, all of the characteristics should be
observed in a combined way to enable decision makers a comprehensive prioritization
according to their undertakings. A suitable solution for this was already found out
during the comparison of the determined reference architectures. With the identification
of quality attribute scenarios and the subsequent extraction of tactics, that allow a
comparison of the approaches, suitable criteria were determined (cf. Table 2) [11]. By
evaluating those tactics in terms of the relevancy for the planned undertaking, decision
makers are not bounded to rely on abstract views, functions and any forms of metrics.
Otherwise this would be necessary for the isolated consideration of single data char-
acteristics. Thus, an AHP distributed in the three layers named objective, criteria and
alternatives was developed, as it is depicted in Fig. 4. In addition to the mutual

Fig. 3. An exemplary realization cation of the AHP
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relationships between the levels of the AHP, there are also other conspicuous features.
The application of the artifact itself takes place as demonstrated in Fig. 3 by the
pairwise-comparison of the tactics described in Table 2. First of all, the comparison
matrix and the weighting vector W need to be determined. Then W will be multiplied
with the matrix depicted in Table 4.

The resulting vector then reflects the viability for the undertaking. In contrast to the
standard procedure,W was not calculated for each comparison of the alternatives to one
respective criterion, instead the previously determined results by SACAM were used.
These were obtained by a similar procedure, comparing the architectures in terms of the
developed quality attribute scenarios and the derived tactics. To overcome the different
scaling’s of the rating, the final resulting matrix was normalized and transposed, as in
the case of the standard AHP procedure. Within the table, the first row of each of the
architectures describe a matrix containing the BDRRA, as one possible alternative,
whereas the second row does not take the general approach into consideration. The
final result itself will mostly prioritize the BDRRA, due to its dominancy. However this
does not present always the desired decision support, most of all if general approaches
are not preferred, due to their missing implementation details. If a specific approach is
to be preferred over a general, the BDRRA can be omitted in advance. Nevertheless, at
the beginning extensive research always needs to be carried out to allow for a rational
and reasonable decision when it comes to the comparison of the tactics. In any case, it
is up to the decision maker to interpret the results after the successful application.

Fig. 4. A conceptual overview of an AHP for big data references architectures.

Table 4. Normalized and transposed SACAM rating matrix with and without BDRRA

T1 T2 T3 T4 T5 T6 T7

Lambda 0.22 0.22 0.21 0.19 0.23 0 0
0.29 0.29 0.28 0.24 0.29 0 0

Bolster 0.22 0.22 0.21 0.23 0.23 0.71 0.73
0.29 0.29 0.28 0.30 0.29 0.71 0.73

Kappa 0.11 0.22 0.15 0.16 0.23 0 0
0.14 0.29 0.21 0.21 0.29 0 0

Solid 0.22 0.11 0.18 0.19 0.09 0.29 0.27
0.29 0.14 0.24 0.24 0.12 0.29 0.27

BDRRA 0.22 0.22 0.26 0.23 0.23 0 0
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4.2 Evaluation of the Artifact

After the completed design and development phase, the application of the artifact needs
to be demonstrated and evaluated (cf. Fig. 1). Essentially, only a few steps are nec-
essary to apply the artifact, as outlined in Fig. 3. In this sense, a pairwise comparison
only has to be made concerning the criteria layer and not additionally for the alter-
natives. In doing so, all tactics need to be compared in terms of their relevancy for the
targeted project and the achieved weighting vector W has to be multiplied with the
desired matrix from Table 4. For the actual evaluation, all of the described steps were
applied on a real-world use case scenario, which has been solved with the use of a
Lambda architecture. In here, a “general purpose, weather-scale event processing
pipeline to make sense of billions of events each day” [34] was realized. Each day,
billions of events are registered and processed that are resulting, for instance, out of
logs, forecasts, and beacons. To overcome the challenges in processing and storing
these massive amounts of data, a scalable system was required. In particular, data from
different sources needed to be analyzed in batch as well as in streaming mode and all
results are to be stored for long term access [34]. Thus, a Lambda architecture and
different tools were used for the realization. By extracting the required information and
comparing the tactics, regarding this specific use case, a comparison matrix was
realized and the described procedure was conducted. All results are depicted in
Table 5. The main focus in this project was on the combined use of batch and
streaming processing. Furthermore the results should be persisted, accessed for long
term, and not changed over time. Thus, the third tactic was favored very strongly to the
others while the opposite applies for tactic number four. Since no further information
about the metadata handling was available, it was tried to assess these as unbiased as
possible. For each of the tactics that offered only one processing approach, a moderate
importance to tactic three was chosen. Compared to one another, these tactics were
equal important and, thus, received the value one. After that, all calculation steps were
performed. As one can notice, a CR of 0.069 was achieved and therefore all made

Table 5. Results of the evaluation

Ti T1 T2 T3 T4 T5 T6 T7 W Ws

T1 1 1 1/7 3 1/3 1/4 1/3 0.6 0.41
T2 1 1 1/7 3 1/3 1/4 1/3 0.06 0.41
T3 7 7 1 7 4 8 7 0.48 3.79
T4 1/3 1/3 1/7 1 1/3 1/3 1/3 0.04 0.27
T5 3 3 1/4 3 1 3 2 0.16 1.28
T6 4 4 1/8 3 1/3 1 1 0.12 0.91
T7 3 3 1/7 1/2 1/2 1 1 0.09 0.73P

2.95 26 7.95 7.45 23.00 9.58 7.67 1 –

kMax: 7.54; CI: 0.09 RI: 1.32; CR: 0.069 � 0.1
(1) With BDRRA - Bolster: 0.32; Lambda: 0.17; BDRRA:
0.19; Solid: 0.18; Kappa: 0.13
(2) Without BDRRA - Bolster: 0.37; Solid: 0.23; Lambda:
0.22; Kappa: 0.18
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comparisons were consistent. Derived from these results, one can conclude that the
Bolster architecture appears to be a promising solution, whereas also BDRRA, Solid,
Lambda, and Kappa achieved good results. This applies for both types of the used
alternative matrix, with and without the BDRRA.

Only the distribution of the results has slightly changed. One of the main reasons
for this result might come from the indifferent position towards the metadata handling.
However, considering the various data source and data requests, in this particular case,
an additional use of the metadata layer might be beneficial. One of the main advantages
is the increased level of automation, for instance, if new data sources are getting added.
Furthermore, data analyst, data management, and data steward tasks can be better
distinguished, which is important in terms of the high interconnection between
stakeholders in this particular case [7]. Without these additional considerations, the
Lambda architecture is also capable for the desired purpose and has, therefore, been
proved to be valid. In addition to the general architectural recommendation, the
obtained result can be further used to derive required expert knowledge about related
tools and the technical integration of the targeted domain. To enhance this outcome, the
artifact should be evaluated in large-scale in future research. In context of this, an
extension and integration into a decision support system appears to be suitable. This
would ensure that not only decision support regarding the architecture, but also pos-
sible tools and technologies could be provided. The artifact itself can be completely
adapted as well as extended in terms of alternatives and comparison criteria. This
includes new tactics as well as references architectures. In doing so, the tactics could be
refined to standard application scenarios, at which different information are presented
using an even more complex description. From a practitioner’s perspective, also
project-related requirements could be recognized, including relevant big data aspects,
such as the data characteristics and performed operations. Regarding the extension,
however, the rank reversal problem should be considered when alternatives are
changed. This may lead to a restructuring of various multi criteria decision making
approaches, such as the AHP [35]. Another limitation presents the number of additional
criteria and alternatives, which may occur through new tactics, data characteristics,
reference architectures or even entirely new objects, such as technical implementation
details. In this sense, the introduction of further levels (sub-criteria) appears useful in
order to reduce the complexity [33]. While in this work only the AHP in its pure form
was used, also other decision making frameworks might be considered and compared
in future research.

5 Conclusion

In this paper, an AHP for big data architectures was developed to provide a decision
support when it comes to the right choice of currently existing approaches. Based on a
thorough literature review process, six relevant big data reference architecture were
identified. After an initial description of each of those, a qualitative scenario-based
comparison using SACAMwas executed. The results were used afterwards for the design
and development of the main artifact, the AHP. Finally, the solution was evaluated and
discussed using a real world use case scenario. Although the choice of tactics has proofed
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to be as suitable criteria, in the future, extensions are planned to be able to withstand the
constant dynamics of this domain. Beyond the sole extension of new tactics and archi-
tectures, also an integration within a comprehensive decision support system for the
realization of big data projects will be pursued that additionally considers project-related
requirements and other MCDM techniques. In doing so, the additional comparison to an
COTS approach appears to be desirable [25]. Same applies for the examination of suitable
tools, as it was realized by the application of an AHP in [6].
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Abstract. With the growth of the inter-connectivity of the world, Big
Graph has become a popular emerging technology. For instance, social
media (Facebook, Twitter). Prominent examples of Big Graph include
social networks, biological network, graph mining, big knowledge graph,
big web graphs and scholarly citation networks. A Big Graph consists
of millions of nodes and trillion of edges. Big Graphs are growing expo-
nentially and requires large computing machinery. Big Graph is posing
many issues such as storage, scalability, processing and many more. This
paper gives a brief overview of in-memory Big Graph Systems and some
key challenges. Also, sheds some light on future research agendas of in-
memory systems.

Keywords: Big Graph · Big Data · In-memory Big Graph ·
Large graph · Semi-structured data · Social networks

1 Introduction

Today, every domain ranging from social networks to web graphs implements Big
Graph. There are diverse graph data that are growing rapidly. Big Graph has
found its application in many domains, in particular, computer networks [19],
social networks [23,39], mobile call networks [40], and biological networks [13].
A prominent example of Big Graph in the field of computer network is Mobile
Opportunistic Networks (MONs) [19]. It is a challenging task to understand
and characterize the properties of time-varying graph, for instance, MONs. Big
Graph has major applications in social networking sites, for example, Facebook
friends [39], and Twitter tweets [23]. In Facebook, there are millions of nodes
which represent people and billion of edges which represent the relationships
between these people. In Twitter, “who is following whom” is represented by Big
Graphs. In mobile call networks, Wang et al. [40] uses Big Graph to understand
the similarity of two individual relationships over mobile phones and in the
social network. In Bioinformatic, Big Graph is used to represent DNA and other
protein molecular structure. Moreover, the graph theory is used for analysis and
calculation of molecular topology [13].

Handling Big Graph is a complex task. Moreover, there are many challenges
associated with large graphs as they require huge computation. Therefore, there
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W. Abramowicz and R. Corchuelo (Eds.): BIS 2019, LNBIP 353, pp. 18–29, 2019.
https://doi.org/10.1007/978-3-030-20485-3_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20485-3_2&domain=pdf
http://orcid.org/0000-0002-9899-9152
https://doi.org/10.1007/978-3-030-20485-3_2


In-Memory Big Graph: A Future Research Agenda 19

is a great need for parallel Big Graph systems. Most of the Big Graph frame-
works are implemented based on HDD. A few in-memory Big Graph frameworks
are available. Because, RAM is volatile storage media, small in size and costly.
However, the cost of the hardware is dropping sharply. Therefore, in the future,
RAM will be given prime focus in designing a Big Graph framework. Currently,
Flash/SSD-based Big Graph framework is developing. Flash/SSD based frame-
works are faster than HDD. Naturally, Flash/SSD based Big Graph frameworks
are slower than in-memory Big Graph frameworks. Thus, in coming future, more
RAM-based Big Graph frameworks will be designed for storing Big Graph. In-
memory Big Graph is a key research to be focused on. A few research questions
(RQ) on in-memory Big Graph are outlined as follows: (a) RQ1: Can In-memory
Big Graph able to process more than trillions of nodes or edges? (b) RQ2: Can
In-memory Big Graph able to handle the Big Graph size beyond terabytes?
(c) RQ3: Is there any alternative to HDD, SSD or Flash memory (NAND)? (d)
RQ4: What are the real-time Big Graph processing engines available without
using HDD, SSD, or Flash?

The research questions RQ1, RQ2, RQ3, and RQ4 motivate us to exam-
ine the insight on massively scalable in-memory Big Graph processing engine.
Besides, implementing in-memory Big Graph Database is a prominent research
challenge. Thus, in this paper, we present a deep insight on scalable in-memory
Big Graph processing engine as well as a database for future research.

2 Big Graph

A Big Graph comprises of billions of vertices and hundreds of billion of edges.
Big Graph is applied in diverse areas [40], namely, biological networks, social net-
works, information networks and technological network. Big Graph is unstruc-
tured and irregular that makes the graph processing more complex. In real world
cases, Big graph is dynamic, i.e., there are some temporal graphs which changes
with time [29]. Particularly, new nodes are inserted and deleted frequently. Han-
dling the frequent changes in edges and vertices are truly a research challenge.

2.1 In-Memory Big Graph

Big Graph represents a huge volume of data. This huge sized data are usually
stored in secondary memory. However, storing graphs in RAM improves the
performance of graph processing and analysis. But, in-memory Big Graph sys-
tem requires a huge amount of resources [34]. Numerous Big Graph processing
systems are designed based on in-memory Big Graph with the backing of sec-
ondary storage. For example, PowerGraph [15], GraphX [16], and Pregelix [6].
The ability of continuous holding data in RAM in a fault-tolerant manner makes
in-memory big graph systems more suitable for many data analytic applications.
For instance, Spark [44] uses the elastic persistence model to keep the dataset in
memory, or disk or both. However, state-of-the-art Big Graphs do not provide
intrinsic in-memory Big Graph without using secondary storage.
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3 In-Memory Big Graph Framework

As the data keeps on growing, there should be a system which can efficiently
work with the incremental data and has a large memory to hold the data. As
the data is growing rapidly, processing of large graph becomes the key barrier.
There is also scalability issue associated with in-memory Big Graph systems. So,
there is a great need for Big Graph processing systems that can overcome the
issues. There are many existing in-memory Big Graph systems like Power Graph
[15], GraphX [16]. These systems handle the issues like storage, scalability, fault
tolerance, communication costs, workload. In this section some in-memory Big
Graph engines are discussed. Table 1 illustrates the evaluation of in-memory Big
Graph on the basis of various parameters. Moreover, Table 2 exposes the various
sizes of nodes and edges with data sources.

The power-law degree distribution graphs are challenging task to partition.
Because, it causes work imbalance. Work imbalance leads to communication and
storage issue. Hence, PowerGraph [15] uses Gather-Apply Scatter (GAS) model.

Table 1. Evaluation of existing framework

Name In-memoryHybridScalabilityFault tolerance
issue

Communication
overhead

Framework

PowerGraph [15]� × � × × Vertex-centric

GraphX [16] � × � × × RDD [16]

Ringo [31] � × × × × SNAP [22]

Trinity [33] � × � � × Distributed
graph engine

Pregelix [6] � × � × × Distributed
graph
system

GraphBig [24] � × � × - Vertex-centric

GraphMP [45] × � � × × VSW [35]

GraphH [34] � × � × × Vertex-centric

Table 2. Evaluation of existing framework. M = Million, B = Billion

Name Nodes Edges Data source

PowerGraph [15] 40M 1.5B Twitter [20]

GraphX [16] 4.8M 69M twitter-2010 [4], uk-2007-05 [3]

Ringo [31] 4.8M,42M 69M,1.5B Twitter [20], LiveJournal [1]

Trinity [33] 1B 13B Social Graph, Web Graph

Pregelix [6] 6.9M 6 B BTC [10], Webmap [37]

GraphBig [24] 1.9M 2.8M CA Road Network [22]

GraphMP [45] 1.1B Twitter Graph

GraphH [34] 788M 47.6B Twitter Graph
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It uses vertices for computation over edges. In this way, PowerGraph maintains
the ‘think like a vertex’ [38] philosophy. And, it helps in processing trillion of
nodes. It exploits parallelism, to achieve less communication and storage costs.
PowerGraph supports both asynchronous and synchronous execution. It provides
fault-tolerance by vertex replication and data-dependency method.

There is another system, called GraphX [16] which is built on Spark. GraphX
supports in-memory system by using Spark storage abstraction, called Resilient
Distributed Dataset (RDD) which is essential for iterative graph algorithms.
RDD helps in handling trillions of nodes. It also has enough in-memory replica-
tion to reduce the re-computation in case of any failure. GraphX retains low-cost
fault tolerance by using distributed dataflow networks. GraphX provides ease of
analyzing unstructured and tabular data.

Ringo [31] is an in-memory interactive graph analytic system that provides
graph manipulation and analysis. Working data set is stored in RAM, and non-
working data set are stored in HDD. The prime objective is to provide faster
execution rather than scalability. Also, Ringo needs a dynamic graph represen-
tation. For efficient graph representation, Ringo uses a Compressed Sparse Row
format [17]. Ringo builds on the Stanford Network Analysis Platform (SNAP) [21].
Ringo is easily adaptable due to the integrated processing of graphs and tables. It
uses an easy-to-use Python interface and execution on a single machine. However,
scalability is a major concern in Ringo. In addition, Ringo is unable to support
more than trillions of edges or higher sized Big Graph.

Trinity [33] is a distributed graph engine build over a memory cloud. Mem-
ory cloud is a globally addressable, distributed key-value store over a cluster
of machines. Data sets can be accessed quickly through distributed in-memory
storage. It also supports online query processing as well as offline analysis large
graphs. The basic philosophy behind designing the Trinity is (a) high-speed
network is readily available today, and (b) DRAM prices will go down in the
long run. Trinity is an all-in-memory system, thus, the graph data are loaded
in RAM before computation. Trinity has its own language called Trinity speci-
fication language (TSL) that minimizes the gap between graph model and data
storage. Trinity tries to avoid memory gaps between large numbers of key-value
pairs by implementing circular memory management mechanism. It uses heart-
beat messages to proactively detect machine failures. Trinity uses Random access
data of distributed RAM storage, therefore, it can support trillions of nodes in
future. There are many advantages of Trinity, specifically, (1) object-oriented
data manipulation of data in the memory cloud, (2) data integration, and (3)
TSL facilitates system extension.

Preglix [6] is an open source distributed graph processing system. It supports
bulk-synchronous vertex-oriented programming model for analysis of large scale
graphs. Pregelix is an iterative dataflow design, and it can effectively handle both
in-memory and out-of-core workloads. Pregelix uses Hyracks [5] engine for exe-
cution purpose. It is a general-purpose shared-nothing dataflow engine. Pregelix
employs both B-Tree and LSM (log-structured merge-tree) B-Tree index struc-
tures. These index structures are used to store partitions of vertices on worker
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machines and these are imported from the Hyracks storage library. The level
of fault tolerance in Pregelix is same as other Pregel-like systems. Pregelix sys-
tem supports larger datasets, and also strengthen multi-user workloads. Pregelix
explores more flexible scheduling mechanisms. It gives various data redistribution
(allowed by Hyracks) techniques for the optimization of given Pregel algorithm’s
computation time. It is the only open source system that supports multi-user
workloads, has out-of-core support, and allows runtime flexibility. Accommoda-
tion of nodes in memory is based on the available memory.

GraphBig [24] is a benchmark suite inspired by IBM System G project. It
is a toolkit for computing industrial graphs used by many commercial clients.
It is used for performing graph computations and data sources. GraphBig uti-
lizes a dynamic, vertex-centric data representation, which can be oftenly seen in
real-world graph systems. GraphBig uses compact format of CSR (Compressed
Sparse Row) to save memory space and simplify the graph build complexity.
The memory of graph computing shows high cache miss rates on CPUs and also
high branch/memory divergence on GPUs.

GraphMP is a semi-external-memory Big Graph processing system. In SEM
[45] all vertices of the graph are stored in RAM and edges are accessed from the
disk. GraphMP uses vertex-centric sliding window (VSW) computation model. It
initially separates the vertices into disjoint intervals. Each interval has a shard.
The shard contains the edges that have destination vertices within the inter-
val. During computation, GraphMP slides a window on every vertex and the
edges are processed shard by shard. The shard is loaded into RAM for process-
ing. At the end of the program the updates are written to the disk. GraphMP
uses a Bloom Filter for selective scheduling to avoid inactive shards. A shard
cache mechanism is implemented for complete usage of the memory compressed.
GraphMP does not store the edges in memory to handle Big Graph efficiently
with limited memory. However, it requires more memory to store all vertices. In
addition, it does not use logical locks to improve the performance. It is unable
to support trillions of nodes since it is a single machine semi-external memory
graph processing system.

GraphH [34] is a memory-disk hybrid approach which maximizes the amount
of in-memory data. Initially, the Big Graph is partitioned using two stages. In
first stage, the Big Graph is divided into a set of tiles. Each set of tiles uses a
compact data structure to store the assigned edges. In the second stage, GraphH
assigns the tiles uniformly to computational servers. These servers run the vertex-
centric programs. Each vertex maintains a replica of all servers during computa-
tion. GraphH implements GAB (Gather-Apply-Broadcast) Computation Model
for updating the vertex. Along the in-edges, the data are gathered from local
memory to compute the accumulator. GraphH implements Edge Cache Mecha-
nism to reduce the disk access overhead. It is efficient in small cluster or single
commodity server. However, it can support trillions of nodes due to GAB model
implementation.
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4 Key Issues

Power-Law Graph: Power-law graph can be defined as the graph with vertex
degree distribution follows a power-law function. It creates many difficulties in
the analysis and processing of Big Graph. For example, imbalanced workload in
the Big Graph processing systems.

Graph Partitioning: Big Graph uses graph parallel processing technology. The
processing requires partitioning of Big Graph into subgraphs. However, the real
world graph is highly skewed and have a power-law degree distribution. Hence,
Big Graph needs to efficiently partition the graph.

Distributed Graph Placement: Big Graph is stored in cluster of systems.
Hence, issues of distributed system are also applicable to the storage and pro-
cessing of Big Graph. In-memory Big Graph system suffers from scalability issues
because RAM is costly and small sized. In addition, in-memory Big Graph must
ensure consistency. The data are replicated in several nodes to retain the data
even if there is a system fault. In-memory Big Graph systems also has hotspot
issue due to the skewed nature of Big Graph.

Cost: In-memory Big Graph processing systems store the graph in RAM. Hence,
it requires good quality computing infrastructure to handle such huge size graph.
For example, GraphX requires 16 TB memory to process 10 billion edges [16].
During computation the systems require to store the whole graph and also the
network-transmitted messages in RAM [34].

Incompetent to Execute Inexact Algorithm: Big Graphs are incapable
to execute the inexact algorithms due to graph matching. Most of the inexact
algorithms take a very long computational time for processing [8].

5 Key Challenges

Dynamic Graph: Analysis of dynamic graph is an arduous process in which the
graph structure changes frequently. In this type of graph, vertices and edges are
inserted and deleted frequently [42]. As the dynamic graphs keep on changing,
data management and graph analytic takes the responsibility for the sequence
of large graph snapshots as well as for streaming data.

Graph-Based Data Integration and Knowledge Graphs: For the analy-
sis purpose, Big Graph data is extracted from original data sources. However,
data extraction from the data source is full of obstacles. One key challenge is
knowledge graph [12,27]. The knowledge graph provides a huge volume of inter-
related information regarding real-world entities. Moreover, key issues with the
knowledge graph is integration of low quality, highly diverse and large volume
of data.

Graph Data Allocation and Partitioning: Effectiveness of graph processing
highly depends on efficient data partitioning of Big Graph. Along with partition-
ing, load balancing is required for efficient utilization of nodes. Hence, the chal-
lenge is to find a graph partitioning technique that balances the distribution of
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vertices and their edges such that each subgraph have minimum and same num-
ber of vertices and vertex cut. But, graph partitioning problem is NP-hard [7].

Interactive Graph Analytic: Interactive graphs with proper visualization is
highly desirable for exploration and analysis of graph data. But sometimes this
visualization becomes a major challenge to analyze. For example, k − SNAP
[38] generates summarized graphs having k vertices. The parameter change k in
k − SNAP activates an OLAP-like roll-up and drill-down within a dimension
hierarchy [9]. However, due to its dependency on pre-determined parameter, this
approach is not fully interactive.

6 Future Research Agenda

An ‘in-memory’ system requires backing of the secondary storage for consistency
due to volatility of RAM. The in-memory system stores data in RAM as well
as in HDD/SSD. However, the data of intrinsic ‘in-memory’ system is stored
entirely in RAM. HDD/SSD is used to recover data upon failure of a machine.
A few hybrid system stores working datasets in RAM and non-working dataset
in secondary storage. Read/write cost is high in secondary storage. Neverthe-
less, hybrid system becomes more scalable. Hence, there is a trade-off between
performance and scalability.

Today, everyone is connected globally through internet. Hence, data is grow-
ing exponentially. But, the size of RAM is fixed. Thus, the challenge starts with
maintaining large scale data in RAM. Similarly, Big Graph size is also growing.
For instance, Twitter and Facebook. Big Graph analytic requires a real-time pro-
cessing engine which demands in-memory Big Graph system. It is a grand chal-
lenge to design a pure in-memory Big Graph database and also a future research
agenda. Intrinsic in-memory Big Graph database can be implemented through
Dr. Hadoop framework [11]. In this paper, future research agenda is categorized
into two categories, namely, data-intensive Big Graph, and compute-intensive
Big Graph.

6.1 Data-Intensive Big Graph

Dr. Hadoop: A Future Scope for Big Graph. Dr. Hadoop is a frame-
work of purely in-memory systems [11]. However, Dr. Hadoop backups the data
in secondary storage periodically [26]. Even though, Dr. Hadoop is developed
for massive scalability of metadata, it can be adapted in various purposes [30].
Dr. Hadoop stores all data in RAM and replicates in other two neighbor RAM,
say, left and right node. Figure 1 demonstrates the replication of data in RAM in
Dr. Hadoop framework. Dr. Hadoop forms 3-node cluster at the very beginning
[30]. Each node must have left and right node for replication of data from RAM.

Any node can leave or join the Dr. Hadoop cluster. Figure 1 illustrates the
insertion of a new node in Dr. Hadoop. Dr. Hadoop implements circular doubly
linked list where a node failure breaks the ring. But, Dr. Hadoop is unaffected
by the failure of any one node at a given time [30]. There are left node and right
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Fig. 1. Insertion of a node in Dr. Hadoop.

node to serve the data. Moreover, Dr. Hadoop can tolerate many non-contiguous
node failure at a given time. However, Dr. Hadoop is unable to tolerate consecu-
tive three-node failure at a given time. Three contiguous node failure causes loss
of data of a node. Even, Dr. Hadoop can tolerate consecutive two-node failure
at a given time. Big Graph can be stored in the RAM and also replicated to
two neighboring nodes. The backup is stored in HDD/SSD. The key merits of
Dr. Hadoop are- (a) purely in-memory database system, (b) incremental scalabil-
ity, (c) fine-grained fault-tolerance, (d) efficient load-balancing, and (e) requires
least administration. Incorporating Dr. Hadoop with Big Graph can help in
overcoming the issues like scalability, fault tolerance, communication overhead
associated with existing in-memory system. Hence, implementing Big Graph in
Dr. Hadoop framework is future research agendas.

Bloom Filter. Bloom Filter [2] is a probabilistic data structure for approximate
query. Bloom Filter requires a tiny on-chip memory to store information of a
large set of data. A few modern Big Graph engine deploys Bloom Filter to
reduce the on-chip memory requirement. For instance, ABySS [18]. The DNA
assembly requires very large size of RAM. Therefore, DNA assembler deploys
Bloom Filter for faster processing with low sized RAM. In biological graph such
as a de Bruijn graph, Bloom Filter is commonly used to increase it efficiency,
for instance, deBGR [28]. [32] uses cascading Bloom Filters to store the nodes
of the graph. It reduces construction time of the graph. Gollapudi et al. [14]
proposed a Bloom Filter based HITS-like ranking algorithm. Bloom Filter helps
in reducing the query time. Similarly, Najork et al. [25] proposed a Bloom Filter
based query reduction technique to increase the performance of SALSA. Bloom
Filter is used to approximate the neighborhood graph. Bloom Filter has great
potential for its implementation in the Big Graph. Bloom Filter is a simple and
dumb data structure. However, these two are the parameters for its efficiency.
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Its simple data structure makes it space and time efficient. It’s dumbness makes
its applicable in any field. Regardless, new variants of Bloom Filter are required
which are able to store the relationship among the nodes. Such variants help in
checking the relation among the nodes and reduces the complexity of Big Graph
processing.

6.2 Compute-Intensive Big Graph

In contrast to memory-intensive computation, compute-intensive tasks require
more processing capabilities. Nowadays, data size is growing exponentially. How-
ever, the decline in the growth rate is expected in near future. Therefore, the
future Big Graph will become compute-intensive task. A few research work has
been carried out on Big Graph learning. There are numerous machine learning
algorithms to evaluate the learning capability on Big Graph data. Hierarchical
Anchor Graph Regularization (HAGR) [41] for instance. Deep learning is another
example of extreme learning which requires a huge computation capability [36].
Also, machine learning is deployed in spatio-temporal networks [43].

7 Conclusion

Big Graphs are interdependent among each subgraphs. Whole Big Graph cannot
be stored in RAM. However, storing whole Big Graph in RAM extremely boosts
up the performance. There is future research scope in building in-memory Big
Graph database without using HDD/SSD. Big Graph helps in representing the
relationship between entities in Big Data. Furthermore, in-memory Big Graph
boosts up the system performance. Because, RAM is about 100× faster than
SSD/Flash-based Big Graph representation. Moreover, in-memory Big Graphs
are nearly 1000× faster than HDD-based representations. In-memory Big Graphs
are capable of storing trillions of nodes and edges by using other techniques
such as Bloom Filter. Bloom Filter helps in eliminating the duplication in Big
Graph. In addition, in-memory Big Graphs have to use scalable framework to
increase its storage capacity beyond terabytes. For instance, Dr. Hadoop has
infinite scalability and many merits including fault-tolerant, and load balancing.
Many in-memory Big Graph techniques are proposed which are discussed in the
paper. However, one big challenge in in-memory Big Graph is RAM. RAM is
very costly and using a large size is impractical in current scenario. But high
performance can be achieved through in-memory representations of Big Graph.
The trade-off between cost and performance creates difference among HDD-
based, SSD/Flashed-based and in-memory based representation of Big Graph.
The choice depends on the priority of the applications. Most of the applications
require high performance. Hence, in-memory Big Graph is near future, since
RAM cost is dropping.
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Abstract. As our society becomes more and more complex, legal documents
are produced at an increasingly fast pace, generating datasets that show many of
the characteristics that define Big Data. On the other hand, as the trend of Open
Data has spread widely in the government sector nowadays, publication of legal
documents in the form of Open Data is expected to yield important benefits. In
this paper, we propose the modelling of Greek legal texts based on the Akoma
Ntoso document model, which is a necessary step for their representation as
Open Data and we describe use cases that show how these massive legal open
datasets could be further exploited.

Keywords: Akoma Ntoso � Legal text modelling � Legal Open Data �
Legal big data � Greek legislation

1 Introduction

In all contemporary democratic States, the relationships between the members of
society and the actors of social, political and economic activities are regulated by acts
passed by legislative bodies such as the Parliament or the Congress. However, each
country’s legal framework is not formed only by sources of primary legislation, but
also from texts known as secondary or delegated legislation (e.g. ministerial decisions,
cabinet acts, acts of legislative content etc.). A variety of several other documents
related to national and international laws and the details of their implementation exist:
legal opinions, court decisions, decisions of independent authorities, decisions of
public bodies, administrative circulars, international conventions and transnational
agreements are just some examples.

Since our society becomes more and more complex and as the number of freely
available online legal sources increases, the volume of these heterogeneous documents
that are related to law is constantly rising, forming datasets that show many of the
characteristics that define Big Data [1]. Even though the number of documents in these
legal datasets is not such to consider them as Big Data under today’s sense, especially
compared to data collected from sources such as social networks, it is still impossible to
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manually analyze them, and automatic processes are needed to undertake such tasks [2].
Mazzega and Lajaunie [1] note that there exist no definite measures even for the most
well-known dimensions of Big Data (volume, variety, velocity) and argue that Big Data
approaches are required to analyze legal text corpuses, agreeing that their volume makes
manual processing prohibitive.

Initiatives such as the “free access to law movement” [3] will result in governments
providing access to even more legal information resources in the future. On the other
hand, public administrations are expected to apply the Open Data model to the legal
documents publishing process, in order to take advantage of the benefits that Open
Government Data can bring. Expected benefits include, among others, promotion of
transparency and democratic accountability, strengthening of public engagement,
improved policy making, stimulation of innovation, competitiveness and economic
development [4]. Nevertheless, the ever-expanding datasets of legal information that
are currently made available mostly contain unstructured or poorly structured docu-
ments [5]. The use of formats that are not machine-processable for data representation
is recognized as an important barrier for Open Data exploitation [6], while it is also a
practice that hinders interoperability. As shown in the related work section, the
described situation has attracted attention from the research community and several
projects trying to tackle the problem were undertaken. These efforts are mainly based
on the standards that emerged for the representation of legal documents in structured
Open Data formats, namely Akoma Ntoso and CEN Metalex [7].

In this paper, we present the modelling of Greek legal documents for their
exploitation as Open Data, as a first step to overcome the barrier of unstructured legal
texts. Our modelling is based on the Akoma Ntoso document model. Our work is part
of a project that aims to automatically transform available datasets of Greek legal
documents into Legal Open Data. Moreover, we describe some use case scenarios that
show how the resulted datasets could be further exploited.

2 Related Work

Several research efforts focus on modelling legal texts. Researchers either present and
discuss the localization of models such as CEN Metalex and Akoma Ntoso or
undertake the modelling task in the framework of projects aiming at the representation
of legal documents as (Linked) Open Data.

A work belonging to the first category is that of Gen et al. [8], where the authors
describe how the Akoma Ntoso standard can be adapted in the case of Japanese
legislation. The researchers show how they tackle the problem of structural ambiguity,
which is caused by the flexibility of the standard and propose a method of mapping
rules for the conversion of texts originally marked up in the Japanese statutory schema
to the Akoma Ntoso schema. Another approach of modelling legislation is described in
[9], however the presented choices (e.g. metadata management, naming convention
etc.) have already well-established foundations in existing standards such as Akoma
Ntoso and CEN Metalex. Another work on modelling legal acts following the CEN
Metalex specification can be found in [10].

Modelling Legal Documents for Their Exploitation as Open Data 31



In [11], Marković et al. after reviewing several mechanisms for the effective
identification and description of judgments, concluded that Akoma Ntoso meets the
requirements for the representation of Serbian court decisions and showed how these
documents can be modelled according to the Akoma Ntoso document model.

Other research efforts focus on modelling legislative documents at a higher
abstraction level, using ontologies. As an example, one could mention the work of Ceci
and Palmirani on an ontology framework for modelling judgments [12] or the work of
Oksanen et al. [13], where ontological models (e.g. FRBR, ELI etc.) are extended and
combined for the representation of Finnish law and court decisions as Linked Open
Data using RDF.

A project that follows a similar approach to ours for the transformation of legis-
lation and case law into Linked Open Data is EUCases [14]. In the framework of this
project, the Akoma Ntoso standard was adopted in order to model the collected leg-
islative and judicial documents.

Interestingly, several projects on opening legal documents were undertaken during
the last 2–3 years in Greece. Koniaris et al. [15] were the first to present a modelling
approach of Greek legal resources (laws, presidential decrees and regulatory acts of the
council of ministers) that was based on the Akoma Ntoso standard. Moreover,
Angelidis et al. [16] describe the metadata and structure of Greek legal documents
(laws, presidential decrees, regulatory acts of the council of ministers, ministerial
decisions) and present their modelling using the Nomothesia ontology. The same
research team proposed a similar approach [17] for modelling decisions of Greek
public administration bodies according to the Diavgeia ontology.

3 The Project

This research work is part of a wider 15-month (June 2018 – September 2019) project
entitled “Automated Analysis and Processing of Legal Texts for their Transformation
into Legal Open Data” [18], which is funded by the European Social Fund and Greek
national funds under the call “Support for Researchers, with Emphasis on Young
Researchers” of the Operational Program “Human Resources Development, Education
and Lifelong Learning”. The project aims to exploit the strict structure of legal doc-
uments and take advantage of natural language processing techniques in order to
automatically transform available unstructured Greek legal texts into Legal Open Data.

As described in [18], the project sets several research questions, however the work
presented in this paper addresses the following:

• Q1: How is it possible to formally model the different types of Greek legal docu-
ments (in terms of structure, content and metadata)?

• Q2: Which open standards should be adopted and how should we extend them in
order to adapt to the needs of the Greek legal system?

• Q3: In which way can we combine available Legal Open Data and exploit them in
new services and applications?

In the framework of this project, we will investigate the possibility to analyze and
transform into Open Data the following types of Greek legal texts:
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• Primary and secondary legislation, including Laws, Presidential Decrees, Ministe-
rial Decisions and Acts of Legislative Content.

• Court Decisions published from the Supreme Courts (the Supreme Civil and
Criminal Court of Greece and the Hellenic Council of State).

• Bills submitted to the Hellenic Parliament and their attached reports.
• Legal opinions of the Legal Council of the Hellenic State.
• Decisions of Independent Authorities.
• Circulars published by public administration bodies.

In the next section we discuss the modelling of court decisions, legal opinions and
administrative circulars. We do not refer to documents of Greek primary legislation,
since their modelling for Akoma Ntoso representation is covered in [15].

4 Modelling of Legal Texts

4.1 The Akoma Ntoso Standard

Akoma Ntoso, recently accepted as an OASIS standard, provides an XML schema for
the machine-readable representation of parliamentary, legislative and judiciary docu-
ments and a naming convention for their unique identification, based on the FRBR
model [19]. Akoma Ntoso supports both structure and metadata modelling. Moreover,
the standard allows for separation of the different layers of legal documents: text,
structure, metadata, ontology, legal rules. It implements the first three levels and
provides hooks to external ontologies and legal knowledge modelling. Apart from
structural and metadata elements, the schema provides also semantic elements, which
can be used to capture the legal meaning of parts of the text (e.g. recognize legal
references, the name of a judge, dates etc.)

4.2 Modelling Court Decisions

In Greece, there are publicly available (in HTML format) the anonymized decisions of
two Supreme Courts: Areios Pagos, which is the Supreme Civil and Criminal Court
and the Council of State, which is the Supreme Administrative Court. In both cases, the
decisions have similar structure and it is possible to identify and extract the elements
needed to build the metadata block of the Akoma Ntoso representation, the structural
parts and several semantic elements also (e.g. name of judges and lawyers, the litigant
parties etc.).

The metadata block of the Akoma Ntoso model contains a block for uniquely
identifying the document (<identification> element) according to the FRBR model, as
well as other optional blocks such as the publication (contains information about the
publication of the document), the lifecycle (lists the events that modify the document),
the classification (keyword classification), the workflow (lists the procedural steps
necessary for the delivery of the decision), the analysis (contains the result of the
decision and the qualification of the case law citations) and the references (models
references to other documents or ontology classes). According to the FRBR model,
every Akoma Ntoso document can be considered in one of the following levels: Work
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level (the abstract concept of the legal resource), Expression level (a specific version of
the Work) and Manifestation level (any electronic or physical format of the Expres-
sion). Figure 1 shows the identification block of the metadata part of a court decision
(decision A5515/2012 of the Council of State).

IRIs (Internationalized Resource Identifiers) follow the Akoma Ntoso naming
convention. The Work level identifier consists in general of the following parts, sep-
arated by slashes: the akn prefix, the ISO 3166 country code, the type of the document,
the emanating actor, the date or year and the number or title of the Work. The identifier
of the Expression is an extension of the Work identifier containing the ISO 639-2
alpha-3 three-letter code for the language of the document, followed by the @ char-
acter. The identifier of the Manifestation is an extension of the Expression identifier,
followed by a dot and a three or four-letter string signifying the file format (e.g. xml).
IRIs may contain several other optional parts for disambiguation purposes.

Akoma Ntoso provides a specific document type for the representation of court
decisions: the Judgment document type. Figure 2 shows the XSD diagram for the
<judgment> element.

At the beginning of the decisions of the two Supreme courts there is text referring
to the number of the decision and the name of the issuing court, the date of the court
hearing, the composition of the court, the litigant parties and their lawyers. This part
corresponds to the <header> element. The rest of the decision, apart from a phrase
about the location and date of the court conference and the signatures of the judges that
are assigned to the <conclusions> element, belongs to the <judgmentBody> element,
which represents the main body of the decision. We assign the next paragraphs, which
contain information about the previous decisions that are appealed and about the trial

Fig. 1. The identification block of the metadata part of a court decision
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procedure to the <introduction> element. A standard phrase (e.g. “the court after
studying the relevant documents, considered the law”) is followed by a listing of points
that are explaining how the judges reached the decisions. This part is assigned to the
<motivation> element, since it contains their argumentation. We dismiss the <back-
ground> element, since the facts were analyzed in the decisions of lower courts that are
appealed and this analysis is not included in the decisions of the Supreme Courts. Some
references to the facts may be found within the motivation list, however it is impossible
to separate them from the argumentation. The final part of the judgment body, usually
beginning with the phrase “for these reasons”, contains the decision of the court about
the case and is included within the <decision> element. Several semantic elements of
the Akoma Ntoso can be used to provide semantic information about concepts found in
the decision text: <judge>, <party>, <lawyer>, <docDate>, <docProponent>, <role>,
<ref> etc. Figure 3 shows part of a decision of the Council of State (translated to
English) marked up in Akoma Ntoso.

Fig. 2. The Akoma Ntoso Judgment document type
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Compliance with ECLI. European Case Law Identifier (ECLI) [20] is an EU standard
that defines a uniform identification scheme for European case law and a minimum set
of (Dublin Core) metadata for the description of court decisions. As ECLI is imple-
mented in Greece for the Council of State, we wanted our modelling to be ECLI-
compliant. Consequently, we had to define a mapping between Akoma Ntoso identi-
fiers and ECLI and a mapping between available Akoma Ntoso metadata elements and
ECLI required metadata elements.

ECLI identifiers consist of five parts separated by colons: (a) the word ECLI, (b) the
EU country code, (c) the abbreviation of the court delivering the decision, (d) the year
of the decision and (e) an ordinal number with a maximum of 25 alphanumeric
characters and dots following a format decided by each member state. For the case of
the Hellenic Council of State, the fifth part of ECLI is formed by the following
sequence of characters: month of the decision (2-digit format), day of the decision
(2-digit format), number of the decision, a dot (.) and finally a string consisted of the
year (2-digit format) of the notice of appeal to the court and its number. Figure 4 shows
the mappings needed to form ECLI from the Akoma Ntoso elements. The number and
year of the notice of appeal is available as a metadata element in the website of the
Counsil of State. The element <FRBRalias> is a metadata element that can be used to
denote other names of the document at the Work level, therefore it is appropriate to
handle the value of ECLI.

Fig. 3. Part of the judgement body marked up in Akoma Ntoso (translated to English)

Fig. 4. Mapping between Akoma Ntoso and ECLI identifiers
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Table 1 shows the mapping between the required metadata elements of ECLI and
the respective metadata elements of Akoma Ntoso.

4.3 Modelling Legal Opinions

In Greece, legal opinions are issued from the Legal Council of State when public
administration bodies are making formal questions regarding the application of the law.
While legal opinions could be modelled using more generic document types of the
Akoma Ntoso standard (e.g. the Statement type can be used to represent formal
expressions of opinion or will), we decided to adopt again the Judgment type, since the
structure of legal opinions resembles that of court decisions. In most cases, legal
opinions are analyzed in the following parts: At the beginning, there is some basic
information regarding the opinion (opinion’s number, session, composition of the
Council, summary of the question etc.). This part is assigned to the <header> element,
which is followed by the main body of the legal opinion (<judgmentBody>). The first
part of the main body is the detailed background of the case that prompted the body to
submit the question, which is assigned to the <background> element, since it corre-
sponds to the description of the facts. The next section usually cites the applicable
provisions and the section that follows contains their interpretation relating to the
question. Both sections are part of the <motivation> block, since they contain the
arguments of the Council that led their members to express the opinion. The final part
of the legal opinion’s body cites the opinion that the members of the Council express
regarding the question and it is assigned to the <decision> element. The document ends
with the signatures (<conclusions> block). Figure 5 shows the above described mod-
elling for an indicative part of a legal opinion (translated to English).

The metadata section is formed in a similar manner as in the case of court decisions.
Additionally, for each legal opinion published on the website of the Legal Council of
State there is a set of keywords that describe the opinion. Akoma Ntoso provides the
<classification> metadata element for handling keywords. In Fig. 6, we show how we
use this metadata block.

Table 1. Mapping between ECLI metadata elements and Akoma Ntoso metadata elements

ECLI metadata element Akoma Ntoso metadata element or default value

dcterms:identifier The URL from which the text of the decision can be retrieved
dcterms:isVersionOf The ECLI (<FRBRwork> ! <FRBRalias>)
dcterms:creator <FRBRWork> ! <FRBRauthor>
dcterms:coverage <FRBRWork> ! <FRBRcountry>
dcterms:date <FRBRWork> ! <FRBRdate>
dcterms:language <FRBRExpression> ! <FRBRlanguage>
dcterms:publisher <FRBRWork> ! <FRBRauthor>
dcterms:accessRights “public”
dcterms:type “judgment”
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4.4 Modelling Administrative Circulars

Circulars are documents released from public bodies, which clarify how legal provi-
sions should get applied and define the relevant processes or actions. Administrative
bodies in Greece publish their circulars on their websites and on the Diavgeia website,
which is the national portal where public administration’s documents are uploaded. The
structure and content of circulars differ from organization to organization, while even
circulars of the same organization may show significant differences. For this reason, we
adopted the Statement document type (denoting documents with no or limited legal
effect) to represent administrative circulars, which provides a more general structure
(shown in Fig. 7). The Doc type could also be used, as it provides the same structure as
the Statement type.

Fig. 5. Modelling of a legal opinion (translated to English)

Fig. 6. Metadata section containing keywords describing the opinion (translated to English)
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Fig. 7. The Akoma Ntoso Statement document type

Fig. 8. Part of a circular (translated to English) modelled in Akoma Ntoso
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Usually, at the beginning of a circular there is the frontispiece with the details of the
issuer, the date, the list of recipients and the subject/title. The Akoma Ntoso element
used to represent this first part is <preface>. The next part of the document lists
relevant documents, explains the aim of the circular, describes the legal basis and the
recitals. This part is assigned to the <preamble> block. The next section holds the main
content of the circular and is represented by the <mainBody> element. After the main
content, there are the signatures of the Head of the Department that issued the circular,
represented by the <conclusions> block. Sometimes, circulars include annexes or other
documents as attachments. In these cases, the <attachments> block is used. Part of the
above described modelling for a circular is shown in Fig. 8.

5 Exploitation Use Cases

Several researchers agree that while available, Open Data remain in most cases
underexploited. According to Janssen et al. “…the success of open data systems
requires more than simple provision of access to data…” [4]. Zuiderwijk et al. con-
cluded in [6] that “…most impediments for the open data process concern the actual
use of open data…”. In this section, in an effort to highlight the exploitation possi-
bilities that the availability of structured legal datasets offers in the real-world setting,
we discuss how Legal Open Data modelled in Akoma Ntoso could be further used, by
presenting three relevant use-cases.

5.1 Automatic Consolidation of Legislation

As our societies are evolving and their needs are changing, laws cannot remain static.
Due to the changing environment, laws are often amended and the same is true for
other types of legal texts. As a result, it is difficult to know the valid text of a legal
document being in force at a specific point in time. Akoma Ntoso provides the
appropriate mechanisms for legislative change management [21], therefore a marked-
up dataset of legal documents can be exploited for the automatic or semi-automatic text
consolidation.

The metadata block <analysis> contains information about modifications made by
the current document to another document (<activeModifications> block) and modi-
fications arrived at the current document (<passiveModifications> block). These
metadata elements contain the necessary information for the application of modifica-
tions, therefore a parser can exploit their content in order to automate the consolidation
process. As an example, consider the syntax of a textual modification described in the
metadata section of an Akoma Ntoso file representing a legal act as shown in Fig. 9.

The respective metadata block describes the fact that paragraph 1 of article 1 of the
current document contains a modification that substitutes the text of paragraph 1 of
article 5 of act 4387/2016 with the text found within the element with id equal to
‘mod_1__qtext_1’. A parser could easily analyze the content of this metadata block,
identify the positions of the referred elements and automatically perform the substitution.
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5.2 Legal Network Analysis

Legal documents are highly interconnected, each one usually containing several cita-
tions to other documents. Detecting and extracting these legal citations allows for legal
data network analysis, a process that can reveal the complexity of legislation in specific
domains, enhance information retrieval, allow for visualization of the legal corpus [22]
and provide insights on the influence of legal documents and the evolution of legal
doctrine [23]. References in Akoma Ntoso are marked up with the <ref> tag and the href
attribute contains the IRI string that identifies the referenced document. Consequently,
extraction of citations is possible by parsing the XML file and taking advantage of
XPath or XQuery expressions. For example, the XPath expression //ref/@href returns
the values of href attributes of all references in a specific XML file. If these references
strictly follow the Akoma Ntoso naming convention, the implementation of a resolver
that parses the IRI and points to the referenced document is straightforward. When a
dataset containing various types of legal texts is available, it is possible to construct an
enhanced legal graph that captures more accurately the dynamics of the legal system.

5.3 Legal Requirements Modelling and Regulation Compliance

Extracting semantic representations of legal requirements from legal documents plays
an important role for achieving or checking regulatory compliance. LegalRuleML [24]
is an XML language able to support the modelling and representation of legal norms
and rules, which aims to fill the gap between description of legal text and modelling of
legal rules. LegalRuleML can be used in combination with Akoma Ntoso to formally
describe legal norms and facilitate legal reasoning. As an example, one can consider the
work of Palmirani and Governatori [25], where a framework that combines Akoma
Ntoso, LegalRuleML, the PrOnto ontology and BPMN (Business Process Model and
Notation) for checking compliance with GDPR is presented. In a similar approach [26],
the authors show a framework for the visual representation of processes defined in legal
texts, which uses documents marked up in Akoma Ntoso with ontologies and visual
languages (e.g. BPMN or UML). The proposed model can be useful for understanding
legal requirements and re-engineering processes.

Fig. 9. Example of metadata block describing a textual modification (substitution)
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6 Conclusions

In this paper, we presented an approach for modelling legal documents using the
Akoma Ntoso document model. Although focusing on documents produced within the
Greek legal ecosystem, our work is not limited to the case of Greece and the approach
can be adapted to support the special features of legal documents produced in other
countries. This flexibility is a significant design characteristic of the Akoma Ntoso
standard [19].

We believe that our work makes several contributions to the legal research and
business communities. Legal data modelling is the first and important step for the
automatic transformation of available unstructured legal documents into structured
Open Data. As already mentioned, availability of data in unstructured formats consists
a barrier for Open Data exploitation. The adoption of manual approaches for the
completion of such tasks is not a practical option in terms of required cost and time,
mainly due to the volume of available legal datasets. Anderson [27] has already
stressed the important role that data modelling holds in the case of Big Data software
engineering.

Moreover, our work is built on the Akoma Ntoso document model, a standard that
is designed to facilitate interoperability. As shown in the related work section, several
researchers adopt custom approaches and schemata, a choice that hinders interoper-
ability. In addition to this, as far as we know, our work is the first research effort to
present the Akoma Ntoso modelling for legal opinions and administrative circulars,
important documents for the implementation of the law, since most publications focus
on laws and court decisions. Another contribution of our work is metadata modelling
for Greek legal documents, as Alexopoulos et al. report a low maturity level of Greek
Open Government Data sources in terms of metadata management [28].

Finally, the described use-cases for the exploitation of legal documents represented
in the Akoma Ntoso format show how new systems and services could be designed to
take advantage of available Legal Open Data, assisting to tackle the problem of
underexploited Open Data.

Our plans for future work are guided by the goals of our project. The next step in
our research is the investigation of the appropriate natural language processing tech-
niques for the development of a parser that will automatically convert legal texts to
their Akoma Ntoso representation, following the presented modelling. We have already
built a prototype that successfully performs this task for the metadata and the structural
parts of court decisions, using the ANTLR parser generator and we intend to extend it
for other types of legal documents.

Acknowledgement. The project “Automated Analysis and Processing of Legal Texts for their
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Resources Development, Education and Lifelong Learning” and is co-financed by the European
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Abstract. This study proposes a forecasting methodology for univari-
ate time series (TS) using a Recommender System (RS). The RS is built
from a given TS as only input data and following an item-based Collabo-
rative Filtering approach. A set of top-N values is recommended for this
TS which represent the forecasts. The idea is to emulate RS elements
(the users, items and ratings triple) from the TS. Two TS obtained from
Italy’s Amazon webpage were used to evaluate this methodology and very
promising performance results were obtained, even the difficult environ-
ment chosen to conduct forecasting (short length and unevenly spaced
TS). This performance is dependent on the similarity measure used and
suffers from the same problems that other RSs (e.g., cold-start). However,
this approach does not require high computational power to perform and
its intuitive conception allows for being deployed with any programming
language.

Keywords: Collaborative Filtering · Time series · Forecasting ·
Data science

1 Introduction

Broadly speaking, autocorrelation is the comparison of a time series (TS)
with itself at a different time. Autocorrelation measures the linear relationship
between lagged values of a TS and is central to numerous forecasting models that
incorporate autoregression. In this study, this idea is borrowed and incorporated
to a recommender system (RS) with a forecasting purpose.

RSs apply knowledge discovery techniques to the problem of helping users to
find interesting items. Among the wide taxonomy of recommendation methods,
Collaborative Filtering (CF) [1] is the most popular approach for RSs designs [2].
CF is based on a intuitive paradigm by which items are recommended to an user
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looking at the preferences of the people this user trusts. User-based or item-based
[3] recommendations are two common approaches for performing CF. The first
evaluates the interest of a user for an item using the ratings for this item by other
users, called neighbours, that have similar rating patterns. On the other hand,
item-based CF considers that two items are similar if several users of the system
have rated these items in a similar fashion [4]. In both cases, the first task when
building a CF process is to represent the user-items interactions in the form of a
rating matrix. The idea is that given a rating data by many users for many items
it can be predicted a user’s rating for an item not known to the user, or identify
a set of N items that user will like the most (top-N recommendation problem).
The latter is the approach followed in this study.

The goal of this study is to introduce a point forecasting methodology for
univariate TS using a item-based CF framework. In particular, to study the
behaviour of this methodology in short lenght and unvenly spaced TS. On one
side, the distinct values of a TS are considered the space of users in the RS. On
the other, items are represented by the distinct values of a lagged version of this
TS. Ratings are obtained by studying the frequencies of co-occurrences of values
from both TS. Basically, the forecast is produced after averaging the top-N set
of recommended items (distinct values of the shifted TS) to a particular user (a
given value in the original TS).

2 Related Work

TS forecasting has been incorporated into recommendation processes in several
works to improve the users’ experience in e-commerce sites. However, to the best
of the authors’ knowledge, the use of a RS framework as a tool for producing
forecasts in TS is new in literature.

2.1 Item-Based CF Approach

This section describes the basic and notation of an standard item-based CF
RS, with a focus on the approach followed in this study. Mostly, CF techniques
use a database as input data in the form of a user-item matrix R of ratings
(preferences). In a typical item-based scenario, there is a set of m users U =
{u1, u2, ..., um}, a set of n items I = {i1, i2, ..., in}, and a user-item matrix R =
(rjk) ∈ IRm×n, with rjk representing the rating of the user uj (1 ≤ j ≤ m) for
the item ik (1 ≤ k ≤ n). In R, each row represents an user uj , and each column
represents an item ik. Some filtering criteria may be applied by removing from
R those rjk entries below a predefined b ∈ IN+ threshold. One of the novelties
of this study is the creation of an R matrix from a TS, which is explained in
the next Sect. 3. Basically, R is created after using the TS under study and its
lagged copy, and considering them as the space of users and items, respectively.
The rating values (rjk) are obtained by cross-tabulating both series. Instead of
studying their relation with an autocorrelation approach, the frequency of co-
occurrence of values is considered. In order to clarify how the transformation of
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a TS forecasting problem is adapted in this study using a RS, Table 1 identifies
some assumed equivalences.

Table 1. Some equivalences used in this study to build the forecasting recommender
system (RS) from a given time series (TS).

Concept Symbol RS equivalence

Set of distinct values in TS U Set of users with cardinality m

Set of distinct values in TS shifted I Set of items with cardinality n

Two distinct values in the TS uj , ul A pair of users

Two distinct values of the shifted TS ii, ij A pair of items

Number of times a distinct value in the
TS and its shifted version co-occurs

rjk Rating of user uj on item ik

TS value to which perform a forecasting ua Active user to which
recommend an item

The model-building step begins with determining a similarity between pair of
items from R. Similarities are stored in a new matrix S = (sij) ∈ IRn×n, where
sij represent a similarity between items i and j (1 ≤ i, j ≤ n). sij is obtained
after computing a similarity measure on those users who have rated i and j items.
Sometimes, to compute the similarity is set a minimum number of customers that
have selected the (i, j) pair. This quantity will be referred as the c ∈ IN>2 thresh-
old. Traditionally, among the most commonly similarity measures used are the
Pearson correlation, cosine, constraint Pearson correlation and mean squared dif-
ferences [5]. In this study it will be used the Cosine and Pearson correlation mea-
sures, but also, the Otsuka-Ochiai coefficient, which is borrowed from Geosciences
[8] and used by leading online retailers like Amazon [9].

Some notation follows at this stage of the modelling. The vector of ratings
provided for item i is denoted by ri and r̄i is the average value of these ratings.
The set of users who has rated the item i is denoted by Ui, the item j by Uj ,
and the set of users who have rated both by Uij .

Forecasting. The aim of item-based algorithm is to create recommendations
for a user, called the active user ua ∈ U , by looking into the set of items this user
has rated, Iua

∈ I. For each item i ∈ Iua
, just the k items wich are more similar

are retained in a set S(i). Then, considering the rating that ua has made also
on items in S(i), a weighted prediction measure can be applied. This approach
returns a series of estimated rating for items different from those in Iua

that can
be scored. Just the top ranked items are included in the list of N items to be
recommended to ua (top-N recommended list). The k and N values has to be
decided by the experimenter. In this study, each active user (ua) was randomly
selected from U following a cross-validation scheme, which is explained next. To
every ua, a set of recommendable items is presented (the forecast). The space
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of items to recommend is represented by the distinct values of the shifted TS.
Since the aim is to provide a point forecast, the numerical values included in the
top-N recommended list are averaged.

Evaluation of the Recommendation. The basic structure for offline evalua-
tion of RS is based on the train-test setup common in machine learning [5,6]. A
usual approach is to split users in two groups, the training and test sets of users
( U train ∪ U test = U ). Each user in U test is considered to be an active user ua.
Item ratings of users in the test set are split into two parts, the query set and
the target set. Once the RS is built on U train, the RS is provided with the query
set as user history and the recommendation produced is validated against the
target set. It is assumed that if a RS performs well in predicting the withheld
items (target set), it will also perform well in finding good recommendations for
unknown items [7]. Typical metrics for evaluation accuracy in RS are root mean
square error (RMSE), mean absolute error (MAE) or other indirect functions
to estimate the novelty of the recommendation (e.g., serendipity). The MAE
quality measure was used in this study.

3 Creation of the Rating Matrix

This section describes the steps to transform a given TS (TS) in a matrix of
user-item ratings (R). This should be considered the main contribution of this
study. The remaining steps do not differs greatly from a traditional item-based
approach beyond the necessary adaptations to the TS forecasting context.

Since the aim it is to emulate R, the first step is to generate a space of users
and items from TS. Thus, TS values are rounded to the nearest integer which
will be called TS0. The distinct (unique) values of TS0 are assumed to be U .

The second step is setting up I. For that, TS0 is shifted forward in time
h ∈ IN>0 time stamps. The new TS is called TS1. The value of h depends on the
forecasting horizon intended. Now, the distinct values of TS1 set I. Once U and
I have been set, they are studied as a bivariate distribution of discrete random
variables. The last step is to compute the joint (absolute) frequency distribution
of U and I. Thus, it is assumed that njk ≡ rjk, where njk representes the
frequency (co-occurrence) of the uj value of TS0 and ik value of TS1. These
steps are summarized below.

Algorithm. Rating matrix creation from a Time Series

Input:
Univariate time series TS

Parameters:
h : intended forecasting horizon
b : chosen threshold value for removing less representative frequencies
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Output:
Rating matrix R

Procedure:
Round to the nearest integer TS values → TS0

Shift TS0 values h time stamps forward in time → TS1

Remove first h values from TS0 and last h values from TS1

Obtain TS0 distinct values → U
Obtain TS1 distinct values → I
Cross-tabulate U and I → R

Remove rjk entries ≤ b
Return R

Some Considerations. The followed approach experiences the same processing
problems that a conventional item-based approach, namely, sparsity in R and
cold start situations (user and items with low or inexistent numbers of ratings).
In large RS from e-commerce retailers, usually n � m. However, under this
approach n � m.

4 Experimental Evaluation

This section describes the sequential steps followed in this study for creating a
item-based CF RS with the purpose of TS forecasting.

4.1 Data Sets

Two short length TS were used to evaluate this methodology. These TS were
obtained after scraping the best-selling products from the Italy’s Amazon web-
page between 5th April, 2018 and 14th December, 2018. The scraping process
setting was sequential. It consisted of obtaining the price from the first to the
last item of each category, and from the first category to the latest. The first TS
(TS-1) was created after averaging the evolution of best-selling products’ prices
included in the Amazon devices category. The second TS (TS-2) represents the
price change of the most dynamic best-selling product from this marketplace
site. Italy’s Amazon webpage has experienced changes during the eight month
period of the crawling process due to commercial reasons. The main change is
related to the number of best-selling products being showed for each category
(e.g., 20, 50 or 100). This causes the period of the scraping cycles is not similar
and the TS derived from this data (TS-1 and TS-2) are not equally spaced at
time intervals. In this study, the data obtained in the scraping process will be
considered as a sequence of time events. Therefore, it is worth to note that the
values of TS-1 were obtained after averaging a different number of products (20,
50, or 100), according to the number of products shown by Amazon at different
times. Their main characteristics are shown in Table 2.
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Table 2. TS characteristics used in the methodology testing (P: percentile; min: min-
imum value, max: maximum value; in e).

Abbreviation Length min P50 max P75-P25 Distinct values (m)

TS-1 2169 13 84 142 14 82

TS-2 1224 7 17 36 8 22

4.2 Creation of the Rating Matrices

A rating matrix R was created for TS-1 and TS-2 according to the algorithm
described in Sect. 3. As mentioned before, the different duration of scraping
cycles causes unevenly spaced observations in the TS. Also, it represents an
additional difficulty when setting a constant forecasting horizon (h) as described
in the algorithm. Therefore, in this study, it will be necessary to assume that
the forecasting horizon coincides with the duration of the scraping cycle, inde-
pendently of its length in time. In practice, this means that the TS representing
the items (TS1) was obtained after lagging one position forward in time with
respect the original TS representing the users (TS0). After empirical observa-
tion, h approximately takes values 1 h, 2 h or 4 h depending on Amazon shows
the 20, 50 or 100 best-selling products for each category, respectively. The lack
of proportionality between the duration of scraping cycles and the number of
best-selling product shown is explained by technical reasons in the crawling pro-
cess (structure of the Amazon’s webpage for each product affecting the depth of
the scraping process). Those ratings with a value b ≤ 3 were removed from the
corresponding R.

4.3 Similarity Matrix Computation

Three symmetric functions were used in this study to calculate different S for
TS-1 and TS-2. The Pearson correlation (1) and cosine (2) similarity functions
are standards in the RS field. The third one, the Otsuka-Ochiai coefficient, incor-
porates a geometric mean in the denominator:

s1(i, j) =

∑
u∈Ui,j

(ru,i − r̄i)(ru,j − r̄j)
√∑

u∈Ui,j
(ru,i − r̄i)2

√∑
u∈Ui,j

(ru,j − r̄j)2
(1)

s2(i, j) =
ri • rj

‖ri‖2 ‖rj‖2 =

∑
u∈Ui,j

ru,i • ru,j
√∑

u∈Ui,j
r2u,i

√∑
u∈Ui,j

r2u,j

(2)

s3(i, j) =
| Uij |

√| Ui | | Uj | (3)

where •, ‖ · ‖2 and | · | denote the dot-product, l2 norm, and cardinality of the
set, respectively. These similarity measures were calculated when the minimum
number of user rating a given items was c ≥ 3, and set the value of k = 3.
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4.4 Generation of the Top N-Recommendation

This step begins by looking at the set of items the active user ua has rated, Iua
.

In particular, the interest is to predict ratings for those items j /∈ Iua
rated by

user ua. Then estimated rating (r̂ua,j) for a given item j /∈ Iua
was calculated

according to (4), where S(j) denotes the items rated by the user ua most similar
to item j:

r̂ua,j =
1

∑
i∈S(j) s(i, j)

∑

i∈S(j)

s(i, j) rua,i (4)

The value of r̂(u,j) can be considered a score that is calculated for each item not
in Iua

. Finally, the highest scored items are included in the top-N recommended
list.

4.5 Evaluation

The set of users (U) was splitted following a 80:20 proportion for obtaining
the training and test sets of users (U train and U test), respectively. Every user in
U test (20% of distinct values in TS0) was considered an active user (ua) to whom
recommend a set of items. From the history of each ua, again the proportion
80:20 proportion was used to obtain the query and target sets, respectively. The
produced recommendation was validated against the target set of each ua.

Evaluation Metric. The MAE value was obtained according to (5):

MAE =
∑n

i=1 | ei |
n

(5)

where n represent the number of active users to whom a recommendation has
been suggested. The N value to generate a top-N recommendation was set
dynamically according to the length of items in the target set for each ua. Thus,
the value of e is the difference between the average value of the top-N recom-
mended items and the average value of the items in the target set.

4.6 Performance Results

The MAE results for assessing the quality of the forecasting proposal is shown
in Table 3, for the two analysed TS and three similarity measures studied.

It can be seen that Otsuka-Ochiai similarity (s3) yields a better performance
on both TS studied. It is necessary to remind the characteristics of the TS
used for testing this methodology (TS-1 and TS-2). They are characterized by
unevenly spaced observations in the TS, but also, the variable forecasting horizon
provided by the data acquisition environment. This represents a very complex
environment for performing forecasting. In the case of forecasting the average
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Table 3. MAE performance on both TS and the different similarity measures (s1, s2
and s3: Pearson correlation, cosine and Otsuka-Ochiai similarities, respectively), in e.

TS-1 TS-2

s1 s2 s3 s1 s2 s3

MAE 6.2 6.5 5.5 6.0 3.2 3.0

price for a given category, or the price for a given product, the forecasting results
could be considered an estimation of the trend of such prices (uptrend or down-
trend) more than aiming to forecast an exact value of such prices. Other expe-
riences have been accomplished to test this methodology with ozone (O3) TS
(results now shown). These experiences with conventional TS (evenly spaced
observations and constant forecasting horizon) has yield a very good results in
term of forecasting. Therefore, TS-1 and TS-2 should be considered to represent
an extreme environment in which perform forecasting. One of the advantage of
this approach is that does not require high computational power to operate, due
to the analysis of the distinct rounded values of a given TS, which is indepen-
dent of its length. Besides, the proposed approach is very intuitive and allows for
further developments to be included and being deployed using any programming
language.

4.7 Computational Implementation

The computational implementation was accomplished using ad hoc designed
Python functions except those specified in Table 4. The first two purposes corre-
spond to the creation of the Rating matrix (R), and the remaining ones to the
similarity matrix computation (S). In particular, the last two ones are used in
the computation of the cosine similarity measure used in this work.

Table 4. Python functions for specific tasks.

Purpose Function Package

TS shifting shift pandas

Cross-tabulation crosstab pandas

To iterate over pairs of items itertools itertools

Dot product dot numpy

l2 norm norm numpy.linalg

5 Conclusions

This study aims to produce a point forecast for a TS adopting a RS app-
roach, in particular an item-based CF. To that end, basic elements in a RS (the
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users, items and ratings triple) was emulated using a TS as only input data.
An autocorrelation-based algorithm is introduced to create a recommendation
matrix from a given TS. This methodology was tested using two TS obtained
from Italy’s Amazon webpage. Performance results are promising even the ana-
lyzed TS represent a very difficult setting in which to conduct forecasting. This
is due to the TS are unevenly spaced and the forecasting horizon is not constant.
Application of classical forecasting approaches (e.g., autoregression models) to
this type of TS is not possible mainly due to the irregular time stamps in which
observations are obtained. Thus, the introduced algorithm should be considered
a contribution to the forecasting practice in both short length and unevenly
spaced TS. Complementary, computational time required to obtain forecasting
estimates is short due to such estimates are obtained considering distinct values
of the TS are not all the values forming the TS. Further developments include
to consider contextual information when building the RS and transforming the
sequence of events to a TS with evenly spaced data.

Disclaimer. The views expressed are purely those of the authors and may not in any
circumstances be regarded as stating an official position of the European Commission.
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Abstract. The number of available ontologies on the web has increased
tremendously in recent years. The choice of suitable ontologies for reuse is
a decision-making problem. However, there has been little use of decision-
making on ontologies to date. This study applies three Multi-Criteria
Decision Making (MCDM) algorithms in ontology ranking. A number of
ontologies/alternatives and the complexity metrics or attributes of these
ontologies are used in the decision. The experiments are carried out with
70 ontologies and the performance of the algorithms are analysed and
compared. The results show that all the algorithms have successfully
ranked the input ontologies based on their degree/level of complexity.
Furthermore, the results portray a strong correlation between the ranking
results of the three MCDM algorithms, thereby, providing more insights
on the performance of MCDM algorithms in ontology ranking.

Keywords: Algorithms · Biomedical ontologies · Complexity metrics ·
Multi-criteria Decision Making · Ontology ranking · Ontology reuse

1 Introduction

Ontology building has been an active area of interest in Semantic Web develop-
ment in the past years. This is witnessed by the ever increasing number of ontolo-
gies made available to the public on the web today. Three main reasons may explain
this proliferation of ontologies on the web, namely, the advent of linked data, ontol-
ogy libraries and the increase interest in semantic-based applications in various
domains. The main benefits of making existing ontologies available on the internet
to the public is that they can be reused in other applications and/or in research.
Ontology reuse is an active subject of research in ontology engineering today [1,2].
In fact, reusing existing ontologies in new applications, may save the users or
ontology engineers the time and cost needed to develop new ontologies de novo.
More importantly, one of the benefits of building ontology in a domain is to pro-
vide a common and shared representation of knowledge in that particular domain.
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Therefore, the reuse of ontology may increase the interoperability of applications.
In fact, different applications that use the same ontology process the same syn-
tactic and semantic representation of knowledge; this provides the suitable inter-
face for the interoperability of these applications. Ontology reuse consists of using
existing ontologies to build new ones in the process of developing semantic-based
applications. This entails integrating and/or merging parts of or the entire existing
ontologies to constitute new ontologies [3].

With the rise of the number of available ontologies on the web today, the users
or ontology engineers are presented with many ontologies to choose from. The
task of choosing the suitable ontologies for reuse is a decision making problem
[4,5]. Several criteria may be applied to choose ontologies for reuse. The users
or ontology engineers may utilize keywords search or structured queries in an
automatic or semi-automatic process to find suitable ontologies that match their
desire terms [6]. They may find suitable ontologies from ontologies libraries [7,8].
In fact, ontologies libraries host in dedicated locations on the web, the ontolo-
gies that model or describe the same domain such as biomedical, agriculture,
e-government, etc. Therefore, users or ontology engineers may simply download
a number of ontologies they want to reuse from existing libraries. Another cri-
terion that may be utilized to choose suitable ontologies for reuse is the level
of complexity of the candidate ontologies. Here, a number of metrics that mea-
sure the design complexity of ontologies [9,11] may be applied to rank a list
of ontologies describing the same domain based on how complex they are. This
information may assist in the choice of suitable ontologies for reuse. In fact, the
scale of the application at hand may require users or ontology engineers to want
less, medium or highly complex ontologies.

The abovementioned criteria that may assist in discriminating a set of ontolo-
gies for reuse amongst existing ontologies can form the basis for the application
of Multi-Criteria Decision Making (MCDM) [12,13] in ontology ranking. To this
end, authors have applied decision making in ontology ranking in [4,5]; however,
the ranking criteria utilized in these studies were based on the conceptual features
of ontologies and not on their design complexity as in this study. Furthermore, the
three MCDM algorithms experimented in this study are different from the ones
implemented in related studies [4,5]; this provides a more wider perspective for
assessing the performance of MCDM algorithms in ontology ranking.

The rest of the paper is structured as follows. Section 2 discusses related
studies. The materials and methods used in the study are explained in Sect. 3.
Section 4 presents the experiments and results of the study and a conclusion ends
the paper in the last section.

2 Related Work

Ontologies ranking has been a subject of interest to many researchers in the
past years [6,14–20]. A number of studies have developed various criteria to
weight and rank ontologies according to their relevance to user’s query terms.
These studies have proposed different rankingmethods includingAKTiveRank [6],
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ARRO [17], OntologyRank [14], OS Rank [18], content-based [19], Content-OR
[20] and DWRank [16]. The ranking criteria utilized in these methods range from
the centrality, class match, density and betweenness [6], semantic relations and
hierarchy structure of classes [17], semantic relationships between the classes [14],
class name, ontology structure and semantic relations [18] to the centrality and
authority of concepts [16]. Some of these ranking methods are the improvement
or combination of others; for instance, OS Rank [18] is an improved version of
ARRO [17], whereas, the Content-OR [20] is a combination of the content-based
[19] and OntologyRank [14] methods. In particular, the content-based [19] method
does not use a set of criteria to weight the relevance of ontologies to the user’s query
terms as in the other methods; instead, a corpus of terms is built from the user’s
query and used to rank ontologies by matching their classes to the corpus.

Most of the previous studies above attempted to rank ontologies based on
the weighting or measurement of their conceptual features again user’s query
terms. They all have not considered the use of MCDM in the ranking process.
The first attempt to apply MCDM algorithms to rank ontologies was in [5]. The
authors selected the versions I&III of the Elimination and Choice Translating the
REality (ELECTRE) family of MCDM methods, and applied them on the set
of criteria defined in the AKTiveRank method [6] to rank ontologies. The crite-
ria adopted from the AKTiveRank method [6] include the class match, density,
semantic similarity and betweenness measures. These criteria were applied to
select the candidate ontologies or alternatives based on how best they matched
the user’s query terms. Thereafter, a process called outranking was applied on
pairs of ontologies/alternatives to rank them based on the concepts of concor-
dance, discordance and fuzziness [5].

Another study in [4] applied MCDM in ontology ranking. The authors used
the Analytic Hierarchy Process (AHP) MCDM method to select and rank ontolo-
gies. Like in [5], a number of metrics adopted from the OntologyRank method
[14] are used to evaluate the candidate ontologies based on their coverage of user’s
keyword terms. The candidate ontologies or alternatives are further evaluated
and selected with a set of criteria including domain coverage, size, consistency,
cohesion and language expressivity. In the end, a pairwise comparison matrix is
computed to weight and rank the selected ontologies.

It can be noted from the above literature review that only a few studies
have focused on the application of MCDM in ontologies ranking to date. Fur-
thermore, the ranking criteria used in [4,5] are based on the conceptual features
of ontologies adopted from the early ontology ranking methods such as Ontol-
ogyRank [14] and AKTiveRank [6] methods. However, the authors in [11] have
demonstrated that the metrics that measure the design complexity of ontologies
are useful indicators for selecting the appropriate ontologies for reuse amongst
a set of candidate ontologies. Therefore, the ranking criteria in this study are
constituted of various metrics that measure the design complexity of ontologies.
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Furthermore, the three MCDM algorithms experimented in this study are differ-
ent from the ones implemented in [4,5]; this provides a more wider perspective
for assessing the performance of MCDM algorithms in ontology ranking. The
materials and methods used in the study are presented in the next section.

3 Materials and Methods

3.1 Complexity Metrics of Ontologies

An ontology is inherently a complex artefact. In fact, ontology may be built by
collaboration between users and domain experts or through the reuse of existing
ontologies. The subjective nature of the development process (modeling deci-
sions, choice of ontologies, datasets, standards or components for reuse, etc.)
introduces a level of complexity in the resulting ontology. Furthermore, the for-
malization of ontology in standard languages such as RDF and OWL introduces
another level of complexity inherent to the syntactic and structural features of
the languages. Moreover, the scale of the ontology itself may augment its com-
plexity, i.e. the complexity of ontologies may increase from small, medium to
large scale ontologies. Therefore, evaluating the quality of ontology based on
its design complexity is an active topic of research in ontology engineering. To
this end, authors have developed various metrics that measure the design com-
plexity of ontologies [9–11]. These metrics characterize the graph structure of
ontology and are utilized to measure its quality during the design, application
and maintenance [21,22]. In this study eight popular of these metrics are used
as criteria in the MCDM algorithms to rank a set of ontologies or alternatives.
These metrics include:

1. Depth of inheritance (DIT): It is the average number of subclasses per
class in the ontology. An ontology with a low DIT may indicate a specific
kind of information, whereas, a high DIT may represent a wide variety of
information in the ontology. The DIT of an ontology is defined as in Eq. (1):

DIT =

∑
ci∈C NSCi

|C| (1)

where C is the set of classes in the ontology and NSCi
the number of sub-

classes of the class Ci belonging to C.
2. The average number of paths per concept (ANP): it indicates the aver-

age connectivity degree of a concept to the root concept in the ontology
inheritance hierarchy. A higher ANP indicates the existence of a high num-
ber of inheritance relationships in the ontology; it also shows that there is a
high number of interconnections between classes in the ontology. This metric
is defined as in Eq. (2):

ANP =
∑m

i=1 pi
|C| (2)

where pi is the number of paths of a given concept. The value ANP for any
ontology must be greater or equal to 1; a ANP = 1 indicates that an ontology
inheritance hierarchy is a tree.
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3. Tree Impurity (TIP): This metric is used to measure how far an ontology
inheritance hierarchy deviates from a tree, and it is given in Eq. (3):

TIP = |P ′ | − |C ′ | + 1 (3)

where P
′

and C
′

represent the set of edges that are subclasses and nodes
(named and anonymous) in the inheritance hierarchy, respectively [10]. The
rational of the TIP is that a well-structured ontology is composed of classes
organized through inheritance relationships. A TIP = 0 means that the inher-
itance hierarchy is a tree. The greater the TIP, the more the ontology inher-
itance hierarchy deviates from the tree and the greater its complexity is.

4. Size of vocabulary (SOV): This metric defines the total number of named
classes, properties and instances in the ontology; it is defined in Eq. (4):

SOV = |P | + |C| + |I| (4)

where C, P and I are the sets of classes, properties and instances in the
ontology, respectively. A higher SOV implies that the ontology is big in size
and would require a lot of time and effort to build it.

5. The average path length of the ontology (APL): This metric indicates
the average number of concepts in a path. A path p between two nodes c0
and cn in a sub-graph G′ of an ontology is represented as a sequence of
unrepeated nodes connected by edges from c0 to cn; the length plt of this path
is the number of edges on the path. It is defined in Eq. (5):

APL =

m∑

i=1

pi∑

k=1

pli,k

m∑

i=1

pi

(5)

were pli,k and pi are the length of the kth path and number of paths of the ith
concept, respectively. The APL is the ratio of the sum of the path lengths
pli,k of each of the m concepts in the ontology over the sum of the number of
paths pi of concepts.

6. Entropy of ontology graph (EOG): This metric is the application of the
logarithm function to a probability distribution over the ontology graph to
provide a numerical value that can be used as an indicator of the graph
complexity [10]. It is defined in Eq. (6):

EOG =
n∑

i=1

p(i)log2(p(i)) (6)

where p(i) is the probability for a concept to have i relations. The minimum
value of EOG corresponds to EOG = 0, it is obtained when concepts have
the same distribution of relations in the ontology, that is, all the nodes of the
ontology sub-graphs have the same number of edges. Therefore, an ontology
with a smaller EOG can be considered as less complex in terms of relations
distribution.
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7. Relationship Richness (RR): This metric provides an indication of the
distribution of relations in an ontology. It is defined in Eq. (7):

RR =
|R|

|SR| + |R| (7)

where |R| and |SR| represent the number of relations between classes and the
number of subclass relations, respectively. A RR value close to one indicates
that most of the relations between concepts in the ontology are not subclass
relations, while a RR close to zero specifies that the subclass relations are
predominant amongst the concepts of the ontology.

8. Class Richness (CR): the value of this metric provides an indication of the
distribution of individuals across the ontology classes [22]. It is defined in
Eq. (8):

CR =
|C ′ |
|C| (8)

where C
′

and C are the number of classes that have instances and the total
number of classes in the ontology, respectively. The value of the CR is a per-
centage that indicates the amount of instantiation of classes in the ontology.
A CR close to one indicates that most of the ontology classes have instances.

The decision making algorithms implemented in this study are presented
next.

3.2 Multi-criteria Decision Making Algorithms

Multi-criteria decision-making (MCDM) techniques are classified into two main
groups, namely, multi-objectives decision-making (MODM) and multi-attributes
decision-making (MADM). The MODM techniques address decision problems
on a continuous space, i.e. problems where the alternatives are in the order of
infinity. Such decision problems require complex mathematical modelling such
as optimization [13] to infer the appropriate solution(s). On the other hand,
MADM algorithms operate on a discrete space where the number of alterna-
tives is known [13,23]. This study is concerned about choosing the appropriate
ontologies amongst a set of known ontologies that constitute the alternatives.
Therefore, the focus is on the MADM techniques in this study.

Many studies have developed various MADM techniques. The most popular
include the Weighted Sum Method (WSM), Weighted Product Method (WPM),
Analytic Hierarchy Process (AHP), Technique for Order Preference by Similarity
to Ideal Solution (TOPSIS), Weighted Linear Combination Ranking Technique
(WLCRT) and Elimination and Choice Expressing Reality (ELECTRE) [23,24].
This study implements and compares the performance of three of these techniques,
namely, WSM, WPM and TOPSIS in ontology ranking. These three MADM tech-
niques were chosen due to their popularity; in fact, recent studies reported their
use in the study of sustainable renewable energy development [25] and housing
affordability [26].
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Despite the differences in their structures and steps, MADM methods share
some common features [26] including:

• The alternatives - These are the available choices. The decision making
process must guide in the choice of the best solution(s) by providing a ranking
of these choices based on certain attributes/criteria. This study uses a list of
ontologies as alternatives. The set of M alternatives (A) of a MADM problem
is given in Eq. (9).

A = {A1, A2, A3, . . . , AM−1, AM} (9)

where Ai, 1 ≤ i ≤ M is the ith alternative.
• Attributes or criteria - They are the measures that are used to analysed

the alternatives. They are allocated weights called criteria weights. Equation
(10) represents the set of N criteria of a MADM problem.

C = {C1, C2, C3, . . . , CN−1, CN} (10)

where Cj , 1 ≤ j ≤ N is the jth attribute/criterion. Eight metrics for
measuring the design complexity of ontologies are computed and used as
attributes/criteria in this study.

• Criteria Weights - They measure the level of importance of each criterion.
They enable to classify the attributes/criteria in terms of their importance to
one another. The N criteria weights associated with the attributes/criteria of
a MADM problem constitute the vector in Eq. (11).

W = (w1, w2, w3, . . . , wN−1, wN ) (11)

where wk, 1 ≤ k ≤ N is the kth criteria weight.
• Decision matrix - This is the mathematical formulation of a MADM problem

with M alternatives and N attributes/criteria as defined in Eqs. (9) and (10).
Each element of the decision matrix measures the performance of an alternative
against the associated decision criterion. A decision matrix D of MxN elements
is represented in Eq. (12).

D =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

C1 C2 C3 . . . CN

A1 d11 d12 d13 . . . d1N
A2 d21 d22 d23 . . . d2N
A3 d31 d32 d33 . . . d3N
...

...
...

... . . .
...

...
...

...
...

. . .
...

AM dM1 dM2 dM3 . . . dMN

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(12)

where dij represents the performance of the alternation Ai, after it has been
evaluated against the attributes/criteria Cj , 1 ≤ i ≤ M and 1 ≤ j ≤ N . The
following Subsections explain the three MADM algorithms implemented in
this study including WSM, WPM [23] and TOPSIS [27].
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Weighted Sum Model (WSM). The simplicity of the WSM make it one of
the popular MADM methods. The underlying principle of WSM is to calculate
a score for each alternative Ai as the sum of the products of its performances
dij in the decision matrix and associated weights wk in Eq. (11). Equation (13)
represents the formula for computing the score of an alternative Ai in WSM.

Score(Ai) =
N∑

j

dij · wj , 1 ≤ i ≤ M and 1 ≤ j ≤ N (13)

where M and N are the number of alternatives and attributes/criteria of the
decision making problem, respectively.

Weighted Product Model (WPM). The WPM is similar to the WSM.
The difference between these two MADM methods lies in the fact that instead
of adding up the products of performances to the criteria weights, the score
of an alternative Ai is obtained by multiplying the exponential of each of its
performances to their respective weights. A score of an alternative Ai in WPM
is given in Eq. (14).

Score(Ai) =
N∏

j

d
wj

ij , 1 ≤ i ≤ M and 1 ≤ j ≤ N (14)

Technique for Order Preference by Similarity to Ideal Solution
(TOPSIS). TOPSIS is one of the most widely adopted MADM. It consist of
finding the best solution from all the alternatives. In TOPSIS, decision is made
based on the shortest distance from the positive ideal solution (PIS) and the
farthest distance from the negative ideal solution (NIS). The preference order
of alternatives is ranked according to how closed they are according to the PIS
and NIS distance measures [27].

The TOPSIS algorithm consists of the following steps:

1. Normalize the Decision Matrix - The decision matrix D in Eq. (12) is
normalized into a new matrix R with Eq. (15).

rij =
dij√

√
√
√

M∑

i

d2ij

, 1 ≤ i ≤ M and 1 ≤ j ≤ N (15)

2. Construct the Weighted Normalized Matrix - A weighted normalized
matrix V is built from R as in Eq. (16) by multiplying each column of R by
the weight of the associated criterion.

Vij = rij · wj , 1 ≤ i ≤ M and 1 ≤ j ≤ N (16)
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3. Build the Positive and Negative Ideal Solutions - This entails creating
two sets A+ and A− from the weighted normalized matrix V . The A+ includes
the maximum values in each column of V which are positive ideal solutions,
whereas, A− is the set of negative ideal solutions formed of the minimum
values in each column of V. A+ and A− are calculated as in Eqs. (17) and
(18), respectively.

A+ = {V +
1 , V +

2 , . . . , A+
N} = {max Vij , 1 ≤ j ≤ N} (17)

A− = {V −
1 , V −

2 , . . . , A−
N} = {min Vij , 1 ≤ j ≤ N} (18)

4. Calculate the Distances from Positive and Negative Ideal Solutions -
Each alternative is considered in turn and its distances from the position and
negative ideal solutions d+ and d− are calculated. This is done with the
weighted normalized matrix V and the sets of positive and negative ideal
solutions as in Eqs. (19) and (20), respectively.

d+i =

√
√
√
√

N∑

j=1

(Vij − V +
j )2, 1 ≤ i ≤ M and 1 ≤ j ≤ N (19)

d−
i =

√
√
√
√

N∑

j=1

(Vij − V −
j )2, 1 ≤ i ≤ M and 1 ≤ j ≤ N (20)

where Vij ∈ V , V +
j ∈ A+ and V −

j ∈ A−.
5. Calculate the Relative Closeness of Alternatives to Ideal Solutions -

The relative closeness Ci of each alternative Ai is computed based on its
distances from the positive and negative ideal solutions as in Eq. (21).

Ci =
d−
i

d+i + d−
i

, 1 ≤ i ≤ M (21)

6. Ranking of Alternatives - The relative closeness Ci are utilized to rank
the alternatives Ai.

The experiments and results are presented in the next section.

4 Experiments

4.1 Dataset

A dataset of 70 ontologies of the biomedical domain downloaded from the Bio-
Portal [28] repository is used in this study. Furthermore, eight complexity met-
rics (Eqs. (1) to (8)) of each ontology in the dataset is computed to constitute
the decision matrix for the MCDM algorithms. The ontologies are indexed with
Oi, 1 ≤ i ≤ 70 to facilitate the reference to them in the paper.
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4.2 Computer and Software Environments

A computer with the following characteristics was used to carried out the exper-
iments: 64-bit Genuine Intel (R) Celeron (R) CPU 847, Windows 8 release pre-
view, 2 GB RAM and 300 GB hard drive. The computation of the complexity
metrics of the ontologies in the dataset was done in Java Jena API library con-
figured in Eclipse Integrated Development Environment (IDE) Version 4.2.

4.3 Experimental Results

An application was developed in Jena API to compute the complexity met-
rics of ontology in Eqs. 1 to 8 to form the decision matrix of the MCDM algo-
rithms with the ontologies or alternatives (lines) and the complexity metrics or
criteria (columns). To improve the quality and scale of values in the decision
matrix, it was further normalized for WSM and WPM algorithms using a proce-
dure adopted from [13] to obtain the normalized decision matrix. Similarly, the
decision matrix was normalized and weighted for the TOPSIS algorithm with
Eqs. (15) and (16).

Fig. 1. Ranking scores of algorithms on Part I of dataset

The normalized decision matrix obtained for WSM and WPM was directly
used to compute the score of each alternative as in Eqs. (13) and (14). With
regards to the TOPSIS algorithm, its normalized decision matrix was used to
get the positives and negatives ideal solutions with Eqs. (17) and (18) as well
as the distances between these solutions as in Eqs. (19) and (20). Finally, the
score of each alternative was computer based on the distances from positive to
negative ideal solutions using Eq. (21).

In the following, the ranking scores are split into three parts due to the
large number of ontologies in the dataset (70) and to improve the quality of the
presentation and discussion. In fact, the scores of the three algorithms are small
numbers and yielded low quality results when plotted for the 70 ontologies in
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the dataset. The first part includes the ontologies encoded Oi, 1 ≤ i ≤ 25 (Part
I), the second part the ontologies encoded Oj , 26 ≤ j ≤ 50 (Part II) and the
third or last part the ontologies Ok, 51 ≤ k ≤ 70 (Part III). Figures 1, 2 and 3
show the curves of ranking scores of the WSM, WPM and TOPSIS algorithms
on the first, second and third parts of the dataset, respectively.

It is shown in Figs. 1, 2 and 3 that the curves of the ranking scores of the three
algorithms follow the same patterns and that the TOPSIS scores are higher than
that of WSM and WPM algorithms, whereas, the WPM scores are slightly higher
than those of WSM algorithm. Furthermore, Fig. 1 portrays that the ranking
scores of TOPSIS and WPM algorithms for a number of ontologies are very
closed (O4, O9, O12, O17, O18, O20, O21, O22, O25); and for the same ontologies,
the ranking scores of the WSM algorithm are slightly low compared to that of
WPM and TOPSIS. The remaining parts of the curves in Fig. 1 (middle to right)
show some gaps between the ranking scores of the three algorithms.

Fig. 2. Ranking scores of algorithms on Part II of dataset

A similar pattern is displayed in Fig. 2 where the ranking scores of TOPSIS
and WPM algorithms are closed for most of the ontologies and slightly distanced
on the rest of the ontologies. Once more, in Fig. 2, there remains a constant gap
between the scores of the WSM algorithm compared to the scores of TOPSIS and
WPM algorithms. Lastly, Fig. 3 maintains a constant gap between the ranking
scores of the three algorithms across the entire curves, despite some closeness
between the ranking scores of TOPSIS and WPM for a few number of ontologies.
Overall, Figs. 1, 2 and 3 display a correlation between the ranking scores of the
three algorithms where the scores are closed to each other for some ontologies
and slightly distanced for others.

Table 1 displays the ranking results of all the three algorithms on the 70
ontologies in the dataset. It can be noticed that only the ontology O8 received
the same rank for all the three algorithms. However, many ontologies have been
ranked at the same positions by pairs of algorithms. In fact, the pair of algorithms
WSM and WPM has ranked the ontologies O1, O4, O6, O13, O29, O46, O49, O56,
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Fig. 3. Ranking scores of algorithms on Part III of dataset

O57 and O61 at the same positions in the ranking results in Table 1. Similarly, the
ontologies including O5, O19, O25, O26, O28, O39, O44, O50, O53 and O58 received
the same ranking positions for the WSM and TOPSIS algorithms, whereas, the
WPM and TOPSIS ranked the ontologies O21, O33, O37, O38 and O54 at the
same positions in the ranking results. Apart from these cases where ontologies
were ranked at the same positions by the algorithms taken in pairs, another
common pattern in the ranking results in Table 1 is that there are only slight
differences in the positions of many ontologies in the ranking results of the three
algorithms. For instance, there is only a unit difference between the positions of
the ontologies O1, O4, O6, O9, O15, O19, O29, O37, O44, O46, O50, O59 and O68

in the ranking results of all the three algorithms.
Although there are significant gaps between the positions of some ontologies

in the ranking results in Table 1, a large number of ontologies have very closed
ranking positions in all the three algorithms. These findings suggest a close cor-
relation between the ranking results of the three algorithms. These findings were
further confirmed with the Pearson correlation coefficients of ρ = 0, 947835387
on the ranking results of WSM and WPM, ρ = 0, 990346397 for WSM and
TOPSIS and ρ = 0, 87918235 for WPM and TOPSIS. The strong correlation
between the ranking results of the three algorithms indicates that they are all
good candidates MADM methods for the ranking of semantic web ontologies.

The ranking patterns of the WSM, WPM and TOPSIS MCDM algorithms
presented above is also observed in the ranking results of ELECTRE I&III and
AKTiveRank in [5]. This shows that the three algorithms have successfully
ranked the ontologies in the dataset based on their level/degree of complex-
ity. Moreover, the robustness of the results obtained with a large dataset of 70
ontologies compared to 12 and 17 ontologies in [5] and [4], respectively, provides
more insights on the application of decision making in ontologies ranking.
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Table 1. Ranking results of WSM, WPM and TOPSIS algorithms

Index WSM WPM TOPSIS Index WSM WPM TOPSIS Index WSM WPM TOPSIS

O1 44 44 42 O26 51 55 51 O51 31 10 28

O2 27 25 29 O27 23 26 22 O52 39 43 40

O3 21 24 20 O28 17 13 17 O53 14 4 14

O4 70 70 69 O29 69 69 68 O54 54 52 52

O5 12 21 12 O30 10 19 11 O55 20 15 19

O6 3 3 2 O31 28 27 25 O56 49 49 47

O7 36 38 48 O32 24 17 27 O57 61 61 59

O8 57 57 57 O33 48 50 50 O58 43 50 43

O9 32 29 31 O34 4 16 6 O59 52 51 49

O10 5 7 4 O35 35 40 34 O60 40 35 37

O11 64 68 63 O36 55 53 53 O61 59 59 55

O12 46 39 54 O37 29 30 30 O62 52 54 56

O13 11 11 15 O38 30 32 32 O63 19 5 18

O14 68 63 67 O39 33 36 33 O64 53 56 58

O15 6 8 7 O40 22 12 24 O65 56 58 60

O16 62 65 64 O41 34 37 36 O66 2 1 3

O17 26 33 23 O42 38 34 35 O67 58 62 65

O18 42 47 39 O43 7 28 5 O68 65 67 66

O19 8 9 8 O44 1 2 1 O69 18 6 21

O20 47 48 45 O45 25 14 26 O70 67 64 70

O21 50 46 46 O46 60 60 61

O22 9 20 10 O47 37 41 38

O23 15 22 13 O48 13 31 9

O24 63 66 62 O49 45 45 44

O25 16 23 16 O50 41 42 41

5 Conclusion

This study have applied three MCDM algorithms, namely, WSM, WPM and
TOPSIS in ontologies ranking. The decision matrix of these algorithms was built
with as list of ontologies considered as the alternatives and a number of metrics
that measure the design complexity of these ontologies. The complexity metrics
constituted the attributes of the ontologies or alternatives. A large dataset of 70
ontologies of the biomedical domain was used in the experiment and the ranking
scores and results of the three algorithms were analyzed and compared. The
results revealed that although there were significant gaps between the positions
of some ontologies in the ranking results, a large number of ontologies have very
closed ranking positions in all the three algorithms. These findings suggested
a strong correlation between the ranking results of the three algorithms and
recorded that the three algorithms have successfully ranked the ontologies in the
dataset based on their level/degree of complexity. Moreover, the robustness of
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the results obtained when compared to previous studies, provided more insights
on the application of decision making in ontologies ranking. The future direction
of research would be to experiment the ELECTRE family of MCDM methods
on the dataset used and compare their ranking results to that obtained in this
study.
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Abstract. Growing amount of complexity and enterprise data creates a need for
novel business process (BP) analysis methods to assess the process optimization
opportunities. This paper proposes a method of BP analysis while extracting the
knowledge about Decision-Making Logic (DML) in a form of taxonomy. In this
taxonomy, researchers consider the routine, semi-cognitive and cognitive DML
levels as functions of BP conceptual aspects of Resources, Techniques,
Capacities, and Choices. Preliminary testing and evaluation of developed
method using data set of entry ticket texts from the IT Helpdesk domain showed
promising results in the identification and classification of the BP Decision-
Making Logic.

Keywords: Business process management � Decision-making �
Robotic Process Automation � Natural Language Processing � Text Mining

1 Introduction

A strong market-driven digitization trend opens many opportunities for organizations,
such as cost savings and performance increase achieved by the process automation, but
at the same time puts some barriers, such as how to assess enterprise processes for an
optimal utilization of digitization opportunities offered on the market and in the open
source communities. One of these increasingly discussed process automation tech-
nologies is Robotic Process Automation (RPA) [1]. RPA software can automatically
take over the execution of routine repetitive tasks of a human employee. Today, it is
also possible to augment simple RPA with so-called “cognitive” functions based on
scalable Natural Language and Image Processing technologies equipped with Machine
Learning capabilities. Here, marketing and consulting specialists use the term Intelli-
gent Process Automation (IPA) [2]. However, independently from the terminology, key
challenges for an organization remain the following: (1) how to identify process
activities that are suitable for automation and (2) how to identify the achievable degree
or form of automation (for example, RPA vs. IPA).
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In this paper, motivated by the above-mentioned challenges, the authors set the
research objective to develop a novel method of extracting knowledge regarding the
decision-making nature of processes in a form of Decision-Making Logic (DML) tax-
onomy from the process textual data. Under DML, the researchers understand “cog-
nition” level of a decision-making process, i.e. perceived processing complexity of
tasks to be performed within the process by a process worker and related task
automation possibility in the context of existing rules, available information for task
execution and automation costs [3–5]. To the extent of the authors’ knowledge, there is
no other approach combining the same methodological and technological setup, thus,
no other approach reveals the same merits as the method presented in the paper. The
researchers look into the IT ticket texts considering diverse conceptual aspects to
discover the DML, i.e. parts of speech organized as per Resources (nouns), Techniques
(verbs and verbal nouns), Capacities (adjectives), and Choices (adverbs) (RTCC). With
the help of the RTCC framework, the authors can correctly capture the various aspects
of the DML levels hidden in the entry ticket texts.

The rest of the paper is organized as follows. Section 2 introduces the related work.
Section 3 presents the method for the DML identification, discusses its major steps and
preliminary evaluation. Finally, Sect. 4 concludes the paper and outlines the future
work.

2 Related Work

The authors suggest to structure the related work section into (1) the work related to
knowledge extraction in general and the BP textual data specifically, (2) the sources
necessary for understanding the method and applied technologies, i.e. Natural Lan-
guage Processing (NLP) and Text Mining, and (3) subjects closely related to the
present research, i.e. decision-making and taxonomies in the process context.

2.1 Approaches of Knowledge Extraction

The topic related to the extraction and representation of knowledge from texts is rather
varied in the sense of approaches and especially results interpretation and formaliza-
tion. Thus, in semantic technologies, widespread RDF (Resource Description Frame-
work) approach [6] describes the data about (web) resources as subject-predicate-object
triples [7]. Here, the subject must be an entity, whereas the object may also be a
textually named literal. Approaches such as [8] use logical-linguistic models that
consider the knowledge as sentences in the form of subject-predicate-object triplets.
Another group of scientists deeply working on the knowledge extraction from the BP
textual data highlight two research application areas [9]: (1) analysis of natural lan-
guage inside process models [10]; (2) techniques that analyze the natural language
captured in textual process descriptions [11]. One of the most relevant research pub-
lications in the context of the current paper deals with the identification of RPA
candidate tasks in the BP textual descriptions [9]. The scientists suggest a three-step
Machine Learning-based approach to automatically detect the degree of automation of
tasks (manual, user, automatic) described in the textual process descriptions. However,
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the formalization approach of the extracted knowledge in the routine-cognitive clas-
sification context is missing. The authors of the present paper while building up upon
the findings of [3, 9] suggest a novel approach of knowledge extraction, interpretation
and formalization with the DML taxonomy of the BP activities.

2.2 Technologies Applied for Knowledge Extraction

In the paper, the main source of knowledge are the IT ticket texts coming either per
email or directly entered in the ticketing system of the case study. Thus, the tech-
nologies for knowledge extraction are related to NLP and Text Mining. One of these
knowledge types connected with semantic aspects hidden in BP texts is Latent
Semantic Relations (LSR), which can be found both inside the documents and between
them and are used to identify the context of the analyzed document and to classify a
group of documents based on their semantic proximity. Specifically, a mathematical
model of a text collection describing the words or documents is associated with a
family of probability distributions on a variety of topics [12]. The aim of the LSR
analysis is to extract “semantic structure” from the collection of information flows and
automatically expand them into the underlying topic. A variety of approaches, such as
discriminative Latent Semantic Analysis (LSA) [13] or probabilistic Latent Dirichlet
Allocation (LDA) [12], evolved in this field with the time. While using the mentioned
state-of-the-art technologies, the researchers aim to experiment on improving their
quality and finding the ways to eliminate the limitations.

2.3 Decision-Making and Taxonomies in the Process Context

There is a number of research studies devoted to the decision-making processes in the
business context. One group addresses the Theory of Decision-Making in general and
related open questions [14–16], second group of studies discusses the challenges and
opportunities of decision-making in an enterprise context, such as context-aware group
decision-making [17], the criteria and approaches in decision-making support [18], or
text mining-based extraction of decision elements out of project meeting transcripts
[19]. Nonetheless, to the best of the authors’ knowledge, the approach of the DML
discovery suggested in the present paper is not researched so far.

Decision Mining in the context of Process Mining represents another relevant
research direction. Process Mining [20] is a technique that aims to extract facts out of
the event log. Hereby, the analysis of the latter can provide important knowledge that
can help organizations to improve their decision-making processes. Specifically,
Decision Mining aims at the detection of data dependencies that affect the event-based
routing within a process model [21]. Regardless of this fact, if compared to the pro-
posed research, Decision Mining primarily focuses on the analysis of event logs
generated by the machines and not on the natural language texts generated by human
workers within the process.

Being a widespread method of knowledge structuring and management [22], tax-
onomies find also their application in the decision-making related classifications [23, 24],
nonetheless taxonomies applied on the levels of DML extracted from BP texts are not
researched so far.
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To sum up, these studies do represent a significant contribution to the development
of science. However, first, the approach of the DML discovery in the unstructured BP
textual data is not well represented, and, second, taxonomies applied to the DML levels
extracted from BP texts are not researched so far. Furthermore, the present research
makes a valuable contribution with its focus on the RPA bringing it into the new DML
context. As [9] fairly state, automation in BPM is not a recent development. Research
on RPA, not to mention the most recent IPA technology, by contrast, is still scarce [1].

3 Method for the Identification of the Decision-Making Logic

The work is based on the Design Science Research guidelines by Hevner et al. [25] and
uses common methods of Information Systems research, such as case study, computer
experiments, interviews, and observations.

The business need for novel process analysis methods in the context of emerging
technologies has been identified while observing the R&D achievements (see Related
Work Section), growth of the market offerings, increasing enterprise process com-
plexity and costs (see Introduction Section). The envisioned artifact, i.e. method for
process analysis, aims at classifying the BPs into simple (routine) and complex (cog-
nitive) ones from the perspective of decision-making complexity of the worker
responsible for the BP processing. At present research stage, the method uses
unstructured textual data triggering the process and generated in a natural language by a
process participant. This data can be received via different communication channels –
email, chat, phone call, or directly entered in a specific task management system in a
natural language form. In future work, the routine BPs can be automated with men-
tioned RPA technologies, and for the cognitive BPs – diverse levels of support for
process workers can be proposed. In the paper, the artifact is evaluated using the case
study qualitative survey approach. In this regard, the following research questions,
which are proved in the evaluation, are raised:

RQ1: What measurements can enable the identification of the BP “cognition” level
based on the unstructured BP textual data triggering the process?
RQ2: Does the semantic knowledge extracted from the unstructured BP textual data
using the proposed method provide valuable information to identify the specific
DML level?

The researchers use the methodological triangulation approach, which is based on
multiple data sources in an investigation to produce rich and well-developed under-
standing for the research artifact [26]. Currently, the researchers implemented three
major phases: (1) literature review, recent research and market observations to con-
ceptualize the DML taxonomy; (2) DML taxonomy vocabulary population and
experimental set-up based on the case study BP texts; (3) evaluation of the approaches
(1) and (2) via qualitative survey with the case study process workers.

In the subsections below, the mentioned phases as well as detailed research artifact
description (see Fig. 1) are presented.
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3.1 DML Taxonomy Concept Development

In the first phase of the methodological triangulation, aiming to address the RQ1, i.e.
measurements that could enable the identification of the BP “cognition” level, the
researchers developed an understanding of the DML levels and using the systematic
literature analysis enhanced with recent research and market observations distinguished
three classes – routine, semi-cognitive and cognitive. Herewith, the following defini-
tions have been accepted: (1) routine DML level activities or tasks are those
expressible in rules so that they are easily programmable and can be performed by
computers at economically feasible costs [4, 5]; (2) semi-cognitive DML level activities
or tasks are those where no exact rule set exists and there is a clear need of information
acquisition and evaluation [3, 4]. Here, computer technology cannot substitute but
increases the productivity of employees [27] by partial task processing; (3) cognitive
DML level activities or tasks are the most complex ones where not only information
acquisition and evaluation is required, but also complex problem solving [4]. Com-
puters can offer only a minimal support.

In order to measure the DML levels, a taxonomy-based approach is suggested
based on the following principles: (1) consideration of a sentence as a tuple of parts of
speech compound of nouns, verbs, verbal nouns, adjectives, and adverbs; (2) assump-
tions that DML effects of a BP in the form of routine, semi-cognitive and cognitive can
be largely understood as functions of their (BP) conceptual aspects Resources, Tech-
niques, Capacities, and Choices (referred by the authors as RTCC semantic tagging
framework). Hereby, Resources (nouns) indicate the specificity of business process
task items affected by the decision-making activity; Techniques (verbs and verbal
nouns) represent knowledge and information transformation activities by which the
decision-making process affects existing resources; Capacities (adjectives) describe

DML Taxonomy Concept Development   

DML Taxonomy Experimental Setup

DML Taxonomy Population Process

Text
Preprocessing

Topic 
Modelling 

Extracted 
Topics

Topic 
Classification 

DML Taxonomy Concept

DML Taxonomy 
Vocabulary 

Fig. 1. Steps of method for the DML identification
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situational specificity of decision-making techniques or resources; and finally, Choices
(adverbs) determine the selection of the required set of decision-making techniques or
resources in the course of DML.

Furthermore, using a systematic literature approach and previous work [15, 16], the
researchers drafted a set of indicators, or contextual variables, based on which the
classification into the three DML levels according to the RTCC framework takes place
(see Table 1).

In the subsection below, while populating the DML taxonomy with the contextual
values of variables, the authors aim to develop a set of domain attributes and char-
acteristics for each of the DML levels.

3.2 DML Taxonomy Population Process

In the second phase of the methodological triangulation, the case study is introduced.
The data set in a form of entry ticket texts comes from the IT Change Management
(ITIL Framework1) ticket-processing department of a big enterprise with more than
200,000 employees worldwide. The tickets can be opened in the system using an
incoming email text from the customer or directly by a professional process worker
who already understands what needs to be done having received the request via dif-
ferent channel. While developing the DML taxonomy vocabulary, the researchers
extracted the topics with descriptive key words out of the case study data set, entry
ticket description texts, using mentioned LD/SA approach [28, 29]. The vocabulary
(see Table 1) was developed based on the available data set processed and converted
into a CSV-formatted text corpus with more than 1,000,000 documents (text entries) of
English, German and English-German ticket texts created in the period of 2015–2018.
After removing duplicates and selecting English texts, the final case study data sample
comprised 28,157 entries.

The architecture of the DML taxonomy population process (DML_TPP) is visu-
alized on Fig. 1 as a part of the method for the DML identification. The unstructured
use case BP textual data in natural language, entry ticket texts, served as an input. As a
result, the researchers obtained domain dependent attributes in the form of descriptive
key words extracted from the textual data (separate parts of speech – nouns, verbs,
verbal nouns, adjectives, adverbs) and classified them with the help of the contextual
variables, grouped based on the conceptual aspects of RTCC structure, into routine,
semi-cognitive and cognitive DML levels.

The first step of DML_TPP is to pre-process, parse the text entries and build the
document term matrices for the separate parts of speech. It is an important step in order
to be able to perform topic modeling in the corpus and afterwards populate the DML
taxonomy. The result of this step is cleaned textual process data with separate parts of
speech. The second step of DML_TPP is to create topics with descriptive key words
over the complete preprocessed data set. In particular, the created document term
matrices for each part of speech (nouns, verbs, verbal nouns, adjectives, adverbs) are
processed using the combination of LD/SA topic modeling methods [28, 29]. In the

1 IT Infrastructure Library Framework, www.axelos.com/best-practice-solutions/itil.
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Table 1. DML taxonomy vocabulary with exemplary key words

Contextual
variables

Decision-making logic levels

Routine Semi-cognitive Cognitive

Conceptual aspects

Resources
22% 8% 2%

Problem
processing
level

user, task, user request,
interface, tool

team, leader, project,
colleague, production

management,
CAB, measure,
server farm

Indeterminacy time, application,
product, name, ID

description,
environment,
requirement, solution,
problem

risk

Information server, database, file,
location, dataset

requestor, case, rule,
outage, power-supply

impact, approval

Techniques
16% 6% 2%

Experience send, note, deploy,
document, decommission

check, assign, increase,
create, modify

approve, delegate,
define

Action
alternative

follow, start, stop,
monitor, run

implement, deploy,
require, classify,
process

propose

Effort cancel, delete, activate,
finish, mount

perform, support, plan,
verify, migrate

freeze

Capacities
12% 9% 5%

Specificity additional, attached,
online, virtual, same

separate, specific,
technical, minor,
successful

major, high, big,
small, strong

Decisions
formulation

new, old, preinstalled,
fixed, ready

available, necessary,
important, significant,
successful

possible, desired,
related, different,
multiple

Predictability actual, full, current, valid,
same

temporary, normal,
previous, similar,
standard

random,
randomized,
expected

Choices
11% 5% 2%

Precision automatically, manually,
internally, instead, there

normally, well, shortly,
enough, recently

approximately,
properly

Time current, still, now, often,
daily

newly, immediately,
later, urgently

soon

Ambiguity consequently,
completely, never,
simultaneously,
accordingly

successfully, however,
usually, temporarily,
previously

randomly, likely,
maybe
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third step of DML_TPP, the extracted topics with descriptive key words are classified
based on the contextual variables into the suggested DML levels of routine, semi-
cognitive and cognitive. Here, the involvement of the process workers being familiar
with the context is essential for the right key words classification. In Table 1, the
exemplary extracted key words classified according to the three DML levels based on
the RTCC framework are presented. The majority of the identified key words belong to
the Resources counting up to 71 key words in the routine DML level. Due to the size
limits of the paper, the researchers provided up to five exemplary key words per each
RTCC element and DML level. As the key word relative distribution based on the total
count of 324 (100%) vocabulary key words shows (see also Table 1), the majority of
61% belongs to the class routine, 28% to the semi-cognitive and very few 11% to the
cognitive, what can be explained by: (1) the specificity of the data set domain, IT ticket
processing, and (2) the fact that the entry texts of routine tickets contain a substantial
level of details explaining every single step to be done and not ambiguous generic
words that can imply a lot of action options.

The mentioned experiments of data preprocessing and topic modeling were per-
formed using Python 3.4.3. The vocabulary population process is to be executed
manually involving the process workers familiar with the context, what is essential for
the right key words classification. At this research stage, the researchers performed the
population and related classification based on the available process documentation,
findings obtained within the workshop with process workers and qualitative survey
based findings (see Sect. 3.4). To sum up, based on the developed DML levels tax-
onomy vocabulary, the authors suggest the following interpretation (characteristics of
the DML levels of the data set):

• Routine DML level is characterized by prevailingly Resources indicating the
specificity of BP task items followed by Techniques of knowledge and information
transformation. This characteristic can be interpreted as an intensive and clear
naming of the process resources, i.e. exact names of servers, databases, configu-
ration items (CIs) related to the ticket.

• Compared with the routine DML level, semi-cognitive DML level is increasingly
described with Capacities describing situational specificity of decision-making
techniques and Techniques themselves. The accent shifts from Resources to the
description of the situational specificity of the Techniques, what can be explained
by the absence of the simple and exact rule set to be followed while processing the
ticket.

• Compared with routine and semi-cognitive levels, cognitive DML level is not well
represented in the taxonomy vocabulary. The rare findings, however, show the
growing “cognition” within the cognitive DML level key words relative distribu-
tion, i.e. increased relative numbers of Capacities describing situational specificity
and Choices describing the selection of the Resources or Techniques. In this case,
the process workers need to act based on their “gut” feeling performing mental
simulations of the situation, acquiring and evaluating further information via vari-
ous channels. All these complicates further ticket processing.
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3.3 DML Taxonomy Experimental Setup

In the experimental setup step of the method, the developed DML taxonomy vocab-
ulary was tested (using Python 3.4.3) on the final case study data sample with 28,157
entries (processed and English language based) to analyze the specific distributions of
the DML vocabulary words in the tickets (all parts of speech). As shown in Table 2, the
following analytical findings can be derived: (1) there are only 20.23% of pure routine,
cognitive or semi-cognitive tickets in the data sample with the clear majority of pure
routine tickets 18.87%, only 1.30% of pure semi-cognitive and scarcely 0.07% of pure
cognitive2; (2) no key words were identified in the group of tickets 2.82%. These
tickets are characterized by the 100% presence of unique names of process Resources.
Therefore, the authors classify them as pure routine ones (see the interpretation of
routine DML level above); (3) the prevailing amount of tickets in the data sample
76.95% is the mixed one. In this group, the majority of tickets 33.31% contains >=50%
of routine key words, <=50% of semi-cognitive and 0% of cognitive. The second
representative subgroup with 19.00% comprises >50% of routine key words, <=25% of
semi-cognitive and <=25% of cognitive. Thus, also in the mixed group, the routine
amount of key words prevails. The obtained analytical findings provide an under-
standing about the “cognition” level of the tasks the process workers are dealing with in
the case study department. The practical value of these findings will be investigated in
the future work, i.e. Recommender System approach: (1) pure routine tickets can be
processed automatically while implementing existing templates; (2) mixed and pure
semi-cognitive groups of tickets should be studied in more detail, and the recom-
mendation with drop-down lists of possible choices can be provided to the process
workers; (3) processing of pure cognitive tickets or tickets with relative high amount of
the cognitive key words (mixed group) should be supported by the provision of the
history of similar tickets.

3.4 DML Taxonomy Evaluation

In order to evaluate the approaches presented in Sects. 3.1, 3.2 and 3.3, in the third
phase of the methodological triangulation, the researchers developed a qualitative
survey in a form of a questionnaire. The survey was conducted in the period of
January-February 2019 with the process workers responsible for the ticket processing
in the case study IT Change Management department. The sample comprised 13
process managers. The respondents were asked to critically evaluate and provide their
own (practical) view on: (1) the definitions of the three DML levels suggested by the
researchers (Sect. 3.1); (2) the developed DML taxonomy vocabulary (Sect. 3.2);
(3) the ticket classification examples (see Table 3) according to the three DML levels
performed by the researchers using sentence-by-sentence approach based on the ran-
domly selected tickets.

As one can conclude from Table 3, the underlying decision-making processes of
the process worker in the exemplary anonymized ticket are predicted to be 77%

2 The relative distributions were calculated based on the presence of the DML taxonomy vocabulary
key words in a ticket and not on the overall count of words in a ticket.
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Table 2. DML taxonomy vocabulary key word distribution in tickets

Routine key
words in a ticket, %

Semi-cognitive key words
in a ticket, %

Cognitive key
words in a ticket, %

Number of tickets with
such a distribution, %

100 0 0 18.87
0 100 0 1.30
0 0 100 0.07
0 0 0 2.82
>=50 <=50 0 33.31
>50 <=25 <=25 19.00
The rest 24.64

Table 3. Anonymized ticket classification example

Ticket (sentences) Values Contextual
semantic
aspect

Word
DML
level

Ticket DML
summary

Please stop-start XYZ
databases mentioned
below: XYZ1, XYZ2,
XYZ3, XYZ4

stop verb
(technique)

routine 77% routine
15% semi-cognitive
8% cognitivestart verb

(technique)
routine

database noun
(resource)

routine

server: xyzxyz server noun
(resource)

routine

Please check mentioned
databases if were stop-
start successfully, and if
applications after start
running properly

check verb
(technique)

semi-
cognitive

database noun
(resource)

routine

stop verb
(technique)

routine

start verb
(technique)

routine

successfully adverb
(choice)

semi-
cognitive

application noun
(resource)

routine

start verb
(technique)

routine

run verb
(technique)

routine

properly adverb
(choice)

cognitive
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routine, 15% semi-cognitive and only 8% cognitive (the second characteristic subgroup
of the mixed group with 19.00%, see Table 2). Such Techniques as “stop”, “start”,
“run” in the case study context are based on the simple decision-making processes
implying a straightforward action (routine DML) while the activity or task “check”
demands a certain amount of experience on the level of direct habits to be performed
correctly (semi-cognitive DML). Such process Resources as “database”, “server”,
“application” have exact names indicating high accuracy, certainty and complete
information for the process worker (routine DML). However, such Choices deter-
mining the selection of the required set of Techniques as “successfully” (semi-cognitive
DML) or “properly” (cognitive DML) have an implicit meaning and in the majority of
the cases are based on the experience-gained “gut” feelings.

The results of the qualitative survey and their implications for the current research
are presented below:

(1) the accepted DML levels definitions were complemented with the following new
contextual aspects (see Summary Table 4). Thus, for example, the DML routine
level can be characterized from the process worker perspective with the time,
frequency, effort, and impact aspects, while the researchers first considered the
theoretical perspective of rules, information, and automation based on the liter-
ature, recent research and market observations.

(2) the researchers enhanced the DML taxonomy vocabulary with context-based key
words received from the respondents, such as: routine – “firewall”, “user request”,
“rundown”, “decommission” and cognitive – “big measures”, “server farm”,
“freeze”. As a result, the DML taxonomy vocabulary has been specified with the
contextual key words.

(3) the majority of respondents agreed with the provided examples of ticket classi-
fication (sentence-by-sentence approach based on the identified descriptive key
words) performed by the researchers using the DML taxonomy vocabulary.

The evaluation-based findings mentioned above enabled the researchers to answer
the research questions posed at the beginning of the Sect. 3. Hence, while approaching
the RQ1 in Sects. 3.1 and 3.2, the researchers suggested (and experimentally tested in
Sect. 3.3) a set of measurements for the BP “cognition” level identification based on
the unstructured BP textual data triggering the process. These measurements are the
DML levels definitions, RTCC structure and the DML taxonomy vocabulary. In the
evaluation phase, the proposed set of measurements was specified with the context-
based definitions and key words provided by process workers. While approaching the
RQ2, the researchers provided ticket classification examples for the evaluation by the
process workers. Prevailingly positive evaluation results showed the plausibility of the
method (RQ2).
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4 Conclusion and Future Work

In this paper, the researchers presented a method of extracting knowledge about the
Decision-Making Logic (“cognition”) of business processes in a form of DML tax-
onomy from the unstructured textual data. In contrast to the most of existing approa-
ches in process and text analysis, the proposed method is based on the novel
combination of methodological and technological approaches, offering new merits for
process analysis in the automation context. Following the methodological triangulation
approach, the researchers present the method in three main phases: (1) literature review,
recent research and market observations to conceptualize the DML taxonomy;
(2) DML taxonomy vocabulary population and experimental set-up based on the case
study BP texts, IT entry ticket texts; (3) evaluation of the approaches (1) and (2) via
qualitative survey with the case study process workers.

The main contribution of the paper is finding answers to the research questions
suggested by the authors. The results of the evaluation phase provided additional
(contextual) information on the DML definitions and taxonomy vocabulary. Further-
more, the evaluation demonstrated that the method in general and DML taxonomy
vocabulary in particular are able to deliver plausible results in the classification of the
entry ticket texts according to routine, semi-cognitive and cognitive DML levels. The
discovered topics with descriptive key words appeared to be coherent and informative
for DML taxonomy vocabulary building.

However, in the presented research, the authors performed an in-depth analysis of
unstructured textual data using only one criterion – specific semantics of an entry ticket
text. The researchers will include additional criteria to analyze the mentioned
unstructured texts, for example length of the texts and their stylistic characteristics.

Table 4. Summary of DML levels definitions

Theoretical definitions Context-based definitions

Routine

Rules: simple
Information: complete
Automation: easily programmable at economically feasible

Time: less than 5 min
Frequency: daily occurred
work
Effort: few mouse clicks
Impact: no impact

Semi-cognitive
Rules: no exact rule set
Information: need for information acquisition and evaluation
Automation: partial task processing to increase the
productivity of employees

Number of tasks: many
Number of CIs: many
Impact: with clear impact

Cognitive
Rules: complex
Information: arguable information demanding complex
problem solving
Automation: minimal possible

Challenging
Multi-solution
Thinking of what?,
where?, how?
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Furthermore, such event log data as time stamps, number of tasks and CIs per ticket,
responsible groups will be also included into analysis to verify the semantically based
DML level findings.

Besides, the researchers will address the demonstration of the research practical
value. The proposed DML method can be formalized and automated with the support
of an OMG framework for a rule-based decision modeling DMN [30]. The researchers
plan to formalize the case study process using BPMN [31] for modeling the overall
process with strict procedures while preferring CMMN [32] in case of wide range of
free plannable activities depending on the situational context. Hereby, the experimental
model of the case study process (Recommender System approach mentioned in
Sect. 3.3) will be built using DMN extension to measure the entry ticket DML level as
an attempt of partial automation. To enable a functioning prototype of such a multi-
level Recommender System, such technologies as robust graph databases, ML algo-
rithms for exact match search, RPA to automate front- and back-end rule-based tasks
will be studied and evaluated in detail.
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Abstract. The potential to predict the productivity and the specific electric-
energy furnace consumption is very important for the economic operation and
performance of a Consteel electric-arc furnace. In this work, these two variables
were predicted based on specific operating parameters with the use of machine
learning. Actually, three different algorithms were tested for this study: the BRF
method of support vector machine (SVM), the light gradient boosting method
(lightGBM), and the Keras system with TensorFlow as backend. The results
appear to be good enough for production scheduling, and are presented and
discussed in this work.

Keywords: Gradient boosting method � Support vector machine � Keras �
TensorFlow � Productivity � Energy � Consteel

1 Introduction

The need for the potential of predicting the productivity, and specific electrical-energy
consumption based on process parameters has been always the desire in steelmaking
plants worldwide. It facilitates procurement and results in a more rational approach in
the schedule of actions. Budget development is then performed in a faster and more
reliable basis. In a monumental work, Koehle [1] had come up with a very compact
formula based on regression analysis from data collected from a relatively large number
of electric-arc furnaces (EAF) worldwide. This equation had taken under consideration
the specific electric-energy reduction from installations with scrap preheating, like
Consteel. On the other hand, in a more recent work, Memoli [2] elaborated data from
Consteel installations and pointed out the effect of liquid heel upon productivity in
addition to the installed and operating electric-arc power. However, each Consteel
installation has its own peculiarities depending upon scrap quality, furnace condition,
and operating personnel skills. In this study, process parameters that are recorded daily
per heat were selected and an attempt to predict the expected productivity and specific
electric-furnace energy consumption was carried out. Machine learning was applied in
order to derive supervised models that could be used in off-line scheduling from the
scrap yard till the secondary metallurgy treatment of liquid steel.
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2 Preparation for the Computations

2.1 EAF Installation

The SOVEL plant, which is part of the VIOHALCO/SIDENOR group of companies, is
located at a seacoast area of Almyros next to the city of Volos in the middle of Greece.
In 2006, SOVEL decided to convert to a Consteel operation in order to increase
production capacity and decrease electrical energy consumption. The furnace is a
3-phase EBT EAF with a 120 MVA transformer, and 600-mm-diameter electrodes.

It has the necessary modules to supply chemical energy as well as to inject carbon
units in order to retain the appropriate volume of foaming slag. The meltshop has a
ladle furnace (LF) for the secondary metallurgy treatment of liquid steel, and a 6-strand
continuous caster (CCM) that mainly casts 140 � 140 mm � mm billets. The furnace-
tapped weight is 130 t and the annual capacity is around 1 million tons of steel. The
interested reader may refer to [3] for a more detailed description of the furnace
installation.

2.2 Parameters Considered in the Computations

Two dependent parameters were analyzed: productivity in t/h (TON_PER_HR), and
specific electrical-energy consumption in kWh/t good billet (SPEC_ENRGY_BILLET).

Table 1. Considered operating parameters (independent variables).

No. Symbol Description

1 YIELD Yield (t of good billet per t of scrap)
2 POW_ON Power on time (min)
3 TAP_TAP Tap-to-tap time (min)
4 POWER_AVG Average power per heat (MW)
5 SPEC_OX Specific oxygen consumption (Nm3/t)
6 SPEC_LIME Specific lime consumption (kg/t)
7 SPEC_MGO Specific MgO consumption (kg/t)
8 SPEC_CHRG_CARBON Specific charged carbon (kg/t)
9 SPEC_INJ_CARBON Specific injected carbon (kg/t)
10 TEMP Tapping temperature (°C)
11 ppmO Oxygen content (ppm)
12 PC_HMS_1 Scrap type HMS #1 (percentage)
13 PC_HMS_2 Scrap type HMS #2 (percentage)
14 PC_SHREDDED Shredded scrap (percentage)
15 PC_BUSHELLING Busheling scrap (percentage)
16 PC_RETURNS Returns (percentage)
17 PC_TURNINGS Turnings (percentage)
18 PC_PIG_IRON Pig iron (percentage)
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However, since these two parameters are very critical with respect to the economics
policy of a company, only scaled data/results were presented in this study. Neverthe-
less, the degree of correlation achieved in the analysis is mostly important to the data
scientist and not the actual values.

Table 1 presents the 18 independent operating parameters considered as the
important factors that were supposed to have an influence upon the two dependent
variables. The main parameters related to the electrical energy consumption are the
average power of the heat (POWER_AVG), and the time duration in which the energy
was supplied (POW_ON). The tap-to-tap time (TAP_TAP) influences productivity and
electrical energy consumption; it reflects the proper condition of a furnace not only
with respect to operations but with respect to maintenance, as well. The specific oxygen
consumption (SPEC_OX) plays an important role not only to the selected dependent
variables but also to the chemistry of the tapped liquid steel. The specific addition of
lime (SPEC_LIME) and magnesia (SPEC_MGO) play a paramount role in the proper
chemical composition of the slag for foaming. In practice, we aim for FeO � 20%,
MgO � 6%, and B3 � 2.0; the index B3 is given by the following equation [4]:

B3 ¼ CaO
SiO2 þAl2O3

ð1Þ

We wanted to keep the derived supervised results as close as possible to the
operating parameters that we controlled more easily in practice. For that reason, we
decided to employ only the specific additions of the slag fluxes than including the slag
chemical analyses into the computations. The liquid steel temperature (TEMP) and
oxygen (ppmO) as measured by the CELOX probe [5] have an effect on energy
consumption and liquid steel cleanliness; the yield (YIELD) plays a great role on
specific consumptions and cost-effective meltshop operation. Finally, seven scrap
parameters related to scrap mix were taken under consideration (Table 1, 12–18). One
may realize that scrap mix is the top factor that greatly influences the two selected
dependent parameters, so it was impossible to proceed in this type of study without
considering it. Nevertheless, a meltshop facility may not have the desired scrap mix all
year around. On this basis, proper management may help eliminate extreme cases and
still make production at desired costs.

2.3 Computational Approach

Pieces of software were developed in order to tackle the process of data, and tune the
selected machine-learning algorithms. Python (version 3.5.4, 64-bit, Anaconda instal-
lation [6]) was the deployed language. The total number of cases (heats) that were selected
for the analysis were 9148 in total, and they belonged in the production period from
January 2016 until July 2018, that is about 1.2 million tons of produced liquid steel. In
fact, the initial number of heats for that periodwasmore but almost one-third of heats were
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filtered out in order to compensate for ambiguous or missing data. The library of pandas
[7] was used for data manipulation, and the scikit-learn library [8] was used for validation
and tuning of the models. Furthermore, the kernel RBF (radial basis function) from the
support vector machine (SVM) library of the scikit-learn package was deployed as one of
the three selected algorithms for machine learning. SVMwas selected, as it is a powerful
andwidely usedmachine-learning algorithm. It generally constructs a hyperplane or set of
hyperplanes in a multi-dimensional space which can be used for regression by selecting
the hyperplane that has the largest distance to the nearest training-data point of any class
(margin), since in general the larger the margin, the lower the generalization error of the
derived supervised model. The second selected algorithm was lightGBM [9] (gradient
boostingmethod) that appears to be reliable, simple, and flexible. LightGBM is a gradient
boosting framework that uses histogram-based algorithms, which bucket continuous
feature (attribute) values into secret bins. This speeds up training and reduces memory
usage. Finally, the last algorithm was Keras [10, 11] with TensorFlow [12] as backend.
Keras uses neural networks for the derivation of the supervised models. Keras is an open-
source neural-network library written in Python. Designed to enable fast experimentation
with deep neural networks, it focuses on being user-friendly, modular, and extensible. It
supports standard, convolutional, and recurrent neural networks. An attempt to apply
machine learning in a Python environmentwas the triggeringmechanism toworkwith the
three aforementioned machine-learning algorithms after having published another study
in an environment under R [13]. The software was run in a DELL Alienware laptop with
the Intel i7-6700HQ CPU (8 cores) @2.6 GHz, 16 GB RAM, running under a 64-bit
Windows 10 Professional O/S. The data were scaled before further processing. Finally,
two important functions from the scikit-learn package were deployed: the StandardScaler
function was used in order to scale the data so that errors coming from computations
amongst too big and too low values to be minimized; furthermore, the GridSearchCV
function was called in order to fine-tune the machine learning algorithms.

3 Results and Discussion

3.1 Principal Component Analysis

At first, a search was held in order to verify whether the independent variables
exhibited some patterns. For this purpose, the KMeans method from scikit-learn was
applied after scaling in order to identify the optimum number of clusters in which the
independent variables might be included; the average-silhouette-width [14] criterion
was put into effect and proved that the optimum number of clusters was two. Fur-
thermore, applying a principal component analysis (PCA) after filtering the scaled data
through the GradientBoostingRegressor (all scikit-learn [8] functions) for the two
optimum clusters, Fig. 1 was created showing the results.
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The two stars in Fig. 1 illustrate the centroids for the two clusters. It seems that the
two clusters are related to the heats that were produced at larger average-power values
(left-hand-side centroid), and smaller average-power values (right-hand-side centroid).

3.2 Productivity Analysis-SVM

Figure 2 depicts actual versus predicted scaled-productivity values. One may realize
that there is a relatively good prediction upon productivity. In fact, the analysis of
variance (ANOVA) between actual and predicted values showed that the root-mean-
squared-error (RMSE) was 0.150, with a correlation coefficient (R2_squared) equal to
0.9778. However, in order to deduce these relatively good results with the RBF kernel
of the support vector machine we had to tune the model. Two tuning parameters were
required [15, 16] in order to improve the accuracy of the model: C, and gamma;
actually, after tuning using a grid search (GridSearchCV), the optimum values were
C = 100, and gamma = 0.01.

Fig. 1. Clusters and PCA analysis.
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3.3 Productivity Analysis-LightGBM

Figure 3 illustrates actual versus predicted scaled-productivity values by the lightGBM
model. Here, the ANOVA showed that the RMSE value was 0.098, with R2_squared
equal to 0.9905. Furthermore, a grid search was held in order to tune the appropriate
parameters. In this case, the optimum parameters were learning_rate = 0.01; n_esti-
mators = 10000.

3.4 Productivity Analysis-Keras

Keras was found more difficult to tune and the attained optimum parameters gave
adequate values for the RMSE = 0.156, and R2_squared = 0.9760. Figure 4 illustrates
the attained training and validation accuracy versus epochs. One may notice that the
error minimizes flattening at epochs equal to 700. Actually, the optimum parameters
were found to be batch_size = 150, and epochs = 700. Figure 5 depicts the actual
versus predicted productivity values by Keras. Two main sequential models were
applied the first with 64 units, and the second 18 units; the activation selected was of
‘relu’ type that is a good choice for regression models, with a 2% dropout percentage,
and an ‘l2’ regularizer kernel equal to 0.1%. The ‘rmsprop’ type was selected as the
routine for the mean-squared-error optimizer.

Fig. 2. Actual vs. predicted scaled-productivity values using the RBF kernel of the support
vector machine.
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As a concluding remark, it seems that productivity can be predicted to a reasonable
extent by the operating parameters from all three selected models.

Fig. 3. Actual vs. predicted scaled-productivity values using lightGBM.

Fig. 4. Training and validation accuracy vs. epochs during grid-search tuning of the Keras
model for productivity.
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3.5 Energy Analysis-SVM

The scaled specific electrical-energy consumption (SPEC_ENRGY_BILLET) was pre-
dicted by the RBF kernel of the support vector machine; a grid search was applied in
order to quantify the tuning parameters (C, gamma) and optimize the mean-squared-
error. Figure 6 depicts the actual and predicted values for the scaled specific-energy
consumption. The ANOVA on the actual and predicted values computed a RMSE
value equal to 0.240, and a R2-squared value equal to 0.9421; these values were
calculated for the optimum values of C = 1000, and gamma = 0.01.

3.6 Energy Analysis-LightGBM

Figure 7 illustrates the actual and predicted values for the specific electrical energy
consumption. A grid search was also performed calculating as optimum values a
learning_rate = 0.010, and n_estimators = 10000.

For Fig. 7 under the optimum parameters the ANOVA resulted in a RMSE value
equal to 0.1858 with a correlation coefficient R2_squared = 0.9654. Nevertheless, what
appears to be interesting is the prediction of the relative importance of the independent
parameters upon the two dependent parameters under study. Figure 8 shows the
variable importance of the selected independent parameters upon the specific energy
consumption; it is worth saying that the same relative importance of the independent
parameters appears true for productivity, as well. One may notice that the independent
parameters related to power and time play a paramount importance upon energy
consumption, as well as productivity. Indeed, POWER_AVG, POW_ON, and TAP_TAP
seem to be very important, as expected from real practice experience. Yield (YIELD)

Fig. 5. Actual vs. predicted scaled-productivity values using Keras.
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cannot be underestimated and energy-inducing factors like oxygen (SPEC_OX) and
carbon (SPEC_CHRG_CARBON, SPEC_INJ_CARBON) are important as well.

We should notify that we operate the furnace at low natural-gas consumptions;
actually, we use natural gas only for the proper operation of modules and not as
burners. Lime is an important slag constituent (SPEC_LIME), and tapping temperature
(TEMP) and oxygen content (ppmO) could not be excluded from the estimating picture.
The influence of the scrap mix is more-or-less expected according to the experience
from our practice. However, the low effect from pig iron (PC_PIG_IRON) comes from
the fact that we do not add more than 3% in most cases, for the heats that we do add it.

3.7 Energy Analysis-Keras

Figure 9 illustrates the training and validation accuracy in the tuning process.
Applying a grid search to tune the Keras model it was found that the batch_size =

100, at epochs = 600 gave rise to the best possible optimization of the mean-squared-
error. In fact, the ANOVA gave the value of RMSE = 0.238, at a multiple correlation
coefficient R2_squared = 0.9432. Neural networks seem to be hard to tune in order to
attain the best desirable values. Again in this case, two main sequential units were
applied with the first being 64 dense units, and 18 the second; the optimizer selected
was the type ‘rmsprop’ at a ‘relu’ type of activation. A 2% dropout was applied, too.

Figure 10 illustrates the actual and predicted specific energy-consumption values
from this analysis with Keras.

Fig. 6. Actual vs. predicted scaled specific-energy-consumption values using the RBF kernel of
the support vector machine.
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Fig. 7. Actual vs. predicted scaled specific-energy-consumption values using lightGBM.

Fig. 8. Relative importance of the independent parameters upon the specific energy consump-
tion (the same holds true for productivity).
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3.8 Energy Analysis-Verification by Practice

After the summer-2018 maintenance period, the scrap yard collected enough quantity
of relatively good scrap with minimal gangue content. Consequently, we experienced a
good September-2018 month with high productivities and small specific electrical-
energy consumptions. For this reason, testing the supervised model predictions for
productivity and energy consumption based on the past set of data for the independent
variables would be a good verification about the reliability of these models.

Fig. 9. Training and validation accuracy vs. epochs during grid-search tuning of the Keras
model for specific energy consumption.

Fig. 10. Actual vs. predicted scaled specific-energy-consumption values using Keras.
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For illustration purposes, results from lightGBM model predictions were selected
for presentation. Figure 11 shows actual and predicted scaled-productivity values for
the “good” period Aug-Sep’18. The RMSE (standard deviation) was 0.303 with a
multiple correlation coefficient R2_squared equal to 0.9108.

Similarly, Fig. 12 depicts actual and predicted scaled specific electrical-energy
consumption values for the same period. The standard deviation was in this case 0.699
with a multiple correlation coefficient equal to 0.4463. Since the model had been tuned
with a very small percentage of heats with very low scaled-specific electrical-energy
consumption values, one may conclude that the poor correlation results were to be
expected. However, the salient features of the high productivity and low energy con-
sumption were remarkably achieved albeit to a less reliable base. Nevertheless,
including the Aug-Sep’18 data in the tuning database of the models it was expected that
new and better-supervised models could be computed that will behave much better in
similar cases in the future. Since statistical analysis has exhibited much better results
for the prediction of productivity for the limited data of the Aug-Sep’18 period,
emphasis was given to energy analysis for that period by encompassing these data into
the initial database and deriving a new lightGBM supervised model in order to check
any potential improvement.

Fig. 11. Actual vs. predicted scaled-productivity values for the period Aug-Sep’18 using
lightGBM.
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Fig. 12. Actual vs. predicted scaled specific-energy-consumption values for the period Aug-
Sep’18 using lightGBM

Fig. 13. Actual vs. predicted scaled specific-energy-consumption values for the period Aug-
Sep’18 using the new derived lightGBM-model by including the data of this period

Prediction of Productivity and Energy Consumption in a Consteel Furnace 97



Figure 13 depicts actual and predicted scaled specific electrical-energy consump-
tion values for the new derived model. The model was tuned with a learning_rate =
0.01, and n_estimators = 10000; the ANOVA showed improved model values, RMSE
= 0.1266, and R2_squared = 0.9833. Furthermore, the predictions for the Aug-Sep’18
data exhibited further improved values, RMSE = 0.573, and R2_squared = 0.628. We
would like to point out that this is the ‘heart’ of machine learning: the system is trained
to behave better by getting fresh data by time.

4 Conclusion

Supervised models were developed that predict productivity and specific electrical-
energy consumption for the Consteel furnace at SOVEL. SVM and lightGBM based
models predicted adequately well the dependent parameters with the latter exhibiting
the best correlation characteristics, while Keras was found a bit more difficult to tune.
As a further work, one may propose that a potentially online model can be deduced by
incorporating Level 2 automation data.
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Abstract. The accuracy of a forecast affects the financial result of a company.
By the improvement of Management Accounting (MA) processes, the intro-
duction of advanced technology and additional skills is prognosticated. Even
though companies have increasingly adopted Predictive Analytics (PA), the
impact on MA overall has not been investigated adequately. This study inves-
tigates this problem through a single case study of a German company. The
interview results provide an overview of requirements and benefits of PA in
MA. In the future, Management Accountants will be able to focus on business
partnering, but require advanced statistical knowledge to fully benefit from PA.

Keywords: Predictive Analytics � Management Accounting � Forecasting �
Competencies

1 Introduction

Over the years, the role of management accountants (MAs) has significantly changed.
The increasing relevance of data is revolutionizing business analytics and is a key
technology trend for MAs. Competition in business has increased tangentially with
technology development, the scope of MA has also expanded from historical value
reporting towards usage of real time reporting and predictive reporting [1]. Recently,
Predictive Analytics (PA) software solutions have gained considerable attention in
organizations [1]. PA can be considered as part of BI that focuses on future forecasting
to enable better planning and decision-making, whereas BI focuses on reporting and
analyzing historical data. MAs now could utilize data analytics techniques to answer the
question regarding a potential sales development. In a highly competitive business,
especially accurate sales forecasts are essential for managing risks by predicting sales
figures [2]. Forecast accuracy affects the efficiency of the company planning process, the
degree of goal achievement, total costs and the level of customer needs fulfillment [3].
Failed forecast processes which have led to wrong sales anticipations have been doc-
umented widely in the literature [4]. However, the current literature also shows that, in
addition to the overpowering of large infrastructure issues, adaptations in business
management are necessary [5]. The increase in complexity due to comprehensive
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networking and digitization requires new forms of MA to successfully meet tomorrow’s
challenges. Seufert [5] identified in their literature review that significant effort is needed
in the development of methodological skills in the context of Big Data and Advanced
Analytics. Lee et al. [6] suggest that realizing the potential of PA requires not just
investing in supporting IT systems, but also making a strong commitment to new ways
of managerial thinking. Empirical research in order to understand the predictive forecast
methods on MA are also rare [7]. Despite the growing body of research in practice [7]
and in science [8] on the socio-technical phenomenon predictive analytics, empirical
research on how predictive analytics can be used to the advantage of companies and
what requirements companies are facing is missing [8]. This study aims to further
develop an understanding about the impact and the requirements on MAs through the
usage of PA in order to address current and future MA professionals. We apply the
socio-technical system (STS) theory as conceptual lens for our case study in order to
broaden the view towards a holistic social-technical perspective on a phenomenon that is
technologically discussed so far [9]. Drawing on the results of a revelatory case study as
well as on the socio-technical systems theory we present requirements for the adoption
of PA. Our research addresses the following research questions:

RQ: Which requirements and which benefits arise for Management Accounting
(MA) from the integration of Predictive Analytics (PA) into sales forecasting?

The remainder of this article is structured as follows. Next, we describe the theo-
retical background providing a conceptualization of PA. Subsequently, in Sect. 3 we
present our methodological approach to answer the research questions. Thereafter, we
represent the results supported by interview quotations. The last chapter of the study
concludes with a discussion and conclusion for future research and limitations.

2 Theoretical Background

2.1 The Social-Technical System Perspective on Predictive Analytics

A socio-technical system (STS) perspective is useful as a lens to examine organiza-
tional changes and individuals’ behaviors toward new PA implementations [10].
The STS model examines the co-development of people and artefacts, socio and
technical or human actors and non-human actors – to avoid the situation where one
outcome is supported or privileged by one element over another. The work system as
sociotechnical system consists of the technical system and the social system. First, the
social system comprises (i) people (e.g., project participants and stakeholders) and their
characteristics and attributes (ii) structure which represents institutionalized rules and
arrangements. Second, the technical system comprises (iii) tasks which refer to what
and how work is accomplished; and (iv) technology including hardware, software and
tools [10]. Leavitt states that components of an organizations system are interdepen-
dent; the change of one component affects other components and leads to organiza-
tional change [10]. The successful use of PA requires the implementation of
technology, which is able to process, store and collect a vast amount of data with
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respect to data variety, variability, velocity, and value [11]. These technologies enable
the task to uncover previously unknown patterns, correlations and information from
diverse and unexploited data sources to enhance competitiveness in terms of profits and
efficiency, speed and service, products through timely and more wise decisions [12].
An organization utilizing PA would have invested significant resources to collect,
process, prepare, and eventually analyze it and consequently expects deeper insights
and knowledge as results. Essential for any type of data, beyond being big or not, is
being of high quality. High quality data is complete, precise, valid, accurate, relevant,
consistent, and timely [13]. The people need to develop a supportive culture, appro-
priate capabilities as well as knowledge, whereas the structures (i.e., collaboration and
organizational department structures) need to support PA initiatives [14]. Particularly,
the collaboration of IT-related and business departments plays an important role for PA
as organizations ought to combine technology and domain knowledge [15].

2.2 Related Work

The impact of technological developments on MA has been widely analyzed at a
normative level internationally in recent years [16]. Recent studies show that, although
digitization affects the entire company, new potentials and challenges for MA [5]. For
example, new technical toolboxes for MAs are presented in which the link to profile-
specific, process-related and organizational prerequisites is missing [16]. However, the
academic literature regarding PA in the accounting context is almost non-existent.
Schwegmann, Matzner, and Janiesch [17] designed a predictive analytics tool com-
bining business intelligence and real-time process monitoring for a maintenance
application scenario. By following an event-driven approach, this tool is able to reduce
the lag between event observation and the decision-maker’s response. Breuker et al.
[18] integrated predictive modelling techniques to streamline operational business
processes. Huikku, Hyvönen and Järvinen [19] investigated the role of PA project
initiator in the integration of financial and operational sales forecast. They identified
that MA functions are paying more responsiveness to the assimilation than the rep-
resentatives from other departments. Granlund [20] identified in his literature review a
clear gap in the BI research. In line with this view, Elbashir, Collier and Sutton [21]
invited researchers to explore the diffusion of BI technologies and specifically to
enhance our current scarce understanding about the impact of this diffusion on the roles
of MAs in organizations. Taipaleenmäki and Ikäheimo [15] further suggested that it
would be a benefit for research to investigate technology-driven changes in accounting.
Seufert [5] highlighted that MAs still do not have enough statistical knowledge in the
context of Big Data. Following current literature, it can be stated that some qualitative
empirical contributions on analytics tool and their impact on the role of MAs exist, but
in that context in the field of the use of PA, research is still nascent. Therefore, by
means of this study the effects of the use of a PA system on MA in a large company
should be investigated. In particular, the research questions regarding requirements and
benefits through the use of PA have not yet been researched. Furthermore, it can be
stated that case studies from practice in order to investigate the impact through the PA
tool on MA have not yet taken place.
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3 Research Method

3.1 Methodological Foundations

The data of this studywas collectedwith the aid of a qualitative empirical researchmethod
that is particularly suited for the chosen object through its fall orientation. Since the topic
of digitalization impacting theMA as well as the related changes in roles is a theoretically
poorly ordered and empirically under-researched subject of research, it was decided
against a quantitative survey and evaluation method with subsequent testing of
hypotheses. For this purpose, a survey was selected by semi-standardized interviews as a
primary data collection tool. A qualitative approach based on a case study research [22]
was adopted to gain a deep understanding of the requirements and benefits of the usage
of PA. The case study research methodology is particularly well-suited for investigating
organizational issues and can provide a deep insight into complex and social phenom-
ena [22]. A single case study can contribute to scientific development through a deep
understanding of the context and by capturing experiences [23]. The aim is a compre-
hensive description of the case with problem-centered interviews (the interviews were
conducted in German and translated into English) as a method of data collection [22]. In
the present study, the case selection was carried out with the aim of identifying the
broadest possible basis for the practicalities associated with the use of PA and benefits and
thus contributing to answering the research question. The chosen approach was based on
the recommendation of Yin [22] to first create a selectionmatrix based on various criteria,
into which potential case study can be subsequently classified. Furthermore, such an
approach allows a higher generalizability of the results. An intensity criterion and a
homogeneity criterion has been defined, which must be fulfilled by every expert eligible
for the survey. In addition, an additional criterion was defined to guarantee the highest
possible heterogeneity of the final sample. In order to reach the intensity criterion, the
observed experts should have beenmaking effective use of a PA for a period of more than
one year. This duration is of particular importance for this study, as other studies already
found that the longer a system is used in a company, the greater its effects on MA and on
the role of MAs [24]. This criterion is intended to reinforce the generation of practical
experience. The requirement for the experts of having used PA for more than a year,
increases the likelihood of identifying experts, who participated in the implementation
process of the PA tool and thus can provide the researcher with a general overview. With
regard to the homogeneity criterion, a restriction of the experts participating in the forecast
process was laid. The selected experts are participating in the forecast process, which
make them able to give relevant insights for the participation in the investigation. The
heterogeneity criterion includes that the experts differ in their professional experience
from each other. This criterion was meant to obtain heterogeneous perspectives and
knowledge from different disciplines. As a suitable company, Company X could be
gained, which is an international operating company based in Germany with over 1,000
employees worldwide. The investigated company had to be a production-driven com-
pany, which is in our case a manufacturing company. The reason for this is the forecast
process, which is initiated by the production department. To maintain sustainable inno-
vation, manufacturing companies are demanding the ability to be proactive and profitable
in their production. Thus, it can be assumed that MAs in this industry are affected by the
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changes in their activities. The company is particularly challenged by the obstacles of
predicting the demand as precisely as possible. Prior to the PA implementation, Com-
pany X worked with the ERP system SAP and used spreadsheets in Microsoft Excel as
their forecast solution. Since 2016, the PA tool from SAS has also been used for fore-
casting purposes.

3.2 Data Collections/Analysis

In this study, the data collection resorted to multiple sources of evidence, which
allowed us to increase the validity of our constructs [22]. To obtain in-depth qualitative
data, explorative interviews with analyst, consultants and managers were conducted as
primary source for data collection. At least six experts for case analysis should serve as
the source of the survey. Thus, the different perspectives based on functions within the
company and job experience can be pointed out (in this case a Financial Analyst/2
years, Chief Information Officer (CIO)/5 years job experience, Chief Financial Officer
(CFO)/2 years, Financial Consultant/1 year, Production Planner/12 years and Quality
Process Engineer/4 years). In addition to the criteria of expert selection, a decision on
the number of interviews to be examined is made when selecting the examination
design. In the literature, a benchmark of four to ten interviews to be included in the
analysis is recommended, until a representative statement and thus a theoretical satu-
ration occurs [25]. For this reason, the integration of other experts would provide little
or no new input. Prior to conducting the interviews, an interview guideline was
developed following the guidelines by Laforest [26]. Based on the respective knowl-
edge of the interviewees and the interview context, additional questions are asked. The
interviews lasted between 30–45 min and were held from January 2018 to November
2018. They were transcribed based on the audio recordings resulting in a Microsoft
Excel database. The results of the case studies were extracted based on a one-step
process and all characteristic content related to the benefits and requirements were
extracted. The categories that were obtained from coding are separated into benefits and
requirements whereby requirements consist of four dimensions, i.e., technology, peo-
ple, tasks and structure. In the course of the interviews it was important that the
openness of the answers was preserved. This requires the interviewer to openly oppose
information and not be categorized [26].

4 Results

There were several objectives that the company wanted to meet with the implemen-
tation of PA. All in all, the following general theses on the requirements and benefits of
Company X using a PA tool in the context of the MA can be established.

With the use of PA, an enhanced process in order to reflect potential sales figure is
required from the system. Besides, the interviewees and the literature [5, 16, 20, 21]
emphasized that an ERP and additionally a BI system as supportive tool is required.
Nevertheless, Microsoft Excel is the basic system in Company X for analyzing and
reviewing the results from the PA.
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“The creation of the reporting is currently partly done via SAS, but mostly via
Excel. Previously, a ready-made template was used, which generated a reporting from
the data. Meanwhile, we rely on the BI and SAS reporting tools more.” CFO, 2017.

Proposition 1: PA needs to be supported with an integrated BI.

In order to use the output of the PA tool, management needs also to trust the figures [8].
In Company X, the quality of the data did not change a lot, but continuous improve-
ments and data quality checks were an essential step to stabilize the PA system and
increase trust within the company and management. As well, all interviewees agreed
that the trust in data and openness to use the tool constitute crucial factors.

“By using seasonal factors, our sales forecast can be determined very well. As a
result, the trust of the management is quite high. […] Trust in false information,
however, can lead to system failure. However, there must be an openness to such a
system to live the system and then adapt it to our business”. CFO, 2017.

Proposition 2: Management needs to support and trust the PA data.

In order to use and understand the PA tool with his comprehensive functions, the MAs
must have knowledge in statistical methods, but not necessarily expand IT skills [5, 8].
Previous MAs in Company X were not willing to support the implementation of the PA
tool and decided to leave the company.

“Programming languages are also helpful in controlling today. Not only for
predictive analytics, but also for macros and databases. But a pronounced numerical
understanding should nevertheless be present. I also do not see any end of the use of
Excel, so in general Excel is the basic tool for graduates in accounting.” CIO, 2017.

Nevertheless, the interviewees are not completely of an opinion as to which soft-
ware should be considered elementary for MAs. It should be highlighted, that all
interviewees mentioned the importance of having knowledge in statistical methods.

Proposition 3: MAs need intermediate statistical knowledge in order to use PA.

With the use of PA, the forecast process activities of MAs partially have been taken
over by other departments or employees [5, 8, 19]. After PA implementation, the MA
team of Company X needs to exchange more often with other teams, e.g. the collab-
oration between the other departments and the MAs has changed.

“We work closely with Sales, Planning and IT. Above all, the exchange with the
engineers has intensified more strongly. […] This helps us in addition in terms of
knowledge sharing and many progressive questions.” Financial Analyst, 2017.

Proposition 4: Collaboration with other teams needs to be increased.

Although other departments are considered in the decision-making process, the update
process of the data is still located in the MA department. The literature also mentions it
[8, 19]. All interviewees mentioned the MA department as single source of truth
regarding PA.
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“We cooperate more closely with sales. It ensures a faster reaction to the market.
We can discuss new events with the Sales Department.” Production Planner, 2018.

Among the changes in the interaction of the MAs with other employees or
departments of the company through the use of PA tool, based on the case study
analysis, the following theses can be generated.

Proposition 5: MA department owns the PA tool and is single source of truth.

Nevertheless, it is of high importance that the Sales and Production Planning
Department are updating the tool. That leads to the desired effect of producing a real
time forecast [19].

“[…] Nevertheless, it is assumed that all colleagues such as Sales and Production
Planning regularly update the PA tool.” Financial Consultant, 2017.

Proposition 6: Sales and Production have to increase their data input more regularly.

According to the statements of the interviewees and literature, two key benefits of
using the PA tool were of particular importance. The first benefit is the reduction of the
operational risks through improving forecasts [5, 8, 15, 16]. Regarding the reduction of
the operation business, the desire for a supporting system, which facilitates predictive
figures of sales, was mentioned.

“[…] Faster reaction in production and more efficient production design and
transparency.” Quality Process Engineer, 2018.

Proposition 7: PA will reduce the operational risk through rolling forecast and real time
scenario calculations.

The other key objective is the changing role of MAs. It should be achieved by the
independency from the creation of previous forecast and reducing the time for ana-
lyzing output of data. Hereby MAs could change their role towards business partnering
the management.

“The predictable information enables me to adjust the data so that I can support
the management with measures and make recommendations.” Financial Analyst, 2017

In general, the access to real time data is mentioned as the strongest impact through
PA [5, 8, 16]. With the integrated PA tool and the comprehensive data access, the
transparency within the company could be increased significantly. Especially the
consideration of the time series and thereby the opportunity to generate timely infor-
mation is expressed by all interviewees.

Proposition 8: PA will allow MAs to spend more time in business partnering and
update less in updating processes.

An overview of the reviewed literature (Sect. 2.2) matched to the proposition is
represented in Table 1.

106 R. Wadan and F. Teuteberg



Table 1. Results of the literature analysis.

References Propositions Research question Main statement

A
Seufert (2016)

P1, P3, P4,
P7, P8

Which methodic
competences are required
through PA?

To meet the challenge of
digitizing big data, controllers
need to gain more statistical
methodological skills

B
Baesens et al.
(2016)

P2, P3, P4,
P5, P7, P8

How are the technical and
managerial issues of PA?

The era of PA is upon us and is
changing the world dramatically

C
Taipaleenmäki
et al. (2013)

P7 How is the convergence
between MA and IT?

MA elements are often
intertwined with IT and IT has a
crucial Role in PA

D
Warren et al.
(2015)

P1, P7, P8 How will PA change
accounting?

PA will improve the quality and
relevance of MA information

E
Breuker et al.
(2016)

P7 How to design a new
predictive modeling
technique based on weaker
biases?

Predictive modeling provide
way to streamline operational
business processes

F
Huikku et al.
(2017)

P4, P5, P6 What is role of PA in the
integration of financial and
operational sales forecasts?

The initiators from MA tend to
pay more attention to the
integration than other functions

G
Granlund
(2011)

P1 How could we proceed to
understand this relationship
between IT and MA?

The mainstream tradition tends
to ignore the design and
implementation processes

H
Elbashir et al.
(2011)

P1 How is the influence of
organizational controls
related to KM?

Organizational absorptive
capacity is critical to
assimilating Bl systems for
organizational benefit

Fig. 1. Explanatory model based on the socio-technical system model [10]
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The advanced approach of the STS model in Fig. 1 is added with the benefits based
on the with the references from the literature review (e.g. A) and the derived propo-
sitions (e.g. P1).

5 Discussion

With regard to the requirements, it can be stated that SAP and as an additional tool BI
were the basic supportive systems in order to use PA. In congruence with this view
Elbashir, Collier and Sutton [21] maintain that only BI systems that are effectively
integrated with the data warehouses of organizations can create value for the business.
The opponents of data integration refer to inherent challenges that are related to the
different purposes of different forecasts, i.e., problems related to a simultaneous use of
forecasts for challenging targets and realistic estimates [27]. Taken all together, com-
panies today seem not to be totally content with the ability of their ERPs or BI to
support sales forecasting, but they acquire PA tools on top of their systems for these
processes. Previous work already has shown that the acceptance of employees is an
important success factor for an implementation of systems [28]. A boycotted system
change can lead to difficulties or even to a failure of a PA tool implementation and
application. For business practice therefore, it is of particular importance to promote the
management and employee acceptance for a PA system. The CFO of Company X
mentioned the relevance of knowledge regarding statistical method skills. The results
also confirm earlier empirical findings, e.g. Seufert [5] explicitly points to emerging
knowledge in the areas of statistics and information technology. All interviewees
pointed out that the interaction between them has changed, because the involvement of
MAs in decision processes changed. The CIO of Company X mentioned that e.g. IT
was needed as support in SAP questions. According to this qualitative empirical study,
MAs now are more involved in projects and processes and are part of several inter-
departmental teams. This finding partially confirms previous research, e.g. by Grabski,
Leech and Schmidt [28], who also argue in terms of the involvement of MAs in
company-wide projects. In general, the conclusion could be stated, that the accounting
area will have to work even more closely with the IT department in order to use Big
Data and Analytics tools more efficiently. Nevertheless, in Company X the update
process regarding forecast activities was done by the MA department. Although the
exchange was increased with other teams, owner of the PA tool and their interpretation
is still owned by the MA department. These findings are in line with Henttu-Aho and
Järvinen [27], who found that the role of accountants is important in initiating fore-
casting method development and also reconciling the different forecast processes.
Nevertheless, the MA department needs support from the IT department in technical
issues. Also updating the PA tool requires more frequent input from Sales and Pro-
duction Planning in order to obtain an accurate rolling forecast.

To answer the research question on the benefits for a PA tool in MA, the following
results can be stated. According to the interviewees from Company X, the benefits using
PA in the forecast process are significant. After implementation of the tool the MA
department started to work more on analysis tasks and less on manual reporting update.
Technical tasks are exposed to this transformation, declining more and more, whereas
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data analysis tasks take now majority of the working time. In the development of the
various roles, a shift from the analyst to the business partner is shown, which is accom-
panied by an increase in competence requirements [16, 29]. Indeed, literature argues that
rolling forecasts are necessary, especially in uncertain and competitive business envi-
ronments [3, 16]. It can be concluded that the output of real time sales figure could lead to
further management activities in order to enhance the financial result. In addition to that,
the interviewees mentioned that the usage of PA allows an organization an independence
from MAs. By relying on the systematic forecasting methodology, the loss of knowledge
due to employee loss is no longer so strong. From the research results of this study, several
recommendations for business practice can be derived.

6 Conclusion

6.1 Main Contribution

This study provides theoretical as well as practical contributions to the change of MAs
role through PA. A correlation could be shown between the use of PA and the impact on
risk reduction as well as an efficient role of MA. Particularly, the results indicate which
requirements in detail are relevant for the social (barrier No. 2, 3, 4, 5) as well as for the
technical system (barrier No. 1, 6) of a company’s work system. For practice, they
provide guidance for companies whose financial result depends on productions and need
to be tackled to leverage the business value of PA tools. Thus, they provide a first
direction for companies thinking of investing in PA tools. Additionally, we argue that
the successful implementation of PA tools requires fundamental organizational changes
before a PA technology is put in place. In company X, the PA tool helped to improve
sales forecasts. Furthermore, MA employees were able to focus on analytical topics in
their activities. Through this change, in the future companies could make a stronger use
of PA in practice. Furthermore, the results from the literature and case study of company
X showed that the use of PA tools require increasing knowledge in statistic method-
ology. The study was rounded off by the findings from Company X, which show that
although the MA department still has to update the PA tool, there is an increasing
exchange between MA and other teams. However, the boundaries of the work are not
disregarded and should be presented as links for future research in this field.

6.2 Limitation

Like any research, this study has some limitations resulting from the chosen research
method. In this qualitative empirical research, only six people of different level were
interviewed. As a consequence, the results partly refer to the subjective assessments of
the interviewees [30]. This leads to a limited depth of this work. Furthermore, the work
offers a limited generalizability with regard to the size of the company, since only a
large company was investigated. Typically, large companies are the “early adopters” of
new technologies or the leaders. Small and medium-sized enterprises (SMEs), on the
other hand, are much more hesitant. They often do not have budget to implement
technology projects and cannot afford to make mistakes.
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6.3 Future Work

We acknowledge that further research in the area of MAs roles and change through the
PA is required to study further aspects of competencies as well as define how MAs
could change in future practice. The conducted qualitative empirical research of this
study sheds light on the effects of the use of PA tools on MA in a large German
company. Since the results of this work only relate to a specific company, they cannot
be generalized and there is still a great need for research in companies. In addition to
that, an investigation of the usage of analytics tools like PA in relation to other
countries than Germany could be interesting. Accordingly, for future research it would
be conceivable investigating the case in a longitudinal manner, i.e. analyzing the
perception of people regarding the PA tool over time to increase the objectivity of the
results.
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Abstract. Empirical research effort over Corporate Social Responsibility
(CSR) is typically concentrated on a limited number of aspects. We focus on the
whole set of CSR activities to find out if there is a structure in those. We take
data on the four major dimensions of CSR: environment, social & stakeholder,
labor, and governance, from the MSCI database. To find out the structure hidden
under almost constant average values, we apply a modification of K-means
clustering with its complementary criterion. This method leads us to discover an
impressive process of change in patterns that we predict will continue in the
future.

Keywords: Corporate social responsibility � Pattern � K-means �
Anomalous clusters

1 Introduction. Corporate Social Responsibility

Corporate Social Responsibility (CSR) and sustainability have been recognized as
topics of importance by both academics and business practitioners [1, 8, 11, 13, 27].

Corporate social responsibility (CSR) is usually defined as a company’s “actions
that appear to further some social good, beyond the interests of the firm and that which
is required by law” [22, 28]. Such definition of CSR is based on the idea of stake-
holders, that are groups that have interest in the way the company does business as well
as to its outcomes [9, 10, 14] different stakeholder groups have different concerns that
may at times conflict with one another [6]. CSR is understood as a multi-dimensional
construct [20, 31, 33] to include a variety of actions and principles directed at satisfying
society-related concerns of non-shareholder stakeholders.

A popular set of aggregate dimensions for CSR are:

(1) Social dimension as directed at the local community and society at large,
(2) Labor dimension as directed at own employees,
(3) (Natural) Environment, and
(4) Governance [2, 27].

We refer to these four as to the “Four dimensions” (4D) list.
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Let us refer to the set of grades of a corporation over all four dimensions in the 4D
List as its CSR profile. Such CSR profiles may vary on a continuum between two
extreme pattern types, an “even” pattern and a “focused” one. An even CSR profile has
about the same ratings along each of the four dimensions. On the other end of the
continuum is a company which concentrates its all CSR efforts in just one of the
dimensions, which we are going to refer to as a focused CSR pattern. Discerning such
patterns from the aggregate data is all but impossible in most cases.

A great many research projects study the effect of CSR on various aspects of
company performance (company reputation, returns, etc.), as well as factors moder-
ating and mediating such effect [see, for example, 7, 15, 17, 18, 32]. Yet, to the best of
our knowledge, no publication has analyzed the structure of corporate efforts among
various dimensions of CSR as a whole. Meanwhile, an insight into the structure of the
relationship could provide both a context to companies and other bodies concerned and
a background reference to facilitate their analysis, planning and control of CSR
activities.

So, this paper asks: What are the patterns in the CSR activities? Are even profiles
more prevalent than focused ones? Do they change over time?

To answer these questions, we are using company ratings along the 4D list
dimensions above that are provided by the MSCI Inc. which took over the popular
Kinder, Lydenberg, and Domini (KLD) database. This paper takes 1850 companies in
2007 and 2012 MSCI database and looks for patterns in CSR activities and their
changes over time by using K-means clustering [16, 24] with a modified, but equiv-
alent, criterion.

The remainder includes a description of our take on K-means (Sect. 2), and a
presentation of the found patterns and their evolution (Sect. 3). Section 4 discusses the
found patterns and their possible evolution. In the Conclusion, main results of this
study are pointed out, along with possible implications for scholars and practitioners.

2 K-means Clustering: Classic and Modified

A popular clustering method, K-means partitioning, seems especially suitable for our
goals [16, 24].

This technique is intuitive and computationally convenient. However, the method
requires the user to pinpoint initial cluster seeds or, if the user cannot, generates them
randomly thus leading to results that can be inadequate [3]. One more user-specified
parameter required by the method, the number of clusters, may be difficult to specify at
times too. In the literature, there has been a number of proposals developed to automate
this [see, for example, 19, 21, 23, 24, 29]. This paper pursues an approach based on a
complementary criterion for K-means. The complementary criterion is mathematically
equivalent to the original K-means criterion, but it leads to a different rationale to
clustering. According to this complementary criterion, the goal is to find big anomalous
clusters, which leads to a simple heuristic for building “anomalous” clusters one by
one, thus making the choice of the number of clusters much easier. In this way, the
complementary criterion serves as a substantiation of the so-called anomalous cluster
initialization heuristic [5, 12].
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The cluster structure in K-Means is specified by a partition S of the entity set in
K non-overlapping clusters, S = {S1, S2,…, SK}, and cluster centroids, ck = (ck1, ck2,…,
ckV), k = 1, 2,…, K.

DðS; cÞ ¼
XK

k¼1

X

i2Sk

X

v2V
ðyiv � ckvÞ2 ¼

XK

k¼1

X

i2Sk
dðyi; ckÞ ð1Þ

Given K, the problem is to find such a partition S = {S1, S2, …, SK} and cluster
centroids ck = (ck1, ck2, …, ckV), k = 1, 2,…, K, that minimize the square error criterion
where d(yi, ck) is the squaredEuclidean distance between data point yi and cluster center ck.

To derive the complimentary criterion, let us do elementary transformations of the
criterion in (1):

DðS; cÞ ¼
XK

k¼1

X

i2Sk

XV

v¼1

ðyiv � ckvÞ2 ¼
XK

k¼1

X
i2Sk

XV

v¼1

ðy2iv � 2yivckv þ c2kvÞ

¼
XN

i¼1

X

v2V
y2iv �

XK

k¼1

jSkj
X

v2V
c2kv

where |Sk| is the number of elements in cluster Sk. The last equation above holds
because ckvjSkj ¼

P
i2Sk yiv.

Let us denote T(Y) =
PN

i¼1

P
v2V y

2
iv, referred to as the data scatter, and

F S; cð Þ ¼
XK

k¼1
jSkj

X
v2V c

2
kv ¼

XK

k¼1
Skj j\ck; ck [ ; ð2Þ

where \ck; ck [ is the inner product of ck by itself, the squared Euclidean distance
from ck to 0. Then the derived equation above can be reformulated as

T Yð Þ ¼ F S; cð ÞþD S; cð Þ ð3Þ

The complementary criterion in (2) is the sum of contributions by individual
clusters, f(Sk, ck) = Skj j\ck; ck [ ; each is the product of the cluster’s cardinality and
the squared distance from the cluster’s center to the origin, 0. Provided that the origin
preliminarily is shifted into the point of ‘norm’, i.e. the gravity center, the meaning of
the complementary criterion is this: find as numerous and as anomalous clusters as
possible, to maximize F(S, c). In contrast to the square-error criterion D(S, c) which
does not depend on the location of the space origin, 0, the criterion F(S, c) pertains to
the origin, as its items \ck; ck [ heavily depend on that. Therefore, it is recom-
mended, when using the complementary criterion, to not skip a data preprocessing
option, the subtraction of the point of “norm” from all the data points.

An option for finding big and anomalous clusters would be to begin by building
anomalous clusters independently so that each cluster S and its center c maximize the
contribution

f S; cð Þ ¼ Sj j\c; c[ ð4Þ
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A locally optimal solution for this can be obtained as follows. Assume an initial
cluster S to be a singleton. To maximize (4) then, one has to put it into the point which
is furthest away from the origin, 0. This, unlike at the conventional K-means, gives us a
reasonable initialization to the clustering process. To move further, we attend to the
same alternating minimization scheme which is utilized in the conventional K-means
algorithm. Given cluster S, its center c is computed as the average:

c ¼ c Sð Þ ¼
P

i2S yi
jSj

where yi is a row of the data matrix corresponding to observation i 2 I. Given c, an
optimal update of cluster S should be computed according to the following rule CUR:

Cluster Update Rule (CUR):
Given a cluster S, remove i 2 S from S if f(S, c) > 2|S| <c, yi> − <yi, yi> , or add
i 62 S to S if f(S, c) < 2|S| <c, yi> + <yi, yi>.

Algorithm EXTAN (EXTracting an ANomalous cluster).
Input: A data matrix.
Output: List of observations S and its center c.

1. Initialization. Find an observation maximally distant from 0 and make it the initial
center, c, of the anomalous cluster being built.

2. Anomalous cluster update. Given c, update S according to CUR rule above.
3. Anomalous center update. Given S, update the center as the within-S mean c′.
4. Test. If c′ 6¼ c, assign c = c′ and go back to step 2. Otherwise, move on to Step 5.
5. Output. Output the list S and its center c.

Using EXTAN as a subroutine, we utilize the following one-by-one algorithm for
greedily maximizing the complementary criterion F(S, c) in (2).

Algorithm BANCO (Big Anomalous Clusters One-by-One).
Input: A data matrix and a user-defined integer t – the minimum cluster size (and,

possibly, the point of norm, g).
Output: A partition of the set of observations S in K clusters (K is determined by

t) and cluster centers c1, c2,…, cK.

1. Data preprocessing.Centering: Take the input point g if provided or, if not, compute
the grand mean, the vector of average values of the features, and take it as g.
Subtract g from all the data matrix rows. Optionally, normalize data features. Set
counter of clusters k = 1. Define Ik the set of all the observations.

2. Iterative EXTAN. At a given k, apply EXTAN to the data matrix over the set of
observations Ik to output cluster Sk and its center ck. Define Ik+1 = Ik − Sk. If Ik+1 6¼∅,
set k = k + 1 and start step 2 again. Otherwise, move to the next step.

3. Small cluster removal. Consider all the sets Sk obtained, and remove those satis-
fying |Sk| � t. Define K the number of remaining clusters Sk (k = 1, 2,…, K).

4. Output the K anomalous clusters and their centers.
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The BANCO’s output serves as the input to a run of K-means.
Here, the number of clusters K is determined by another user-defined quantitative

parameter, t, the minimum number of observations in a cluster. We will show, in the
next section, how this can be used for determining the “right” K.

3 Empirical Analysis

3.1 Aggregate Data Characteristics

The “MSCI ESG” database evaluates company performance based on each of the four
dimensions of the 4D list described above [25]. Each of the scores is a weighted
summative score of subfactors scored by the MSCI experts. We use the 1850 com-
panies that have ratings in both, March 2012 and March 2007, data.

We included into our analysis the major components in 4D List. These variables
form the so-called Social and Eco ratings: Strategic Governance Factor v1, Human
Capital Factor v2, Environment Factor v3, and Stakeholder Capital Factor v4. Table 1
provides descriptive statistics for the variables.

Table 1. Basic statistics

2012 2007
Mean St.Dev Mean St.Dev

Strategic Governance Factor v1 5.27 1.64 5.44 1.88
Human Capital v2 5.66 1.90 5.53 1.72
Environment Factor v3 5.06 1.90 4.90 1.72
Stakeholder Capital v4 4.93 1.67 5.29 1.85

Table 2. Correlation coefficients between the variables

N = 1850 v1 v2 v3

2007

Strategic Governance Factor v1
Human Capital v2 0.680***
Environment Factor v3 0.692*** 0.563***
Stakeholder Capital v4 0.724*** 0.640*** 0.628***

2012
Strategic Governance Factor v1
Human Capital v2 0.252**
Environment Factor v3 0.193** 0.192**
Stakeholder Capital v4 0.141** 0.160** 0.245**

**Correlations statistically significant at 0.01 level
***Correlations statistically significant at 0.001 level
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Table 1 shows that all the mean levels are close to 5.0 whereas the levels of
variation are about 30–35% of the mean. This pattern does not much change from 2007
to 2012.

Looking at the pattern of correlations between the CSR components (Table 2), we
can see a great difference between the time points. In 2007, correlations between all the
four dimensions are much greater than those in 2012. The level of correlations in 2007
is at the level of 0.65–0.70, whereas in 2012 they are around 0.15–0.25. This shows
that the starting point of the CSR activity process is not something that happened a long
time ago. The starting period, however early CSR discussions started, did cover year
2007 and probably later. But we can safely claim that a new phase already started by
2012. The dramatic changes in the patterns of CSR activities manifest changes in the
patterns of activity.

To take a closer look at the structure of CSR activity patterns, let us move on to
finding and analyzing CSR similarity clusters of corporations.

3.2 The Structure of Clusters: Comparative Analysis of CSR Activities

Method BANCO applied to datasets of 2007 and 2012 produced six clusters presented
in Tables 3, for 2007, and 4, for 2012. The number K = 6 is derived from the distri-
butions of the sequential anomalous clusters. At both datasets, 2007 and 2012, a
significant drop in cluster cardinalities occurs after the 6th cluster: from more than a
hundred to fifty or less. In the Tables, clusters are represented by their centers in the
natural scales of MSCI scores, as well as in their relation to the grand mean as the
relative difference.

One can see, from the relative part on the right of Table 3, that many clusters-2007
indeed manifest even patterns. Clusters 1 and 2 (totaling to about 600 companies)
perform much better than the grand mean values. In contrast, clusters 5 and 6 (totaling
to 579 companies) exhibit profiles that are lower than the grand mean. Clusters 5 and 6
are uniformly underperforming by about 15–30% and 40–50% respectively. In general,
in 2007 about two thirds of the companies (1184) exhibit uniform profiles.

Table 3. Clusters 2007

k Nk Cluster center Relation to Grand Mean (% over/under Grand Mean)

Environment Strat.
Governance

Human
Capital

Stakeholder
Capital

Environment Strat.
Governance

Human
Capital

Stakeholder
Capital

1 258 6.99 8.11 7.8 7.97 42.5 49 41 50.7

2 347 6.37 6.74 6.29 6.35 29.9 23.9 13.7 20.1

3 329 4.38 5.86 6.33 5.77 −10.6 7.8 14.4 9.1

4 337 5.45 4.98 4.75 4.57 11.2 −8.4 −14.1 −13.6

5 333 3.38 4.1 4.78 4.3 −31 −24.6 −13.6 −18.7

6 246 2.65 2.69 3.1 2.67 −45.9 −50.6 −43.9 −49.5

Total 1850 4.90 5.44 5.53 5.29 0 0 0 0
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The 2012 clusters in Table 4 give a rather different picture. The thoroughly over-
performing and underperforming clusters still are present, but they cover a much
smaller part of the set: only cluster 1 (258 companies), on the plus side, and cluster 6
(287 companies), on the minus side, fall within this category. This represents a sharp
decline of the balanced effort: from 1184 down to 545 companies.

Also, the levels of deviation from the grand mean values are smaller in 2012. Other
clusters do not manifest even patterns at all.

4 Discussion

Overall, the found clusters provide the following answers to our questions: in 2007,
prevailing pattern was to uniformly outperform or underperform on all four dimen-
sions. By 2012, while less than 1/3 of the companies still exhibited the even pattern, the
prevailing pattern changed to that of single-focus one. This turn to more focused
patterns shows a tendency which is likely to prevail in the future developments.

Most likely, the clusters of “staunchly uniform” over- and under-performers will
remain, although at further reduced sizes. The clusters with single focus patterns will be
more numerous and better defined. Moreover, probably, as CSR activities mature, the
single focus groups could be further enhanced in the direction of expanding CSR
activities to embrace two or more dimensions. Therefore, a greater number of double-
focus CSR clusters should be expected in the future data.

The inherently exploratory nature of cluster analysis may be viewed as a limitation
of the current study. Specifically, the issue of the “right” number of clusters has
received no universally adequate approach so far [see, for example 4, 24, 26, 34]. In
this study, the other characteristic of granularity with which the EXTAN algorithm
operates – the minimum number of objects in a cluster – has received an empirical
support.

Also, one should notice that the concept of cluster anomality, much important in our
study, is not postulated but rather derived from the K-means square error criterion (1).
The anomalous cluster approach, in a slightly different version, was experimentally
validated in [5, 12].

Table 4. Clusters 2012

k Nk Cluster center Relation to Grand Mean (% over/under Grand Mean)

Environment Strat.
Governance

Human
Capital

Stakeholder
Capital

Environment Strat.
Governance

Human
Capital

Stakeholder
Capital

1 258 6.15 7.36 6.74 6.28 21.6 39.5 19.1 27.3

2 297 5.74 4.82 8.16 5.07 13.6 −8.5 44.1 2.8

3 346 7.09 5.02 4.82 5.35 40.1 −4.8 −14.9 8.4

4 492 3.91 5.21 5.42 5.66 −22.7 −1.1 −4.3 14.7

5 170 4.22 6.44 5.92 2.07 −16.5 22.1 4.6 −58

6 287 3.38 3.58 3.39 3.53 −33.1 −32.1 −40.1 −28.3

Total 1850 5.06 5.27 5.66 4.93 0 0 0 0
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5 Conclusion

In this paper, we use the four dimensions - environmental, social/stakeholder, labor and
governance – in the 4D list to represent the structure of the CSR process, albeit in a
somewhat aggregate form. We use a set of 1850 world companies that covers two
separate time moments. To find out structures of prevailing patterns, we develop a
version of K-means method, exposing more flexibility regarding the issue of number of
clusters than the conventional K-means. To this end, we consider a clustering criterion
emerging in the context of data scatter decomposition in two items, the square error and
complementary criterion. This complementary criterion explicitly states the goal of
clustering as that of finding big anomalous clusters, which leads us to one-by-one
finding the clusters and, in this way, to reasonably determining the number of clusters.

The cluster structures found for 2007 and 2012 datasets lead us to conclusions that
can be stated, in brief, as follows.

An unexpected phenomenon is observed that as recently as of 2007, the overall
CSR process on the level of a single corporation was as yet at an early stage of the CSR
efforts, more or less uniformly distributed over all the dimensions in the 4D List, both
on high and low levels.

We can see a rather impressive process of change from the predominantly uniform
patterns of CSR activities in 2007 to the predominantly single-focus patterns of CSR
activities in 2012. We predict that this process will continue into the future.

The research is somewhat limited by the nature of the ratings provided by the
MSCI [30].

Directions for further research lie in comparing the method we suggested with other
methods in their ability to disclose useful patterns in such data. Additionally,
researching the effects of choosing the CSR profile should be studied.

To scholars and analysts studying the impact of various CSR activities, this paper
adds understanding of CSR as a multi-dimensional process. In particular, CSR profiles
may provide important variables mediating and moderating financial and reputational
impact of CSR. Additionally, the paper describes a useful and practical modification of
K-means method that gives a different angle to efforts in finding the right number of
clusters and may serve as an example at which the number of clusters is not defined ad
hoc but rather derived from the data.

To marketing practitioners, we suggest looking at profiles when benchmarking
against competition. We also provide them with an easy to implement tool to do so.
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Abstract. One of the essential steps in most business is to understand
customers’ preferences. In a data-centric era, profile inference is more and
more relaying on mining increasingly accumulated and usually anony-
mous (protected) data. Personalized profile (preferences) of an anony-
mous user can even be recovered by some data technologies. The aim
of the paper is to review some commonly used information retrieval
techniques in recommendation systems and introduce new trends in
heterogeneous information network based and knowledge graph based
approaches. Then business developers can get some insights on what
kind of data to collect as well as how to store and manage them so that
better decisions can be made after analyzing the data and extracting the
needed information.

Keywords: User profile · Heterogeneous data ·
Recommendation systems · Information network · Similarity

1 Introduction

Recommendations based on customers’ preferences usually lead to better prod-
ucts or service promotion. Knowing customers’ preferences is usually the first
step to develop a successful business. The description of what information is of
interest to a user is commonly referred to as a user profile. Parts of users’ accu-
rate profile can be obtained through their direct subscriptions, while the remain-
ing are often hidden in their online activities and thus need to be inferred. At
the heart of the profile inference is the so called recommendation system. Con-
ventional recommendation systems are usually based on structured rating data,
such approaches have been thriving and dominating for a long time until recently
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more heterogeneous data are available. For example for the MovieLens data [11],
we have not only the rating data as a matrix, but also cast list as a graph or
network, and movie reviews as text. As more and more companies view data as
new resource like fuel, various kinds of data are collected and interconnected.
Like fossil oil need to be refined, these primary data need to be mined for bet-
ter business development. Further techniques are demanded, which brings new
research problems, technique challenges as well as new business opportunities.

The aim of this paper is to give a review on the fundamentals of mathemati-
cal profile inferences based on mathematical similarities, and then introduce two
popular techniques for personalized profile retrieval, i.e. recovers users prefer-
ences as possible as one can. We aim at making the paper serve as a readable
tutorial to explain the rationale behind them for more people (other than only
data scientists) with a business minds so that they can get some insights for their
enterprise and business development. For more technique details, the reader is
directed to more technique reports.

The remaining of this paper is organised as follows. In Sect. 2, we first intro-
duce some commonly used similarities. According to the saying that things of a
kind come together, people of a mind fall into the same group. Similarity is the
most important concept for preference reference, which serves as the mathemat-
ical fundamentals for most recommendation techniques. In Sect. 3 we introduce
two approaches for heterogeneous data. Finally, we give some discussion and
remarks in Sect. 4.

2 Similarity for Profile Inference

There are various algorithms for profile inference or recommendation. Despite
some traditional filtering algorithms such as demographic filtering and content
based filtering, Collaborative Filtering (CF) is a popular method used in rec-
ommender systems. The CF techniques can be categorized into memory-based,
model-based and hybrid recommender [1]. CF assumes that if two persons have
similar preferences on some items, then they will be more likely to have similar
preferences on other items. For memory-based CF, a data set of items and users’
ratings will be used to analyze users’ preferences and then make inference. In
this regard, a CF algorithm is either user-based CF or item-based CF. The user-
based CF aims at matching similar-minded people to a given user, and using
their rating data to predict given user’s potential preferences. The rationale of
item-based CF is that two products are considered to be similar if many cus-
tomers buy them together or give them similar ratings, and thus the more people
conformably doing these, the more similar two items are. Then, the system pre-
dicts users’ potential preferences basing on similarities between items they have
bought and further buy. Amazon implements an efficient item-based CF tech-
nique with the idea that X and Y are related items if people are unusually likely
to buy item Y given that X has been bought, which means the probability that
you bought Y after buying X when they are related will be significantly greater
than the probability when X and Y are not related at all [8,14].
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Clearly, determining similarity is one of the most important issues in CF.
Memory-based approaches use user rating data to compute the similarity
between users or items. The three main categories are vector cosine based sim-
ilarity, correlation based similarity and conditional probability based similarity,
summarized by Su [15]. The intuition of computation of user similarity and item
similarity are almost the same, but one uses the row vectors of the user-item rat-
ing matrix and the other uses the column vectors. Some typical user similarity
computation methods are listed below and the corresponding item similarities
can be derived correspondingly.

2.1 Vector Cosine Based Similarity

sim(x, y) = cos(x,y) =
x · y

‖x‖2 ‖y‖2
=

∑

s∈Sxy

rx,sry,s

√ ∑

s∈Sxy

r2x,s

√ ∑

s∈Sxy

r2y,s

. (1)

The cosine-based metric [4] measures the user similarity by calculating the
cosine value of their rating vectors. In this formula, Sxy is defined as the set of
all items co-rated by user x and y, and rx,s represents the rating of user x on
item s. Some commentators argue that this method is exposed to a proportional
problem which will mislead the result to show high similarity of two totally
different people [12]. For example, user 1 rated two movies as (1, 1) while user 2
rated them as (5, 5), and cosine method will get 1 showing the two people have
the same taste. Although it is difficult to get proportional scores as the number
of co-rated items increases, this problem is still not negligible when sparse data
situation occurs.

2.2 Correlation Based Similarities

a. Pearson correlation coefficient (PCC)

sim(x, y) =

∑

s∈Sxy

(rx,s − r̄x)(ry,s − r̄y)

√ ∑

s∈Sxy

(rx,s − r̄x)2
√ ∑

s∈Sxy

(ry,s − r̄y)2
. (2)

The Pearson correlation coefficient was first developed by Karl Pearson to
measure linear correlation between two variables. This was introduced in Grou-
pLens study [11] as a metric of user similarity because the linear correlation
between two rating vectors could reflect to what extent two users may agree with
each other in aspect of ratings. The r̄x and r̄y represent the average rating of user
x and y respectively. It was argued that the PCC method can reduce the sever-
ity of problems presented in the Cosine method, because the Pearson correlation
metric carries out a normalization process with the average of each user’s ratings,
which then adjusts the influence of individual tendency to rate very positively or
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very negatively [12]. However, the proportional problem still exists. What’s more,
one controversial issue is that what the subtracted mean values should be. Some
people use the average ratings of users to calculate but others prefer to subtract
the average ratings of items instead. Also, the Pearson correlation is subject to
some assumptions [2]. It requires linear relationships between X and Y , which
are supposed to be two continuous normally distributed variables.

b. Constrained Pearson correlation coefficient

sim(x, y) =

∑

s∈Sxy

(rx,s − rmed)(ry,s − rmed)

√ ∑

s∈Sxy

(rx,s − rmed)2
√ ∑

s∈Sxy

(ry,s − rmed)2
. (3)

Ringo music recommender [13] introduced constrained Pearson correlation
method by replacing the average ratings in Pearson correlation method with
the midpoint of rating scale rmed of the system, which was claimed to have a
better performance according to their experiments. However, they provided no
theoretical explanation to the rationale behind this.

c. Spearman rank correlation

sim(x, y) =

∑

s∈Sxy

(rankx,s − rankx)(ranky,s − ranky)

√ ∑

s∈Sxy

(rankx,s − rankx)2
√ ∑

s∈Sxy

(ranky,s − ranky)2
. (4)

Spearman’s rank coefficient does not require model assumptions compared
with the Pearson correlation method and it is suitable for both continuous and
discrete ordinal variables. This is a rougher metric because it only assesses mono-
tonic relationships whereas Pearson metric measures linear relationships. The
major difference between them is that Spearman rank method uses rank values
of the rating scores when the data are sorted. It was pointed out that a great
amount of tied rankings could lead to a degradation of the accuracy of Spear-
man correlations. To illustrate this argument, strategies for assigning rankings
to equal values, which are said to be tied, should be discussed first. Two com-
mon methods are standard competition ranking (1224 ranking) which assigns
the smaller rank value to all the equal items and fractional ranking (1 2.5 2.5 4
ranking) where each tied observation receives the average of the ordinary ranks
they would have if they were slightly different. Therefore, if the rating scale of
movies is 1 to 5 discretely, a large number of rating scores will have same rank
as there are only 5 distinct rating values.

d. Kendall’s tau correlation

τ =
(number of concordant pairs) − (number of discordant pairs)

n(n − 1)/2
. (5)
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Kendall’s tau is a rank correlation measure as well according to herlocker
[22]. Different from the Spearman’s metric, Kendall uses the relative orders of
the ranks rather than their true values. The logic of this method is to count the
number of pairs which move in the same direction, and the more such pairs, the
stronger the positive correlation. The kendall’s has many types of formulas and
what is given above is the one with a visual representation where n is the total
number of pairs. For any pair of observations (xi, yi) and (xj , yj), they are said
to be concordant if both rank(xi) > rank(xj) and rank(yi) > rank(yj) or if
both rank(xi) < rank(xj) and rank(yi) < rank(yj). The kendall’s tau has a
good property because the distribution of τ tends to normality for both large
and low values of n, whereas the distribution of ρ in Spearman’s rank appears to
present peculiar features even though it also has asymptotic normal distribution
when n is large [23].

2.3 Conditional Probability-Based Similarity

The conditional probability-based similarity method is specifically designed for
item-based similarity. This metric was developed in [5] based on a basic idea
that the similarity between each pair of items i and j can be measured by
the conditional probability of purchasing item j given that item i has already
been purchased, denoted as P (j|i). It is calculated through dividing the number
of customers who purchase both items by the total number of customers who
purchased item i. The result can be presented in a matrix form:

P (j|i) =
Freq(ij)
Freq(i)

=
G(i,j)

G(i,i)
, (6)

where G(i,j) denotes the (i, j)th element of item-item matrix G, which is the
number of customers who purchase both items i and j. Given the user-item
matrix X, where the (u, i)th element is 1 when user u have bought item i, and
0 otherwise. The item-item matrix can be derived by the matrix multiplication,
which is G = XT X.

To address the influence of popular items which are being purchased fre-
quently, Freq(j) is supplemented to the denominator with a scaling parameter
α, because if j is a popular item, P (j|i) will always be high for any item i. In
addition, due to the common belief that customers who buy fewer goods might
be more reliable indicators for item similarities, the measure is further modified
by adding a normalization process to the user-item matrix, where each row of
the matrix X is normalized to be of unit length and the normalized matrix is
denoted as R. Then redefine item-item matrix G as: G = RT R. The similarity
metric then becomes:

P (j|i) =
G(i,j)

G(i,i)(G(j,j))α
. (7)
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2.4 Other Similarities

a. Mean Squared Difference (MSD)

MSD(x, y) =
∑

s∈Sxy

(rx,s − ry,s)2,

sim(x, y) =
L − MSD(x, y)

L
.

(8)

A less common method introduced in the Ringo system [13] named MSD is
a basic numerical metric based on the geometrical principles of the Euclidean
distance. L is a threshold to scale down the result. Some people found it not as
efficient as the PCC [6] while some others conclude that this metric can produce
good accuracy in prediction except its major drawback in coverage [12].

b. Jaccard similarity

sim(x, y) =
|N(x) ∩ N(y)|
|N(x) ∪ N(y)| . (9)

The Jaccard method [7] calculates the proportion between the number of co-
rated items and the total number of different items that rated by at least one of
user x and user y. It is a qualitative metric, which takes only the amount of items
into account without considering the relative values of ratings. Nevertheless, it
could to some extent reflect user similarity because people with similar prefer-
ences tend to choose the same products before rating them and many researchers
use it or its modified version as a part of their recommendation model.

2.5 New Metrics Proposed by Researchers

Based on those basic metrics, many new similarity computation methods were
proposed and developed to improve the accuracy of prediction in recommender
systems. Herlocker et al. proposed a weighted Pearson correlation coefficient
method by adding a correlation significance weighting factor and an item-
variance weight factor, taking the influence of popular items into considera-
tion [6]. Bobadilla et al. developed a new similarity metric called JMSD based
on Jaccard and Mean squared-difference (MSD), achieving better performances
compared to the Pearson correlation method in aspects of mean absolute error
(MAE) and perfect predictions on MovieLens and NetFlix database, but it failed
to outperform PCC when applied to FilmAffinity database [2]. Combining rat-
ing comparison and sigmoid-function, Wu and Huang created a new method
named SigRA [17]. Moreover, some similarity measures are proposed in machine
learning framework, such as metrics base on genetic algorithms [3] and Artificial
Neural Network [9].
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2.6 Comparison of Similarities

To compare the accuracy in rating predictions of those traditional similar-
ity methods, a basic recommendation system is established. The movieLens
ml-latest-small dataset was used in the experiment, which contains 100,836
ratings by 610 users on 9,742 movies. The dataset was randomly divided into
80% and 20% for train set and test set respectively.

Firstly, we use the similarity computation methods to calculate user similar-
ity scores. Then, the predicted ratings of a target user in the test set will be
calculated based on the top k-neighbors who are more similar to the target user.
The predicted rating pi

x of user x on item i is calculated as [9]:

pi
x = r̄x +

∑k
n=1[sim(x, un)(ri

un
− r̄un

)]
∑k

n=1 sim(x, un)
, (10)

where r̄x is the average rating of user x, and un represents the nth neighbor
whose rating on item i and average rating are ri

un
and r̄un

respectively. This
aggregation approach is used to alleviate the problem that users are different in
rating scale. Some picky users tend to have a low average rating score and some
others may have a rating style to rate everything higher.

After making predictions for all users in the test set, the Mean Absolute
Error (MAE) of the prediction system can be obtained through the Eq. (11).

MAE =

∑
i,u∈T |pi

u − ri
u|

|T | . (11)

T represents the test set and |T | is the total number of existing ratings ri
u in

the test set. The results in the Fig. 2 show that Constrained Pearson, MSD and
Cosine have relative low MAE’s. The k value should not be set too large, oth-
erwise some dissimilar users will be included, which would reduce the accuracy.
It seems reasonable for those rank correlation methods to have relatively high
MAE’s because those methods may lose some information when transferring the
true observed values into their ranks. The results could reflect that those sim-
ilarity measures for collaborative filtering are kind of thorough and we could
already use only the rating data to make predictions in recommender systems
with a satisfactory accuracy as long as we get enough data. The state of the
art system should not merely focus on achieving low MAE because it will not
help so much by reducing the MAE by 0.1 if the MAE is already relatively
low at, for example, 0.6. The aim now should be to use other information to
help improve the system. Those heterogeneous data could help us with profile
inference, classifying users and items and making predictions. This trend may
imply that the cold start and sparse data problems would somehow be alleviated.
We could make recommendations for a user even if his historical rating data is
unknown to us. As long as we build his basic profile, his preference is predictable
to some extent, and better predictions could be made with some more complete
information.
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3 Similarity Based on Heterogeneous Data

Memory-based similarity computation methods only take the rating data into
consideration, the recommender system cannot give explicit explanation on the
reason why some items are recommended, neither their latent feature associa-
tions. Heterogeneous Information Network and Knowledge Graph Embedding
are two advanced methods [9,10]. Their multi-relational structures include not
only the users rating scores but also abundant attributes of users and items.
Exploring these multi-relational graphs would help us dig out the latent seman-
tic information and thus use this tacit knowledge to predict unknown facts. For
example, one attribute of a movie is genre and the fact that a person likes a
movie may implicitly signal that he likes the genre of this movie, then we can
use this information to predict the user’s preference and make further recom-
mendation [19–21]. Both Knowledge Graph and Information Network are based
on the concept of graph in mathematics. A similarity model based on collabo-
rative filtering and knowledge graph representation learning was proposed and
achieved better prediction accuracy in dealing with both general situation and
cold start problem [10]. Similarly, based on heterogeneous information network,
a personalized entity recommendation method is designed but binary user feed-
back is used which only reflects whether a user has viewed or bought an item or
not, with no information about the degree of preference [18].

Knowledge Graph has brought successful application in many real-world
scenarios for its great power in data representation and information retrieval.
Triplets in the format of (headentity, relation, tailentity), also called fact, are
used to represent relations. The core technique is the so called Knowledge Graph
Embedding, which can be regarded as the procedure to imitate the true graph
using learned embeddings. Therefore, for some given data (i.e. triplets or facts),
one can derive more information base on them to predict those unknown facts.
For a general KG embedding technique, observed data are stored in a collection
of triplets D+ = {(h, r, t)}, where h and t belong to the set of entities and r
belongs to the set of relations. The entities and relations should be interpreted
in a low-dimensional continuous vector space for simplicity, without losing any
peculiarity of each entity and relation. Later, a scoring function fr(h, t) should
be defined to measure the plausibility of each fact, which means that for a fact
(h, r, t), the possibility that h and t does have the relation r. Observed facts
should have higher scores. One possible scoring function can be the negative
distance between two vectors, say, h + r and t. And a modified one is the dis-
tance between their projections to some relation-specific hyperplanes. After the
scoring function is defined, the last part can be considered as an optimization
problem that maximizes the total plausibility of observed facts subjects to some
constraints. More approaches and applications for KG embedding are surveyed
and summarized by Wang et al., as well as Goyal [24,25]. The rest of this paper
focuses on another technique, which is called heterogeneous information network.
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3.1 Heterogeneous Information Network

Information Network. Similar to [16], an information network can be defined
as a directed graph G = (V,E) with V and E respectively representing the set
of entities and the set of edges. An edge can also be called the relation of two
entities. Assume the set of entity types is A and the set of relation types is
R, then there will be an entity type mapping function φ : V → A such that
φ(v) ∈ A and an relation type mapping function ψ : E → R such that ψ(l) ∈ R.
Through these mapping functions, each entity instance v ∈ V can be mapped to
a type in A and each edge instance l ∈ E can be mapped to a relation type in
R. Two edges are considered to have the same type if and only if the head and
tail entities linked by them have the same type respectively.

Fig. 1. Network schema (an example)

Network Schema. The network schema, denoted by GT = (A,R), can be
regarded as an abstract graph representing the entity and relation type restric-
tions in an information network. Figure 1 provides a possible network schema
for the movie recommendation scenario.

Heterogeneous Information Network. An information network is called a
Heterogeneous Information Network when |A| > 1 or |R| > 1, which means
there are more than one type of entities or more than one type of relations.

Meta-Path. Intuitively, meta-paths can be regarded as the types of paths in
information networks. A meta-path is defined as

P = A0
R1→ A1

R2→ ...
Rk→ Ak

in a network schema GT = (A,R) where Ai ∈ A and Ri ∈ R for i = 0, ..., k.
In a recommender system, the main purpose is to discover potential connections
between users or items. Symmetric meta-paths are useful from this point of view,
as such paths can represent links between two entities of the same type. A path
P is symmetric if it can be written in the form of P = (PlP ′

l ), where Pl is an
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arbitrary path and P ′
l is its reverse. For example, movie

Acted by−−−−−−→ actor is a

short meta-path with length 1 and its inverse is actor
Acted by−1

−−−−−−−→ movie, then
the path:

movie
Acted by−−−−−−→ actor

Acted by−1

−−−−−−−→ movie

is a symmetric meta-path. Note that the semantic meaning of “Acted by−1” is
just “Acted in”. This meta-path help establish linkages between two movies in
aspect of actors. Therefore, we can use this meta-path to calculate the similarity
between two movies, with “actor” as the criterion. The more common actors two
movies have, the more similar the two movies are.

3.2 PathSim Similarity

PathSim is a similarity measure based on symmetric meta-paths which returns
the similarity scores between two entities of the same type. Given a symmetric
meta-path P, the PathSim score between two entities x and y is:

s(x, y) =
2 × | {px�y : px�y ∈ P} |

| {px�x : px�x ∈ P} | + | {py�y : py�y ∈ P} | , (12)

where px�y is a path instance between x and y and | {px�y : px�y ∈ P} | is the
number of path instances px�y between x and y following P. We can get the
number of path instances from matrix operations. To do the calculation, we first
need to identify adjacency matrices and commuting matrices.

The adjacency matrix between type Ai and Aj is denoted by WAiAj
and

each element in this matrix is the interaction between the corresponding two
entities, one from type Ai and the other from type Aj . A binary value can be
used in the movie-actor example where the (i, j)th element has value 1 if the
ith movie is acted by jth actor and 0 if not. The type of values in the adjacency
matrix depends on how the interaction between these two entities is measured.
For example, in a movie-user matrix, each venue has a real value ranging from
0 to 5, which is the corresponding rating score.

Then, based on the definition of adjacency matrix, the commuting matrix M
for a meta-path P = (A1A2...Ak) can be defined as:

M = WA1A2WA2A3 ...WAk−1Ak
. (13)

If each adjacency matrix WAiAj
only has binary values for relation rep-

resentation, then the value in element M(i, j) will be the number of paths
instances between entity xi ∈ A1 and entity yj ∈ Ak, following the meta-path
P = (A1A2...Ak). Thus, given a symmetric meta-path P = (A1A2...A2A1), we
can calculate the similarity between entity xi ∈ A1 and xj ∈ A1 under path P.
The PathSim formula becomes:

sim(xi, xj) =
2Mij

Mii + Mjj
. (14)
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3.3 Recommendation Model with Heterogeneous Information
Network

User Preference Score and Predicted Rating. Assume we can get item
similarities through the PathSim measurement, then we need to add a new entity
type, User, to the symmetric path mentioned above. For example, the meta-path
movie-actor-movie is extended to user-movie-actor-movie after adding
one node at the beginning. The latent semantic description of this type of meta-
path can be that users watch movies cast by certain actors. If a user picks
actors when choosing movies, then he or she will be likely to explore new movies
following this meta-path.

Given the set of users U = {u1, u2..., um} and the set of items I =
{e1, e2, ..., en} in a recommendation system, we can combine the users’ ratings
and the item similarities obtained from PathSim method to predict the user
preference score. Rui,e is the rating of user ui on item e, which can be found in
the user-item adjacency matrix. Then the preference score of user ui on item ej

can be calculated as:

s(ui, ej) =
∑

e∈I

Rui,esim(e, ej).

However, this is a rough measure and we only make recommendations by sort-
ing these scores to find some top items. We can make further modification to the
formula so that it can return a prediction of the rating of user ui on item ej :

s(ui, ej) =
∑

e∈I Rui,esim(e, ej)
∑

e∈I R′
ui,esim(e, ej)

, (15)

where R′
ui,e is the binary representation of user’s rating, with value 1 if user ui

has rated item ej and 0 if not. Therefore, it can be regarded as a weighted average
of all the ratings of this user and the weights are related to item similarities.
Higher weights are assigned to items that are more similar to the aimed item ej

which we want to make prediction on.
Given a meta-path P = (A1A2...Ak), we define one of its sub-path as P ′ =

(A2...Ak) where the first node is omitted. Then the predicted rating for user i
on item j along meta-path P can be defined as:

s(ui, ej |P) =
∑

e∈I Rui,esim(e, ej |P ′)
∑

e∈I R′
ui,esim(e, ej |P ′)

, (16)

where M is the commuting matrix for meta-path P ′.

User Predicted Rating Matrix. This predicted rating score is specifically
designed for meta-paths in the format of user − item − ∗ − item , where the
third node can be any attribute of items that we want to take into consideration
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when making recommendation. In the movie recommendation, some meta-paths
can be like:

– P1 : user − movie − actor − movie,
– P2 : user − movie − director − movie,
– P3 : user − movie − genre − movie,

. . .

– PL : user − movie − country − movie.

Assume we want to take L attributes into consideration, then there will be L
meta-paths in the system. For each meta-path, by calculating all the predicted rat-
ing scores between m users and n items in the system, we can generate a user pre-
dicted rating matrix R̃(l) ∈ R

m×n. Thus there will be L predicted rating matrices
in total and we denote them as R̃(1), R̃(2), ..., R̃(L), where R̃(l) is represented as:

R̃(l) =

⎡

⎢
⎣

s(u1, e1|Pl) · · · s(u1, en|Pl)
...

. . .
...

s(um, e1|Pl) · · · s(um, en|Pl)

⎤

⎥
⎦ , for l = 1, 2, ..., L.

For systems with big data set, we must consider the storage space because
as m and n growing, the storage size for R̃(l) will grow significantly and the
whole procedure will be time and speed expensive. Therefore, we need to use
some matrix transformation techniques to alleviate this problem. We use matrix
factorization techniques to approximate the predicted rating matrix R̃(l) with
the products of two low-rank matrices as:

R̃(l) ≈ Û (l)V̂ (l)T, (17)

where d < min(m,n) and Û (l) ∈ R
m×d can be regarded as the latent feature

for users along path Pl with Û
(l)
i , the ith row of Û (l), representing the feature

of user i specifically. V̂ (l) ∈ R
d×n represents the latent feature for items in the

same manner (Fig. 3).

Fig. 2. Comparison between different
similarity metrics

Fig. 3. MAE’s under different mental paths
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The Proposed Recommendation Model. We can get a global predicted
rating matrix by combining all the R̃(l)’s, each assigned a weight wl:

R̃ =
L∑

l=1

wlR̃
(l). (18)

With the matrix factorization techniques, the final predicted score of user ui

on item ej can be given as:

r(ui, ej) = R̃(i, j) =
L∑

l=1

wi
l Û

(l)
i V̂

(l)T
i . (19)

Then we can use this model to make predictions on the users’ preferences
according to personalized wi

l ’s.

4 Conclusion

The results in Fig. 2 shows that the basic similarity computation methods based
on structured rating data have already achieved relative high accuracy in rating
predictions when we choose 50 or less neighbors. The proposed model get a
general performance with MAE around 0.7, failing to surpass some conventional
methods but it can dig out the potential linkage between users and movies,
making recommendations explicable. Also, it can serve as a basic demonstration
of the new technology. It can be found that the meta-path containing genre as
the central node has the lowest MAE, but the one with actor has the highest
MAE. That may because there are only 18 genres for movies but there are
14,832 different actors for 9,310 movies in this data set, and the later leads to
a very sparse adjacency matrix. It may be a little bit difficult to find many
useful links to help make predictions if there are many disjoint relations. The
information network will efficiently help users find some other movies acted by
his or her favorite actors but the point is that, according to the model, two
movies will have higher similarity if their cast lists contain more common actors.
That suggests that if a user gives a movie high rating score mainly because his
favorite actor is in the cast, this actor meta-path method is not that powerful
at finding such latent semantic.

There is no unique solution on how to determine the best weights wi
l ’s of each

mental-path for each user. Different users may have different judgment criteria
when choosing products and that should be a part of their profile. To dig out
this kind of information, one should incorporate data related to users’ attributes.
A rough idea is that we divide people with the same attributes into one group
and assume this group of people assign similar weights to each meta-paths.

Obviously, more and more data are available, which are tend to be heteroge-
neous. More information should be incorporated to enhance the recommendation
system. The heterogeneous information network approach or knowledge graph
based approach are promising for preferences inference from heterogeneous data
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sets if they are well designed and properly used. It is an very active research
field which deserves further research and It is a promising tool to develop new
business products or services.
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Abstract. Following a common definition, ontologies can be seen as
a formal specification of a conceptualisation. However, it cannot be
expected that there will be no changes applied to them. Obviously,
any application build on top of some ontology needs to adjust to the
introduced alterations. For example, a mapping designated between two
ontologies (also called an ontology alignment) is valid only if participat-
ing ontologies are fixed. In this paper we present a function that can
indicate, whether or not, the aforementioned alignment needs updating,
in order to follow modifications done to participating ontologies, and to
avoid mapping them again from scratch.

Keywords: Ontology evolution · Ontology alignment ·
Knowledge management · Consensus theory

1 Introduction

Ontologies, following a common definition, can be seen as a formal specification
of a conceptualisation, which translates to a formal description of some selected
area of knowledge using a set of concepts and relationships that hold between
them. They can be used to enrich data mining tools, algorithms of fraud detecting
and semantic publishing. Their biggest downside is a problem of heterogeneity,
which entails that between two independently created ontologies there is no
possibility to develop any framework which could assert a consistency between
them.

One of the approaches to overcoming this difficulty is finding which parts
of ontologies define the same or similar parts of the aforementioned selected
area of knowledge. This issue is a widely investigated topic, and in a literature,
designating such mappings, is referred to as an ontology alignment [4]. Most
of the available sources emphasise the complexity of this procedure. Therefore,
it is not possible to relaunch a selected aligning algorithm whenever a mapped
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ontology has changed in order to revalidate that the available mapping is still
valid.

A frequent simplification of this issue is based on an assumption that ontolo-
gies do not change in time and their authors do not update their contents.
However, it is obvious that in modern applications it is impossible to build any
kind of flexible knowledge base build on such fixed foundations. In our current
research we want to concentrate on managing alterations applied to ontologies
on a concept level, and to investigate how they may influence an alignment
initially established between them. We claim that not all modifications that
appear during the ontology’s lifespan are significant enough to entail invalida-
tion of ontology alignment that has been previously designated. For example,
note, that small changes concerning some concept’s label are not equally impor-
tant and influential as a major update of its structure.

Formally, the research task can be described as follows: For a given ontology
O in its two consecutive states in time, denoted as O(m) and O(n), one should
determine a function ΨC representing the degree of significancy to which concepts
within it have been changed in time. Informally speaking - our main goal is
developing a function that could be used as an indicator of having to check if the
alignment of concepts at hand may potentially need revalidating, in the light of
changes applied to maintained ontologies. Such measure can be confronted with
some accepted threshold in order to ascertain the necessity of updating ontology
alignment.

The article is structured as follows. In Sect. 2 an overview of related researches
is given. Section 3 includes a mathematical foundation for our work (which
involves basic definitions etc.). The main contribution can be found in Sect. 4
which contains a description of the developed function ΨC . Experimental eval-
uation can be found in Sect. 5. The paper ends in Sect. 6 with a summary and
brief overview of our upcoming research plans.

2 Related Works

An ontology can be understood as a structure which allows to store and process
some knowledge. If our knowledge is distributed in many sources, then an ontol-
ogy integration process should be applied in order to allow reasoning about the
whole available knowledge. For this task an alignment between input ontologies
is required to conduct such integration process (also referred to as merging).
However, knowledge stored in ontologies could be out of date and therefore, an
update process is required. The modification of ontologies may entail changes in
the existing alignment. To the best of our knowledge, problems referring to the
ontology alignment evolution are not well investigated so far.

Zablith and others [17] divide an ontology evolution process into five sub-
problems:

1. Detecting the need for evolution which initiates the ontology evolution process
by detecting a need for change.
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2. Suggesting change representations and suggests changes to be applied to the
ontology

3. Validating changes filters out those changes that should not be added to the
ontology as they could lead to an incoherent or inconsistent ontology, or an
ontology that does not satisfy domain or application-specific constraints.

4. Assessing impact measures the impact on external artefacts that are depen-
dent on the ontology or criteria such as costs and benefits of the proposed
changes.

5. Managing changes applies and records changes and keeps track of the various
versions of the ontology.

To assert a proper ontology evolution management, all of the mentioned
above subtasks have to be solved. However, most of the research available in the
literature focus on detecting and managing changes implemented in an ontology.
For example, [2] is devoted to a repository of large ontologies. Authors propose
an algorithm called the Ontology Version Detector, which implements a set of
rules analysing and comparing URIs of ontologies to discover versioning relations
between ontologies.

The paper [13] is especially addressing a problem of detecting changes
between versions of the same knowledge bases. Authors propose a formal frame-
work that was used for the definition of their language of changes. The detection
semantics of the defined language is used as the basis for a change detection
algorithm.

The practical idea of an ontology version management and change detection
is raised in [8]. Authors designed a system OntoView which is able to store an
ontology, provide a transparent interface to different versions, specify relations
between versions of ontologies, identify scheme for ontologies, and finally helps
users to manage changes in online ontologies.

The ontology evolution management system is also designed by Khattak
and others [9]. Authors describe a change history management framework for
evolving ontologies. The paper addresses several subproblems such as ontology
versioning (also covered in [7]), tracking a change’s provenance, a consistency
assertion, a recovery procedure, a change representation and a visualisation of
the ontology evolution. Experimental results show that the proposed system has
better accuracy against other existing systems.

In [18] authors propose a framework called temporal OWL 2 (τOWL), which
supports a temporal schema versioning, by allowing changing these components
and by keeping track of their evolution through the conventional schema version-
ing and annotating document versions, respectively. Some tools for managing a
temporal versions of an ontology could be found also in [5,16].

The problem of the ontology evolution involves measuring and managing
changes applied within ontologies, and assessing its impact on mappings between
such ontologies. However, in many papers the alignment evolution is pushed to a
background and not considered properly. Authors of [15] noticed that alignments
originally established between ontologies can become stale and invalid when
certain changes have been applied to maintained ontologies. Thus, they propose a
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preliminary algorithm for a revalidation and preserving correctness of alignment
of two ontologies.

In [3] an original method for identifying the most relevant subset of concept’s
attributes, which is useful for interpreting the evolution of mappings under evolv-
ing ontologies is designed. Such solution aims at facilitating a maintenance of
mappings based on the detected attributes.

The alignment evolution is addressed from the different point of view in
[10]. In this paper, a solution that allows query answering in data integration
systems under evolving ontologies without mapping redefinition is provided. It
is achieved by rewriting queries among ontology versions and then forwarding
them to the underlying data integration systems to be answered. The changes
among ontology versions using a high level language of changes are detected and
described. They are interpreted as sound global-as-view mappings, and are used
in order to produce equivalent rewritings among ontology versions.

COnto-Diff [6] is a rule-based approach which detects high-level changes
according to a dedicated language of changes. The detection process is coupled
with a mapping between the elements (concepts, properties) of two ontology
versions. The application of the detected modifications (and their inverses) is
also considered in this work.

In many real approaches dedicated to the ontology evolution, when main-
tained ontologies change, the mappings between them are recreated from scratch
or are adjusted manually, a process which is known to be error-prone and time-
consuming. In this paper we propose a function representing the degree of change
significancy, which allows detecting outdated alignments. In consequence it will
provide us with an ability of automatic alignments revalidation.

3 Basic Notions

In our research, we assume a following formal definition of an ontology:

O = (C,H,RC , I, RI) (1)

where C is a finite set of concepts; H denotes a concepts’ hierarchy; RC is a
finite set of relations between concepts RC = {rC1 , rC2 , ..., rCn }, n ∈ N , such that
every rCi ∈ RC (i ∈ [1, n]) is a subset of C × C; I represents a set of instances’
identifiers; RI = {rI1 , r

I
2 , ..., r

I
n} denotes a set of relations between concepts’

instances.
By “a real world” we call a pair (A,V), where A denotes a set of attributes

and V is a set of valuations of these attributes (their domains). A concept’s
c ∈ C structure from the (A,V)-based ontology is defined as:

c = (idc, Ac, V c, Ic) (2)

where: idc is it’s unique identifier, Ac denotes a set of its attributes (Ac ⊆ A)
with their domains included in the set V c (formally: V c =

⋃

a∈Ac

Va where Va is

a domain of an attribute a taken from the set V ), and Ic is a set of assigned
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instances. For simplicity, we write a ∈ c to denote that an attribute a belongs
to the concept c (formally: a ∈ c ⇐⇒ a ∈ Ac).

To ascribe a meaning to attributes included in some concept, we assume
an existence of a sub-language of the sentence calculus (denoted as LA

s )
and a function SA : A × C → LA

s , which assigns logic sentences to every
attribute from a concept c. For example, an attribute DateOfBirth within a
concept Person obtains the following semantics: SA(DateOfBirth, Person) :
birthY ear ∧ birthMonth ∧ birthDay ∧ age.

The overall meaning of a concept (further referred to as its context) is defined
as a conjunction of semantics of each of its attributes. Formally, for a concept
c, such that Ac = {a1, a2, ..., an}, its context is as follows ctx(c) = SA(a1, c) ∧
SA(a2, c) ∧ ... ∧ SA(an, c).

Due to the fact, that in this article we focus only on the concept level of
ontologies, we do not provide detailed definitions of remaining elements from
the Eq. 1. For broader explanations, please refer to our previous publications,
such as [11].

In order to track changes applied to ontologies, we accept a notion of a uni-
versal timeline, which can be understood as an ordered set of discrete moments
in time: TL = {tn|n ∈ N}. TL(O) denotes a subset of this timeline for a selected
ontology - it contains only those elements of TL for which the ontology O has
changed. By using a superscript O(m) = (C(m),H(m), RC(m), I(m), RI(m)) we
denote the ontology O in a given moment in time tm ∈ TL(O). We also intro-
duce the notion O(m−1) ≺ O(m) which represents a fact that O(m) is a later
version of O than O(m−1). For simplicity we extend this notation for particular
elements of the given ontology, e.g. c(m−1) ≺ c(m) denotes that a concept c has
at least two versions, and c(m−1) is earlier than c(m). On top of these definitions,
we define a repository of an ontology O, which is an ordered set of its subsequent

versions in time, formally defined as Rep(O) =
{

O(m)|∀m ∈ TL(O)
}

.

Assuming an existence of two independent, (A,V)-based ontologies, O and
O′, an alignment on a concept level between them is defined as a finite set
Align(O,O′) containing tuples of the form:

(c, c′, λC(c, c′), r) (3)

where: c and c′ are concepts from O and O′ respectively, λC(c, c′) is a real value
representing a degree to which the concept c can be mapped into the concept c′,
and r is one of types of relation that connects c and c′ (equivalency, generalisation
or contradiction). λC(c, c′) can be calculated using one of the similarity methods
taken from a very broad literature concerning the ontology alignment. A robust
overview of a current state of the art in this field can be found in [1]. Due to its
simplicity and flexibility, we can use this notion also for time-tracked ontologies.
For example, Align(O(m), O′(n)) is an alignment of the ontology O in a state it
had in a moment m, and the ontology O′ in a state from a moment n. Obviously,
both m,n ∈ TL.
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4 Ontology Change Significance on the Concept’s Level

In order to compare two states of a single ontology O we introduce a function
diffC which, when fed with its two successive states O(m−1) and O(m) (such
that O(m−1) ≺ O(m)), generates three sets containing concepts added, deleted
and somehow altered. Formally, these sets are defined below:

diffC(O(m−1), O(m)) =
〈

newC(C(m−1), C(m)),

delC(C(m−1), C(m)),

altC(C(m−1), C(m))
〉

(4)

where:

1. newC(C(m−1), C(m)) =
{

c
∣
∣
∣c ∈ C(m) ∧ c /∈ C(m−1)

}

2. delC(C(m−1), C(m)) =
{

c
∣
∣
∣c ∈ C(m−1) ∧ c /∈ C(m)

}

3. altC(C(m−1), C(m)) =
{

(c(m−1), c(m))|c(m−1) ∈ C(m−1) ∧ c(m) ∈ C(m) ∧
c(m−1) ≺ c(m) ∧ (Ac(m−1) 
= Ac(m) ∨ V c(m−1) 
= V c(m) ∨ Ic

(m−1) 
= Ic
(m)

) ∨
ctx(c(m−1)) 
= ctx(c(m))

}

The first two descriptors in the definition above are self-explanatory. The
last one represents alterations applied to concepts from O(m−1), as a set of
pairs of concepts’ versions, that have been neither added nor deleted, but differ
structure-wise or in terms of their contexts.

The function diffC describes changes applied to a certain ontology, however,
it does not show how significant they were. For an ontology O = (C,H,RC , I, RI)
in its two subsequent states O(m−1) and O(m), such that O(m−1) ≺ O(m), and a
concept difference function diffC defined above, a function calculating a degree
of change significance on the level of concepts has a following signature:

ΨC : C(m−1) × C(m) → [0, 1] (5)

Such function must meet a following two postulates:

– P1. ΨC(C(m−1), C(m)) = 0 ⇐⇒ diffC(C(m−1) × C(m)) =
〈

φ, φ, φ

〉

– P2. ΨC(C(m−1), C(m)) = 0 ⇐⇒ delC(C(m−1), C(m)) = C(m−1) ∧
∧ altC(C(m−1), C(m)) = φ

P1 states that the change significance is minimal if no alterations on the
concept level have been applied. Namely, no new concepts have appeared, no
concepts have been removed, no concepts have been changed.
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P2 describes that the change significance is maximal if the ontology has
been completely modified, meaning, every concept from the earlier state has
been deleted, every concept in a later state is new (or nothing has been added),
and therefore no concepts have been altered.

Having the above postulates in mind, we define the function ΨC as follows:

ΨC(C(m−1), C(m)) =
|newC(C(m−1), C(m))| + |delC(C(m−1), C(m))|

|C(m)| + |delC(C(m−1), C(m))| +

+

∑

(c1,c2)∈altC(C(m−1),C(m))

ds(ctx(c1), ctx(c2))

|C(m)| + |delC(C(m−1), C(m))|

(6)

The function above is build from three components. The first two are cardi-
nalities of sets describing new and removed concepts. The last component utilises
a function ds which calculates a distance between two logic formulas - we initially
transform the passed formulas (concepts’ contexts) to a conjunctive normal form
and incorporate the Jaccard’s measure to calculate the distance between them.
For details please refer to our previous publication [14].

In the next section we will describe an experiment that we designed and
conducted in order to verify a usefulness of the developed function ΨC along
with an analysis of obtained results.

5 Experimental Verification

5.1 Experiment’s Setup and Procedure

The ontology alignment is a frequently covered topic. Ontology Alignment Eval-
uation Initiative (OAEI) is an organisation which annually organises a cam-
paign aiming at assessing strengths and weaknesses of ontology matching sys-
tems and comparing their performances [1]. Participants of these campaigns
designate mappings between preprepared ontologies that, for logistical reasons,
are grouped into groups called tracks. Within every track, for every ontology
pair, OAEI provides a reference alignment, with which a collected mappings are
compared using a variety of different measures.

In order to verify the usefulness of a function ΨC in detecting a necessity
of potential revalidating an alignment that became stale due to the ontology
evolution, we needed a robust dataset and an independent ontology alignment
tool. We chose “a Conference Track” consisting of 16 ontologies describing the
domain of organising conferences, that was used in the OAEI’2017 campaign.
We also decided to base our experiment on LogMap [12], which is an ontology
alignment and alignment repair system. It is a highly scalable ontology matching
solution with an integrated reasoning and inconsistency repair capabilities. It is
capable of extracting mappings between concepts, relations and instances. More
importantly, LogMap earned high positions in subsequent OAEI campaigns.
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The experiment was divided into two parts. The first one was aimed at show-
ing how different modifications of an ontology that may appear during its evo-
lution can affect its alignments. It consisted of following phases:

1. Select a source ontology (called confOf ) and a target ontology (CMT ) from
a Conference Track of OAEI’2017 campaign.

2. Generate a base alignment between the two selected ontologies using LogMap.
3. Apply random modifications to the source ontology according to every alter-

ation scenario from Table 1
4. For the two versions of the source ontology, calculate a value of ΨC .
5. Using LogMap generate a new alignment between a modified version of the

source ontology and the target ontology.
6. Calculate a Dice coefficient measure between the base and the new align-

ment, in order to illustrate differences between alignments of ontologies that
have changes over time. This measure has been chosen as the very intuitive
functions allowing to compare dissimilarity between two sets. This value can
clearly show changes within ontologies (which significancy can be calculated
using ΨC function) affect mappings between ontologies.

The goal of the second part was showing how the developed function, calculat-
ing the degree of concepts’ change significancy, behaves when different ontologies
and their evolutions are processed. This phase of the experiment had a following
steps:

1. Select a source ontology (confOf )
2. Using LogMap, generate base alignments between the source ontology and

every other ontology from the track (presented in Table 2)
3. Apply a random modification relying on adding and removing 5 related con-

cepts to the source ontology and calculate the value of ΨC . Obviously, in this
part of the experiment, the value of ΨC is constant and equals 0.128.

4. Using LogMap, generate new alignments between the modified source ontol-
ogy and every other ontology from the track (except confOf ).

5. Calculate a Dice coefficient measures between the base alignment and the
new alignments between the source ontology and every other ontology from
the track collected in the previous step.

Results collected during both parts of the experiment, along with their sta-
tistical analysis, can be found in a next section of the paper.

5.2 Results of the Experiment

As it was mentioned in the previous section, the experiment has been divided into
two parts. In the first one, we prepared some scenarios which apply all possible
ontology changes on the concept level like: adding, removing or modifying some
or all concepts.

Let us suppose that there exists some correlation between the degree of sig-
nificancy to which concepts within maintained ontologies have been changed in
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time and a Dice distance between the base and the new alignment. We confirmed
this hypothesis using a statistical analysis of gathered data obtained using a pro-
cedure described in the previous section and presented in the Table 1.

Before selecting a proper statistical test, we analysed the distribution of
obtained data using a Shapiro-Wilk test. Because for both samples p − values
are greater than α = 0.05, we rejected the null hypothesis and claim that sam-
ples do not come from a normal distribution. Next, we calculated Spearman’s
rank correlation coefficient. Comparing the obtained p − value equals 0.00642
with the assumed significance level α, we could draw a conclusion that there is
a monotonic dependence between ΨC and calculated values of the Dice measure
(Fig. 1). This dependence is directly proportional. The Spearman’s rank corre-
lation coefficient was equal 0.71 and can be interpreted as a strong, monotonic
relation between the examined samples. It allows us to claim that, the developed
function ΨC can serve as a trigger of alignment revalidation in case of significant
change that may appear during the ontology evolution.

Fig. 1. A graphical representation of a monotonic dependence between ΨC and calcu-
lated values of the Dice measure

Based on the results presented in the Table 1, we observed that LogMap does
not consider attributes and their modifications in its alignment determination
process. Thus, for the second part of our experiment we focused only on adding
and removing concepts for the chosen ontology where the ΨC was equal 0.294.
Then, according to the experimental procedure described earlier, we calculated
values of the Dice measure. Obtained results are shown in the Table 2.
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Table 1. Different scenarios for a single pair of ontologies, 39 concepts in the base
ontology confOf

No. Description Dice measure ΨC

1 No changes 0 0

2 Removing 5 concepts 0.091 0.128

3 Adding 5 related concepts 0.294 0.114

4 Modifying 5 concepts 0 0.093

5 Adding and removing 5 concepts 0.375 0.256

6 Adding and modifying 5 concepts 0.294 0.196

7 Modifying and removing 5 concepts 0.091 0.221

8 Adding, removing and modifying 5 concepts 0.375 0.309

9 Removing 20 concepts 1.000 0.513

10 Adding 20 concepts 0.657 0.339

11 Modifying 20 concepts 0 0.455

12 Removing 40 concepts 1.000 1.000

13 Adding 40 concepts 0.889 0.435

For all target ontologies, the Dice coefficient value corresponds with ΨC , espe-
cially if a base alignment has a large number mappings. It is obvious, because
larger alignments are proportionally less sensitive for changes appearing in par-
ticipating ontologies. Therefore, we can draw a general conclusion that, based
only on a value of ΨC (which can be calculated by processing a maintained,
evolving ontology). It is possible to detect a necessity of significant changes that
need to be applied in the corresponding alignments.

6 Future Works and Summary

An ontology integration task is a difficult, time-, and cost-consuming process.
It starts with designating elements of ontologies that relate to the same objects
from the selected universe of discourse. In a literature this task is called an ontol-
ogy alignment. However, due to the fact that ontologies are complex structures,
and in modern days it is not possible to assume that they won’t change in time,
therefore, predesignated mappings between two or more ontologies may become
obsolete.

In this paper we have presented a component of an ontology alignment evo-
lution framework. The developed tool can be used to check, whether or not, the
aforementioned situation in which the mapping between ontologies is no longer
valid. This trigger is build on top on an analysis of changes that appeared within
ontologies over time. Its usefulness was proved on a basis of a statistical analysis
of experimental results gathered from a procedure utilising a broadly accepted
OAEI datasets, created for validating ontology alignment tools.
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Table 2. The same modification scenario for different pairs of ontologies

Target ontology Number of mapping in a base alignment Dice measure

CMT 5 0.375

cocus 9 0.660

conference 14 0.226

confious 5 0.429

crs 6 0.375

edas 13 0.241

ekaw 15 0.278

iasted 4 0.385

linklings 6 0.474

micro 9 0.440

myReview 7 0.368

OpenConf 6 0.294

paperdyne 11 0.417

pcs 6 0.294

sigkdd 5 0.330

Our upcoming research plans are twofold. At first, we want to develop an
algorithm that based solely on an analysis of an evolving ontology will be capable
of updating existing mappings with other ontologies when such necessity occurs.
Secondly, we will extend the created framework for other elements available
within ontologies - relations and instances.
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ST6/00251 from the National Science Centre, Poland.
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Abstract. In Big Data, SQL-on-Hadoop tools usually provide satisfactory
performance for processing vast amounts of data, although new emerging tools
may be an alternative. This paper evaluates if Apache Druid, an innovative
column-oriented data store suited for online analytical processing workloads, is
an alternative to some of the well-known SQL-on-Hadoop technologies and its
potential in this role. In this evaluation, Druid, Hive and Presto are benchmarked
with increasing data volumes. The results point Druid as a strong alternative,
achieving better performance than Hive and Presto, and show the potential of
integrating Hive and Druid, enhancing the potentialities of both tools.

Keywords: Big Data � Big Data Warehouse � SQL-on-Hadoop � Druid �
OLAP

1 Introduction

We are living in a world increasingly automated, where many people and machines are
equipped with smart devices (e.g. smartphones and sensors) all integrated and gener-
ating data from different sources at ever-increasing rates [1]. For these characteristics
(volume, velocity and variety), Big Data usually arises with an ambiguous definition.
However, there is a consensus defining it as data that is “too big, too fast or too hard” to
be processed and analyzed by traditional techniques and technologies [1–3]. The
organizations that realize the need to change their processes to accommodate adequate
decision-making capabilities, supporting them with Big Data technologies, will be able
to improve their business value and gain significant competitive advantages over their
competitors.

The Big Data concept also impacts the traditional Data Warehouse (DW), leading
to a Big Data Warehouse (BDW) with the same goals in terms of data integration and
decision-making support, but addressing Big Data characteristics [4, 5] such as mas-
sively parallel processing; mixed and complex analytical workloads (e.g., ad hoc
querying, data mining, text mining, exploratory analysis and materialized views);
flexible storage to support data from several sources or real-time operations (stream
processing, low latency and high frequency updates), only to mention a few. Also,
SQL-on-Hadoop systems are increasing their notoriety, looking for interactive and low

© Springer Nature Switzerland AG 2019
W. Abramowicz and R. Corchuelo (Eds.): BIS 2019, LNBIP 353, pp. 149–161, 2019.
https://doi.org/10.1007/978-3-030-20485-3_12

http://orcid.org/0000-0002-7135-0695
http://orcid.org/0000-0003-0011-6030
http://orcid.org/0000-0002-3249-6229
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20485-3_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20485-3_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20485-3_12&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20485-3_12


latency query executions, providing timely analytics to support the decision-making
process, in which each second counts [6]. Aligned with the research trends of sup-
porting OLAP (Online Analytical Processing) workloads and aggregations over Big
Data [7], this paper compares Apache Druid, which promises fast aggregations on Big
Data environments [8], with two well-known SQL-on-Hadoop systems, Hive and
Presto.

This paper is organized as follows: Sect. 2 presents the related work; Sect. 3
describes Druid and the experimental protocol; Sect. 4 presents the obtained results;
and Sect. 5 discusses the main findings and concludes with some future work.

2 Related Work

Several SQL-on-Hadoop systems have been studied to verify their performance, sup-
porting interactive and low latency queries. The work of [9] benchmarks different SQL-
on-Hadoop systems (Hive, Spark, Presto and Drill) using the Star Schema Benchmark
(SSB), also used in [10], testing Hive and Presto using different partitioning and
bucketing strategies. In [6], Drill, HAWQ, Hive, Impala, Presto and Spark were
benchmarked showing the advantages of in-memory processing tools like HAWQ,
Impala and Presto. Although the good performance of these in-memory processing
tools, this work also shows the increase in the processing time that is verified when
these tools do not have enough Random Access Memory (RAM) and activate the “Spill
to Disk” functionality, making use of secondary memory. In terms of scalability,
HAWQ showed the worst result when taking into consideration querying response time
with increased data volumes (in the same infrastructure), while Spark, Presto and Hive
showed good scalability. The results obtained with Spark point that this technology is
appropriate when advanced analysis and machine learning capabilities are needed,
besides querying data, and that Hive can perform similarly to Presto or Impala in
queries with heavy aggregations. Although other benchmarks are available, to the best
of our knowledge, they do not evaluate such diverse set of tools.

For Druid, although a very promising tool, few works have studied this technology
and most of them do not use significant data volumes [8, 11] or do not compare the
results against other relevant technologies, typically used in OLAP workloads on Big
Data environments [8]. The work of [12] contributed to this gap by using the SSB to
evaluate Druid, pointing out some recommendations regarding performance opti-
mization. The obtained results were impressive in terms of processing time, but Druid
was not compared with other systems. Thus, this paper seeks to fulfil this gap by
comparing Druid against two well-known SQL-on-Hadoop systems, Hive and Presto, a
work of major relevance for both researchers and practitioners concerned with low
latency in BDW contexts. The two SQL-on-Hadoop systems were selected based on
their advantages, shown in the literature, such as the robustness of Hive with increased
data volumes and the good overall performance of Presto. Moreover, these tools are
here benchmarked using the same infrastructure and the same data as in [10], allowing
the comparison of the results.
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3 Testing Druid Versus SQL-on-Hadoop

Druid (http://druid.io) is an open source column-oriented data store, which promises
high-performance analytics on event-driven data, supporting streaming and batch data
ingestion. Its design combines search systems, OLAP and timeseries databases in order
to achieve real-time exploratory analytics [8, 12]. Druid has several features, being
important to explain the ones addressed in this work: (i) segment granularity is the
granularity by which Druid first partition its data (e.g. defining this as month generates
12 segments per year); (ii) query granularity specifies the level of data aggregation at
ingestion, corresponding to the most detailed granularity that will be available for
querying; (iii) hashed partitions are responsible for further partitioning the data, besides
segment granularity; (iv) cache stores the results of the queries for future use;
(v) memory-mapped storage engine deals with the process of constantly loading and
removing segments from memory [8, 12].

3.1 Technological Infrastructure and Data

This work compares the obtained results with some of the results available in [12] and
[10], reason why the same technological infrastructure is used. This infrastructure is
based on a 5-node cluster, including 1 HDFS NameNode (YARN ResourceManager)
and 4 HDFS DataNodes (YARN NodeManagers). Each node includes: (i) 1 Intel Core
i5, quad-core, clock speed ranging between 3.1 and 3.3 GHz; (ii) 32 GB of 1333 MHz
DDR3 Random Access Memory; (iii) 1 Samsung 850 EVO 500 GB Solid State Drive
with up to 540 MB/s read speed and up to 520 MB/s write speed; (iv) 1 Gigabit Ethernet
card connected through Cat5e Ethernet cables and a gigabit Ethernet switch. The several
nodes use CentOS 7 with an XFS file system as the operative system. Hortonworks Data
Platform 2.6.4 is used as the Hadoop distribution, with the default configurations,
excluding the HDFS replication factor, which was set to 2. Druid 0.10.1 is used with its
default configurations. Taking into consideration that the main goal of this paper is to
compare the performance of Druid against other SQL-on-Hadoop technologies under
similar circumstances, the SSB [13] must be used, as in [12] and [10]. The SSB is based
on the TPC-H BenchmarkTM (http://www.tpc.org/tpch), but following the principles of
dimensional data modeling with a star schema [14]. This is a reference benchmark often
used to measure the performance of database systems that process large volumes of data,
supporting Data Warehousing applications [13].

Since Druid does not support joins, the SSB was denormalized, originating two
different flat tables: (i) A Scenario, including all the attributes from the SSB; (ii) N
Scenario, containing the attributes strictly needed to answer the queries of the
benchmark. The goal is to compare Druid, Hive and Presto in the A Scenario and
evaluate how the number of attributes affects the processing time of Druid in the N
Scenario. Moreover, Druid’s features, and their impact on performance, are evaluated
whenever possible in both scenarios. Besides this, the 13 SSB queries were also used in
their denormalized version. In order to obtain rigorous results and allow replicability,
several scripts were coded running each query four times and calculating the final time
as the average of the four runs (scripts available at https://github.com/jmcorreia/Druid_
SSB_Benchmark).
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3.2 Experimental Protocol

Figure 1 depicts the experimental protocol, aiming to evaluate Druid’s performance in
different scenarios and comparing these results with the ones obtained by Hive and
Presto under similar circumstances. Three Scale Factors (SFs) are used to evaluate the
performance of the tools for different workloads (30, 100 and 300 GB), using data and
queries from SSB.

Besides studying the impact of different data volumes on query performance, other
Druid features were explored, namely segment granularity, query granularity and
hashed partitions. Some of the obtained results and main conclusions regarding these
properties were retrieved from [12] and are used in this work to: (i) analyze Druid’s
best results [12] with Hive and Presto’s best results [10]; (ii) compare the results
obtained by Druid in scenarios that do not optimize performance to its maximum
potential with the best results obtained by Hive and Presto [10]; and, (iii) study the
potential of integrating Hive and Druid, theoretically and practically, on single and
multi-user environments.

4 Results

This section presents the results for the defined experimental protocol. In Druid, the
several stored tables follow this notation: S{Segment Granularity}_Q{Query Granu-
larity}_PHashed{Number of Partitions}, with the different configurations of segments,
query granularity and hashed partitions [12]. In the A Scenario, the query granularity
property is not used as the existing keys exclude the possibility of data aggregation
when storing the data (all rows are different). In the N Scenario, as it only uses the
attributes required for answering the queries, keys are not present and data aggregation
is possible (using query granularity). In this paper, the goal is to compare Druid’s
potential with other technologies and not to explore Druid properties in deeper detail,
as this was done in [12], reason why here the tables with the best results, for the tested
features, are used exploring the results of [12]. To this end, Fig. 2 summarizes the

Fig. 1. Experimental protocol.
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selected tables and why they were selected and used in the analysis of the following
subsections. The results presented in this section, if not mentioned otherwise, include
the total average processing time for the execution of the 13 queries.

4.1 Druid Versus Hive and Presto

In this subsection, Druid’s best results are compared with Hive and Presto’s best
results, retrieved from [10], where the authors explored different partition and buck-
eting strategies, in order to identify the most effective strategies to enhance perfor-
mance. The main purpose is to assess if Druid constitutes an alternative to Hive and
Presto, two well-known SQL-on-Hadoop systems. Figure 3 presents the best results
obtained by Hive and Presto, without results for the denormalized table in SF 300, as in
[10] the authors were not able to execute this test, due to memory constraints of the
infrastructure.

Analyzing Fig. 3, we can verify that the denormalized table achieves better pro-
cessing time than the star schema for all the evaluated SFs, both for Hive and Presto. It
is also noticeable that Presto outperforms Hive in all the scenarios. Considering these
aspects and the fact that Druid does not support joins, Fig. 4 considers the processing
time obtained by Presto for the denormalized table, except for the SF 300, in which we
considered the performance obtained for the star schema (because there is no result for
the denormalized version). Figure 4 also presents the best results obtained by Druid for

Fig. 2. Considered Druid tables.

Fig. 3. Best results for Hive and Presto. Processing time based on [10].
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the scenarios A and N, showing that Druid is the fastest technology for all SFs,
presenting improvements between 93.2% and 98.3%. For the SF 300, Druid was only
tested for the N Scenario, as in [12] the SFs 30 and 100 were considered representative
enough in the A Scenario for the analysis of Druid capabilities. So, it is important to
have in mind that the comparison for the SF 300 is made considering a star schema for
Hive and Presto, and a denormalized table with a subset of the attributes for Druid.

With this context, in Fig. 4 it is noticeable that the tables of the N Scenario
achieved better processing times than the A Scenario. This happens because this sce-
nario uses a model with less attributes, reducing storage needs and enabling the
application of query granularity (which aggregates data, also reducing storage needs).
This way, the data can be easily loaded into memory, because the segments use less
memory. In addition, as the data is aggregated, the answers for the queries may need
less calculations. However, users must be aware of the trade-off between using query
granularity and the limitations this will impose on the ability to query the data, because
the query granularity represents the deepest level of detail for querying data. These
good results are obtained due to the optimized way used by Druid to store data,
enhancing its efficiency with an advanced indexing structure that allows low latencies.
Besides this, the number of attributes and the use of query granularity also impact
ingestion time, as the tables of the N Scenario take less time to be ingested. For the SF
100, for example, the tables of the A Scenario spent 4 h and 14 min (on average) and
the tables of the N Scenario spent 1 h and 22 min on average (68% less time).
Regarding storage needs, the N Scenario and the use of query granularity were able to
reduce the needed space by more than 85%. For performance, Druid cache mechanisms
and its memory-mapped storage engine also have a relevant impact, as detailed later in
this paper.

4.2 Suboptimal Druid Versus Hive and Presto

In the previous subsection, Druid revealed significantly faster processing time com-
pared to Presto and Hive. However, we used Druid’s best results, which were obtained
using the tables with hashed partitions, an advanced property that should only be used
if it is strictly necessary to optimize Druid’s performance to its maximum potential. In

Fig. 4. Druid and Presto best results. Processing time based on [10, 12].
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most cases, tables without hashed partitions achieve results that are good enough to
satisfy the latency requirements [12]. Therefore, this subsection does not use Druid’s
best results, but the better ones obtained without hashed partitions. Figure 5 shows the
time obtained by running the 13 queries and the difference between the results obtained
by Druid and Presto. In this case, even with less concerns regarding optimization,
Druid achieves significantly faster processing time when compared to Presto. In the
worst case, Druid was able to use less 90.3% of the time needed by Presto. This result
considers the table SQuarter belonging to the A Scenario, which uses the model with
all the attributes and does not aggregate data during its ingestion, meaning that even
with raw data, Druid performs very well, outperforming Hive and Presto.

Figure 5 also reveals that the most significant performance differences between
Presto and Druid were obtained for the tables belonging to the N Scenario, as expected,
and using the query granularity property to aggregate data during its ingestion, also
expected. As previously mentioned, this happens because this scenario uses a model
with the attributes needed to answer the queries, taking less storage space. Besides, this
model enables the use of the query granularity feature, aggregating data during its
ingestion, which also reduces storage needs and improves performance for the same
reasons mentioned above (see Subsect. 4.1). The table SQuarter_QMonth (in the SF
300), for example, was able to obtain a processing time 98.0% lower than Presto,
taking 8.99 s to execute all the queries. In this case, data is segmented by quarter and
aggregated to the month level, meaning that this table corresponds to a view with less
rows than the ones analyzed by Presto. Although, in this case, Presto uses raw data
while Druid uses aggregated data, this comparison is important to understand how
Druid’s characteristics can be used to enhance data processing efficiency, as in similar
conditions (the same number of rows) Druid outperforms Presto. Looking to the overall
performance, Druid seems to be a credible alternative to well-established SQL-on-
Hadoop tools in scenarios when interactive querying processing is needed, even with
less optimization concerns.

Fig. 5. Druid suboptimal vs. Presto. Processing time based on [10, 12].
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4.3 Scalability

For querying vast amounts of data, the processing tools are designed to be scalable,
meaning that as the data size grows or the computational resources change, the tools
need to accommodate that growth/change. Each tool usually applies specific approa-
ches to scale, either in terms of data size or in terms of the used computational
resources. In this paper, and due to the limited hardware capacity of the used cluster,
the scalability of the tools is analyzed looking into the time needed by the tools to
process the data, as the data size grows. The 30 GB, 100 GB and 300 GB SFs were
used, because we had baseline results for Hive and Presto, under similar circumstances,
available in the literature. Higher SFs were not used due to limitations of the infras-
tructure and because there would be no results available in the literature to make a fair
comparison with Druid. In this case, we believe that the three different SFs used
provide a fair analysis of the scalability of the tools.

Looking first into Hive and Presto best results, Fig. 6 shows that in the denor-
malized version, Hive increases in 1.7 times the time needed to process the data when
the dataset grows from 30 to 100 GB, while Presto increases this value in 2.7 times. In
the star schema, these values are 2.5 and 3.3 times, respectively. In this data model,
moving from 100 from 300 GB has almost no impact on Hive, with a marginal increase
in the needed overall time (1.1), while Presto almost double the needed processing time
(1.8). For Druid, looking both into the best and suboptimal results, the time needed to
process the data seems to increase around 3 times when the data volume increases from
30 to 100 GB, and from 2 to 3 times when the data volume increases from 100 to
300 GB. Datasets higher than 300 GB are needed to have a more detailed perspective
on the scalability of the tools, but Hive seems to be the tool that better reacts to the
increase of data volume, although taking more time than the other two to process the
same amount of data.

Fig. 6. Hive, Presto and Druid scalability analysis.
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4.4 Hive and Druid: Better Together?

The previous subsection showed Druid as an alternative to Presto and Hive. However,
new versions of Hive include a novel feature named Live Long and Process (LLAP)
[15], allowing the integration between Hive and Druid [16]. Hence, this subsection
studies the relevance of this integration. In theory, the integration of both technologies
adequately combines their capabilities, providing some advantages, such as:
(i) querying and managing Druid data sources via Hive, using a SQL (Structured Query
Language) interface (e.g., create or drop tables, and insert new data); (ii) efficiently
execute OLAP queries through Hive, as Druid is well suited for OLAP queries on event
data; (iii) use more complex query operators not natively supported (e.g. joins) by
Druid; (iv) using analytical tools to query Druid, through ODBC/JDBC Hive drivers;
(v) indexing the data directly to Druid (e.g. a new table), instead of using MapReduce
jobs [16, 17].

Next, in order to study the real impact of integrating Hive and Druid, Fig. 7 shows
the processing time obtained by Hive querying a Druid data source, compared with the
time of Druid itself. The results were obtained querying the table SMonth_QDay from
the SF 300. This table was selected because it is a table of the higher SF used in this
work and it does not use hashed partitions, which is not a trivial property and, as so,
may not be frequently used in real contexts by most users. Besides, the configuration of
the segment granularity “month” and query granularity “day” seems to simulate well a
real scenario, in which users do not want to aggregate data more than the day level,
avoiding losing too much detail and potential useful information. As can be seen, in
terms of performance, it is preferable to query Druid directly, as it reduces processing
time by an average value of 76.4%, probably because Druid tables are optimized to be
queried by Druid. Considering only the first run of the queries (ignoring Druid’s cache
effect), this reduction is of 65.5%. Nevertheless, the results obtained when querying a
Druid data source through Hive are also satisfactory (55.03 s on average), being better
than the results obtained only using Hive (982 s) or Presto (452 s) when querying Hive
tables (Fig. 3). Using Druid to query data stored in Druid was expected to achieve
better results than being queried through Hive, however, Druid does not allow joins or
other more complex operations, thus, in this type of scenario, Hive would achieve
increased performance querying Druid, in a scenario that takes advantages from the
best of both tools.

4.5 Hive and Druid in Multi-user Environments

In a real-world scenario, systems are not just queried by a single user. Thus, it is also
relevant to study these technologies in multi-user environments, in order to verify their

Fig. 7. Hive and Druid integration: single-user.
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behavior compared with the previously obtained single-user results. Therefore, we
included a scenario wherein four users simultaneously query Druid data sources (table
SMonth_QDay from the SF 300, as this was the table used in the Subsect. 4.4), directly
or through Hive. As can be seen in Fig. 8, it is still preferable to query Druid directly
(not using Hive), as it reduces 66.6% of the time on average. However, the difference in
terms of performance was reduced from 76.4% (Fig. 7) to 66.6%, meaning that Hive
was less affected than Druid in multi-user environments. With Hive, from single-user to
multi-user, the processing time increased 49.1% on average, while Druid increased
110.8% (which is still a satisfactory result, as an increase below 300% means that the
system was able to execute the queries faster than executing the queries four times each
in a single-user environment). This scenario also points out the robustness of Hive, a
characteristic already mentioned.

Figure 9 shows the processing time obtained by User 1 and User 2 for the table
SMonth_QDay (SF 300), executing queries with and without Druid’s cache
mechanism.

Fig. 8. Hive and Druid integration: multi-user.

Fig. 9. Results by user, with and without cache.
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It is relevant to highlight that User 1 started executing Q1.1 and finished with Q4.3,
while User 2 started with Q2.1 and finished with Q1.3. In general, the results show that
the use of Druid’s cache mechanism increases performance, although for some cases
the difference is not very noteworthy. This is observable looking into the time of Run 1,
compared with the average time of the four runs. The average total time of the four runs
is always inferior to the total time of the Run 1 of the queries. Even more interesting is
the processing time observed among different queries within the same group. Subse-
quent queries take less time than the previous ones (e.g. Q1.2 takes less time than
Q1.1). This is caused by Druid’s memory-mapped storage engine, which maintains
recent segments in memory, while the segments less queried are paged out. With this
feature, subsequent queries benefit from the fact that some of the needed segments are
already in main memory, avoiding reading data from disk. This storage engine seems to
have more impact than the cache mechanism, since without this mechanism the results
were not so good, but the average time of the four runs remained inferior to the time of
the Run 1. Druid’s cache mechanism and its memory-mapped storage engine allow
different users in a multi-user environment to benefit from each other.

5 Discussion and Conclusion

This paper presented several results comparing the performance obtained by Druid,
Hive and Presto, running a denormalized version of the 13 queries of the SSB for
different SFs. The results show Druid as an interesting alternative to the well-known
SQL-on-Hadoop tools, as it always achieved a significant better performance than Hive
and Presto. Even with less concerns regarding optimization, Druid was more efficient in
terms of processing time. This paper also investigated the performance of Hive
querying Druid tables, which showed to be more efficient than Hive and Presto
querying Hive tables. The integration of Hive and Druid enhances Druid with relevant
features, such as the possibility to execute more complex query operators (e.g. joins), or
the opportunity to manage Druid data sources through Hive’s SQL interface, among
others, avoiding some possible drawbacks in Druid’s adoption. Moreover, this work
also analyzed Hive and Druid in multi-user environments, showing the impressive
influence on performance from Druid’s memory-mapped storage engine and cache
mechanism. Besides this, both the integration of Hive and Druid, or Druid alone,
showed an adequate behavior in this environment.

In conclusion, this work highlighted Druid’s capabilities, but also focused the
integration between this technology and Hive, challenging SQL-on-Hadoop tech-
nologies in terms of efficiency. Although Druid achieved significantly better perfor-
mance than Hive and Presto, other aspects rather than data processing performance
need to be considered in the adoption of a specific technology, such as the technology
maturity, the available documentation and the resources (time, people, etc.) to learn and
implement a new technology. However, the Big Data world is characterized by several
distinct technologies and the community is used to change and to adopt new tech-
nologies. Allied to this fact, the integration of Druid in the Hadoop ecosystem and, in
particular, with Hive, can facilitate the adoption of this technology.
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As future work, it will be relevant to use higher data volumes and to further
explore: (i) Druid’s memory-mapped and cache mechanisms; (ii) Hive and Druid’s
integration, benchmarking complex query operators (e.g. joins); (iii) the possibility to
use Presto to query Druid tables, verifying if Presto performance can be improved
querying data stored in Druid rather than in Hive.
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Abstract. Matching learning corresponds to the combination of ontol-
ogy matching and machine learning techniques. This strategy has gained
increasing attention in recent years. However, state-of-the-art approaches
implementing matching learning strategies are not well-tailored to deal
with imbalanced training sets. In this paper, we address the problem of
the imbalanced training sets and their impacts on the performance of
the matching learning in the context of aligning biomedical ontologies.
Our approach is applied to local matching learning, which is a technique
used to divide a large ontology matching task into a set of distinct local
sub-matching tasks. A local matching task is based on a local classifier
built using its balanced local training set. Thus, local classifiers discover
the alignment of the local sub-matching tasks. To validate our approach,
we propose an experimental study to analyze the impact of applying
conventional resampling techniques on the quality of the local matching
learning.

Keywords: Imbalanced training data · Machine learning ·
Ontology matching · Semantic web

1 Introduction

Biomedical ontologies such as SNOMED CT, the National Cancer Institute The-
saurus (NCI), and the Foundational Model of Anatomy (FMA) are used in the
biomedical engineering systems [23]. These ontologies are developed based on
different modeling views and vocabularies. The integration of these knowledge
graphs requires efficient biomedical ontology matching systems [7,22]. The map-
ping between heterogeneous ontologies enables data interoperability.

Ontology mapping becomes a challenging and time-consuming task due to the
size and the heterogeneity of biomedical ontologies. In this domain, Faria et al. [8]
identified different challenges such as handling large ontologies or exploiting back-
ground knowledge. In addition to these problems, we highlight the importance of
ensuring good matching quality while aligning large ontologies. Among the cited
strategies to deal with large ontologies, we find search-space reduction techniques
c© Springer Nature Switzerland AG 2019
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encompassing two sub-strategies: partitioning and pruning [7]. The partitioning
approach divides a large matching task into a set of smaller matching tasks, called
partitions or blocks [23]. Each partition focuses on a specific context of the input
ontologies. The ontology alignment process consists of aligning similar partition-
pairs. The partitioning process aims to decrease the matching complexity of a
large matching task. A line of work performs the partitioning process of pairwise
ontologies to align the set of identified similar partitions (e.g., [1,4,9,11,26]). The
state-of-the-art partitioning approaches use global matching settings (e.g., match-
ers choice, thresholds and weights) for all extracted partition-pairs [23]. Therefore,
they do not employ any local tuning applied to each partition-pair to maximize
the matching quality. Despite the existing work applying global matching pro-
cess, we perform a local matching process over each extracted partition-pair. The
local matching resolved by machine learning techniques, known as “local matching
learning”, requires a set of local training sets. Imbalanced training sets are one of
the main issues occurring while dealing with ontology matching learning. Imbal-
anced data typically refers to a classification problem where the number of obser-
vations per class is not equally distributed [18]. Current matching learning work
does not consider the resampling process to resolve the problem of imbalanced
matching learning training data. Nonetheless, resampling is essential to deliver
better matching learning accuracy.

In this paper, the main novelty is studying the impact of the imbalanced
training data issue in the case of aligning large biomedical ontologies. Unlike
state-of-the-art approaches, we automatically derive a local training set for
each local matching learning classifier based on external biomedical knowledge
resources. We automatically generate a local training set for each classifier with-
out the use of any gold standard. Furthermore, we employ existing resampling
methods to balance local training sets of local classifiers, and to align each
partition-pair. Then, we evaluate the matching accuracy after applying different
resampling techniques on the local matching tasks. To the best of our knowl-
edge, there is a lack of works that automatically generate and resample matching
learning training data. In sum, the contributions of this paper are the following:

– Local matching learning of biomedical ontologies;
– Automatically generating labeled local training sets, which are inferred from

external biomedical knowledge bases to build local-based classifiers;
– Comparative study of the resampling methods to balance the generated local

training sets.

The remainder of this paper is organized as follows: the next section presents
the related work. Section 3 introduces preliminaries for the local matching app-
roach and the local training set. Section 4 presents an overview of the proposed
local matching architecture. In Sect. 5, we present our method for local match-
ing learning. In Sect. 6, we perform a comparative study of the state-of-the-
art resampling techniques in order to resample imbalanced local training sets.
Finally, Sect. 7 concludes this paper and gives some perspectives.
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2 Related Work

Faria et al. [8] identified the different challenges to align large biomedical ontolo-
gies. Ensuring good quality alignments while aligning these ontologies is chal-
lenging. To cope with these issues, we propose to employ matching learning
techniques in order to fully automate the ontology matching process. There-
fore, matching learning automates the alignment process while ensuring quality
alignment independently from the matching context. In this section, we review
the state-of-the-art matching learning strategies as well as the resampling tech-
niques. Resampling methods could be applied to balance imbalanced training
sets.

2.1 Ontology Matching Learning

There has been some relevant work dealing with supervised matching learning [6,
10,19,20]. Machine learning approaches for ontology alignment usually follow
two phases [7]:

1. In the training phase, the machine learning algorithm learns the matching
settings from a training set. This training set is usually created from the
reference alignments of the same matching task.

2. In the classification phase, the generated classifier is applied over the input
ontologies to classify the candidate alignments of the input ontologies.

Eckert et al. [6] built a meta-learner strategy to combine multiple learners.
Malform-SVM [10] constructed a matching learning classifier from the reference
alignments through a set of element level and structural level features. Nezhadi
et al. [19] presented a machine learning approach to aggregate different types
of string similarity measures. The latter approach is evaluated through a rel-
atively small bibliographic matching track provided by the OAEI benchmark.
Yam++ [20] defined a decision tree classifier based on a training set with dif-
ferent similarity measures. The decision tree classifier is built from the reference
alignments and evaluated through the matching tasks. Nkisi-Orji et al. [21] pro-
posed a matching learning classifier based on 23 features. Wang et al. [16], feed
a neural network classifier with 32 features covering commonly used measures
in the literature. A global classifier is built based on all the 32 features. Both
approaches [16,21] do not mention if the training set is balanced or not. More-
over, the training set is generated from the reference alignments.

Existing matching learning approaches build their machine learning classifiers
from the reference alignments or derive it manually from a particular matching
task [7]. We automatically generate a local training set for each sub-matching
task. We do not use any reference alignments or user interactions to build the
local training sets. Each local machine learning classifier is based on its local
training set, which provides adequate matching settings for each sub-matching
context.



Imbalanced Training Data Impact on Local Matching Learning 165

2.2 Training Set Resampling

Classification problems often suffer from data imbalance across classes. This
is the case when the size of instances from one class is significantly higher or
lower relative to the other classes. A small difference often does not matter [18].
However, if there is a modest class imbalance in training data like 4:1, it can
cause misleading classification accuracy. Imbalanced data refers to classification
problems where we have unequal instances for different classes.

Most of machine learning classification algorithms are sensitive to imbalanced
training data. An imbalanced training data will bias the prediction classifier
towards the more common class. This happens because machine learning algo-
rithms are usually designed to improve accuracy by reducing the error. Thus,
they do not take into account the class distribution of classes. Different methods
have been proposed in the state-of-the-art for handling the data imbalance [5].
The common approaches [3] to generate a balanced dataset from an imbalanced
one are undersampling, oversampling, and their combination:

– Undersampling approach balances the dataset by reducing the size of the
abundant class by keeping all samples in the rare class and randomly selecting
an equal number of samples in the abundant class;

– Oversampling approach is used when the quantity of data is insufficient. It
tries to balance dataset by increasing the size of rare samples. Rather than
removing of abundant samples, new rare samples are generated;

– Performing a combination of oversampling and undersampling can yield bet-
ter results than either in isolation.

Most of the state-of-the-art matching learning approaches neglect the prob-
lem of the imbalanced dataset. Existing work does not give any importance to
resampling. However, the resampling method can strongly affect the obtained
accuracy by the matching learning strategy. In this paper, we propose to resample
training data in the context of local matching learning of biomedical ontologies.
We apply the state-of-the-art resampling techniques on the local training data.
Then, we study the impact of the applied resampling techniques on the local
matching accuracy.

3 Preliminaries

In this section, we briefly present the fundamental definitions used in our work.

Definition 1 (Ontology partition). An ontology partition pi,k of an ontology
Oi is a sub-ontology denoted by pi,k = (Vi,k, Ei,k), such as:

– Vi,k =
{
ei,k,1, ..., ei,k,mk

}
, Vi,k ⊆ Vi. is a finite set of classes of the ontology

partition,
– Ei,k = {(ei,k,x, ei,k,y) | (ei,k,x, ei,k,y) ∈ Vi,k ∃ (ei,k,x, ei,k,y) ∈ Ei,k}, Ei,k ⊆ Ei.

is a finite set of edges, where an edge encodes the relationship between two
classes into an ontology partition
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Definition 2 (Set of ontology partitions). An ontology Oi can be divided
into a set of ontology partitions Pi = {pi,1, .., pi,si}.

– ∀k ∈ [1..si],Vi,k �= ∅;
–

⋃si
k=1 Vi,k = Vi;

– ∀ k ∈ [1..si], ∀ l ∈ [1..si], k �= l, Vi,k ∩ Vi,l = ∅.

Definition 3 (Local-based training Set). For each local matching lmij,q of
LMij, we automatically generate a local training set denoted tsij,q. A local
training set tsij,q for a local matching task lmij,q of LMij is denoted by
tsij,q = {fi1 , ..., fniq

}. Each local training set tsij,q contains a set of fea-
tures associated with a prediction class attribute (match/not match). We denote
tsij,q = {fijq,1, ..., fijq,r, cijq}. Since we are dealing with a binary classification
task, cijq ∈ {0, 1}. A set of local machine learning classifiers is generated from
a set of local training sets T sij, denoted T sij,q = {tsij,1, ..., tsij,q}.

Hypothesis 1. For a local matching LMij between two ontologies Oi and Oj

associated with a set of imbalanced local training sets T sij = {tsij,1, ..., tsij,q},
performing the adequate resampling technique improves the accuracy of the local
matching learning.

4 Local Matching Learning Architecture Overview

In Fig. 1, we depict an architectural overview of the local matching workflow.
This architecture follows three modules: (i) ontology indexing and partitioning,
(ii) local matching learning and (iii) alignment evaluation. We participated in
the Ontology Alignment Evaluation Initiative (OAEI)1 of 2018 using this archi-
tecture [14]. In the following, we describe the different modules of our proposal.

Fig. 1. Local matching architecture overview

1 http://oaei.ontologymatching.org/2018/.

http://oaei.ontologymatching.org/2018/
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Input Ontologies Indexing and Partitioning. The input ontologies index-
ing is composed of two sequential steps: input ontologies pre-processing, and
lexical and structural indexing. In the first step, we pre-process the lexical anno-
tations. Thus, we apply the Porter stemming [15] and a stop word removal
process over the extracted lexical annotations. In the second step, those lexical
annotations are indexed. Moreover, we use structural indexing to store all the
relationships between entities.

We then perform the partitioning of the input ontologies based on the app-
roach of [13]. This partitioning approach is based on the Hierarchical Agglomer-
ative Clustering (HAC) [17] to produce a set of partition-pairs with a sufficient
coverage ratio and without producing any isolated partitions. Partitions with
only one entity are considered as isolated. This partitioning process follows these
steps:

1. Ontology partitioning processing: the HAC algorithm generates a list of struc-
tural similarity scores between all the entities of each input ontology. The
structural similarity measure computes the structural relatedness between
every pair of entities of one ontology.

2. Dendrogram construction: the HAC approach receives as an input the list of
structural similarities of every input ontology. The HAC generates a dendro-
gram for every ontology. A dendrogram represents the structural representa-
tion of an input ontology.

3. Dendrogram cut: we cut the two generated dendrograms. A single cut of a
dendrogram can result in a set of large partitions. To cope with this issue, we
perform an automated multi-cut strategy of every resulted dendrogram. The
multi-cut strategy results in a set of partitions for each ontology.

4. Finding similar partition-pairs: we find the set of similar partition-pairs
between the two ontologies. These partition-pairs represent the set of local
matching tasks, which will be employed by the next module.

The employed partitioning approach to generate local matching tasks is
explained in depth in our previous research work [13].

Local Matching Learning. The local matching approach is based on gen-
erating a local classifier for each sub-matching task. The local classifiers are
generated based on a set of local training sets composed of element and struc-
tural level features. Each local classifier is based on adequate features to align its
sub-matching task. These features are automatically selected based on a feature
selection. The local matching approach is composed of the following steps:

1. Generating Initial Local Training Set: Initial local training set are generated
for each local matching task. These local training sets are not balanced.

2. Resampling of the Local Training Data: During this step, local training sets
are balanced using conventional resampling techniques. Resampling aims to
balance local training sets for better classification accuracy.
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3. Wrapper Local Feature Selection: We apply wrapper feature selection over
each resampled local training set. This local feature selection aims to choose
the adequate features for each local matching task.

4. Local Classification: Local classification aims to classify the candidate cor-
respondences of a local matching task to be aligned or not. This process is
based on a set of local classifiers generated from the set of local training sets.

We will provide an in-depth description of these steps in the next section.

Output Alignment Evaluation. The generated output correspondences for
every local matching task lmij,q are unified to generate the final alignment file
for the whole ontology matching task. The alignment file is compared to the
reference alignment to evaluate the overall local matching LMij accuracy.

5 Local Matching Learning

In this section, we present the different steps of the local matching learning
module depicted in the architecture of Fig. 1.

Generating Initial Local Training Set: Each local matching task has its
own specific context. Therefore, a local matching task should be aligned based
on its adequate matching settings, such as the weight of each matcher and its
threshold. To cope with this issue, a local based classifier should be built for each
local matching task. Therefore, we automatically construct a supervised training
set tsij,q for each local matching task lmij,q. These training sets serve as the input
for each local classifier. Labeled data for the class attribute cijq are usually hard
to acquire. Existing work construct the labeled data either from the reference
alignments or by creating it manually [20]. However, the reference alignments
commonly do not exist. We automatically generate the local training sets without
any user manual involvement or any reference alignments. We derive the positive
mappings samples (minority class) of the class attribute cijq by combining the
results of two methods: cross-searching and cross-referencing. This combination
allows the enrichment of the local training sets in order to cover a wide range of
biomedical ontologies.

For a given local matching lmij,q, we generate:

– Positive samples psij,q = {(ei, q, x, ej,q,y)}, the total number of these positive
samples is N = |psij,q|.

– Negative samples nsij,q = {(Vi,q ×Vj,q) \ psij,q}. Therefore, the total number
of negative samples is M = N (N − 1).

In the following, we present the cross-searching and the cross-referencing
methods:

Cross-searching: Cross-searching employs external biomedical knowledge sources
as a mediator between local matching tasks in order to extract bridge align-
ments. A bridge alignment is extracted if a similar annotation is detected
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Fig. 2. Local training set extraction

between an entity of the bridge ontology and two entities of a local match-
ing task. We consider bridge alignments as the positive samples. For example,
in Fig. 2, we extracted the following positive samples PSij,q = {(e1Pq, e1Pr),
(e8Pq, e2Pr), (e5Pq, e3Pr)}, with N = 3. These labeled classes are generated by
cross-searching the two partitions and an external biomedical knowledge base.
Therefore, we deduce that the number of negative samples M = N (N − 1) = 6
for the partition-pair Pq and Pr respectively from Oi and Oj . Cross-referencing :
we employ Uberon as an external biomedical knowledge source in order to derive
positive samples for each local training set. Uberon is an integrated cross-species
ontology covering anatomical structures and includes relationships to taxon-
specific anatomical ontologies. Indeed, we explored the property “hasDbXref”,
which is mentioned in almost every class of Uberon. This property references the
classes URI of external biomedical ontologies. We align every two entities of a
given local matching task in case if one of their entities are both referenced in a
single entity of Uberon. For example, the UBERON ontology includes references
to different biomedical ontologies (via annotation property “hasDbXRef”). For
instance, the class UBERON 0001275 (“pubis”) of Uberon references the FMA
class 16595 (“pubis”) and NCI class C33423 (“pubic bone”). Therefore, the later
entities construct a positive sample of a local training set [8].

Resampling of the Local Training Data: The training set is not balanced
since the number of the negative samples M is higher than the number of positive
samples N . Therefore, we initially undersample each local training set tsij,q by a
heuristic method which consists of removing all the negative samples (majority
class) having at least one element level feature equal to zero. The result of this
initial treatment is not enough to balance the local training data, due to the
high number of negative samples M (majority class) compared to the number
of positive samples N (minority class). Hence, an additional sampling method
is required to result in a balanced training set, we employ the state-of-the-art
resampling methods to perform the undersampling of the majority class M,
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oversampling the minority class N or combining both of the later technique.
In Sect. 5, we conduct a comparative study of applying resampling methods
over imbalanced training data. Therefore, we obtain a balanced training set
(N = M). We Denote by r = ‖N‖/‖M‖ the ratio of the size of the minority
class to the majority class.

The output of this step is a balanced local training set tsij,q for each local
matching task lmij,q. For instance, if a local matching process LMij is composed
of three local matching tasks: lmij,1 lmij,2 and lmij,3, we respectively result in
three local training sets tsij,1 tsij,2 tsij,3.

Wrapper Local Feature Selection. The local matching LMij approach
splits a large ontology matching problem into a set of smaller local matching
tasks lmij,q. Each local matching task focuses on a specific sub-topic of interest.
Therefore, it should be aligned based on its suitable features. We employ wrap-
per feature selection approaches in order to determine the suitable features for
each local matching task lmij,q among 23 structural-level and element-level fea-
tures. Element level features consider intrinsic features of entities such as their
textual annotations. Element level features refer to well-known similarity mea-
sure matchers, which can be classified into four groups: edit-distance, character-
based, term-based and subsequence-based [13]. Structure level features consider
the ontological neighborhood of entities in order to determine their similarity.
We previously introduced all these features in a previous research work [13].
Feature selection is performed over each local training set tsij,q in order to build
local classifiers. The later identifies the local alignments of a local matching task
lmij,q. For example for a given local training sets: tsij,1, tsij,2 and tsij,3, we
separately perform the feature selection over these three local training sets.

Local Classification. Candidate correspondences of each local matching task
lmij,q are determined through performing the Cartesian product between the enti-
ties Vi,q and Vj,q of lmij,q. A local classifier classifies each candidate correspon-
dence into a true or a false alignment. We build local classifiers using the Random
Forest algorithm. We have selected Random Forest after comparing the efficiency
of several machine learning algorithms for ontology matching learning [13].

6 Evaluation and Comparative Study

In this section, we evaluate the Hypothesis 1 “Resampling improves the accuracy
of the local matching learning” by conducting a set of experiments. All experi-
ments have been implemented in Java (weka library for classification) and Python
(imblearn library for training sets resampling) on a MacOs operating system with
2.8 GHz Intel I7-7700HQ (4 cores) and 16 GB of internal memory. In the follow-
ing subsections, we compare the accuracy of the commonly employed resampling
methods (undersampling, oversampling and their combination) then we discuss
the results. Our experiments are performed based on the dataset of the Evaluation
Initiative of 2018, in particular, the ontology matching track of Anatomy.
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6.1 Impact of Undersampling on Local Training Data

We evaluate four different methods of the widely employed undersampling
method in order to balance the class distribution of the local training data.
These methods are described as follows:

– Random undersampling is a non-heuristic method that aims to balance
the class distribution through the random elimination of instances belonging
to the majority class.

– Tomek links [24] removes unwanted overlap between classes where majority
class links are removed until all minimally distanced nearest neighbor pairs
are on the same class.

– One-sided selection (OSS) [12] aims at creating a training dataset com-
posed only by “safe instances”. This technique removes instances that are
noisy, redundant, or near to the decision border. Similar to the other under-
sampling techniques, OSS removes only instances from the majority class.

– Edited Nearest Neighbors [25] method removes the instances of the major-
ity class with prediction made by the K-means method is different from the
majority class. Therefore, if an instance has more neighbors of a different
class, this instance will be removed.

In Table 1, we depict the results of each undersampling method in terms of
the obtained accuracy. The Edited Nearest Neighbors resulted in the highest
F-Measure of 85.3%.

Table 1. Local matching accuracy for each undersampling method

Undersampling method Precision Recall F-Measure

Random Undersampling 65.9% 86.4% 74.8%

Tomek links 93.7% 77.4% 84.8%

One-sided selection 93.7% 77.1% 84.6%

Edited Nearest Neighbors 93.4% 78.4% 85.3%

6.2 Impact of Oversampling on Local Training Data

In this section, we perform the oversampling of the minority class instead of per-
forming the undersampling of the majority class. There are several oversampling
methods used in typical classification problems. The most common techniques
are SMOTE [2] (Synthetic Minority Oversampling Technique) and random over-
sampling method:

– SMOTE oversamples the minority class by taking each positive instance and
generating synthetic instances along a line segments joining their k nearest
neighbors
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– Random oversampling is a non-heuristic method that aims to balance
class distribution through the random elimination of instances belonging to
the minority class.

In the following Table 2, we depict the results of the local matching LMij

after performing the oversampling of the local training sets for each local match-
ing task lmij,q of LMij . We show below the results of applying SMOTE with
k = 5 as the number of nearest neighbors in order to achieve a ratio r = 1.
We also perform the random oversampling with a ratio r = 1 We deduce from
Table 2 that SMOTE outperforms the random oversampling method in terms of
precision and F-Measure. We argue this result due to the randomly generated
instances by the random oversampling method.

Table 2. Local matching accuracy for each oversampling method

Oversampling method Precision Recall F-Measure

Random oversampling 70.8% 82.8% 76.3%

SMOTE 86.7% 78.8% 82.6%

6.3 Combination of Oversampling and Undersampling on Local
Training Data

It is possible to combine oversampling and undersampling techniques into a
hybrid strategy. Common state-of-the-art methods [3,18] include the combina-
tion of SMOTE and Tomek links, SMOTE and Edited Nearest Neighbors (ENN)
or SMOTE and Random Undersampling. SMOTE is employed for the oversam-
pling with a ratio r = 0.5 and each of the latter techniques is employed for
undersampling. We evaluate these three methods by resampling the local train-
ing sets, then we perform the local matching process based on the generated
local classifiers. In the following Table 3, we depict the results of each combi-
nation method. We deduce that the combination of SMOTE and Tomek Link
results in the best accuracy in terms of F-Measure and Precision. The combina-
tion of SMOTE and Random Under sampling results in the best recall value due
to the random nature of this approach. Therefore, it returns the highest num-
ber of alignments with the lowest precision compared to the other combination
methods.

Table 3. Combining oversampling and undersampling techniques

Hybrid method Precision Recall F-Measure

SMOTE + Random Undersampling 87.8% 81.3% 84.4%

SMOTE + ENN 88.4% 80.5% 84.3%

SMOTE + Tomek Link 92.0% 79.0% 85.0%
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6.4 Discussion

According to the achieved results, we highlight the following points:

– The random undersampling and oversampling methods are unstable. A more
deep study on the convergence of these methods can be investigated to argue
their usage.

– We can observe in Table 3 that combining SMOTE with undersampling meth-
ods decreases the matching accuracy.

We deduce that for the matching learning context, undersampling meth-
ods outperform the other resampling methods. We argue this result since the
undersampling method removes redundant instances rather than creating new
synthetic instances like the oversampling of the minority class. We conclude that
the undersampling using ENN [25] yields to the best Precision and F-Measure.
ENN removes instances of the majority class with prediction made by K-means
method which are different from the majority class. We mention that we com-
bined the use of cross-searching and cross-referencing with external resources in
order to construct local training sets. The impact of each method on the resulted
matching quality can be investigated. We tend to validate the hypothesis that
the quality could depend on the use of methods used in the construction of the
training data sets.

7 Conclusion

Ontology matching based on machine learning techniques has been an active
research topic during recent years. In this paper, we focus on the problem of
imbalanced learning training sets in the case of Local Matching Learning. To
the best of our knowledge, there is a lack of works that automatically generate
and resample local matching learning training sets. To perform the resampling
of the local training sets, we evaluate the common state-of-the-art resampling
techniques in order to improve the classification performance by employing the
best technique. Our comparative study shows that the undersampling methods
outperform the oversampling methods and their combination.

In future work, we tend to automate the choice of the resampling method
for each local matching task. We will also evaluate the impact of the external
knowledge resource on the global quality of our output alignments. Finally, we
plan to experiment on different domain-based ontologies.
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Abstract. Business process modeling traditionally has not paid much attention
to the interactive features considering the dynamism of the environment in
which a business process is embedded. As context-awareness is accommodated
in business process modeling, decisions are still considered within business
processes in a traditional way. Moreover, context-aware business process
modeling excessively relies on expert knowledge, due to a lack of a method-
ological way to guide its whole procedure. Lately, BPM (Business Process
Management) is moving towards the separation of concerns paradigm by
externalizing the decisions from the process flow. Most notably, the introduction
of DMN (Decision Model and Notation) standard provides a solution and
technique to model decisions and the process separately but consistently inte-
grated. The DMN technique supports the ability to extract and operationalize
value from data analytics since the value of data analytics lies in improving
decision-making. In this paper, a DMN-based method is proposed for the sep-
arate consideration of decisions and business processes, which allows to model
context into decisions as context-aware business process models for achieving
business process variability. Using this method, the role of analytics in
improving some part of the decision making can also be integrated in the
context-aware business process modeling, which increases the potential for
using big data and analytics to improve decision-making. Moreover, a formal
presentation of DMN is extended with the context concept to set the theoretical
foundation for the proposed DMN-based method.
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1 Introduction

A business process model captures a set of logically related tasks to achieve a particular
goal. BPM (Business Process Management) continues receiving significant attention,
and building business processes accommodated to dynamic context is considered as a
major challenge. Recent studies have explored context-awareness as a new paradigm
and principle in designing and managing a business process [1, 2]. In order to model a
context-aware business process towards variability, relevant contextual data needs to be
integrated in a traditional process model as a key aspect of its data perspective, and its
consequential process variants need to be modeled as well. Then the research question
can be presented as “What data constitutes the context of a business process and how
does the context lead to business process variability?”.

Some researchers have attempted to answer this research question by proposing
methods to organize different adaptation variants in a business process model, such as
methods based on process invariants [3], context-based process variants [4], adaptation
components [5] and instance fragments [6]. Nevertheless, relevant contextual data and
resulting process variants, i.e., process fragments that possibly occur, have been
determined according to expert knowledge. There is a lack of a methodological method
to determine relevant data that constitutes the context of a business process and to
bridge the gap between the dynamic context and consequent process variants.

Lately, BPM is moving towards the separation of concerns paradigm by exter-
nalizing decisions from the process flow. Most notably, the introduction of DMN
(Decision Model and Notation) standard [7], provides a solution and technique to
model decisions and the process separately but consistently integrated. Moving towards
the context-aware BPM, decisions has been still considered within business processes
in a traditional way, which impairs the maintainability, scalability, and flexibility of
both processes and decisions, as well as the analytics capability of business processes.
In this paper, a DMN-based method for context-aware business process modeling is
proposed to provide a systematic solution of the research question, which allows to
model context into decisions to achieve process variability.

2 Motivation and Related Work on Context-Aware Business
Process Modeling

Up to date, many researchers have realized that context is vital to agile BPM and have
paid attention to the content and characteristics of context-aware business processes [1,
8], approaches to model context-aware business processes [9–11], tools for supporting
the integration of contextual data and business processes [12] and some prototype cases
were presented as well. In particular, a number of research efforts have been undertaken
to integrate contextual elements for extending the traditional notion of a business
process to pursue flexible business processes [13]. Process flexibility is referred to as
the capability to cope with externally triggered changes by modifying only parts of a
business process instead of replacing it [14], without losing its “identity” [3]. Capturing
variability in business process models can provide process flexibility. Typically, for a
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particular process type, a multitude of process variants exists, each of them being valid
in a particular context [15]. Moreover, the context of a business process is identified as
the extrinsic driver for process flexibility [14], which needs to be considered in the
process modeling towards variability in BPM.

Moreover, Since the early 1960s, the context concept has been modeled and
exploited in many areas of informatics [16]. Many researchers have tried to define the
context concept in their own work. Context seems to be a slippery concept, which
keeps to the periphery, and slips away when one attempts to define it [17]. Researchers
understand context and the context of a business process in different ways according to
their background. Consequently, context-aware process modeling relies on expert
knowledge excessively, due to a lack of a methodological way to guide the whole
procedure of context-aware business process modeling.

Context-aware business processes gather contextual information of a user and a
business process and adapt their behavior accordingly [4]. A workaround that is often
observed in modeling practices of a context-aware business process is that a contextual
variable becomes an explicit condition of control flow leading to a decision point such
as “check if the process occurs in the holidays”. Moreover, rule-based approaches are
commonly used for automating decision making to enable a business process to be
aware of context since rules usually derivate from dynamic changes of context [9].
However, decisions are still considered within context-aware business process mod-
eling, which impairs the capability of decisions on context-aware BPM. Hence, in this
paper, decision modeling is utilized for modeling the context-aware business process in
a methodological way with less reliance on experts.

3 DMN Modeling Technique

DMN is designed as a declarative decision language to model the decision dimension of
a business process, which consists of two levels that are to be used in conjunction [7].
Figure 1 depicts key elements involved in the DMN Technique. One is the decision
requirements level, represented by the DRD (Decision Requirements Diagram), which
depicts requirements and dependencies between data and sub-decisions involved in the
decision model. Figure 4 depicts an example of a DRD. These input data can be static or
dynamic, which may be extracted directly from databases, sensors and IoT devices, or
generated by data fusion, data analytics and machine learning. The other one is the
decision logic level, presented by the Business Knowledge Model (BKM), which
encapsulates business know-how in the form of decision rules or a decision table.
Figure 5 is an example of the decision logic presentation. BKMs origin from some
knowledge sources of authorities that can be guidelines, regulations or analytics sys-
tems. Analytics capability is therefore able to be integrated to improve the decision-
making of a business process.

Organizations are increasingly investing in data-driven analytics to improve their
business results, deepen customer understanding and better manage risk. The value of
these analytics lies in improving decision-making. In other words, unless a decision is
improved as a result of analytics it is hard to argue that the analytics have any value [18].
Explicit decisions from a business process can improve using analytics. If decisions are
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identified, modeled and understood, the potential for analytics to improve it would be
much clearer. Data analytics can be used to add support for BKMs or data requirements
of decisions. More specifically, outcomes of data analytics can be provided as param-
eters of decision logic (i.e., decision tables or decision rules) or data inputs for decision
models. The DMN technique provides an effective solution for the separate consider-
ation of the decision dimension from a business process and supports the ability to
extract and operationalize value from data analytics.

4 DMN Formal Presentation Extended with the Context
Concept

We adopt the formal presentation of DMN constructs provided in [19] and extend it
with sub-decisions and contextual data as the theoretical preliminaries of the proposed
DMN-based method for modeling context-aware business processes.

In the DMN constructs, a decision in a business process can be formally defined as
follows:

A decision in a process model, da 2 Ddm is a tuple Ida;Oda; Ldað Þ, where a�Ad ,
Ida � I að Þ, Oda �O að Þ, and Lda � L.

The symbols in the formal presentation of a decision in a business process:

– da refers to a decision of decision type activities in a business process.
– Ddm refers to a finite non-empty set of decision nodes of a DRD, and an example is

depicted in Fig. 4. DRD is a tuple Ddm; ID; IRð Þ, consisting of decision nodes Ddm, a
finite non-empty set of input data nodes ID, and a finite non-empty set of directed
edges IR representing the information requirements such that
IR� Ddm [ IDð Þ � Ddm, and Ddm [ ID; IRð Þ is a directed acyclic graph (DAG).

– da 2 Ddm is a tuple Ida;Oda; Ldað Þ, presents that a decision da is one of decision
nodes in a DRD Ddm, where Ida � ID is a set of input symbols, O is a set of output
symbols, and L is the decision logic defining the relation between symbols in Ida
and symbols in Oda.

– A refers to a finite non-empty set of activities in a business process and
Ao [Aa [Ad ¼ A, where Ao is a finite non-empty set of operational activities ((no)
inputs, no outputs), Aa is a finite non-empty set of administrative activities (no
inputs, outputs), and Ad is a finite non-empty set of decision activities (inputs,
outputs), which serve a decision purpose by transforming inputs into an outcome.

Fig. 1. Key elements of the DMN technique.
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– a�Ad presents that a is a type of decision activity and I að Þ 6¼ £ ^ O að Þ 6¼ £
indicates that there are inputs and outputs for the decision activity a.

– Ida � I að Þ,Oda �O að Þ, respectively present the inputs and outputs of the decision da.
– Lda � L, presents the decision logic of the decision da. A Decision Table (DT) is

commonly used for presenting the decision logic in DMN. In this case, a commonly
used reasoning construct in decision models, Lda is the DT of decision da

demonstrating decision rules, and Ida and Oda contain the names of the input and
output elements respectively.

To extend the DMN constructs with sub-decisions and contextual data, the fol-
lowing theorems are presented as the formal basis to utilize the decision modeling
technique DMN to allow process variability by being aware of the context of a business
process.

Theorem 1. da
0 2 Ddm

� � ^ da
0 $ da

� �
¼ False

� �

Note that not only data is the input of a decision activity, but sub-decisions are
another source of input, such that, if da

0
is also a decision node of the DRD of da, and

da
0
is not the same decision with da, then da

0
is a sub-decision of da.

Theorem 2. IR� Ddm � Ddmð Þ [ Ddm � IDð Þ
Moreover, IR� Ddm [ IDð Þ � Ddm is equal to IR� Ddm � Ddmð Þ [ Ddm � IDð Þ.

More specifically, Ddm � ID presents a decision node has a data input, and Ddm � Ddm

presents a decision node has a sub-decision input.

Theorem 3. DIda [DecIda ¼ Ida
The inputs Ida of the decision da consists of data inputs DIda and decision inputs

DecIda (i.e., the sub-decision da
0
of the decision da).

Theorem 4. ðIRda 6¼ £Þ ^ ðDIda 6¼ £Þ
Any decisions including sub-decisions need data inputs, which means these deci-

sions are not leaf (end) nodes of a DRD.

Theorem 5. MIda [Cdað Þ ¼ DIda
MIda is provided manually or intentionally, other leaf inputs of decisions (i.e., data

inputs) are collected from the context Cda including raw contextual data (e.g., IoT
sensors, GIS) or contextual variables that are obtained by aggregating and processing
various sensor data.

5 A Proposed DMN-Based Method for Context-Aware
Business Process Modeling

The main objectives of the proposed DMN-based method is to provide a mechanism
and methodology for correctly modeling business processes that fit their contexts and
thus are able to properly execute across different situations by using decision models.
Figure 2 outlines the methodology of the proposed DMN-based method, which con-
sists of three phases including: (a) integrated modeling of the base process, (b) mod-
eling the process variants, and (c) modeling the context of the business process. In
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particular, context leads to process variability by affecting decisions of a business
process, since contextual data is used to make decisions in gateways or calculate in
decision activities. Hence, in a business process without decisions, context-awareness
is normally not needed for the business process.

5.1 Integrated Modeling of the Base Process

Firstly, the base process should be modeled in an integrated way, which means
modeling decisions separately from the process flow and then obtaining a process-
decision model for the initialization. In this way, decisions are not hidden in a business
process as intricate control flows that can result in cascading gateways. The DMN
technique is used to model the decision dimension of processes as decision models,
including information requirements and the decision logic. After identifying and
modeling decisions of a business process, the resulting model must be subsequently
integrated with the process model. Consequently, an integrated process-decision model
consists of the process workflow, DRDs presenting information requirements and the
BKMs presenting the decision logic, which is the base to include context afterwards.

A1: Modeling the Base Business Process
Initially, the base business process is modeled in a traditional way. We propose a
process of a customer buying a product as an example to depict how this DMN-based
method works in applications. Figure 3 presents the base business process of this small
example [12]. In this case, we model the business process based on BPMN (Business
Process Model and Notation) in a procedural way, but CMMN (Case Management
Model and Notation) can also be used to combine with the DMN technique to model

Fig. 2. The methodology of DMN-based method to model context-aware business processes.
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the decision-process integrated model in a declarative way, especially for flexible
business processes.

Then we analyze this base business process to check if there are decisions involved.
When a customer comes into a store, a salesperson needs to approach the customer and
then check if there is any promotion to offer for increasing the customer’s purchase
intention. Then we identify “check if there is any promotion to explain” is a decision,
and leads to a gateway for indicating the next step of the salesperson, i.e., explaining
the product and promotion or explaining only the product. After selling products to the
customer, products need to be monitored before the customer gets them delivered.
Hence, the activity “monitor products delivery” is identified as another decision, since
it needs input and has output constituting different calculation in various situation.
Finally, the store gets the payment for these sold products.

A2: Modeling Decisions of the Base Business Process
After identifying decisions involved in the base business process, we need to model the
decision dimension which consists of information requirements and the decision logic.
Figure 4 depicts the DRDs of the base business process, which presents the information
requirements level.

The decision “monitor products delivery” needs “RFID”, “GPS” and “temperature”
as inputs to execute. More specifically, RFID can be used to invoke the identity
information of products; GPS can be used to track the location of the delivery; and
temperature can be needed to monitor the status of the delivery especially for fresh
products such as milk or seafood. The other decision “check if there is promotion to
explain” depends on products that the customer is interested in and bestsellers of

Fig. 3. The base business process of the small example.

Fig. 4. The DRDs of the example.
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different weather states which needs certain contextual information of weather as
inputs. Furthermore, the BKM of “products of interest” is needed to provide customer’s
preference, which depends on the recommendation system. Outcomes of the recom-
mendation system provide inputs to determine the products of interest in terms of a
customer. The capability of data analytics can then be utilized for decision making in
this business process.

Then the decision logic needs to be modeled, which includes the BKM of “products
of interest”, the decision table of Best-WeatherToSell, and decision rules for checking
promotions. Figure 5 depicts the decision logic representation involving data analytics.
More specifically, the BKM of “products of interest” uses data analytics techniques,
which could include user-based filtering and content-based filtering to provide rec-
ommendation for products that the given customer could be interested. The Best-
WeatherToSell needs to follow several decision rules [12] that are presented in a
decision table. Making the decision of checking promotion needs the decision rule to
connect all elements involved in the decision logic. In addition, the decision logic of
“monitor products delivery” could be a calculation to produce an array to output the
delivery situation.

After these two steps, a process-decision model is obtained with a separate con-
sideration of decisions and the business process.

5.2 Modeling the Process Variants

When the decision dimension of a business process is set, possible decision outcomes
can be used to determine the process variability. Then possible process variants need to
be modeled.

B1: Determining Business Process Variants
Different decisions outcomes lead to process variants. Especially strategic decisions,
such as different requirements of production costs, quality control and safety moni-
toring, could trigger process changes. In this example, two process variants can be
anticipated according to the outcomes of decision “check promotion”, that are

Fig. 5. The representation of the decision logic involving data analytics.
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“promotions to explain” or “no promotion to explain” if we take the context of pro-
motion into consideration.

B2: Determining Adaptation Process Fragments
Then some process fragments need to be modeled to optimize or complete the base
business process for responding to different situations towards process flexibility,
personalized services or knowledge-intensive tasks. In this case, the activity of
checking promotion and the subsequent activity of explain products and the promotion
is modeled as a process fragment.

B3: Determining Adaptation Points and Options
Decisions can lead to partial process splits as a decision point, or result in different
calculations of a decision activity. Moreover, these process splits result in process
variants of one process goal. Hence, we need analyze possible process splits of the
business process to determine how to configure the base business process and process
fragments due to different decision outcomes. The decision points are the key indicators
of adaptation points. Moreover, the adaptation options could be “insert before”, “insert
after”, “around”, “delete”, etc.

5.3 Modeling the Context of the Business Process

After modeling the integrated decision-process model and process variants, the context
of the business process need to be modeled as the stimuli for process variability. The
information requirements of decisions are the key source to identify the context of the
business process, since these data affects the decision making in this process and leads
to process variability. The contextual variables, i.e., direct data inputs, need to be
identified in the first place. If these variables can be collected directly from databases,
sensors, IoT devices or applications, they can be considered as contextual data.
Otherwise, we need to further analyze relevant contextual data that is essential to be
processed to obtain certain contextual variables. The semantic rules are then needed to
be presented for context reasoning, which must be consistent with decision rules to
guarantee the correctness of context interpretation. These identified contextual data and
semantic rules need to be organized in an extendible way. Hence, context models may
be needed especially in which the business process embedded is complicated.

B1: Identifying Contextual Variables of the Business Process
The contextual variables can be identified according to data inputs in DRDs of a
business process. These contextual variables are required as parameters for executing
gateways to choose a process branch or calculating in decision activities.

According to the inputs of the DRDs, we can identify relevant contextual variables
of the base business process, which are “weather contextual info”, “weather state”,
“products of interest”, “best-weather to sell”, “RFID”, “GPS” and “temperature” in this
example.

B2: Analyzing Contextual Data Involved
After identifying contextual variables, we need to examine if these variables can be
directly collected. However, some contextual variables can only be obtained by context
fusion or context reasoning, so we need to further identify contextual data of lower
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semantic level needed. Thus, the decision logic is the key source to identify contextual
data involved, since these rules are the logic to get the intermediate variables to make
decisions in the business process.

In this example, “weather contextual info” and data required in the BKMof “products
of interest” is still not clear. Through analyzing the decision table of Best-WeatherToSell,
we know that contextual weather information including “temperature”, “windy or not”
and “sunny or not” is needed for the contextualization of the business process, i.e.,
components of the context of the business process. The contextual data needs also to be
analyzed if the analytical model of the BKM of “products of interest” is provided.

B3: Modeling the Contextualization of the Business Process
After determining the context of a business process, we need to organize contextual
data and their relations in a context model, especially when a business process is
embedded in a complicated context. Since semantic hierarchies exist in the context, a
reference technique is also needed for modeling context. Different techniques have
been proposed until now to model context [20]. Although all techniques have
advantages and disadvantages, the ontology technique is one of the best choices to
model context, which also allows the reasoning technique embedded. Note that the
context modeling technique needs to be compatible with the process-decision modeling
technique in order to ensure the usability of the context model. Since the context of this
example is simple, we don’t provide details for the context model in this paper.

After these three steps, the context of the business process is identified and orga-
nized using the decision models.

5.4 Modeling the Context-Aware Business Process

In this small example, the process variants are simple as a split of two exclusive
activities “explain products and promotion” and “explain products”. However, the
design of process variants can be complicated in real world.

In this case, context affects the business process in two points of decision activities.
One in the decision “check if there is promotion to explain”, which leads to a gateway
for flow variants in the business process. The other one is the decision “monitor
products delivery”, which leads to different performance variants in the business
process. Through applying the DMN-based method, we finally obtained the context-
aware business process, which allows process variability. Figure 6 depicts the final
context-aware business process model of this example.

Fig. 6. The context-aware business process model of the example.
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6 Discussion

Context is taken into consideration to model a complete and optimized business pro-
cess at design time. Business process designers use decision models to integrate
contextual data and anticipate possible situations for modeling a flexible or personal-
ized business process.

Different types of context-dependent decisions could influence the context-aware
business process from different perspectives, such as process flexibility, personalized
services and knowledge-intensive tasks. As decision activities are more sensitive to
context compared to operational activities and administrative activities in a business
process, it is of importance to separately consider decisions from business processes,
rather than considering decisions as a hidden and intrinsic flow in a traditional way of
business process modeling. The DMN-based method proposed in this paper takes the
separate consideration of decisions and processes which provides advantages of
allowing process variability depending on dynamic context. It provides the method-
ology for the whole procedure of the context-aware business process modeling.

Context influences business processes and leads to process variability in both the
flow and the performance levels. However, it is challenging to identify relevant con-
textual data of a given business process, especially in this data explosion world
(ubiquitous and pervasive computing). This DMN-based method also provides a
methodological way to guide the contextualization of a given business process, which
can be used in any application domain. This also presents a straightforward path for
researchers if they want to use decisions and rules to model context-awareness.
Moreover, the capability of analytics can be integrated in the context-aware business
processes and directly contributes to decision making based on the proposed DMN-
based method.

7 Conclusion and Future Work

This work provides a DMN-based method for the separate consideration of decisions
and processes, which allows to model context into decisions for achieving process
variability.

Traditionally, decisions have been modeled as the hidden and intrinsic part of a
business process, also in the context-aware modeling field. Such an approach impairs
the maintainability, scalability, and flexibility of both processes and decisions, as well
as the analytics capability of a business process. Only if a decision is improved as a
result of analytics, we can argue that the analytics has value. Moreover, decisions and
rules play key roles in context-aware business process modeling, including determining
the need of context-awareness, the anticipation for the context-awareness and the
contextualisation of a business process.

In order to use the decision modeling technique DMN to model context-aware
business processes, a formal presentation of DMN is presented and extended in par-
ticular for context-awareness, as the theoretical preliminary of the proposed DMN-
based method. The main contribution of this paper is proposing a DMN-based method
to model context-aware business processes systematically with less reliance on experts.
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Using this method, the role of analytics in improving parts of decision making can also
be integrated in context-aware business process modeling. The more specific role for
analytics increases the potential for using big data and analytics, which leads to
decision-making improvement and the business process with that decision-making
involved.

In future endeavours we will investigate a real-world case for applying the pro-
posed method in more detail. Especially in the IoT paradigm, achieving context-
awareness in business process modeling for process variability is significant. Moreover,
context modeling techniques such as the ontology technique are interesting to involve
in the future solution.
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Abstract. Researchers in the retail domain today propose that, in particular,
complex and non-financial goals such as ‘customer experience’ represent the
new imperative and leading management objective in the age of Digital Retail,
questioning the role of conventional financial measures such as revenue.
However, there is no evidence in research showing the corresponding and
necessary shift from financial measures to non-financial measures as subject of
interest in recent years. This article aims to reveal the development of financial
versus non-financial metrics used in retail research in the last ten years and thus
highlight the transition from conventional retail into Digital Retail from a
metrics perspective. A systematic literature review, conducted on the basis of 80
high quality journals, serves as the research method of choice and sheds light on
the various range of metrics used in the last ten years of retail research. More
importantly, the results still show a major focus on financial measures despite
indicating a rising awareness of non-financial, more complex and intangible
measures such as ‘customer experience’ or ‘customer satisfaction’. While this
finding supports proposed shift towards non-financial measures in current retail
research in one side, it also shows a lack of research focusing on non-financial
objectives in retail, in comparison to financial measures.

Keywords: Omni channel retail � Key performance indicator � KPI �
Customer experience

1 Introduction

With a total revenue generation of around US$14,1 trillion per year (2017), the sig-
nificance of today’s retail industry is still apparent as it always has been and moreover,
it even grew steadily to US$14,9 trillion in 2018 (Euromonitor 2018).

At the same time, retail is undergoing a major transformation in the process of
becoming Digital Retail. Digital Retail can be understood as the digitalisation in the
retail industry through digital technologies (Hansen and Sia 2015). Researchers argue
that during this transformation, ‘customer experience’ resembles the new narrative and
leading goal for retailers (Briel 2018; Lemon and Verhoef 2016; Pickard 2018; Verhoef
et al. 2015) and is considered as a major differentiator for competitive advantage in
Digital Retail (Verhoef et al. 2009). However, compared to the conventional retail
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objectives such as revenue, sales growth or profit, customer experience represents a
non-financial, non-monetary and complex objective to measure. Consequently, the
transformation in retail also entails a potential transition from financial to non-financial
measures. Ideally, this change would be reflected in retail research through emergence
of more non-financial measures as subject of interest. In literature, there is no evidence
showing this corresponding potential shift and thus providing support for the emer-
gence of more intangible measures, underpinning the change in the retail industry.
Objective of this paper is to investigate the development and use of financial versus
non-financial measures throughout retail research in the last ten years. This is done
through a systematic literature review on the basis of 80 high quality journals. The
outcome will show the relation and significance of financial and non-financial measures
in ten years of retail research and reveal changes regarding their significance. More-
over, a systematic overview of measures used in retail and retail research will be
provided.

This paper is structured as follows: after a brief background and context description
in section two, section three outlines how the systematic literature review was con-
ducted. Descriptive results follow and a comprehensive discussion of findings is pre-
sented in section four. A conclusion, summarised contributions and future research as
well as limitations complete the article in the last section.

2 Background

This section discusses and classifies financial and non-financial measures, followed by
the related work in this field.

2.1 Financial and Non-financial Measures

In order to manage a business effectively and efficiently, the concept of performance
measurement is utilized (Melnyk et al. 2014). This is done through measures quanti-
fying and indicating progress and actions (Neely et al. 1995). Hereby, indicators can be
distinguished by their measurability between financial and non-financial measures.
Measures are considered as a financial metric in case of its financial nature, or can be
measured directly on a monetary basis. For example, ‘revenue’ can simply be broken
down to ‘price times goods sold’, or ‘revenue growth’ in percentage (relative measure)
can be translated into actual sales (absolute measure). On the other side, non-financial
measures are often described as abstract objectives and comprise of intangible, non-
monetary and, in many cases, complex goals such as ‘customer experience’, ‘customer
loyalty’ or ‘customer satisfaction’. They are difficult to measure because of their
multidimensional nature (Kranzbühler et al. 2018; Lemon and Verhoef 2016) and are
not able to be captured fully by current accounting measures (Ittner and Larcker 1998).
Nevertheless, they are also relevant to evaluate progress of actions and to formulate
necessary goals for retailers.

Further distinction can be made between strategic and operational measures. If used
on top management decision level only, measures are considered as strategic indicators
and are characterized by their long-term scope (e.g. year-to-year revenue growth,
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market share, employee size, change in profitability between time periods, etc.).
Strategic measures are abstract and viewed as independent from industry (Zentes et al.
2017) to allow suitable performance comparison for shareholders. Operational indi-
cators can be summed up as measures for evaluating day to day progress of actions
such as in inventory management (e.g. stock accuracy, shelf capacity), fulfillment
(delivery times, order times, etc.) or store metrics (store profit, salesperson net profit,
etc.) (Gunasekaran et al. 2001) as well as metrics used in an e-commerce context
(conversion rates, web visits, cost per click, etc.) (Tsai et al. 2013). The classification is
shown in the following Table 1, along with examples.

2.2 Related Work

Related work, covering development or classification of measures in a retail context is
scarce. Nevertheless, some authors discuss metrics and metrics classifications.

For example, from a supply chain perspective, Gunasekaran et al. (2001) developed a
framework, comprising strategical, tactical and operational level metrics. The authors
argue that there is a need for more balance between financial and non-financial measures,
as well as clear distinction between application level (strategic, tactical, operational).
However, despite relation to retail, the focus of the study remains strongly oriented
towards supply chain. Anand and Grover (2015) also identified and classified retail
supply chain key performance indicators, providing a comprehensive overview of
measures in the dimensions of transport, inventory, IT and resources. The broad over-
view gives valuable insights into supply chain operations and measures, however, the

Table 1. Classification of metrics.

Measurability Management
level

Metric example

Financial Strategic Retailer’s shareholder value (e.g. Kashmiri et al. 2017)
Operational Cross space elasticity & shelf space (Schaal and Hübner 2018)

Non-financial Strategic Customer satisfaction, customer loyalty, service quality (e.g.
Lin et al. 2016)

Operational Purchase Likelihood (Ho et al. 2014)

Table 2. Related work.

Authors Year Context Classification of metrics

Gunasekaran
et al.

2001 Supply chain Financial, non-financial, strategical, tactical,
operational

Anand and
Grover

2013 Supply chain Transport, inventory, IT and resources

Glanz et al. 2016 Retail food
store

Qualitative and quantitative indicators

Kumar et al. 2017 Retail Market-related, firm-related, store-related, customer-
related
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focus is not completely retail-related and there is no systematic development about
measure evolvement. Glanz et al. (2016) conducted a review about retail food store
environment measures concluded with specific and static collection of suitable measures.
Although, similar research approach was applied here, the scope and focus are too
specific to deduct conclusion for Digital Retail. Kumar et al. (2017) propose an orga-
nizing framework for retailers with four dimensions (Market, Firm, Store and Customer)
where they map studies related to profitability and list applied measures from those
articles. The article shows measures in different manifestations along the above men-
tioned dimensions (e.g. sales, ROI, MVA, CLV, customer experience or loyalty),
however, despite providing an implicit strategic and operational differentiation of
measures (strategy and actions), there is no explicit distinction between financial and
non-financial measures and a specific timeline comparison or element. Related work is
summed up in Table 2.

3 Method – Systematic Literature Review

A systematic literature review represents a vital method to extract knowledge and
conduct critical reflection considering the vast amount and variety of sources (books,
journals, conferences, etc.). Following the review approach as proposed by Webster &
Watson, ensuring high quality and rigour in the reviewing process (Webster and
Watson 2002), answers to the following research questions are pursued: (1) “How
evolve financial and non-financial retail measures as subject of interest throughout the
years in retail research?” and (2) “What measures were subject of interest throughout
the years in retail research?”.

This section is structured into two parts: (1) review approach and scope, explaining
search strategy and process and (2) analysis framework, discussing the concept matrix
used for article analysis.

3.1 Review Approach and Scope

This review is conducted in four steps (Fig. 1). We first identified relevant journals on
the basis of Scopus, the abstract and citation database of Elsevier. Source material is
retrieved from high quality journals covering a wide field of disciplines. We filtered
those journals within the 5% citescore percentile of the database to ensure high level
quality, measured by citation quality. Second, we applied a search string on each
journal (‘search in title and abstract’). The search string utilized “AND” and “OR”
Boolean operators to link keywords and was set as follows: “TITLE-ABS-KEY(retail*
AND measure* OR performance* OR goal* OR metric* OR KPI OR objective* OR
indicator*)” – applied to the subject areas “Business Management Accounting”,
“Decision Science” and “Information Systems” of the Scopus database to include a
wide and relevant coverage of disciplines. The search string covered the keywords
“measure” and appropriate synonyms (KPI, metric, indicator). Additionally, it included
the terms “performance”, “goal” and “objective” to address a context of “performance-
goal-relationship” in retail research.
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Third, all articles published earlier than 2008 were excluded – the review has a
scope of ten years to cover an appropriate period of time for reflection. Also, non-
English written articles and articles without any relevance on retail industry as the field
of research or articles not providing a retail-performance measure-relationship were
excluded as well. Excluded was for example a study about customer decision context
(“shopper’s goals”) with no relation and discussion about subsequent retail perfor-
mance (Guha et al. 2018). In the same step, all abstracts of the remaining articles were
screened regarding context. The last step comprised all remaining articles for review
and data extraction. Here, articles with no relevance to the research objectives were
excluded as well. On- or offline retail focus in articles was treated equally, so there was
no distinction between different retail channels in the reviewing process since Digital
retail is defined by the merging of on- and offline channels into “omnichannel” to
provide a seamless customer experience (Lemon and Verhoef 2016; Verhoef et al.
2015). Research in travel and bank retail was also considered. Inclusion and exclusion
criteria are summed up in Table 3.

Journals on SCOPUS identified: 80

971 Articles retrieved

333 Articles remaining

225 Articles remaining

638 articles excluded after Title + 
abstract screening + removing publica-
tions from earlier than 2008.

Aggregation

108 articles excluded after review.

Search String applied: TITLE-ABS-KEY(retail* AND measure* OR performance* OR goal* OR metric* OR KPI OR objective* 
OR indicator*)

Fig. 1. Search strategy and selection process.

Table 3. Inclusion and exclusion criteria for the literature review.

Inclusion criteria Exclusion criteria

• Article has retail metric(s) as subject of research
interest, uses retail metric(s) in research design or
conceptualizes a novel metric

• Keywords: retail, measure, performance, goal,
metric, KPI, objective, indicator

• Top5 citescore percentile of journals on Scopus
• Multidisciplinary sources
• Research context regardless of on- or offline retail

• Non-English publication
• Publication earlier than 2008
• No relation to retail industry in
research context

• Not providing a relationship between
measures and performance
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Results. The journal selection process identified 80 journals out of the relevant
research areas. After application of the keyword string to every journal, a total output of
971 articles was generated. Limiting to publications from 2008 year on and after
screening of title and abstracts, 638 articles were discarded (*66%). Only 333 papers
remained to be screened in depth. After reviewing the papers, data out of final 225
articles was extracted (108 articles discarded after reading). Search strategy and
selection process is summarized in Fig. 1.

3.2 Analysis Framework

The review is structured with the use of a concept matrix (Webster and Watson 2002),
where the identified concepts are mapped and complemented to the classification in
Table 1 in Sect. 2.1. Articles are screened accordingly and any metric used in research,
as a measure of interest, a measure validating a framework or conceptualizing a new
measure are looked at and classified accordingly to the criteria in Table 1.

The link between these types of measures lies in the cause-effect-relationship
between non-financial and financial drivers. Non-financial drivers can be driven by
financial drivers but can also lead to general strategic financial indicators such as
Return on Investment or impact on Shareholder Value (Ittner and Larcker 2003). For
example, long delivery times of an online retailer can affect customer satisfaction
negatively and be reflected by declining sales and thus poor return on investment on
shareholder perspectives. The concept matrix is shown in Table 4.

4 Findings and Discussion

This section discusses the findings of the review in three parts, beginning with over-
views of strategic and operational metrics and following with dynamic results
(evolvement of financial/non-financial metrics throughout retail research).

4.1 Strategic Metrics

Findings. The majority of strategic financial indicators used in retail research is rep-
resented by ‘sales’/‘revenue’, ‘profit’ and ‘return on [investment]-measures’ (e.g. return
on investment, return on equity) and thus reflect a focus on accounting measures (see
Table 5). Some articles use indicators such as ‘cash flow’ (e.g. in Kalaignanam et al.
2018; Lado et al. 2008) or ‘market share’ (e.g. in Shee et al. 2018; Srinivasan et al. 2013)
and differentiate themselves by applying a liquidity or market related perspective.

Table 4. Concept matrix.

Metric Financial Non-financial Strategic Operational

Author(s) X X X
Author(s) Y X X
…
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Regarding non-financial indicators, trust, loyalty, satisfaction and other customer related
measures resemble the major part of measures of interest. In addition, quality and image
indicators are discussed consistently throughout retail research in the last ten years.

Discussion. The major focus on strategic measures lies in accounting measures. This is
probably due to their simple measurability and ease to use and acquire. Non-financial
indicators such as “Customer Channel Awareness” (Bell et al. 2018) reflect awareness
for Digital Retail peculiarities (different channels in retail). Additionally, a surprising
wide variety of articles discuss employee related indicators, showing significance of the
organisational element in retail (e.g. leadership (Lee et al. 2011), racial diversity
(Richard et al. 2017) or employee orientation (Tang et al. 2014)).

4.2 Operational Metrics

Findings. In terms of operational metrics, a variety of financial and non-financial
measures were revealed (see Table 6). The majority of the indicators have productivity
and/or efficiency purposes. Financial measures are for example represented by inven-
tory performance (e.g. inventory inaccuracy, inventory variance or inventory costs),
customer related measures (e.g. complaint rates, customer spending) or e-commerce
measures (impression rates, web visits or e-mail response rates). Non-financial

Table 5. Overview of strategic metrics used in retail research from 2008 to 2018.

Financial metrics Non-financial metrics

Strategic • Sales/Revenue (total/annual/average/target/per
channel/per store/per square foot/per
salesperson/per customer/growth/return
on/elasticities)

• Profit (gross/margin/target/growth/per store/per
salesperson/per product/per channel/per
partnership)

• Return on Sales (ROS), Return on Investment
(ROI), Return on Equity (ROE), Return on
Assets (ROA)

• Return on advertising/Marketing spending/Ad
spending

• Cost of Goods Sold (COGS), Cost of
investments, cost efficiency

• (Relative) market share, market share growth
• Tobin’s Q, shareholder value (e.g. market to
book ratio, stock returns)

• Cash flow (net/volatility)
• Order size, firm size/Employee size
• Working capital turnover
• Customer Lifetime Value (CLV)
• Share of wallet
• Stores (amount/growth/closing ratio)

• Consumer trust, loyalty
(Consumer/Employee),
customer engagement, customer
experience, online experience,
satisfaction
(Customer/Employee)

• Behaviour
(Customer/Employee), customer
orientation

• Service and e-service quality,
service image

• Brand image, brand awareness,
brand equity, brand profitability,
corporate reputation

• Price premium
• Customer channel awareness
• Competitiveness
• Employee racial diversity,
employee identification, social
responsibility, leadership

• Word of Mouth (WOM) and
Electronic Word of Mouth
(eWOM)
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measures comprise mainly customer oriented, subjective indicators such as purchase
intentions (Berry et al. 2015; Wen and Lurie 2018), likelihoods (Ho et al. 2014) or
perceived value (Karpen et al. 2015).

Discussion. The wide variety signifies the complex nature of operations in retail.
Besides established productivity indicators in the domain of supply chain (inventory,
delivery, logistics), also web and store performance measures play a role, as well as
indicators assessing organisational performance. However, it becomes evident that also
non-financial indicators are well established in retail research on operational level.

Table 6. Overview of operational metrics used in retail research from 2008 to 2018.

Financial metrics Non-financial metrics

Operational • Order cycle time
• (Product) return rate
• Productivity (per store/per salesperson)
• Category share, category sales, share of
shelf

• Shelf space capacity, cross space
elasticity

• Store traffic
• Purchase frequency per customer
• Click through rate, impression rates,
web visits, email response rates, SEA
Price/Click

• Customer complaints
• Customer spending (shopping basket
size), coupon redemption rate,
customer trip revenue, customer
recency rate, customer cross buying
rate

• Inventory costs, inventory inaccuracy,
inventory variance ratio, inventory
average

• Promotion costs
• Stock capacity, logistics costs
(transportation/warehousing/
procurement)

• Demand forecast, demand variance,
forecasting period, lead time average

• Order variance ratio
• Salesperson salary, share of wages,
employee absenteeism, labour hours

• (Re)purchase intentions
• In-store experience
• Store image, perceived showrooming,
perceived product value

• Customer referral behaviour
• Consumer goodwill, convenience
• Ease of use (Web)
• Purchase uncertainty, purchase
likelihood, product return likelihood

• Order fulfillment quality
• Service behaviour
• Organizational climate, employee
retention, employee motivation,
employee compliance behaviour,
salesperson emotional intelligence
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4.3 Evolvement of Metrics

Findings. Overall, the development of metrics along the timeline from 2008 to 2018
shows a general growth in research with retail measures as subject of interest. Here, the
increase of non-financial measures from 2015 to 2018 can be characterized as the most
significant one. Also noteworthy is a peak in 2009, showing a year of high interest for
retail measures. The relation between financial and non-financial measures can be
described as unequally distributed. The focus in retail research lies in financial mea-
sures throughout the scope of the review, shown by a relation of ca. 55% to 45% in
favour of financial metrics. However, it is observable that the gap is shrinking: in 2017,
the interest in non-financial measures rose even more than in financial measures.

Discussion. On the one hand, the development shows a general rising emphasise on
articles, incorporating retail measures, but on the other hand, a rising awareness for
non-financial measures, compared to earlier years of publication, which is most sig-
nificantly shown in 2018, is clearly visible. Consequently, findings show indeed a
continuous shift towards more non-financial measures in the last ten years (Fig. 2).

5 Conclusion

Following a systematic literature approach, this article investigated the development
and forms of financial and non-financial measures throughout retail research in the last
ten years to show a shift from financial to non-financial measures. Findings revealed an
increase since 2015 in non-financial measures as subject of interest in retail research
and support the proposition of authors, arguing the leading and rising role of non-
financial measures, represented primarily by ‘customer experience’, in the transfor-
mation process of Digital Retail. This finding is also encouraged by rising awareness
from the industry perspective. Here, it is observable that, for example, the British
multinational retailer TESCO now incorporates the strategic non-financial measure

Fig. 2. Distribution and frequency of financial and non-financial metrics used in retail research
from 2008 to 2018.
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“Group Net Promoter Score” and measures assessing “employee trust” and “recom-
mendation” in their annual reports (Tesco PLC 2018) – these indicators were not
communicated before 2014. Another interesting indicator is proposed by KPMG: a new
metric, conceptualised as “Experience per Square Foot”, emphasises the rising role of
‘customer experience’ in Digital Retail (Pickard 2018). Regarding the second objective
of this study, a wide range of different measures used in empirical or conceptual studies
were uncovered, synthesised and classified according to strategic and operational level,
showing an almost balanced variety between financial and non-financial measures.
However, financial measures remain still a focus in retail research so far. A noticeable
finding is also given by the emphasise on rather organisational metrics, for example,
evaluating employee performance on different dimensions, e.g. satisfaction, service
quality, behaviour or simply net profit. Also, other organisational elements such as
climate, social diversity or compliance behavior are metrics of interest. This might
appear as an interesting finding, considering the rising role of cultural mindset and
organisational capabilities in Digital Retail which are also argued by several authors
(Briel 2018; Homburg et al. 2017).

As with similar studies, this study involves limitations. To begin with, this study
did not distinguish between on- and offline retail, considering the dissimilarity between
retail channels, expressed by different operations and different measures (Beck and
Rygl 2015). On one hand, this limitation supports the approach proposed in Digital
Retail, namely the merging of channels and focusing on the “omnichannel perspective”
as one channel only (Verhoef et al. 2015). On the other hand, it might still be a fruitful
research to investigate the evolvement and relationship of on- and offline metrics
during transition into Digital Retail – findings could uncover new type of metrics
emerging. This study can be considered as a first step. Moreover, the study solely relied
on one database. Despite Scopus being comprehensive, future investigations could be
conducted with more variety of databases to support (e.g. Web of Science). Further
limitation is characterised by the fact that this literature review did not pay attention to
the potential dilution effect, caused by journal subjects, e.g. Journal of Operations
Management, one of the sources in the literature review, focusing on operations only
and thus providing mostly operational-related measures in its studies.
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Abstract. The purpose of the study is to validate the ability of a maturity model
for measuring escalation capability of IT-related security incident. First, an
Escalation Maturity Model (EMM) and a tool were developed to measure the
maturity of an organization to escalate IT-related security incidents. An IT tool
for self-assessment was used by a representative from three organizations in the
Swedish health sector to measure the organization’s ability to escalate IT-related
security incident. Second, typical security incident scenarios were created. The
incident managers from the different organizations were interviewed about their
organization’s capabilities to deal with these scenarios. Third, a number of
independent information security experts, none of whom had seen the results of
EMM, ranked how the three different organizations have handled the different
scenarios using a measurable scale. Finally, the results of EMM are compared
against the measurable result of the interviews to establish the predictive ability
of EMM. The findings of the proof of concept study shows that the outcome of
EMM and the way in which an organization would handle different incidents
correspond well, at least for organizations with low and medium maturity levels.

Keywords: Incident escalation � Incident management � Maturity models �
Self-assessment

1 Introduction

Being unable to handle IT-related security incidents can have a devastating effect on an
organization. In 2017, the ransomware incident in the UK health sector resulted in that
operation being cancelled, ambulances being diverted, and patient records being made
unavailable, among other things. When dealing with different incidents, the escalation
of the incident to the right individual or groups of individuals is very important because
the organization must react appropriately.

To deal with this problem the authors have developed an Escalation Maturity
Model (EMM) to measure an organization’s capability to escalate IT-related security
incident and used this model in several public and private organizations in Sweden. The
purpose of this proof of concept study is to evaluate how well the outcome of EMM
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matches how an organization in the Swedish health sector would handle IT-related
incidents in practice. The reasons for choosing the health sector for this study were,
among other things, the effect that the ransomware incident had in the UK health sector.
Furthermore, the health sector is a sector in which one expects that the ability to handle
incidents should be established and tested in many organizations.

First, in this proof of concept study, three organizations in the Swedish health
sector used the EMM ranking tool in their organizations. Second, several scenarios that
include different IT-related security incidents were created. These scenarios were given
to the incident managers of these three organizations. The incident manager’s
descriptions of how their organization would handle the escalation in these scenarios
were documented. This documentation was given to 37 independent information
security experts. These experts used these descriptions and ranked the escalation
maturity level of these three different organizations. Finally, the experts ranking was
compared to the EMM tools ranking. It was found that there was a near match between
the expert’s ranking and the EMM’s tool ranking. This indicates the predictive ability
of EMM.

2 Background

2.1 Risk Management

The International Organization for Standardization (ISO) [1] has established a standard
for information security management. The term IT risk management refers to approa-
ches and methods that lead to cost-effective security solutions. This is done by mea-
suring the security risk to IT systems and then assuring adequate levels of protection. IT
security risk management is a continuous process and consists of the following three
main steps: (i) risk monitoring, (ii) risk assessment with risk treatment, and (iii) risk
communication. The National Institute of Standards and Technology (NIST) has
introduced the framework of enterprise-wide risk management using three different
levels (tiers) to look at an organization. This multitier concept is described in many of
NIST’s publications [2–5]. Risk management decisions about IT security are made at all
these levels. The three levels are top management (tier 1), middle management (tier 2),
and operational staff (tier 3). Top management’s decisions are often strategic in nature,
while middle management’s decisions are tactical. Staff, on the other hand, must deal
with real IT security risk incidents and often must react directly to them.

2.2 Escalation

How risk escalation is handled is one of the most important aspects of IT security risk
communication. In common language, the term “escalation” is often used in rela-
tionship to political and military conflicts [6]. The authors use the term in a slightly
different way. Specifically, the term is used when one organizational level seeks
assistance or informs a higher level about an issue it cannot handle. Each level must
consider when an incident occurs, if the incident would harm the acceptable risk level
of the organization. There are three basic alternatives for each level: (i) accept the risk,
(ii) mitigate the risk (risk treatment), and (iii) escalate the risk to a level above.
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Different reasons can be used to justify escalation. One reason could be budgetary
considerations, for example, if implementing new expensive countermeasures is
required. Another reason could be that the incident is so serious that it is necessary to
get help from a higher organizational level. The organization must of course respond if
a crisis occurs and recover from any damage the incident has caused. When an incident
does not require immediate action, escalation could mean that new countermeasures
need to be installed later if similar incidents are likely to reoccur.

2.3 Incident Management

The number of IT security incidents could be reduced with the help of a sound risk
management program. However, some incidents can neither be avoided nor antici-
pated. Therefore, organizations need incident management to detect an incident
quickly, mitigate the impact, and restore services in a trustworthy manner. Various
standards and guidelines, such as ISO 2035 [7], ITIL [8], and NIST [9], describe best
practices for effective and efficient incident management. Palilingan and Batmetan [10]
describe how the ITIL framework is used for incident management in academic
information systems.

An IT-related security incident could be, for example, disruption in software and
hardware, loss of data, external attacks, or human errors in handling. In the ISO 2035
standard, an information security incident is defined as a single or a series of unwanted
or unexpected information security events that have a significant probability of com-
promising business operations and threatening information security.

2.4 Maturity Models

Nolan [11], in 1973, was the first to present a descriptive stage theory which many
consider to be the conceptual genius of maturity models. The stage theory concerns
planning, organizing, and controlling activities associated with managing the organi-
zation’s computer resource. Nolan developed a model with different stages of growth.
The capability maturity model (CMM) was first described by Humphrey et al. [12].
They used their maturity models to assess the software engineering capability of
contractors and identify five different maturity levels. In the ISO/IEC Technical Report
15504-7, organizational maturity is defined as “an expression of the extent to which an
organization consistently implements processes within a defined scope that contributes
to the achievement of its business goals (current or projected)” [13]. Pöppelbub and
Röglinger [14] identify three design principles for maturity models: (i) descriptive,
(ii) prescriptive, and (iii) comparative. Philips [15] describes how to use a CMM to
derive security requirements. ISACA [16] presents how maturity models could be used
to recognize which maturity levels different IT security risk management processes are
on in an enterprise or organization. Aguiar et al. [17] describes the use of the maturity
model in incident management.
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3 Research Methods

The overall research aim is to build and evaluate an artifact that organizations can use
to measure their capability to handle escalation of IT-related security incidents. A
design science approach has been chosen. The main reason this methodology was
chosen was that the IT risk landscape is continuously evolving, which creates a sys-
temic need for an organization to have a reusable tool in place to measure its escalation
capability to deal with risk.

According to Vaishnavi and Kuechler [18], design science research methodology
consists of five steps. In the first step, information about real-world problems is col-
lected. Step two is a tentative design. In the third step, an artifact is developed. The
artifact is evaluated in the fourth step, with the help of performance measures. In the
last step, the design processes are completed, and conclusions are drawn. The research
plans have been divided into three cycles [19]. All steps are not used in all cycles. In
the last two cycles only step 3, 4 and 5 are used.

In the first cycle, version 1 of EMM was constructed. Version 1 was evaluated with
the help of security specialists from both the private and public sector to generate a
second version. In the second cycle, version 2 of EMM was tested on different Swedish
organizations. Two tests were made [20]. First, version 2 was tested on two of Swe-
den’s largest banks. Next, version 2 was tested on several other Swedish organizations.
In the third cycle, version 3 of EMM was developed and tested, which is described later
in this paper.

4 Approach

4.1 The Difference Between the Versions

In version 1 of EMM, only the maturity levels for the different maturity attributes were
defined. The main change in version 2 of EMM was that EMM had been completed
with a query package for self-assessment that made it possible to determine the dif-
ferent maturity levels manually, using the answers to the various questions. Regarding
version 3 of EMM, besides developing a PC-based tool, the number of maturity
attributes had increased to eight, and the query package was expanded with a number
of questions that mainly concerned privacy issues.

4.2 EMM Version 3

As Fig. 1 shows, the maturity model consists of a matrix with different maturity levels
as rows and different maturity attributes as columns. ISACA’s [16] maturity attributes
have been used as a starting point, but they have been adapted around escalation of IT-
related security incidents. The same five maturity levels as Humphrey [12] have been
used and, as ISACA, a sixth level, “non-existent,” has been added. When the authors
selected the different attributes they think are essential for assessing an organization’s
capability to escalate different types of IT-related security incident, the following
approach was used.
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First, the incident must be detected. If this is possible, the person in charge must be
aware that it is an IT-related security incident. To be aware, knowledge of different
incidents is required. It is then necessary that the person in charge knows his/her
responsibility for further handling the incident. The next step consists of handling the
incident, which means that procedures must be in place to guide the correct behavior.
These procedures must be anchored in a policy that the management defines. If the
incident is escalated directly, the person in charge must know to whom, that is, pre-
defined groups (organizational structure) that can handle the incident must exist. If the
incident is escalated later, this must be reported to the management. Means such as
appropriate risk analysis methods for analyzing incidents must be available.

The maturity model for escalation capability has six different maturity levels.

0. Non-existent means that different processes are not applied, and there is no need for
any kind of measures.

1. Initial means that the need for measures has been identified and initiated, but the
processes that are applied are ad hoc and often disorganized.

2. Repeatable means when measures are established and implemented, and the various
processes follow a regular pattern.

3. Defined means when measures are defined, documented, and accepted within the
organization.

4. Managed means that the processes are monitored and routinely updated.
5. Optimized means that processes are continuously evaluated and improved using

various performance and effective measures that are tailored to the organization’s
goals.

Eight different maturity attributes are identified.

A. Awareness deals with aspects of how aware employees are of various IT-related
security incidents.

B. Responsibility deals with allocation of responsibilities within the organization for
IT-related security incidents.

C. Reporting deals with the reporting channels and how regular reporting of IT-related
security incidents is done.

Fig. 1. Escalation maturity model.
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D. Policies deal with different policies for IT-related security incidents.
E. Knowledge deals with the different skills and knowledge needed to handle IT-

related security incidents.
F. Procedures deal with various procedures for handling IT-related security incidents.
G. Means deal with various tools for handling IT-related security incidents.
H. Structure deals with various predefined groups for handling IT-related security

incidents.

4.3 Query Package for EMM Version 3

Together with EMM, a query package to support self-assessment was also developed.
The query package will be used by the organization to answer the different questions in
the package. The answer to each question is “Yes” or “No.” When all the questions
have been answered, it is possible to determine the maturity level of the different
maturity attributes. The number of questions in EMM version 3 is 67.

4.4 IT Tool

Version 3 of EMM has been used to develop a PC-based tool. The tool will be used by
an organization in the self-assessment process to enter answers to the questions in the
query package. The tool includes a help function to assist the organization when
answering the questions. When all the questions are answered, the tool will automat-
ically calculate the maturity level of each attribute. The tool will also suggest what
action the organization could take when answering “No” to a question.

5 Proof of Concept Study

EMM is intended to be used and has been used by organizations in all sectors of
society. However, this study concentrates on organizations within the Swedish health
sector. The Swedish health sector is organized among the state, county councils, and
municipalities. The state is responsible for the overall health policy. For this purpose,
the state has several different agencies. The county council is responsible for various
hospitals and health centers. The municipalities are responsible for the care of the
elderly and support for those whose treatment is completed. The study involves three
different organizations in the health sector. The reason for the choice was organizations
belonging to different levels in the health sector and that have extensive IT operations
and that, among other thing, have an appointed incident manager. Organizations 1 and
2 are government agencies, while organization 3 is a hospital run by a county council.
The study was conducted in spring 2017.

The study is divided into two parts. In the first part, a representative from the different
organizations used EMM together with the IT self-assessment tool to measure the
organization’s maturity level to handle IT-related security incidents. The representatives
belong to the tactical level and work, for example, as information security managers and
therefore should be the persons who have the overall knowledge of the different attri-
butes of EMM, which in most cases handles different organizational aspects.
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In the second part, an incident manager at the operational level, who of course is the
person who normally handles various incidents, was interviewed about how the
organization would handle a number of fictional incident scenarios. The results of the
interviews were summarized and documented. This summary was given to 37 inde-
pendent information security experts. These experts used these descriptions and ranked
the escalation maturity level of these three different organizations. Finally, the experts
ranking was compared to the EMM tools ranking. It was found that there was a near
match between the expert’s ranking and the EMM’s tool ranking. This indicates the
predictive ability of EMM.

5.1 Part 1 of the Study: Use of EMM

Figure 2 presents the outcomes of the first part. The figure shows how well the different
organizations meet the maturity levels for the different attributes. The maturity level of
the different maturity attributes for Organization 1 shows a slightly mixed picture. Only
three of the attributes reach the “Defined” level, while all other attributes end up at a
lower level. For example, for the attribute “Responsibility,” the answers from the IT
security manager show that the division of responsibility between different categories
of employees is not clear, which is a prerequisite for reaching the “Initial” level.
Another example is the maturity attribute “Reporting,” which shows that no regular
reporting routines to the organization’s management occur, which is a prerequisite for
reaching the “Repeatable” level.

For Organization 2, the responses from information security officers show that for
most of the maturity attributes, the organization does not even reach the lowest maturity
level “Initial.” Only the maturity attribute “Reporting” reaches the level “Initial.”

Fig. 2. Maturity levels for the different attributes.
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Because the answers to most of the questions are “No,” EMM indicates that the
organization has a very low level of maturity for handling IT-related security incidents.

For Organization 3, the information security manager answered “Yes” to most of
the questions in EMM, which means that the organization meets the highest maturity
level “Optimized” for most of the maturity attributes. Only the maturity attribute
“Responsibility” shows a deviating value, ending up at the maturity level “Non-
existent” because the division of responsibility between different categories of
employees is not clear.

For each of the organizations, the average of the different attributes is calculated,
where an attribute having the maturity level “Non-existent” has the value 0, while an
attribute having the maturity level “Initial” has the value 1, the maturity level
“Repeatable” has the value 2, and so on. The result of the calculation shows the average
for the different organizations from 0 to 5 in Table 1. Then the result from EMM is
converted to a mutual scale and transformed into the different maturity levels as follows.

1. Non-existent to Initial {0, 2} as low maturity level
2. Repeatable to Defined {2, 4} as medium maturity level
3. Managed to Optimized {4, 5} as high maturity level

5.2 Part 2 of the Study: Description of the Interviews

Several different scenarios that included different IT-related security incidents that
would all have more or less impact on the organization were created. General incidents
that should be handled by all types of organizations were deliberately chosen. Fur-
thermore, incidents that not only have impact on availability but also incidents that
have impact on confidentiality and integrity were selected. Based on these three types,
two different types of incidents were created: incidents that would have a major impact
on the organization and incidents that would have a minor impact on the organization.
The six different scenarios are described in Table 2. Structured interviews were used,
which means that for each of these six different scenarios, the same questions were
asked of the incident manager at the different organizations. The following questions
were used.

• How was the incident detected?
• Are the employees aware that an incident occurred?
• In what way do they know that they are responsible for the incident?
• How is the effect of the incident analyzed?

Table 1. Result from EMM.

Organization Average Mutual scale

A 2.0 Medium
B 0.1 Low
C 4.4 High
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• Do the employees know if the incident should be escalated?
• Do the employees know how to handle the incident?
• Do the employees know how to report the incident?
• Does the organization have predefined groups that handle different incidents?
• Are any resources available if a serious incident occurs?

The incident managers from the different organizations were interviewed about how
the organization would handle the various scenarios described in Table 2. The results
of the interviews were documented and were verified with each incident manager. First,
a general summary is provided of how the organization handles IT-related security
incidents. Then how the organization would handle the incident in question is briefly
described for each scenario.

Organization A. Only the employees of the IT department seem to be aware of the
different types of IT-related security incidents. The employees have received training
and know the divisions of responsibility because different roles are defined and doc-
umented. Documented procedures are available, such as escalation routines that define
how different incidents are handled. An incident manager is appointed, as is a major
incident manager who handles major incidents. Incidents will be classified into one of
four different categories, according to ITIL, and will be reported. If necessary, incidents
will be reported to other organizations. The organization has predefined groups such as
a crisis management team that can handle serious incidents with a documented con-
tinuity plan. The IT provider has a backup facility. Organization A would handle the
incidents in the following way.

• Incident 1 will immediately be detected and reported to the incident manager, who
will escalate the incident to the crisis management team and report to other
organizations.

Table 2. Description of the different scenarios.

Impact Major impact Minor impact

Availability Incident 1. For the business, vital
systems cannot be run due to fire at
data providers (internal or external)
for long periods of time

Incident 2. Overload attacks
(denial of service) prevent the
running of vital systems for the
business for a shorter time

Confidentiality Incident 3. People outside the
organization have access to a
sensitive database containing
personal data, and this has been so
for a long unknown time

Incident 4. By accidental
registration of access permissions,
some employees have gained
access to a number of data in a
database to which they are not
entitled

Integrity Incident 5. Data in a database have
been corrupted due to a program
error, and this has been in progress
for a long time

Incident 6. Due to a previous
interruption of a system, data have
been registered manually. When
the data are entered into the system
later on, some information will be
lost
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• Incident 2 will also be immediately detected and, provided that it is not classified as
“major,” it will not be escalated and instead will be logged for a possible future
action.

• Incident 3 will be detected internally by various functions or by affected persons
and, in the worst case, by the media. The incident will be handled by the incident
manager, escalated to the crisis management team, and reported to other
organizations.

• Incident 4 will be detected afterwards by the system administrator using a monthly
report from the system. The escalation of the incident depends on what the
employees who have received incorrect access to the information have done with it.

• Incident 5, which may be difficult to detect, will probably be detected by an internal
control function. The incident will be handled by the incident manager, escalated to
the crisis management team, and reported to other organizations.

• Incident 6 will be detected by a control function. If the corrupted information does
not affect patient safety, the incident will not be escalated, but it will lead to a
review of various routines.

Organization B. At least those working in the IT department are aware that an
incident occurred, and they also know their responsibilities, even if formal roles have
not been defined. An incident manager is appointed and, if necessary, incidents are
reported to other organizations. No formal analyses of what impact incidents cause are
performed. No crisis management team exists, so incidents are escalated to the unit
manager, who will contact the next level, if necessary. In a crisis, the organization’s top
management will handle the incident. The procedures for managing incidents are not
documented. At least the IT department knows how to report incidents. The organi-
zation is located in different places, so it is possible to move the IT operation. Orga-
nization B would handle the incidents in the following way.

• Incident 1 will be detected immediately, primarily by IT operation. The incident
will be escalated via the incident manager, but it will probably take some time
because defined groups, such as crisis management teams, are missing.

• Incident 2 will also be detected immediately by IT operation. The incident will be
logged for future analysis and will possibly lead to some form of action, but it is
doubtful that this analysis would be based on a formal risk analysis.

• Incident 3 will be detected, in the worst case by the media, but it can take a long
time. The incident will be escalated, but this will also take time because the incident
manager must contact the organization’s senior management and established
communication channels are missing. Nevertheless, after a while, a crisis will be
defined.

• Incident 4 depends on what the employees who have received incorrect access to
the information have done with it. If the information has not been used, then the
incident will not be escalated, but instead will be logged for future analysis and
could possibly lead to a review of various routines.

• Incident 5, which may take a long time to be identified, will probably be detected by
IT support. The incident will be handled by the IT manager and escalated to the
organization’s top management, and a crisis will be defined.
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• Incident 6 will probably be detected by IT support. The incident will be escalated to
the unit manager and eventually will lead to a review of various routines.

Organization C. The hospital has extensive experience in dealing with serious inci-
dents in the health sector, and this also applies to the organization’s management of IT-
related security incidents. The organization uses various processes for managing IT-
related security incidents that are defined in ITIL. In general, the impact of an incident
for the organization will be classified into four categories according to ITIL, together
with the impact of the incident on availability, confidentiality, and integrity. Incidents
will usually be detected by the employees who contact the service desk, which, if
necessary, will escalate the incident. An appointed person works as incident manager,
and other five people alternate as standbys in this role outside normal working hours.
Documented processes such as escalation and reporting routines are available and are
updated regularly. The organization has established predefined groups that can handle
different types of incidents and report them to other organizations. Furthermore, the
organization has backup facilities, and the same applies for the IT provider. Organi-
zation C would handle the incidents in the following way.

• Incident 1 will be detected immediately and reported to the incident manager, who
will escalate the incident to the crisis management team.

• Incident 2 will also be detected immediately. If it is solved within 30 min, it will not
be escalated and instead will be logged for a possible future action.

• Incident 3 will also be escalated. All employees know how to identify an incident
and that personal information is sensitive information. The incident will primarily
be handled by the information security manager and chief physician.

• Incident 4 will be handled by the information security manager, and the escalation
of the incident depends on what the employees who have received incorrect access
to the information have done with it.

• Incident 5 will be escalated and primarily handled by the information security
manager. If the altered data might affect patient safety, it is likely that all or part of
the organization will be switched to manual routines until the corrupted information
has been corrected.

• Incident 6. It is not clear the incident will be handled. If the corrupted information
affects patient safety, the incident will be treated as a health-care incident.

5.3 Part 2 of the Study: Evaluation of Interviews by Independent
Security Experts

At the Swiss CISO Summit in autumn 2018, the authors had the opportunity to evaluate
the predictive ability of EMM. 37 independent information security experts, none of
whom had seen the results of EMM, ranked the documentation of how the three
organizations handle the different scenarios using the following classification.

• L = Levels 0 and 1: Low. The organization has limited capability to escalate
incidents (for example, no documented procedures, unclear responsibility for each
employee, limited awareness and education of employees, no functional roles like
an appointed incident manager).
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• M = Levels 2 and 3: Medium. The organization has some capability to escalate
incidents (for example, documented procedures (for escalation, reports to man-
agement and other organizations) documented continuity plans, division of
responsibility within the organization, defined roles like an appointed incident
manager and crisis teams, training plans for employees, awareness among different
types of employees).

• H = Levels 4 and 5: High. The organization has extensive capability to escalate
incidents (for example, continuous updating and improvement of documented
procedures, continuity plans, training plans, defined roles, and division of
responsibility).

The information security experts who participated in the Swiss CISO summit were
divided into five different groups, and each group was placed at a separate table. At
each table, one participant acted as table host and another one as rapporteur. The total
number of participants at each group/table was around 7. Each participant received a
document with a description of the interviews. All participants in a group received the
same document, a description of the interviews from either Organization A, B, or C.
The distribution of documents among the different groups is shown in Table 3.

The participants first read the description to reach their own opinion. Then each
group had a discussion so that a group consensus could be established. The result of the
discussion, which took about an hour, was documented by the rapporteur, who also
documented how sure each group was about their consensus using the following scale:
(i) very sure (VS), (ii) sure (S), (iii) unsure (U), or (iv) very unsure (VU). In addition,
the rapporteur documented the following information about the participants in each
group.

• Nr. = Number of persons at each table
• Sector = Predominant sector represented at each table, if any
• Years CISO = Average years of experience as CISO/security expert
• Years RM = Average of years of experience in IT security risk management
• Years IM = Average of years of experience in IT security incident management

Table 3. Consensus result from the different groups

Group Org A Org B Org C How sure Nr Sector Years
CISO

Years
RM

Years
IM

1 M VS 8 Private 7 4 2
2 L VS 7 Private

Public
10 6 5

3 M S 6 Private
Public

10 10 10

4 M S 7 Private
Public

12 8 9

5 L VS 9 Private 12 12 10
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Finally, the rapporteur presented the results for the other groups. A summary of the
result for each group is shown in Table 3. The table shows that both groups 1 and 4
ranked Organization A as medium (M), which means that the organization has some
ability to escalate incidents. Group 1 was very sure (VS) about the result, while Group
4 was only sure (S). Furthermore, both groups 2 and 5 ranked Organization B as low
(L), which means that the organization has limited ability to escalate incidents. Both
groups 2 and 5 were very sure (VS) about the result. Because the five groups partic-
ipated in other activities at the Swiss CISO Summit during the day, only one group was
able to rank Organization C. Group 3 ranked Organization C as medium (M), which
means that the organization has some ability to escalate incidents. Group 3 was sure
(S) about the result.

Using a measurable scale, when assessing the documentation of the various
interviews, is in some way always subjective. However, the fact that several highly
experienced security experts have come to a consensus after an in-depth discussion
shows that a ranking is possible.

5.4 Comparison Between the Result of EMM and the Result
of the Interviews

First a discussion of how different approaches that can be used to evaluate the pre-
dictability of EMM. One approach is, of course, to use EMM first and then wait until a
real serious incident occurs, which can take a considerable amount of time if it happens
at all. Another approach is to use EMM afterwards when a serious incident has
occurred. The disadvantage of this approach is that when a serious incident occurs,
various measures will be taken that would probably change the outcome of EMM if it is
executed afterwards. Another disadvantage with both approaches is that information
about serious incidents is often confidential, which makes it difficult for an external
party to make an evaluation. This is the background why this proof of concept study
has used fictional incidents when the predictability of EMM is evaluated.

Finally, a comparison is made of how well the result from EMM matches the result
of the interviews. This comparison shows that Organizations A and B have a clear
match between the result of EMM and the result of the interviews. For Organization C,
the result does not match so well. According to the ranking of the interview by the
independent security experts, the different incidents would be handled less efficiently
than the EMM results show. Table 4 illustrates the results of the comparison.

Table 4. Comparison between the use of EMM and the interviews.

Organization Result from EMM Result from interviews

A Medium Medium
B Low Low
C High Medium
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6 Conclusion and Future Research

Although the number of organizations is limited to three, the conclusion of this proof of
concept study shows that the outcome of EMM and the way in which an organization
would handle different incidents correspond well, at least for the organizations with low
and medium maturity levels. The authors have developed EMM and the tool for self-
assessment that has been used in previous tests. The authors’ contribution with this
proof of concept study is that by comparing the outcome of EMM with how organi-
zations would handle different incidents in practice, the predictability of EMM has
increased. This means that organizations with greater certainty can use EMM to
measure the organization’s capability to handle various IT-related security incidents.

After some modification of the scenarios and the associated questions, the research
will continue. New similar studies will be conducted with more material (more orga-
nizations) so it will be possible to determine with even greater certainty that the
outcome of EMM indicates an organization’s escalation capability of IT-related
security incidents.
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Abstract. As more and more machine learning based systems are being
deployed in industry, monitoring of these systems is needed to ensure
they perform in the expected way. In this article we present a frame-
work for such a monitoring system. The proposed system is designed and
deployed at Mastercard. This system monitors other machine learning
systems that are deployed for use in production. The monitoring system
performs concept drift detection by tracking the machine learning sys-
tem’s inputs and outputs independently. Anomaly detection techniques
are employed in the system to provide automatic alerts. We also present
results that demonstrate the value of the framework. The monitoring
system framework and the results are the main contributions in this
article.

Keywords: Monitoring system · Concept drift · Machine learning ·
Anomaly detection · Framework

1 Introduction

The human body receives more sensory inputs than it can cope with so it has
evolved to filter out most of them automatically, only focusing on what is anoma-
lous. Enterprises have grown in complexity to a point where an analogy with the
human body is apt. The need for autonomous agents monitoring enterprises for
anomalies is felt as well. In this article, we look through the lens of concept
drift to illustrate such a monitoring system applied to another machine learning
based system. The monitored system can be a classifier, such as those presented
in the work of Arvapally et al. [1], other machine learning based applications, or
any source of data that displays traceable patterns over time. The monitoring
system described herein currently operates at Mastercard.

The remainder of this article is organized as follows. A brief review of concept
drift and related work is given in Sect. 2. Section 3 introduces framework of the
monitoring system. In Sect. 4, the monitoring system is discussed in detail under
the design framework along with the results.
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2 Related Work

A machine learning model can malfunction every so often due to production
issues or changes in input data. A monitoring system is needed to promptly flag
model performance glitches. The essence of the monitoring system is to detect
concept drift which is defined as [2]:

∃X : Pt0(X, y) �= Pt1(X, y) (1)

where Pt0 denotes the joint distribution between input variable X and output
variable y at time t0. There has been a substantial research into concept drift
detection methodologies [2,4–7] for various types of drifts [2], demonstrated by
Figs. 1 and 2. Because of the slowly changing nature of the underlying data in
our application, we are more concerned about sudden drifts than others.

Fig. 1. Types of drift: circles represent instances; different colors represent different
classes

Fig. 2. Patterns of concept change

Moreover, probability chain rule,

P (X, y) = P (y|X) ∗ P (X) (2)

allows us to monitor a model’s inputs P (X) and outputs P (y|X) separately
during operation. In other words, we can track changes in P(X, y) by comparing
Pt0(X) to Pt1(X), and Pt0(y|X) to Pt1(y|X). This division of supervision, or
modular design, simplifies business operation.

In recent research, we noticed some researchers developing methods that can
detect concept drift when concept drift is labeled [16]. This is based on applica-
tion of both single classifier as well as ensemble classification techniques [16,17].
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These ensemble methods use multiple algorithms for concept drift detection fol-
lowing which a voting procedure will be conducted. These methods also study
how to handle when limited labeled data is available. The underlying challenge
here is, in most cases concept drift labels are either unavailable or very expensive
to come up with. Availability of concept drift labels is very useful in developing
accurate models. Our proposed framework is suitable when the concept drift
labels are unavailable. In addition, our proposed framework can monitor both
supervised and unsupervised learning models.

In addition, our framework does not specifically focus on any particular kind
of dataset. Some recent research shows methods to detect concept drift in twit-
ter [18]. Though the underlying nature of the data is streaming, the proposed
methods in [18] are more applicable to specific Twitter data rather than gen-
eral datasets. Some recent studies have shown fuzzy logic based windowing for
concept drift detection in gradual drifts [15]. These adaptive time-windowing
methods are definitely useful since they will increase the accuracy of the overall
methodology. This fuzzy-logic based windowing concept can go with any existing
framework. Finally, the modular design of our framework is novel and adds value.
For the proposed framework, we applied anomaly detection techniques [8–11]
to monitor model inputs and outputs independently, and to ultimately detect
concept drift. There is a solid business reason to monitor these distributions.
Namely, an event would have to manifest itself in such a way that leaves the
distribution unchanged to go unnoticed. This seems unlikely.

3 Framework of the Monitoring System

As we have seen, the probability chain rule allows us to monitor the inputs and
outputs of a machine learning system independently. As a result, the proposed
framework consists of two components namely the input tracer and the out-
put tracer. Figure 3 presents the proposed framework of the monitoring system.
Input and output tracers monitor the anomalies in the input and output data
respectively of a machine learning system.

Fig. 3. Monitoring system

Although different techniques are employed in each tracer, both the input
tracer and the output tracer follow the same design sequence, inspired by the
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work of Trotta et al. [3]. Figure 4 presents three steps of the design sequence
which is common to both tracers.

Fig. 4. Design framework

The three steps in the design sequence are explained below.
Step 1 - Detecting concept drift in data is the goal of our proposed framework.
One way to detect drift is to track the distributional changes in data, where
a baseline must be defined to make comparison. Domain understanding and
data observation help in selecting a baseline. One has to consider three different
criteria in selecting baselines: which historical values are included in the baseline?
Whether to apply a smoothing technique? How frequently should the baseline
be updated? Unavailability or inadequate labeled data is commonly observed.
This leaves us with the option to leverage historical distributions of the data as
our baseline.

Step 2 - After determining the baseline, a comparison measure is needed for
benchmarking. Since there are several similarity measures for distributions avail-
able, the following criteria should be taken into account:

• Does the quantitative measurement align with the qualitative features of
objects being measured?

• Can a threshold be created?
• The computational complexity to assess the scalability

Step 3 - In step 3, a flagging mechanism is designed and developed to automate
the alerting effort. The goal of step 3 is to automatically alert on out-of-pattern
values generated by step 2. The mechanism consists of two different functions.
The first function is developed based on anomaly detection algorithms and the
second function is based on heuristic rules provided by the domain experts.
Identified anomalies are served as output to the business users to take informed
business decisions. This step may involve further processing of the result, for
example, providing a ranked list of anomalies.

Both the input and output tracers we are describing follow the three steps
in the design sequence described above. Although these three steps are common
to the tracers, the data fed into tracers exhibits different characteristics. Input
tracer monitors the input data that goes into our machine learning system.
While the output tracer monitors the output provided by the machine learning
system. Detailed explanations of both input and output tracer are provided in
the following sections.
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4 The Monitoring System

This section presents the details of the developed monitoring system. The objec-
tive of the system is to monitor machine learning based systems. We are referring
to a classifier which takes feature variables as inputs and maps the input data
to one of several target classes. Each of the following sub-sections explains the
business background, the solution, and the results.

4.1 Input Tracer

Business Background. Feature variables (FVs) are category profiles, created
for each system account at Mastercard. Table 1 presents a snippet of how FVs
are stored in a database. Equivalent to an index, a FV reflects recent activities
of an account in a category. FVs are constructed periodically (weekly) for each
account, and fed into a classifier. The data quality of FVs is crucial to the success
of the classifier. The input tracer is designed to track the data quality of all FVs
with the following expectations:

• Effective at alerting data quality incidents
• Scalable to handle large data volume
• Provide guidance for debugging when a data quality incident occurs

Table 1. Feature Variable (FV) examples in a database

Account number FV FV values Creation date

1 FV 22 3.2 01-01-2018

1 FV 22 3.5 01-08-2018

1 FV 5 17.8 01-01-2018

1 FV 5 12.6 01-08-2018

2 FV 22 100.9 01-01-2018

2 FV 5 0 01-01-2018

Solution. The solution is based on the three steps presented in the framework.

Step 1 - Baseline selection: For the input tracer, the baseline is the FV value
distribution from the previous week. This baseline is selected because of the
following reasons:

• Values of a single FV are observed to have stable distribution over time.
• FV value distribution contains a large number of data points and hence noise

can be tolerated.
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• FV values can have cyclical fluctuations and hence a long term average is
unsuitable.

Step 2 - Comparison Measurements: In order to track distribution changes,
weekly FV value distributions are compared to those from the previous week.
Multiple metrics are considered by leveraging information theory such as
Kullback-Leibler divergence, Jeffrey’s divergence and squared Hellinger distance.
Despite being successful at signaling distribution changes, KL divergence and
the other two measurements can only be computed after distributions are trans-
formed to probability mass functions. The transformation is expensive when a
distribution contains a large number of data points. This poses a scalability
challenge in production and results in the abandonment of the metrics in this
case. Then we turn to moment matching to compare two distributions while
addressing the scalability challenge. If moments of two samples are matched, we
assume both sample batches come from the same underlying distribution. Here,
a moment M at time t is the expectation of a random variable X raised to a
power p where p can be any positive integer, given N samples in a sample set:

Mt,p =
1
N

∗
∑

N
Xp

t (3)

In this context, the first and second moments (mean and the mean of the
squared values) are employed. After first and second moments are calculated
for values of a FV over different weeks, week-over-week percentage changes are
computed:

WOW%t =
Mt,p − Mt−1,p

Mt−1,p
(4)

The percentage changes are given different weights based on business needs.
In the developed system, the first moment WOW percentage change received
66% weight and the second moment WOW percentage change received 33%.
The past 52 weeks of weighted WOW percentage changes are then fed into an
anomaly detection model for training. The visualization of moments can help to
spot anomalies, and provide clues to unravel a data quality incident. However,
an automatic alerting/flagging system is needed, which is discussed below.

Step 3 - Flagging Methods: The objective of this step is to explore ways to
provide automated alerts to the business users. For the input tracer different
clustering algorithms are considered to enable automated alerts. We explored
two different algorithms. DBSCAN, a density based clustering algorithm and
K Means clustering algorithm. Application of these two algorithms present a
need for post-clustering analysis and computation. This involves splitting and/or
combining clusters to identify outlier cluster resulting in additional complexity.
After exploration we settled with Isolation Forest algorithm [14] to identify out-
liers. Isolation Forest is an unsupervised anomaly detection method. Being an
ensemble method, Isolation Forest is efficient at performing outlier detection.
One reason Isolation Forest appeals is that it is a native binary classifier. Iso-
lation Forest also controls the size of each cluster by user-defined parameters
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such as contamination rate. Essentially, the algorithm performs anomaly detec-
tion using a ranking system. Each data point is ranked based on average path
lengths, which is a representation of the likelihood of being an outlier. For more
reading on Isolation Forest please see article [12,14].

One drawback of Isolation Forest in this framework is that normal cyclical
variations can be misclassified as anomalies. When a data series has very little
fluctuation, even a small change, which can be natural noise, makes a difference
in the predictive outcome. This drawback is mitigated by employing a rule-based
exception handler on the results produced by Isolation Forest. For example, in
order to handle seasonal fluctuations, thresholds for anomaly are adjusted for
certain periods of time. These rules are defined by domain experts based on
operational needs.

Because of the reasons explained above, the alerting system consists of two
layers. The first layer is an application of Isolation Forest and the second layer
is a rule based exception handler. The second layer rules are applied on the
output obtained from Isolation Forest algorithm (layer 1). The output from
second layer is offered as results to the business owner. Details about layer 1 and
2 are presented below.

Layer 1: Isolation Forest
Training data: weighted 1st moment WOW% and 2nd moment WOW%
of past 52 weeks
Model parameters:
• Number of estimators
• The number of features to train each base estimator
• Contamination(proportion of outliers in the data set)

Layer 2: Rules Layer
Rule based exception handler, used to adjust the predictive result from
layer 1

(a) Time Series of First Moment, FV 77 (b) Time Series of Second Moment, FV 77

Fig. 5. Plots present time series of first and second moment of FV 77 (Color figure
online)
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Results. The above steps were applied on FV 77. Due to the absence of reliable
labels, we rely on visual data analysis (see Fig. 5) and domain understanding to
judge the effectiveness of the tracer. Figure 6 presents the results produced by
the input tracer. The results in Fig. 6 are after the application of layer 1 and layer
2 rules. The input tracer (see Fig. 6) alerts on the following dates: 2017-01-08,
2017-01-15, 2017-03-26 to 2017-07-16, and 2018-02-04. Based on visual analysis,
we notice there are three periods (highlighted by yellow boxes in Fig. 5a and
b) during which anomalous behavior occurs. The alerts from the input tracer
(Fig. 6) are consistent with our visual data analysis. In addition, the business
owners are in agreement with the alerts produced by the system. The input tracer
has been tested with a variety of FVs. The system is scalable and effective at
capturing outliers.

Input Tracer Conclusion. The proposed input tracer is successful at alerting
data quality incidents that occur among feature variables. Ranking data points
for outliers with Isolation Forest helps business users prioritize and understand
the data behind the drift. This provides information to users to investigate and
debug when a data quality incident occurs.

4.2 Output Tracer

Business Background. Often it is possible to see the effect of a production
incident on a classifier by examining a machine learning model’s output. Given
the slowly changing nature of the input data, a dramatic shift in the distribution
of model outputs signals a potential issue/incident. An incident is an unplanned
interruption to an IT service or reduction in the quality of the service impact-
ing customers. A production issue/incident could be a result of one of several
reasons. For example, applying the classifier to incorrectly scored accounts or
misprocessed feature variables (input data i.e. FVs) may lead to incidents.

The focus of the output tracer is on the outputs produced by a machine
learning system. The output tracer is therefore designed to identify anomalous
classifier behaviors. By examining the distribution of all classes, the output tracer
can alert out-of-pattern class distributions so that swift corrective actions can
be taken.

Solution. The key observation and assumption here are similar to the one made
by the input tracer: aggregate account activities for each account family should
not change dramatically over time. The output from a machine learning system is
categorized into one of the target classes (mapped classes). The mapped classes
produced by the classifier are expected to have a stable distribution for each
account family. This statement is true unless an incident or a technical issue
occurs while the system is in use. The output tracer is turned into a problem
of monitoring the distribution changes of classes over time. The solution follows
the three steps outlined in the framework (Sect. 3).
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Fig. 6. Weighted First and Second Moment WOW% Scatter Plots, Colored Based on
Isolation Forest Outcomes (Best Viewed in Color). Circle: test data, Crosses: training
data (prior 52weeks), Green: inliers, Red: outliers (Color figure online)
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Step 1 - Baseline selection: The first step to identify anomalous behavior is to
define what is normal. Taking both business context and potential seasonality into
account, the baseline, or the reference distribution is defined by averaging past ten
same day-of-week’s class distributions. For example, given Monday 7/16/2018, the
reference distribution is calculated by taking the average of class distributions of
previous Monday (7/9), the Monday before (7/2) and so on. This granularity was
determined by domain experts. In comparison to the input tracer, the baseline of
the output tracer involves more computation, by averaging class distributions of
the past ten same days-of-week. However, although the computational complexity
is high in output tracer, the size of the output data is smaller. Therefore the scala-
bility challenge is easier to handle. A large time window is selected to minimize the
impact of noise because the number of data points in a class distribution could be
small. On the other hand, the window should not be oversized, so that the latest
trend can be reflected. Equal weight is given to each of the ten distributions, and
hence no single distribution is dominating the reference distribution. Since data
labels are unavailable, abnormally mapped classes are currently included in build-
ing the reference distribution. Abnormal class mappings can be removed in future
after they are detected and recorded.

Step 2 - Comparison Measurements: Unlike feature variables (inputs), the class
data (outputs) has less of a scalability challenge but is more volatile in nature.
With those differences in mind, different similarity measurements and anomaly
detection methods are evaluated and selected. Kullback-Leibler divergence, also
known as relative entropy (RE), is chosen to measure the difference between
the reference distribution q(x) and the current distribution p(x). The higher the
relative entropy value is, the more skewed current distribution is compared to
the reference distribution.

D(p||q) =
∑

p(x) ln(
p(x)
q(x)

) (5)

For Eq. (5), p(x) is the current distribution, and q(x) is the reference distri-
bution. The current distribution p(x) is calculated at the end of each day.

Unlike squared Hellinger distance, KL divergence is not restricted between
zero and one. A sizable distribution change will be translated to a change of
large magnitude in KL divergence, which facilitates the creation of a threshold.
KL divergence lacks symmetry but this can be solved by averaging D(p‖q) and
D(q‖p). A small positive number replaces all zero probability densities.

Step 3 - Flagging Methods: Account families that have fewer observations tend
to have more volatile class distributions which lead to higher RE values. So,
relative entropy alone cannot be used to detect anomaly. As a result, a second
factor is introduced to measure the size of an account family. The second factor
is computed by taking the natural logarithm of the average number of activities
performed under the account family. Visualization of RE values against the size
of account family can be used to identify which account families have skewed
class distributions. The objective of this step is to automate the alerting system
using the two variables mentioned above.
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The alerting system comprises of two layers: the first layer is based on
DBSCAN. The second layer consists of human-defined rules. These rules are
applied on top of the cluster results produced by DBSCAN. Details about layer
1 and 2 are presented below.

Layer 1: DBSCAN
The first factor – the RE values of all account families for one day
The second factor – the ”size” of an account family derived from the
number of activities under the account family
Model parameters:
• The maximum distance (eps) for a neighborhood
• The minimum number of samples in a neighborhood for core points

Layer 2: Rules Layer - rule based exception handler, used
to adjust the predictive result from layer 1 and to handle cases
in which a large number of account families go wrong.

The RE values and account family sizes are fed into a clustering algorithm to
detect anomalies. In this case, DBSCAN (Density-based Spatial Clustering for
Applications with Noise) [13] algorithm is tested and selected to detect anoma-
lies. According to Scikit Learn, DBSCAN views clusters as high-density areas
separated by low density areas [12]. One drawback of the algorithm is that
DBSCAN does not necessarily produce two clusters. Based on the density of
data points and parameters chosen, the algorithm may produce more than two
clusters. In those circumstances, the cluster with the largest number of points is
deemed as the “normal” cluster and all remaining clusters are considered anoma-
lies. The parameters (thresholds) of DBSCAN are selected from both mathemat-
ical and business perspectives.

Other anomaly detection algorithms were also tested, such as isolation forest.
However, the fact that isolation forest always selects a fixed percentage of anoma-
lies does not apply to the condition here in the output tracer. The non-linear
nature of the data (as shown in Fig. 7) also negatively impacts the performance
of isolation forest.

Layer 2 is applied on the results produced by the layer 1. This will handle
cases in which anomalies occur in large number of account families. Rules can
also be added to accommodate special situations. For example, a rule restricting
the size of an account family can be applied here to remove cases where the
sample size is too small to have business values. The alerts from layer 2 are
served as output to business users.

Results. Figure 7a presents relative entropy values against the natural loga-
rithm of account family sizes, which are derived from the output of a machine
learning system. The plot clearly shows a dense cluster with a few scattered
points (see Fig. 7a). This phenomenon aligns with the common assumption of
anomaly detection: anomalies are the minority group that behave substantially
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(a) Relative Entropy Values versus Natural
Logarithm of Account Family Sizes

(b) Anomalies versus Normal Points (Best
View in Color)

Fig. 7. Plots present relative entropy and account family size before and after DBSCAN
algorithm applied (Color figure online)

differently from the majority. Figure 7b presents a plot of data with labels pro-
duced by the DBSCAN algorithm. The figure shows two different clusters (red
and blue). Data points colored blue are outliers captured by the DBSCAN algo-
rithm and red points are inliers.

The results are then verified by comparing baseline distribution with current
distribution. Points from Fig. 7b are randomly selected for verification. The cur-
rent distribution and reference distribution are plotted side by side to check if
the detected anomalies indeed display any anomalous behaviors. Figure 8a is an
example of a normal case (red points in Fig. 7b). Figure 8b is an example of the
distribution of a detected anomaly (blue points in Fig. 7b). From Fig. 8b, we can
clearly notice how current distribution is significantly different from its reference
distribution.

Since there is no labelled data, results are evaluated with feedback from the
business. False positives are tuned to be as low as possible to avoid too many
false alarms, whereas in the meantime incident information is being collected to
evaluate false negatives.

(a) Distribution of a normal point (b) Distribution of a detected anomaly

Fig. 8. Current distributions versus reference distributions (Color figure online)
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Output Tracer Conclusion. Timely response to operational issues or inci-
dents is critical because relevant teams are often unaware of misbehaviors of a
machine learning system until the impact becomes very large. As more machine
learning systems are designed and deployed, a monitoring system is needed to
ensure the systems function in the expected way. With the output tracer, busi-
ness operation can not only receive timely alerts on potential misclassifications
of activities, but also locate the anomalies immediately.

5 Conclusion and Future Research

In this article, we presented methods to detect and to alert when concept drift
occurs. The input and output tracer monitor the data that goes into a classifier
and the classes produced by the classifier respectively. And the modular design
of the developed system ensures the two models work independently. The two
cases supporting the proposed methods demonstrates success in alerting drifts.
Receipt of these alerts allows users to study the data and monitor the system in
detail, and this clearly has a huge benefit.

In the future, we would like to continue research in two different directions.
On one hand, we will continue experimentation to study the relationship between
properties of different data sets and drifts, especially when data changes are
unstable. On the other hand, we would like to study how these alerts can assist
in developing online machine learning algorithms. Exploring drift and anomaly
detection with real time data streams would be interesting as well. In conclusion,
concept drift has a huge role to play in resolving challenges in the area of machine
learning model deployment and model maintenance.
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Abstract. This paper presents a novel method to determine the optimal Multi-
layer Perceptron structure using Linear Regression. Starting from clustering the
dataset used to train a neural network it is possible to define Multiple Linear
Regression models to determine the architecture of a neural network. This
method work unsupervised unlike other methods and more flexible with dif-
ferent datasets types. The proposed method adapt to the complexity of training
datasets to provide the best results regardless of the size and type of dataset.
Clustering algorithm used to impose a specific analysis of data used to train the
network such us determining the distance measure, normalization and clustering
technique suitable with the type of training dataset used.

Keywords: Multi-layer Perceptron � Linear regression � Clustering methods �
Pattern recognition � Artificial neural network

1 Introduction

Determining the structure of Multi-layer Perceptron is a critical issue in the design of a
Neural Network [1]. Until now, there is no general equation to define the structure of
Multi-layer Perceptron, which can deal with different kind of problems to be resolved
by the neural network. Each problem needs a particular structure that responds to his
requirements. Methods currently used do not rely on the complexity of the problem
must be solved by the Multi-layer Perceptron. Most currently used methods are very
limited, time-consuming and supervised [2] such us Growing and Pruning Algorithms,
Exhaustive Search, Evolutionary Algorithms and so on. In this paper, a novel method
to determine the optimal Multi-layer Perceptron structure using Linear Regression will
be introduced. The idea is to group the dataset used to train the Multi-layer Perceptron
using conventional methods of pattern recognition [3, 4] according to specific criteria
until we get a set of useful parameters, which will be used in the design of Multi-layer
Perceptron structure. The results obtained from clustering the dataset used to train the
network are used as independent variables to define a linear regression models [5] used
to determine the Multi-layer Perceptron structure. The equation defined by the linear
regression used to minimize the distance between a fitted line and all the data points.
The regression model aims to achieve maximum accuracy in determining the number
of hidden layers and the number of neurons in these layers.
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2 Related Work

The design of the structure of a neural network is an extremely active area of research
and does not yet have any definitive guiding theoretical principles. The currently used
methods are very limited and time-consuming such as Growing and Pruning algorithms
[6], exhaustive search, and evolutionary algorithms [7]. Here are some widely spread
methods for determining the number of hidden neurons.

Many researchers use numerous thumb rules such as the number of hidden neurons
should be between the size of the input and output layers. The number of hidden
neurons should be: (number of inputs + outputs) * (2/3). The number of hidden neu-
rons should be less than twice the number of input layer neurons [8]. These rules
provide a starting point but do not achieve the best architecture only after a number of
tests based on trial and error. Trial and Error approach does not yield good results
except by accident, sometimes called exhaustive search [9]. Exhaustive Search
approach makes searching through all possible topologies and then select the one with
the least generalization error. The disadvantage of this method is time-consuming.

The Growing neural network algorithm was initially proposed by Vinod et al. [10].
Growing Algorithms method makes searching through all possible topologies and then
select the one with the least generalization error. Search in this method stops if the
generalization error does not have remarkable change, unlike exhaustive search.

Pruning Algorithms method tries to train an oversized network, and then deter-
mines the relative importance of weights by analyzing them. This method prunes the
weights with the least importance and then repeats the task. The disadvantage of this
method is that the analysis of weights is time-consuming.

In this paper, we proposed a method to determine the structure of a Multi-layer
Perceptron based on the complexity level of the considered problem making it more
flexible with different datasets types than classical methods. In addition, this method
makes the design of Multi-layer Perceptron unsupervised.

3 Multiple Linear Regression Method Used

Following a set of criteria in the analysis of clusters obtained through hierarchical
clustering of the dataset used to train the neural network, which results a number of
parameters can be useful to define a linear regression model to determine the structure
of Multi-layer Perceptron [11]. Parameters obtained from clustering will be evaluated
using statistical hypothesis testing [12] to be able to identify whether it exists depen-
dencies between these parameters and the number of hidden layers and the number of
hidden neurons. The parameters selected through this evaluation used as independent
variables of the regression models [13].

Figure 1 presents a framework of the regression model. The model shows how to
use results obtained from clustering the training dataset to determine the regression
model used to generate the optimal number of hidden layers and the number of neurons
in these layers.
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3.1 Regression Analysis

Regression analysis is a statistical technique to predict a quantitative relationship
between a dependent variable and a set of independent variables [14]. The defined
regression equation depends on the assumption concerning the relationship between the
dependent variable and the independent variables [15]. The linear regression equation
seeking to minimize the errors to fit the data points to a straight regression line rep-
resenting the equation. Using information obtained by observations or measurements,
the equation is defined. The indicator of multiple determination coefficient R2 is
required to determine the relationship between the Independent variable and the
dependent variables. R2 expresses the variation of the dependent variable affected by
the variation of independent variables. The indicator of multiple determination coef-
ficient is essential special if supported by other statistical indicators [16].

The mathematically Multiple Linear Regression model having this form:

f ¼ X ! Y

f Xð Þ ¼ w0 þ
Xn

j¼1
wjxj ð1Þ

Fig. 1. The framework of the regression model
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The regression models consist of unknown parameter w, the dependent variable Y and
the independent variable X.

3.2 Statistical Hypothesis Testing

The statistical hypothesis testing [17] are used to examine parameters obtained through
hierarchical clustering of training dataset to select a number of parameters to determine
the regression model. The hypothesis testing used to prove that the regression model is
significant. Depending on the null hypothesis H0, which assume no significant rela-
tionship between the independent variables X and the dependent variable Y.

H0: There is no relationship between the clustering results and the structure of
Multi-layer Perceptron
Ha: There is a relationship between the clustering results and the structure of
Multi-layer Perceptron

The probability coefficients of independent variables (P-value) have a value of less than
0.05 based on parameters proposed to be independent variables of the regression
model.

F-Test analysis [18] used for the analysis of variance will be taken as an evidence to
prove that the structure of Multi-layer Perceptron depends on the selected factors.

3.3 The Independent Factors Selected

Based on statistical hypothesis testing and F-Test a set of factors are proposed to
determine the regression equation in addition to that it has been proven that there is a
link between all factors in models. Moreover, relatively small positive and negative
correlations exist [19]. The selected factors prove the effectiveness and efficiency of the
proposed model through the Multiple Coefficient of Determination [20] and the Mul-
tiple Correlation Coefficient [21] where they obtain results close to 1.

The proposed factors obtained by clustering the training dataset will be used as
independent variables to determine the regression models:

• The number of obtained cluster
• The percentage of grouped items
• The reference distance
• The number of training forms
• The number of features in the input

Moreover, the quality measure of the network structure was considered as an
independent factor. The quality measure factor takes into account the configuration and
interconnection layers [22].

The proposed regression models consist of two models the first model used to
determine the number of hidden layers and the second model used to determine the
number of hidden neurons.

Regression Model to Determine the Number of Hidden Layers. A set of factors
prove the ability to influence on the dependent variable y, which represent the number
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of hidden layers of a Multi-layer Perceptron. Using the statistical hypothesis testing
mentioned previously and experimental results it is turned out that the dependent
variable y depending on changes of the following independent variables.

• X1: The number of obtained cluster multiplied by the reference distance
• X2: The reference distance
• X3: The percentage of grouped items
• X4: The quality measure of the network structure

The independent variables X1, X2, and X3 obtained through clustering of the training
dataset. In addition to that, a quality measure of the network structure X4 is taken as
independent factors. The quality measure factor depends on the reference distance and
the structure of Multi-layer Perceptron.

A Multiple Linear Regression model representing the equation to determine the
number of hidden layers of the Multi-layer Perceptron have the following mathematical
form:

y ¼ a0 þ
X4

j¼1
ajxj ð2Þ

The dependent variable y represents the number of hidden layers and a0, a1, a2, a3, and
a4 present the constants used to predict the dependent variable y. a0 is the intercept
parameter and a1, a2, a3, and a4 are the slope parameters.

Based on the percentage of contribution of each independent variable in the
regression model and the absolute values of partial correlation coefficients let us
concluded that dependent variable y is influenced by several factors. Among these
factors is Reference Distance, which has an important influence on the number of
hidden layers.

Regression Model to Determine the Number of Hidden Neurons. The regression
model used to calculate the number of hidden neurons will be determined using a set of
factors selected in accordance with the above considerations from the results obtained
through clustering of the training dataset. The number of hidden neurons depending on
changes in the following independent variables.

• X1: The number of features in the input
• X2: The number of obtained cluster
• X3: The reference distance
• X4: The quality measure of the network structure

The independent variable X1 represents the number of features of the training dataset.
X2 and X3 present the obtained number of cluster and the reference distance respec-
tively obtained using clustering of the training dataset.

A Multiple Linear Regression model representing the equation to determine the
number of hidden neurons of the Multi-layer Perceptron have the following mathe-
matical form:
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y ¼ a0 þ
X4

j¼1
ajxj ð3Þ

The dependent variable y represents the number of hidden neurons. The obtained
number of hidden neurons will be evenly distributed to the hidden layers if the number
of hidden layers exceeds one layer. Therefore, each hidden layer contains a number of
neurons equal to others.

The independent factors influence on the number of hidden neurons with varying
levels. The factor that has the highest influence being the Reference Distance.

The number of hidden neurons obtained using regression method will be divided
equally by the number of hidden layers.

3.4 Clustering of the Training Dataset

The proposed regression method depends mainly on the results obtained from clus-
tering of the training dataset. The most convenient clustering algorithm for the pro-
posed method is Agglomerative Hierarchical Clustering algorithm [23]. Each cluster
obtained through Agglomerative Hierarchical Clustering seeks to ensure the highest
similarity of objects within the cluster and at the same time the highest dissimilarity
between clusters [24]. Clusters obtained using Agglomerative Hierarchical Clustering
can contain several sub-clusters then there will be a hierarchical clustering. The hier-
archical clustering is a set of nested clusters that build a cluster tree (Dendrogram) to
represent objects. The root of the tree represents the cluster, which group all other
clusters and objects. In some cases, the leaves of the tree represent clusters of one
objects. The Agglomerative Hierarchical Clustering algorithm [25–29] consider each
object as a single cluster and then try to join the closest clusters until obtaining only one
single cluster. The optimal number of clusters is determined by making a cut of all
segment with a length greater than a predefined value [30]. This reference value
(Reference Distance) is chosen according to specific criteria.

The value of Reference Distance, which is appropriate to obtain the optimal number
of clusters, must attain a set of criteria. Implementation of the following criteria can
make the number of obtained clusters useful for the proposed regression method to
determine the structure of Multi-layer Perceptron.

The first criterion requires grouping at least ninety percent of the items of the
training dataset. The ninety percent of items grouped considered sufficient where the
result could cover the entire training dataset.

The second criterion requires that the number of clusters should be taken as few as
possible in order to minimize the size of the network with reason that the increase of the
number of clusters causes an increase in the number of hidden layers and the number of
hidden neurons using the proposed method. With a few numbers of hidden layers and
neurons the complexity of Multi-layer Perceptron reduce [31].

The third criterion requires a Reference Distance value in which any increase on it
does not affect the number of obtained clusters [32–34]. While taking into account the
condition, which should be avoided such as the very short value of Reference Distance
for which each leaf of the tree, represents a cluster of one object or a relatively large
value of Reference Distance for which grouping all objects in one cluster.
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The fourth criterion requires the right selection of distance metrics (such as Man-
hattan and Euclidean) and linkage methods (single, complete, and average linkage)
appropriate to the clustering algorithm and the type of training dataset [35]. A good
choice of distance metrics increases the accuracy of the proposed method.

By following these criteria, the results of clustering of training dataset can generate
a set of parameters useful to construct the regression models used for determining the
optimal structure of a Multi-layer Perceptron.

4 Experimental Results

A number of experimental tests will be conducted to prove the effectiveness of the
proposed method. The training dataset will be trained using different Multi-layer
Perceptron structure then compared to results of the proposed method.

In this paper, the Waveform Database Generator Version 1 Dataset used to prove the
validity of the proposed method. Waveform dataset consists of 21 attributes and 5000
instances. Dataset classes are generated from a combination of two of three “base”waves.

4.1 Experimental Results Obtained from Clustering of the Training
Dataset

Agglomerative Hierarchical clustering is used to cluster the Waveform dataset. The
number of clusters varies based on the value of Reference Distance. According to the
criteria described above the perfect Reference Distance value is 8.

Figures 2 and 3 below presents the number of clusters and the percentage of objects
clustered and the corresponding values of Reference Distance.

Fig. 2. Clusters obtained based on the percentage of items grouped

Fig. 3. Clusters number obtained vs. the corresponding reference distance of waveform dataset
and items grouped percent vs. number of clusters of waveform dataset
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The appropriate parameters selected in this case study is Normalization type
“standard”, clusters distance “Average Link” and “Manhattan” distance.

Figure 2 presents the obtained Dendrogram and the corresponding number of
clusters obtained according to the reference distance values. Based on criteria listed
above the optimal number of clusters is one cluster.

According to the criteria described above, we conclude that the ideal number of
clusters is one cluster with 93.2% of items clustered for a value of Reference Distance
equal to 8. The results obtained can be useful for determining the regression models
used to construct the optimal structure of Multi-layer Perceptron for training the
Waveform dataset.

4.2 Calculating the Number of Hidden Layers Using Regression Model

Based on the clustering of Waveform dataset the independent factors used to determine
the Eq. (2) for calculating the number of hidden layers has the following values:
X1 = 1 � 8, X2 = 8, X3 = 93.2, X4 = 98.38.

According to the criteria described above, the selected value of Reference Distance
is 8 for a percentage of grouped items more than 90% and the corresponding number of
clusters is one, therefore, the value of X1 will be 8 � 1 equal to 8. X2 represents the
value of Reference Distance therefore, X2 = 8. X3 represents the percentage of grouped
items therefore X3 = 93.2 as we see in Fig. 3. For X4 which represents the quality
measure of the network structure, it was determined by creating a structure based on the
number of hidden layers equal to the obtained number of clusters corresponding to the
selected Reference Distance and for the number of neurons is determined using the
Formula (9). Based on that the quality measure of the network structure X4 = 98.38
corresponding to the selected Reference Distance.

Using the above values in Eq. (2) will result in y = 1.
Y = 1, this concludes that the optimal number of hidden layers using the proposed

method is equal to one layer.
The values of the Multiple Determination Coefficient R2 obtained is close to 1. R2

expresses the level of variation of the number of hidden layers affected by the variation
of selected independent variable X1, X2, X3, and X4. It proves the validation of the
proposed model and the successful choice of independent factors.

4.3 Calculating the Number of Hidden Neurons Using Regression Model

The implementation of Eq. (3) to calculate the number of neurons in the hidden layers
use the following values of independent factors obtained from the clustering of
Waveform dataset.

Based on the clustering of Waveform dataset the independent factor used to
determine the Eq. (3) for calculating the number of hidden layers has the following
values.

X1 = 21, X2 = 1, X3 = 8, X4 = 98.38
Using the above values in Eq. (3) will result in y = 74.
Y = 74, this concludes that the optimal number of hidden neurons using the pro-

posed method is equal to 74 hidden neurons.
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R2 obtained is close to 1. R2 expresses the level of variation of the number of
hidden neurons affected by the variation of selected independent variable X1, X2, X3

and X4. It proves the validation of the proposed model and the successful choice of
independent factors.

4.4 Comparison of the Proposed Method with Classical Methods

To validate the results obtained using the proposed method a comparison with widely
spread methods are conducted. The proposed regression method will be compared with
the classical methods so that we can prove the validity of the proposed method. The
following classical formulas will be used in this comparison:

In – number of input neurons
Out – number of output neurons
Hidden – number of hidden neurons
Training – number of training forms

Hidden ¼ 1=2 In þ Outð Þ ð4Þ

Hidden ¼ SQRT 1=2 In þ Outð Þð Þ ð5Þ

Hidden ¼ In þ Outð Þ � 2=3 ð6Þ

Hidden ¼ Training =10 In þ Outð Þ ð7Þ

Hidden ¼ Training � Outð Þ = In þ Out þ 1 ð8Þ

Hidden ¼ 1=2 In þ Outð Þ þ SQRT Trainingð Þ ð9Þ

Formula (10): The number of hidden neurons should be between the size of the input
layer and the size of the output layer. Formula (11): The number of hidden neurons
should be less than twice the size of the input layer. A set of datasets used such as
Waveform Database Generator dataset, Image Segmentation dataset, Glass identifica-
tion dataset, Landsat dataset, Sonar dataset, ECG dataset, QRS dataset, P-wave dataset
and T-wave datasets. Table 1 Presents specifications of datasets used.

Table 1. Specifications of neural networks

Dataset Sonar ECG P-wave QRS T-wave Landsat Glass Segmentation Waveform

Input
neurons

60 6 2 2 2 4 9 19 21

Output
neurons

2 16 16 16 16 7 7 7 3

Training
items

208 452 452 452 452 6435 214 2310 5000
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Table 2 presents the number of hidden neurons using the classical method:

Table 3 presents the number of hidden neurons using the proposed method:

Comparison Based on the Training Time Using Classical Methods vs. the
Proposed Method. A comparison of the training time using classical methods vs. the
proposed method results that the training time of the proposed method does not have
the best training time for all datasets but for ECG, P-wave and QRS perform well. For
example, the training time of ECG is 0.75 s using the proposed method and the best
classical method record is equal to 1.47 s. The failure of the proposed method with
some datasets to obtain the best training time is because of the number of neurons
selected. The training time depends mainly on the number of neurons in the network
and the size of dataset regardless of the used formula. Since the number of neurons is
selected based on the complexity of the problem, therefore, the training time is affected
by the complexity of the problem using the proposed method.

Table 2. Number of hidden neurons using the classical method

Dataset Formula
(4)

Formula
(5)

Formula
(6)

Formula
(7)

Formula
(8)

Formula
(9)

Formula
(10)

Formula
(11)

Sonar 31 5.75 41 0 6 45 2 < x < 60 x < 120

ECG 11 3.32 14 2 89 32.26 6 < x < 16 x < 12

P-wave 9 3 12 2 235 30.26 2 < x < 16 x < 4

QRS 9 3 12 2 235 30.26 2 < x < 16 x < 4

T-wave 9 3 12 2 235 30.26 2 < x < 16 x < 4

Landsat 5 2.24 7 58 1615 85.22 4 < x < 7 x < 8

Glass 8 2.83 10 1 31 22.63 9 < x < 7 x < 18

Segmentation 13 3.61 17 8 129 62 19 < x < 7 x < 38

Waveform 12 3.46 16 20 241 82.71 21 < x < 3 x < 42

Table 3. Number hidden neurons using the proposed method

Dataset Neurons Layers

Sonar 35 2
ECG 20 1
P-wave 10 2
QRS 21 1
T-wave 20 3
Landsat 24 2
Glass 207 2
Segmentation 75 1
Waveform 74 1
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Comparison Based on the Percentage of Accuracy Using Classical Methods vs. the
Proposed Method. Table 4 below shows a comparison of the results in terms of per-
centage of classification accuracy [36] using classical methods vs. the proposed method.

As observed from Table 4 and Fig. 4, the proposed method has the best percentage
of accuracy for most datasets. The classical methods sometimes get good results but it
depends on the database. For example, formula (7) has a good percentage of accuracy
for ECG dataset and the lowest percentage accuracy for sonar and Landsat datasets.
Formula (8) obtained the highest percentage of accuracy compared to other classical
methods for Glass dataset while getting the lowest percentage for ECG dataset. For-
mula (9) perform well with datasets Glass, Segmentation and waveform but for other
dataset have a medium percentage of accuracy.

Table 4. Comparison of the percentage of accuracy using classical methods vs. the proposed
method

Dataset 
Formula 

(4)
Formula 

(5)
Formula 

(6)
Formula 

(7)
Formula 

(8)
Formula 

(9)
Formula 

(10)
Formula 

(11)
proposed 
method

Sonar 81.25 80.76 80.76 74.5192 81.73 81.25 81.7308 81.25 82.2115
ECG 57.9646 59.292 59.292 60.8407 59.292 59.292 57.9646 59.5133 60.8407

P-wave 53.7611 53.9823 53.9823 53.9823 53.9823 54.2035 53.9823 53.9823 54.2035
QRS 59.0708 58.8496 58.8496 59.5133 59.9558 58.8496 59.5133 59.5133 60.177

T-wave 53.9823 54.2035 53.9823 54.2035 56.1947 56.6372 56.6372 54.2035 56.6372
Landsat 76.7535 50.3006 80.5611 76.7535 82.5651 82.3647 84.8703 85.3213 85.6595
Glass 85.0467 72.8972 82.7103 61.6822 97.6636 94.3925 85.0467 82.7103 98.5981

Segmentation 97.5325 95.2381 97.9221 95.8442 97.6623 98.8312 95.7576 98.8312 99.1342
Waveform 95.74 89.28 97.32 97.86 98.22 98.4 96.82 97.86 98.6

Fig. 4. Comparison of the percentage of accuracy using classical methods vs. the proposed
method
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Comparison Based on the Error/Epoch Using Classical Methods vs. the Proposed
Method. Table 5 presents a comparison of the error/epoch [37] using classical
methods vs. the proposed method:

As observed in Table 5 and Fig. 5, the proposed method has the lowest values of
error/epoch for most datasets. The classical methods sometimes get good results with
formulas (8) (9) (10) these results somewhat acceptable compared to other classical
methods. Formulas (5) and (7) have the highest values of error/epoch.

Table 5. Comparison of the error/epoch using classical methods vs. the proposed method

Dataset 
Formula 
(4)

Formula 
(5)

Formula 
(6)

Formula 
(7)

Formula 
(8)

Formula 
(9)

Formula 
(10)

Formula 
(11)

proposed 
method

Sonar 0.014593 0.035628 0.013602 0.046503 0.013424 0.014582 0.00485 0.01448 0.00487

ECG 0.031626 0.034692 0.031409 0.035248 0.031574 0.030976 0.03186 0.03314 0.03507

P-wave 0.042172 0.042182 0.042169 0.042182 0.042229 0.042180 0.04216 0.04218 0.04209

QRS 0.035101 0.035733 0.035060 0.036108 0.035463 0.035133 0.03524 0.03610 0.03548

T-wave 0.041593 0.042493 0.041322 0.042407 0.039277 0.039284 0.03913 0.04240 0.03913

Landsat 0.046556 0.087793 0.037348 0.046556 0.028518 0.028037 0.02892 0.03111 0.02671

Glass 0.036890 0.061292 0.036047 0.084371 0.003342 0.010134 0.03689 0.03604 0.00267

Segmenta- 0.005022 0.010025 0.004892 0.008103 0.003333 0.002705 0.00941 0.00365 0.00239

Waveform 0.026669 0.052205 0.017591 0.014369 0.011738 0.010616 0.02026 0.01436 0.00934

Fig. 5. Comparison of the error/epoch using classical methods vs. the proposed method
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Comparison of Classical Methods vs. the Proposed Method Conclusion. The
proposed method get the best percentage accuracy for most datasets, unlike the clas-
sical methods. The classical formulas (4) (5) (6) (10) (11) perform well with small
datasets which have a few training items. Whereas Formulas (7) (8) (9) perform well
with large datasets because they take into consideration the number of training items.
Formula (9) is better than (7) and (8) which mean the SQRT of training items have a
positive effect on the results. Formulas (4) (5) (6) depend mainly on the number of
input and output neurons making it effective for a small datasets while do not perform
well with large datasets which have complex problems to solve. The training time
depends mainly on the number of neurons in the network and the size of dataset
regardless the used formula. The results of error/epoch obtained is almost similar to the
result of the percentage of accuracy. Comparison of the proposed method with classical
methods leads us to deduce that the proposed method performs well for the different
type of datasets, which mean that the proposed method is more flexible with different
datasets types than classical methods. The proposed method adapt to the complexity of
datasets to provide the best results regardless of the size of the dataset. In some cases,
the dataset is chosen with a size more than required, which leads to bad results using
classical methods but this problem is avoided by using the proposed method since it
focuses on the complexity of the problem to be solved regardless the size of the dataset.

5 Conclusion

It is noticeable that Pattern Recognition plays a significant role in the determination of
the optimal structure of Multi-layer Perceptron using the proposed method. The pro-
posed method makes the design of Multi-layer Perceptron unsupervised and helps to
dispense with the need for designer experience and the waste of time using trial and
error methods. By clustering the training dataset, we can collect a set of parameters
useful to determine the structure of Multi-layer Perceptron as independent variables
used to determine the regression models of the proposed method. The independent
variable Reference Distance has the highest influence on the results compared to other
variables. Comparison of the proposed method with classical methods leads us to
deduce that the proposed method performs well for the different type of datasets, which
mean that is more flexible with different datasets types than classical methods. The
proposed method adapt to the complexity of datasets to provide the best results
regardless of the size of the dataset.
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predefined and explicit protocol design to promote rigour, transparency
and repeatability. The process is manual and involves lot of time and
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systematic literature review by extracting required data elements of anxi-
ety outcome measures. A framework is thus proposed that initially builds
a training corpus by extracting different data elements related to anxi-
ety outcome measures from relevant publications. The publications are
retrieved from Medline, EMBASE, CINAHL, AHMED and Pyscinfo fol-
lowing a given set of rules defined by a research group in the United
Kingdom reviewing comfort interventions in health care. Subsequently,
the method trains a machine learning classifier using this training corpus
to extract the desired data elements from new publications. The exper-
iments are conducted on 48 publications containing anxiety outcome
measures with an aim to automatically extract the sentences stating the
mean and standard deviation of the measures of outcomes of different
types of interventions to lessen anxiety. The experimental results show
that the recall and precision of the proposed method using random for-
est classifier are respectively 100% and 83%, which indicates that the
method is able to extract all required data elements.
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1 Introduction

A systematic review is an article that summarizes information about a clini-
cal question or topic from different health care publications, where the topic
is discussed [1]. The synopsis of different data elements for a particular topic
collected from a referred article is generally included in systematic reviews [1].
Some examples of data elements are population of an intervention, inclusion cri-
teria for testing the effect of a drug etc. The clinical researchers manually extract
these data elements from the publications and build a systematic review over
the years [2]. Despite their widely acknowledged usefulness, the data extraction
phase of the systematic review process is time-consuming [1,2]. A research col-
laboration was initiated by a research Radiation TherapisT (RTT) at Taunton
and Somerset NHS Foundation Trust in UK to identify and characterize effective
comfort interventions used in health care practices to comfort a patient under-
going a clinical procedure [3]. A systematic review was planned to summarize
and appraise published evidence of the effective comfort interventions used in
health care disciplines.

The objective of this work is to develop an effective machine learning frame-
work to identify data elements of interest from the relevant literature of anxiety
outcome measures in the clinical trials of comfort intervention. There have been
many research works on the effectiveness of certain interventions for reducing
the anxiety levels of patients undergoing operative treatment. An intervention is
a combination of strategies designed to promote behavioural changes or improve
health condition of individuals. The population is divided into two groups -
intervention and control group. The group receiving the intervention is called
the intervention group. The control group is defined as the group that does not
receive the intervention and is then used as a benchmark to measure how the
other tested participants are responding. For comfort interventions, the anxiety
levels are measured on the basis of the scores provided by the participants of
the intervention and control group for different anxiety related questions in a
questionnaire provided to them by the experts, both at the beginning and end
of the treatment. The mean and standard deviation values of the anxiety scores
for different interventions mentioned in the related publications are thus the
required data elements in this work that have to be extracted in order to create
a systematic review.

The main challenge in this kind of data is that the required data elements
do not appear in fixed patterns in the articles. The elements can be found either
in tables or in plain text. Moreover, the data elements may occur in different
contexts in an article. It is difficult to find the required data elements by searching
the free texts and hence a tool is required to accomplish this task.

A machine learning framework is thus proposed here to identify data ele-
ments related to the interventions of anxiety. The work has been carried out in
collaboration with the RTT, who collected and annotated the data. The pro-
posed framework consists of two phases. In the first phase, it builds a training
corpus by extracting the sentences containing the means and standard devia-
tions of different anxiety outcome measures from the publications collected over



ML Framework for Data Element Extraction 249

Medline, EMBASE, CINAHL, AHMED and Pyscinfo following a given set of
rules defined by the RTT. Therefore, in the second stage, a machine learning
classifier is trained using the training corpus to extract the desired data ele-
ments from new publications. The bag of words are used as features and the
conventional tf-idf weighting scheme is followed to create the term document
matrix [4]. The experiments are conducted on 48 publications related to anxiety
outcome measures. The training corpus is developed using 40 files randomly cho-
sen from the entire collection. It contains two classes - anxiety and non-anxiety.
The anxiety class comprises of the sentences that contain the required data ele-
ments of anxiety outcome measures. The rest of the sentences that does not
contain any term related to anxiety belong to the non-anxiety category. The
aim is to automatically extract the mean and standard deviation of scores of
different types of interventions of anxiety from the rest 8 publications, which is
considered as test set. The required data elements of these 8 publications are
manually annotated by the RTT to evaluate the performance of the proposed
framework. Three different classifiers viz., Support Vector Machine (SVM), Ran-
dom Forest and Logistic Regression have been explored to accomplish this task.
Random forest classifier outperforms the other classifiers in terms of precision,
recall and f-measure on the test set. The experimental results show that the pro-
posed framework using random forest classifier is able to identify the sentences
containing the required data elements with 100% recall and 83% precision on
the test set. Consequently it can be concluded that the proposed framework will
be effective for data extraction from the literature of anxiety outcome measures.

The paper is organized as follows. The related works to this study are
described in Sect. 2. Section 3 explains the proposed framework. The experimen-
tal evaluation is presented in Sect. 4. The merits and limitations of the proposed
method is discussed in Sect. 5. Finally, we conclude with the scopes of future
works in Sect. 6.

2 Related Works

There are a lot of research works to create machine learning frameworks that
extract information from clinical text, most of which focus on named entity
recognition (NER) or mapping to medical concepts. NER is the task of identi-
fying named entities e.g., patient names, drug names, hospital names, clinical
procedure, protein names etc. in text [5]. The NER methods are broadly divided
into two types - traditional machine learning models like SVM, conditional ran-
dom fields (CRF) and deep learning models e.g., recurrent neural networks using
word embeddings [5]. Informatics for Integrating Biology and the Bedside (i2b2),
a US National Center for Biomedical Computing have organized different work-
shops on Natural Language Processing (NLP) for automatic de-identification
of protected health information (PHI) from relevant electronic health records
[6–10]. There are 18 types of PHI as defined by US Health Insurance Porta-
bility and Accountability Act and these workshops released individual corpora
with manually annotated PHIs as gold standards for performance evaluation.
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Thus the systems developed over these i2b2 workshops are focused on training
machine learning or deep learning models by identifying potential features using
the gold standards. Gobbel et al. created a token order specific naive Bayes clas-
sifier called RapTAT that maps free text phrases to pre-defined concepts over
Systematized Nomenclature of Medicine - Clinical Terms (SNOMED CT) [11].
There have been some research works for identifying medical named entities in
languages other than English e.g., in Chinese [12], French [13] and Swedish [14].
Nevertheless these studies mostly address the issue of identifying regular named
entities over clinical records.

Basu et al. [1] developed a method to extract relevant data elements related
to congestive heart failure. They have used different systematic reviews over
PubMed related to congestive heart failure to build the training corpus. Marshal
et al. developed a web based system, named RobotReviewer that uses machine
learning and NLP for finding the Risk of Bias (RoB) of how a particular clinical
study was performed [15]. It generates a report summarizing the key informa-
tion from the randomized controlled trials, which includes, e.g., details concern-
ing trial participants, interventions, and reliability in relation to RoB only [15].
Specifically, this system uses the Cochrane RoB Checklist1 to assess RoB in
randomized controlled trials which includes six areas, namely, random assign-
ment generation, allocation concealment, blinding of participants and personnel,
blinding of outcome assessment, incomplete outcome data, and selective report-
ing. Each area is given either “low”, “high” or “unclear” risk of bias [16]. It
may be noted that the information regarding the outcome measures related to
interventions of anxiety can not be identified by RobotReviewer as examined by
the RTT.

There are a growing number of research works to identify depression or men-
tal illness over social media [17]. Choudhury et al. developed a crowd-sourcing
strategy of collecting ground truth data on depression from Twitter, and devised
a variety of measures such as language, emotion, style and user engagement to
train a SVM classifier to identify depression over social media postings [18].
Shen et al. proposed a multimodal depressive dictionary learning method to
detect depressed users in Twitter [19]. It may be noted that these studies deal
with the methods to build training corpora specific to some particular social
media e.g., Twitter. However, there is hardly any study that discuss the issue of
identifying anxiety outcome measures from relevant publications.

3 Proposed Framework

A supervised machine learning framework is introduced in this paper to identify
the sentences containing the required data elements related to anxiety outcome
measures. The framework consists of two major steps as described below.

1 https://training.cochrane.org/handbook.

https://training.cochrane.org/handbook
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3.1 Building Training Corpus

The data used for this work include 48 articles in PDF format related to anxiety
outcome measures. The PDFs are converted to free text using Fitz2, a library
in Python. The resulting free texts from the PDF documents consist of a lot
of special characters, which are wrongly converted. For example, ‘=’ symbols in
the PDF documents are converted to ‘1/4’ in the free texts. In such cases, all the
‘1/4’ symbols in the free text documents are replaced by ‘=’ using an appropriate
regular expression. Similarly, if the special character ‘ ? ’ comes between two
digits in the free text then it is replaced by a decimal point, otherwise, it is
removed from the text. Some texts do not have space between the delimiter of
a sentence and the first character of the next sentence. In that case, a space is
added there. Subsequently, the sentences are extracted following the delimiters.
Different such rules have been applied to clean the free text documents.

The training corpus is developed by randomly choosing 40 out of 48 text doc-
uments. The aim is to build two classes - anxiety and non anxiety. In principle,
the anxiety class should contain the sentences that have the required data ele-
ments related to anxiety outcome measures and the sentences that do not contain
any data elements or terms related to anxiety should construct the non-anxiety
class. The following rules are used to build the training corpus.

– Certain keywords related to anxiety outcome measures are used to identify a
sentence that belong to the anxiety class. This set of keywords are mentioned
in Algorithm 1. The keywords have been suggested by the RTT.

– The sentences that do not contain any such keyword or the term ‘anxiety’
are assigned to the non-anxiety class.

– There are some sentences that contain either any keyword or the term ‘anxi-
ety’, but do not contain the required anxiety outcome measures. These sen-
tences are discarded from the training corpus.

Initially, the sentences of each of these 40 text documents are extracted. Subse-
quently, a sentence is either labelled as anxiety or non-anxiety class or ignored
according to the above rules. The required data elements may exist in different
tables in the PDFs. A table is identified as a sentence from the text document.
A rule is applied that if the word “TABLE” is followed by at least 2 newlines in
the same sentence then that sentence is considered as a table. Note that, only
certain rows of a table can contain the required data and the rest of the rows
may either belong to the non-anxiety class or ignored. Thus the training cor-
pus is developed. The detailed steps to build the training corpus is described in
Algorithm 1.

3.2 Identification of Desired Data Elements

The stopwords are discarded from the texts using the standard English stop
word list in NLTK3. All the remaining terms in the sentences are lemmatized
2 https://pypi.org/project/PyMuPDF/1.9.2/.
3 https://www.nltk.org.

https://pypi.org/project/PyMuPDF/1.9.2/
https://www.nltk.org
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Algorithm 1. Proposed Framework to Build the Training Corpus
Input : 1) A given set of free text documents
2) Keywords ← {stai, s-stai, staiy-1, state-trait, bai beck anxiety inventory, state
anxiety, trait anxiety, anxiety level}
Steps:

1: for each document do
2: extract sentences from a document following regular delimiters
3: for each sentence in a document do
4: convert each character to lower case
5: if sentence is a table following the given rules then
6: break table into rows
7: for each row in table do
8: if it contains any of the given Keywords then
9: anxiety class ← row

10: else if it has no mention of ‘anxiety’ then
11: non-anxiety class ← row
12: end if
13: end for
14: else
15: if the sentence contains the given Keywords and digits and the word

‘SD’ then
16: anxiety class ← sentence
17: else if the word ‘anxiety’ does not exist then
18: non-anxiety class ← sentence
19: end if
20: end if
21: end for
22: end for
23: return anxiety class, non-anxiety class

to map the grammatical variations of the same word to their root word. The
documents contain lots of digits, which are removed, since they are not good
features to train the classifier in this framework.

The text documents are generally represented by the bag of words (BOW)
model [4]. In this model, each document in a corpus is generally represented by
a vector, whose length is equal to the number of unique terms, also known as
vocabulary. Let us denote the number of documents of the corpus and the number
of terms of the vocabulary by n and m respectively. Number of times the ith term
ti occurs in the jth document is denoted by tfij , i = 1, 2, ...,m; j = 1, 2, ..., n.
Document frequency dfi is the number of documents in which a particular term
appears. Inverse document frequency determines how frequently a term occurs
in a corpus and it is defined as idfi = log( n

dfi
). The weight of the ith term in the

jth document, denoted by wij , is determined by combining the term frequency
with the inverse document frequency as follows:

wij = tfij × idfi = tfij × log(
n

dfi
), ∀i = 1, ...,m and ∀j = 1, ..., n
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This term weighting scheme is known as tf-idf weighting. The documents can be
efficiently represented using the vector space model in most of the text mining
algorithms [4]. In this model each document dj is considered to be a vector dj,
where the ith component of the vector is wij , i.e., dj = (w1j , w2j , ..., wnj). This tf-
idf weighting scheme is used to represent the document vectors in the proposed
framework. The term-document matrix of the training corpus following the tf-
idf weighting scheme is used to train a state of the art classifier. Therefore the
classifier identifies the class labels of the sentences in the individual documents
of the test set.

4 Experimental Evaluation

4.1 Experimental Settings

The performance of random forest, SVM and logistic regression classifiers have
been explored to classify the sentences of a document in the test set. It may be
noted that these classifiers are widely used for text classification. The parameters
of these classifiers are tuned using 10-fold cross validation on the training set.
Therefore the best set of parameters are used to classify the sentences of the
documents in the test set. The sentences are either categorized to anxiety class
or to the non-anxiety class. The classifiers are implemented using scikit-learn4,
a machine learning tool in Python [20].

4.2 Evaluation Criteria

The performance of the proposed framework is evaluated by using the stan-
dard precision, recall and f-measure [4]. The precision and recall for two class
classification problem can be computed as

Precision =
TP

TP + FP

Recall =
TP

TP + FN

Here TP stands for true positive and it counts the number of sentences correctly
predicted to the anxiety class. FP stands for false positive and it counts the
number of sentences that actually belong to the non-anxiety class, but predicted
as anxiety. FN stands for false negative and it counts the number of sentences
that actually belong to the anxiety class, but predicted as non-anxiety. TN stands
for true negative and it counts the number of sentences correctly predicted to
the non-anxiety class. The f-measure combines recall and precision with an equal
weight in the following form:

F-measure =
2 × recall × precision

recall + precision
4 http://www.scikit-learn.org.

http://www.scikit-learn.org
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The closer the values of precision and recall, the higher is the f-measure [21].
F-measure becomes 1 when the values of precision and recall are 1 and it becomes
0 when precision is 0, or recall is 0, or both are 0. Thus f-measure lies between
0 and 1. A high f-measure value is desirable for good classification.

4.3 Analysis and Results

The training and test corpora respectively contain 7343 sentences and 1855 sen-
tences. The training corpus has 43 sentences for anxiety class and 7300 sentences
for non-anxiety class. The bag of words model has the vocabulary size of 5789,
which is reduced to 5098 by stopwords removal and lemmatization. The perfor-
mance of random forest, support vector machine and logistic regression classifiers
to classify the sentences of the 8 documents of the test set are reported in Table 1.
Table 1 shows that random forest classifier is able to find all the true positive
sentences for each document in the test set and consequently there is no false
negative sentence for each document. On the other hand, the performance of
SVM in terms of number of true negative and false positive sentences is better
than random forest and logistic regression classifiers for most of the documents
in the test set. However, the objective of this work is to identify sentences that
contain the required data elements for anxiety outcome measures. Note that
here it is more important for a classifier to reduce the number of false negative
sentences than false positive sentences, since false negative sentences are con-
taining the required data elements. Hence it can be concluded from Table 1 that
random forest classifier outperforms SVM and logistic regression. An example
of false positive sentence as identified by all three classifiers is as follows.

Table 1. Performance of different classifiers

File True positive False negative False positive True negative

RFa SVMb LRc RF SVM LR RF SVM LR RF SVM LR

File 1 4 3 2 0 1 2 34 21 21 196 209 209

File 2 1 1 1 0 0 0 2 2 2 163 163 163

File 3 5 3 4 0 2 1 14 9 9 257 262 262

File 4 3 3 3 0 0 0 20 5 6 159 174 173

File 5 11 5 5 0 6 6 54 32 30 293 315 317

File 6 4 4 4 0 0 0 20 21 24 139 138 135

File 7 6 4 5 0 2 1 70 40 42 106 136 134

File 8 9 5 5 0 4 4 49 23 32 236 262 253
aRF: Random Forest; bSVM: Support Vector Machine; cLR: Logistic Regres-
sion classifiers.

The results from the linear regression analysis indicated that lavender-sandalwood
aromatherapy statistically significantly reduced anxiety (p = .032) compared with
placebo use [22].
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Table 2. Performance of different classifiers after refinement

File True positive False negative False positive True negative

RFa SVMb LRc RF SVM LR RF SVM LR RF SVM LR

File 1 4 3 2 0 1 2 0 0 0 196 209 209

File 2 1 1 1 0 0 0 0 0 0 163 163 163

File 3 5 3 4 0 2 1 2 2 2 257 262 262

File 4 3 3 3 0 0 0 1 1 1 159 174 173

File 5 11 5 5 0 6 6 3 3 3 293 315 317

File 6 4 4 4 0 0 0 0 0 0 139 138 135

File 7 6 4 5 0 2 1 4 4 4 106 136 134

File 8 9 5 5 0 4 4 3 3 3 236 262 253
aRF: Random Forest; bSVM: Support Vector Machine; cLR: Logistic Regres-
sion classifiers.

Table 3. Precision, Recall, F-measure of different classifiers after refinement

Classifier Precision Recall F-Measure

Random Forest 0.83 1 0.9

Support Vector Machine 0.76 0.76 0.75

Logistic Regression 0.78 0.79 0.77

This sentence is classified to the anxiety class as it has more similarity with
the sentences of the anxiety class than that of non-anxiety class using the bag
of words model with tf-idf weighting scheme. To reduce the number of such
false positive sentences identified by individual classifiers, a rule is used on the
sentences that are classified to the anxiety class. The rule is to remove all the
sentences from the anxiety class that do not contain the term ‘SD’, where ‘SD’
stands for standard deviation. The performance of the classifiers after applying
this rule are reported in Table 2. It can be observed from Table 2 that the false
positive sentences identified by the individual classifiers are significantly reduced.
The precision, recall and f-measure of the individual classifiers are reported in
Table 3. Table 3 shows that random forest classifier outperforms the other classi-
fiers in terms of precision, recall and f-measure. The effectiveness of the proposed
framework for extraction of data elements of anxiety outcome measures can be
observed from these results.

5 Discussion

It may be noted that no clear system is currently available that automatically
extracts outcome measures of comfort interventions to populate the results of a
systematic literature review paper. It has been mentioned in Sect. 2 that Basu
et al. developed a method to extract relevant data elements related to congestive
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heart failure [1]. They use different systematic reviews over PubMed related to
congestive heart failure to build the training corpus. They introduced a sentence
matching technique to retrieve the sentences from the full text articles that
correspond to the manually extracted data elements mentioned in the relevant
systematic reviews of congestive heart failure. Therefore they have trained a
SVM classifier using the bag of words model to extract data elements of interest
from new publications. The proposed method for building training corpus is
different than the system developed by Basu et al. [1] as it does not require
any existing systematic reviews in this regard. It only needs some keywords as
identified by the RTT to extract relevant sentences to build the training corpus.
In the second stage the proposed method performs different text classification
algorithms e.g., SVM, random forest using the bag of words model to identify
the data elements of interest. Eventually the random forest classifier is found to
be significant for the proposed study rather than SVM, which was used by Basu
et al. [1]. The same has been discussed in Sect. 4.3.

The proposed framework has shown promising results in extracting the data
elements of anxiety outcome measures, but it is not without limitations. It does
not populate the results directly into a systematic review paper and also does
not make any judgments about the results. Note that this system works on the
free texts and it can not read data from the texts inside a figures or charts.
Furthermore, some specific rules have been used in the proposed system to clean
the free text documents and subsequently the training corpus is developed. These
rules may have to be changed as per the requirements for the outcome measures
of other diseases.

Although further work is required, the proposed system has a lot of poten-
tial. Currently it can support clinical researchers by ensuring the quality of data
extraction and the developments will ensure timely release of results from sys-
tematic reviews. There is a potential that the latest evidence is released sooner
and subsequently could benefit the outcomes of patients.

6 Conclusions

A method to automatically build training corpus followed by a sentence clas-
sification framework is proposed to identify required data elements for anxiety
outcome measures from relevant publications. The sentence classification frame-
work is developed using conventional bag of words features and state of the
art classifiers. The value and validity of the framework is observed from the
empirical analysis. However, the random forest classifier identifies all sentences
containing required data elements, but it extracts a large number of false posi-
tive sentences. Deep learning methods using different types of word embeddings
e.g., word2vec, Glove can be explored in future to improve the performance.
Future development of the current system will also include a direct feed into a
systematic review paper and make judgments on the extracted data in the form
of a narrative synthesis through a linguistic training corpus that could be used
by clinical researchers. Moreover, the effectiveness of the proposed framework
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may be tested for extracting required data elements of outcome measures from
comfort interventions of various other diseases.
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Abstract. The cost of substance use regarding lives lost, medical and
psychiatric morbidity and social disruptions by far surpasses the eco-
nomic costs. Alcohol abuse and dependence has been a social issue in
need of addressing for centuries now. Methods exist that attempt to
solve this problem by recognizing inebriation in humans. These meth-
ods include the use of blood tests, breathalyzers, urine tests, ECGs and
wearables devices. Although effective, these methods are very inconve-
nient for the user, and the required equipment is expensive. We pro-
pose a method that provides a faster and convenient way to recognize
inebriation. Our method uses Viola-Jones-based face-detection for the
region of interest. The face images become input to a Convolutional
Neural Network (CNN) which attempts to classify inebriation. In order
to test our model’s performance against other methods, we implemented
Local Binary Patterns (LBP) for feature extraction, and Support Vector
Machines (SVM), Gaussian Naive Bayes (GNB) and k-Nearest Neighbor
(kNN) classifiers. Our model had an accuracy rate of 84.31% and easily
outperformed the other methods.

Keywords: Computer vision · Convolutional Neural Networks ·
Machine learning · Inebriation recognition · Support Vector Machines ·
k-Nearest Neighbor · Naive Bayes

1 Introduction

Substance abuse has been a social issue in need of addressing for centuries
now [8]. The human costs of substance use problems regarding lives lost, medical
and psychiatric morbidity and social disruptions by far surpasses the economic
costs [1]. Substances intercept and alter the messages going to the nervous sys-
tem, resulting in altered perception. Usually, alcohol induces euphoria, relaxation
or hyperventilation, thereby changing the mood of the drinker considerably. The
euphoria is the feeling the user is after, and the user will continue consum-
ing alcohol to keep getting the same effect. However, tolerance builds up swiftly;
increased doses are required to satisfy the same level of effects, leading to depen-
dence. When unattended, this can lead to an accidental fatal alcohol poisoning.
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Depending on the type of alcohol and its effectiveness, it is often difficult to
identify alcohol drinkers, especially in their early stages. Physical ways to detect
alcohol abuse include rapid heart rate, high blood pressure, poor muscle coor-
dination, total mental confusion and dilated pupils, excessive sweating, among
others [11]. However, as alcoholics continue drinking alcohol, many behavioural
traits become more apparent. These include constant depression, introversion,
lack of cleanliness and personal hygiene, valuable possessions going missing, intel-
lectual ineptitude and lack of problem-solving skills [2].

More Americans die from substance overdose than they do in car accidents [3].
In order to tackle this social issue, there is a need for novel methods to gain more
insight and combat abuse and addiction. The most common way of detecting
alcohol abuse is by using a breathalyser. This method, although useful, is quite
invasive and requires participation from the user. There are also legal implica-
tions that come with this approach. Although law enforcement officers have the
right to breathalyse people, private citizens do not necessarily share that right.
Due to the sensitive information captured by breathalysers, there are also ethical
issues connected with it.

Due to these issues, there is a need for an alternative way to recognise inebri-
ation. There’s a need for a system that is faster, more convenient and generally
accepted by people. The side effects of alcohol consumption make it possible
to recognise drunkenness in an image or video. A biometrics system that recog-
nises inebriation using computer vision will save time and effort, and is generally
accepted by people. It will bring about real-time inebriation recognition faster,
without effort from the user.

The rest of the paper aims to outline the problem at hand and compare
methods used to recognize inebriation and provide the best-performing ones.
The next sections are divided as follows. In problem background, we outline the
problem at hand, which is how to detect inebriation in humans using computer
vision. In related Work, we describe tried methods in the literature that tackle
similar problems to ours. In the experimental setup, we describe our proposed
approach in detail and explain the methods that we will use to preprocess, extract
and classify features as either inebriated or sober. In results, we provide results
on our methods and compare them against each other and others found in the
literature. In conclusion, we provide our findings from the research and future
work.

2 Problem Background

The human body handles adversity well, such as dealing with the injection of
toxins and poisons. The human consumption of alcohol affects physical and cog-
nitive functions and has legal consequences such as drunk driving and underage
drinking. The average human body eliminates 12 g of alcohol per hour [4]. Blood-
Alcohol Concentration (BAC) is the most common metric used to measure the
amount of alcohol in the human body at a given time, expressed in grams of
alcohol per litre of body fluid. In countries such as Romania, the Czech Repub-
lic and Hungary, it is illegal to drive with any alcohol content in your system.
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Fig. 1. Some samples from the database used for data sampling to test our model.
The top row consists of drunk individuals, while the bottom row consists of sober
individuals.

For China, Estonia, Poland and Sweden, among others, it is illegal to drive with
a 0.02% BAC. In most Western European countries such as France, Germany
and Greece, you’re illegally driving under the influence if you have 0.05% BAC.
The USA, New Zealand and the UK have a more lenient BAC of 0.08%. A BAC
of 4 g/L is likely to result in a coma while a BAC of 4.5–5.0 g is likely to result
in death [4] (Fig. 1).

Globally, alcohol consumption leads to approximately 3.3 million deaths each
year [5]. Excessive alcohol use is the third leading lifestyle-related cause of death
in the United States [6]. It results in physical harm, mental malfunction and
is responsible for 1 in 10 deaths among adults aged 20–64 years in the United
States annually [7]. Drunk driving endangers the intoxicated driver as well as
other sober drivers on the road. Despite these facts, binge drinking (which is
defined as 4 or more drinks for women on a single occasion and 5 or more drinks
for men on a single occasion) is still on the rise [7].

Some of the effects of alcohol include lower inhibitions, lower caution, loss of
fine motor coordination and inability to do complex tasks or general problem-
solving. Alcohol consumption also results in slurred speech, weakened balance,
slow reaction times and staggering walk or inability to walk. Glossy appearance
to eyes, blurry and double vision, loss of memory, heavy sweating, slower pupil
response, slowed heart rate and breathing and reduced blood pressure can also
result from drinking alcohol [11]. In some instances, nausea, vomiting or loss of
consciousness can also occur.

Existing methods to detect alcohol consumption in people involve urine and
saliva testing and using a breathalyzer. Expensive equipment is needed such
as ones used to capture heart biosignals, infrared cameras or breathalyzers [8].
These methods are useful but very invasive. We believe there is a better way of
recognizing inebriation, a way that is just as efficient but non-invasive and less
inconvenient for both the subject and the one doing the inebriation testing.
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When an individual is drunk, their appearance, the way they talk, walk or
behave changes drastically, and it’s possible to differentiate that using computer
vision. Eye gaze, face pose and facial expression changes and these features can
be used to differentiate between an image or video of a drunk person and that
of a sober person.

3 Related Work

Since our method focuses on recognizing inebriation using computer vision, we
looked at existing methods in the literature that tackled inebriation recognition
and computer vision.

Aiello and Agu [7] developed a machine learning method to detect a drinker’s
Blood Alcohol Content (BAC) from their gait by classifying accelerometer and
gyroscope sensor data collected from the drinker’s smartphone. Alcohol-sensitive
physical attributes such as weight, height and gender were taken into account
when classifying. They used 34 intoxicated individuals (14 males and 20 females)
for data sampling, and generated time and frequency domain features such as
sway (gyroscope) and cadence (accelerometer). They used sensor-impairment
goggles on the subjects to simulate the effects of alcohol on the body. Using this
kind of special equipment is expensive and simulating intoxication effects limits
the model’s generalizability. They managed to implement feature normalization
to account for differences in walking styles and automatic outlier elimination to
reduce the effects of accidental falls. Their inebriation classifier had an accuracy
of 72.66%.

Yadav and Dhall [8] proposed a new dataset called DIF (Dataset of Intox-
icated Faces) containing RGB face videos of drunk and sober people obtained
from online sources. 80 video samples were used, 30 being sober individuals and
50 being inebriated individuals. They analyzed the face videos to extract features
related to eye gaze, face pose, and facial expressions. They implemented a convo-
lutional neural network for feature extraction and a recurrent neural network to
model the evolution of these multimodal facial features. The experiment showed
that the eye gaze and facial features are discriminative for their dataset. They
achieved 75.54% classification accuracy on the DIF dataset, thereby showing
that face videos can be effectively used to detect drunkenness in humans.

Tseng and Jan [9] developed a unified deep learning network architecture
that uses both semantic segmentation and object detection to detect people,
cars, and roads simultaneously. They did this by creating a simulated environ-
ment in the Unity engine, which they used as a dataset. The simulated envi-
ronment contained people, cars, roads, grass and the sky. They used the Single
Short Multibox Detector (SSD), which enabled the network to detect objects of
different sizes, making the predictions size-invariant and more accurate. Their
proposed network performed end-to-end prediction well on the tested dataset,
achieving 99.46% accuracy, although there are no details on the dataset used.

Al-Theiabat and Aljarrah [10] developed a motion analysis system which
analyses tackle scenes in soccer games. They developed a computer vision system
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to detect if a soccer player was intentionally falling to earn their team a free
kick or penalty kick. The tackle scenes go through five stages of processing:
identification of the falling player, extraction of tracking points, motion tracking,
features extraction and scene classification. They tracked using Kanade-Lucas-
Tomasi optical flow with the aid of pyramid levels and forward-backward error
algorithm. They used 25 samples; 12 being actual fouls and 13 being dives.
They executed classification using Weka software with Naive Bayes tree (NB
tree) classifier. Their system had an 84% classification accuracy.

Computer vision research has been pursued for many years, but little work
has been done on recognizing inebriation. Most research in the literature on
substance abuse uses private datasets and expensive equipment such as sensors,
which makes it difficult to measure the performance of algorithms used. We
propose a system that will use a dataset made up of publicly available aggre-
gated face images of inebriated and sober individuals gathered on the internet,
and inexpensive equipment and focus on algorithms to improve on classifying
inebriated and sober individuals.

4 Experimental Setup

4.1 Methodology

In our approach, we use the existing literature on computer vision such as [16]
and inebriation recognition such as [8] to derive a model that uses computer
vision to detect inebriation among individuals. We will use a secondary dataset
to train our model and test its viability objectively. A prototype will be designed
to test our model, and performance metrics used to test the performance of the
prototype and its ability to detect inebriation in people are Accuracy, Precision,
recall, f1 score, True Positive Rate (TPR), False Positive Rate (FPR) and Equal
Error Rate (EER).

4.2 Data Sampling

In order to test the performance of our method, we used RGB face images con-
sisting of inebriated and sober individuals collated by the authors. The dataset
is made up of publicly available aggregated face images of inebriated and sober
individuals gathered on the Internet.

Our dataset consists of 153 inebriated individuals and 101 sober individuals,
both males and females. Images consist of people of various age groups. Since no
datasets of inebriated and sober individuals exist, we are testing our classifier in
the wild. We took images of reported inebriated individuals on the Internet, such
as celebrities, and used their sober images and others to create our benchmark
(Fig. 1).
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Fig. 2. Input image before preprocessing (left). Resulting ROI image after implement-
ing the Viola-Jones face detection algorithm [15] (right).

5 Model

5.1 Preprocessing

Our model uses RGB images containing people as input. The first step in our
classification process is extracting the Region of Interest (ROI), which is the
face. The input image is converted to a grayscale format to remove noise. We
use the Viola-Jones object detection algorithm [15] on the grayscaled image
to get our ROI (as depicted in Fig. 2). The algorithm has four features: Haar
feature selection, creating an integral image, AdaBoost training and cascading
classifiers. Haar features contain what’s common among people’s faces, such as
the eye region is darker than the cheeks and the nasal region being lighter than
the eye region. Integral images, which allow integrals for the Haar extractors
to be calculated by only adding four numbers, are used to improve efficiency.
Face detection takes place inside a detection window. Adaboost training is used
to train the algorithm. We test every window for face images using Haar-like
features. We then use the windows containing the minimum error rates as the
windows containing our face images. After Adaboost training, we use cascading
classifiers to find the windows containing face images for classification. Cascading
classifiers are split into classes, with each class containing fewer features to check
than the next one. Each window is tested for face images using these classes.
Only those images passing the test in each class are sent to other classes for
further testing. If an image passes the final class, we have positively identified
the face image.

5.2 Convolutional Neural Network

Convolutional Neural Networks (CNN’s) have been widely used in computer
vision for image or video recognition. CNN’s, like any other neural network, are
made up of neurons with learnable weight and bias. Each neuron receives several
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Fig. 3. Convolutional Neural Network architecture, taken from [12].

inputs, takes a weighted sum over them, passes it through an activation function
and outputs the result to another neuron. The entire network has a loss function,
with the primary goal being to lower the loss function output and converge to a
solution.

CNN’s are made up of four layers: convolution, ReLU, pooling and the fully
connected layer. This is what separates it from the other neural networks. In
the convolution operation, we take a filter of a specific size and slide it over our
image to get the dot product between the filter chunks of our image, resulting
in a feature map. The feature map’s pixels will be altered, and its size will also
change. The convolution operation captures the local dependencies in the original
image. After every convolution operation, a ReLU (Rectifier Linear Unit) is used.
ReLU is an elementwise operation that replaces all negative values in the feature
map with zero. Its purpose is to introduce non-linearity. The ReLU equation is
as follows:

f(x) = x+ = max(0, x) (1)

where x is the pixel in the feature map, pooling is used to reduce the dimension-
ality of each feature map while retaining the most essential information. This
makes the feature maps dimension smaller and more manageable. We can per-
form convolution, ReLU and pooling operations multiple times. We then flatten
our resulting feature maps and use them as input to a fully connected layer of
the Neural Network.

In our implementation, we implemented a LeNet convolutional neural net-
work because of its simplicity and efficiency. A 3×3 filter was used for convolution
operation, and 32 filters in all were used. All face images went through prepro-
cessing to detect faces and were turned back to RGB color images. The shape
of the input image is (64, 64, 3). We chose a smaller filter size because a larger
one can overlook the crucial features and miss them.

We used Max-pooling because it extracts most crucial information better
than average pooling. For each region on the image represented by a filter,
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max-pooling takes the most significant pixel of that region and create a new
output matrix where each element is the maximum of a region in the original
input.

After the convolution layer, we flattened the resulting image into a one-
dimensional array and used this as input to a fully connected layer to train our
network. We used cross-entropy to calculate our loss, and in the output layer, we
used softmax as the activation function for binary classification. The architecture
of our CNN is shown on Fig. 3.

5.3 Feature Extraction

In our alternative pipeline to compare against CNN, we used Local Binary Pat-
terns (LBP’s) for feature extraction. The LBP algorithm is rooted in 2D texture
analysis. It works on the idea of summarising a local structure in an image by
comparing each pixel to all of its neighbours. Each pixel is taken as a centre,
each of the eight neighbourhoods is compared against the centre; a pixel with a
higher value is converted to 1, and 0 if it’s smaller. With 8 surrounding pixels,
you end up with 28 possible combinations, commonly known as Local Binary
Patterns (Fig. 4).

Fig. 4. Grayscaled image (left). Resulting LBP image (right).

After getting the LBP codes, a histogram is then generated from the resulting
image. This histogram becomes our feature space, which is used for classifying
images.

5.4 Classification

For classification, we used three classifiers: Support Vector Machines (SVM),
Gaussian Naive Bayes (GNB) and k-Nearest Neighbor (kNN). SVM is a super-
vised machine learning algorithm used for classification and regression problems.
It uses the kernel trick to transform your data, then based on those transforma-
tions, it finds the optimal boundary between the classes. SVMs work efficiently
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in high dimensional spaces and use a subset of training points in the decision
function (commonly known as support vectors), which is memory efficient. We
used the Radial Basis Function (RBF) for training our model.

The Naive Bayes is a supervised learning algorithm which applies Bayes’ the-
orem with the “naive” assumption of conditional independence between every
pair of features given the class variable’s value [13]. The classifier aggregates
information using conditional probability and assumes independence among fea-
tures. It is based on finding functions describing the probability of belonging to
a specific class given features. Naive Bayes classifiers are extremely fast com-
pared to other classification algorithms, and they do well to alleviate the curse
of dimensionality. However, Naive Bayes classifiers are known to suffer from a
weak assumption, making them bad estimators [13].

kNN is a learning algorithm which is most popular for classification pur-
poses [14]. The idea behind kNN is to find a predefined number of training sam-
ples closest in distance to the new input, and predict the new input’s class from
these. Distance can be any metric measurement, although Euclidean distance is
the most commonly.

6 Results

In order to measure the performance of our model, we calculated the accuracy,
precision, recall, f1-score, equal error rate (EER) and Receiver Operating Char-
acteristic (ROC) curve for each pipeline, including CNN. The ROC curve used
to plot the True Positive Rate (TPR) versus the False Positive Rate (FPR) to
measure the performance of the system when classifying inebriation. The Area
Under the Curve determines whether the system performs well or not. The EER
is when the FPR and the FNR are equal. Our model accuracy and model loss
are shown in Figs. 5 and 6, respectively.

Fig. 5. CNN model accuracy curve during training and testing.

Our Convolutional Neural Network model had an accuracy of 84.31%. Our
precision was 84.38%, the recall was 71.05%, f1-score of 77.14% and we achieved
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Fig. 6. CNN model loss curve during training and testing.

an EER of 22.2%. As shown in Table 1, our model outperforms the other pipelines
(Gaussian Naive Bayes, k-Nearest Neighbor and Support Vector Machines), each
with Local Binary Patterns used as features.

Table 2 shows the performance of our model against similar systems in the
literature. We achieved higher accuracy and precision. Al-Theiabat and Aljar-
rah [10] achieved a higher recall and f1-score on a much smaller dataset consisting
of 25 samples. Our recall and F1-score is very competitive, and we had a better
EER than the rest.

Table 1. Comparing CNN with other classifiers

Method Accuracy Precision Recall F1-Score EER ROC Area

CNN 84.31% 84.38% 71.05% 77.14% 22.21% 83%

LBP-GNB 62.75% 50% 52.63% 51.28% 39.06% 63%

LBP-kNN 63.73% 51.35% 50% 50.67% 39.53% 64%

LBP-SVM 66.67% 60% 31.58% 41.38% 37.5% 66%

Table 2. Comparing our model with similar classifiers in literature.

Method Accuracy Precision Recall F1-Score EER ROC Area

CNN 84.31% 84.38% 71.05% 77.14% 22.21% 83%

Aiello and Agu [7] 72.66% 72.3% 72.7% 72.1% - 89.2%

Al-Theiabat and Aljarrah [10] 84% 76.47% 100% 86.7% - -

Yadav and Dhall [8] 75.54% - 76% - - -

This proves that our model is feasible, and computer vision can be used to rec-
ognize inebriation using convolutional neural networks. We chose Local Binary
Patterns because of how effective they are in texture analysis and their potential
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in differentiating facial appearances of inebriated individuals from those sober.
However, Local Binary Patterns did not provide a distinct feature space for
machine learning algorithms such as SVM, GNB and kNN to classify inebriation
efficiently.

7 Conclusion

Substance abuse has taken many lives. It alters perception, and when unhandled,
can lead to dependence. Its effects are rapid heart rate, high blood pressure, poor
muscle coordination, total mental confusion, dilated pupils and excessive sweat-
ing, amongst others. One approach to combatting this is through inebriation
detection.

Current methods of detecting inebriation, such as urine tests, blood tests,
and breathing tests, using breathalyzers, using ECG to capture heart signals,
fitness devices and wearable devices are effective but very inconvenient to the
users. The equipment used is also costly.

In this paper, we proposed a model that uses computer vision to recog-
nize inebriation. Only a camera is needed to achieve inebriation recognition,
and there is no user participation required, such as breathing into a breatha-
lyzer. Our model achieved excellent results, with an accuracy rate of 84.31%.
We achieved results superior to the alternative implementations that use Local
Binary Patterns with varying classifiers. We then compared our model to other
similar models in literature and our model has higher accuracy.

Implementing a computer vision-based inebriation recognition system will
make it easier and faster to detect inebriation, thereby increasing its application
in other real-life problem domains. These domains include transportation, where
we test drivers/pilots for alcohol use before embarking trips. In medicine, medical
practitioners can be tested before diagnosing patients or performing surgeries. In
social places, we can monitor customers in bars against excessive drinking. Such
a system will reduce accidents and deaths, and can save people from alcohol
dependence.

There is not much research done on using computer vision to detect ine-
briation or substance abuse and addiction. We believe our method is worthy
of further research. Using deep neural networks such as Recurrent Neural Net-
works (RNN) to detect inebriation in videos can potentially improve on our
model considerably. There is currently very little publicly available datasets of
inebriated and sober individuals to test models with, and this provides uncer-
tainty on whether a model is accurate or not. Developing a dataset that can
be used to test algorithms will certainly improve inebriation recognition. Our
model’s performance gives us the optimism that computer vision can indeed be
used to recognize inebriation.
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Abstract. The topic of this paper is the interaction of Average Information
Content (IC) and frequency of aspect-coded verbs in Linear Mixed Effect Models
as predictors of the verbs’ lengths. For 30 languages in focus, it came to light that
IC and frequency do not have a simultaneous, positive impact on the length of
verb forms: the effect of the IC is high, when the effect of frequency is low and
vice versa. This is an indication of Uniform Information Density [13–16].
Additionally, the predictors IC and frequency yield high correlations between
predicted and actual verbs’ lengths.

Keywords: Information Content � Frequency � Linear mixed models �
Economy in interactions � Aspect

1 Introduction

This paper presents a study on the interactions of Average Information Content (IC),
frequency, and lengths of verbs, coded by aspect, in 30 natural languages taken from
Universal Dependency-treebanks [1] (the set of languages is given in Table 2 in the
appendix). We aim to find out, whether verb lengths are contingent on their entropy
and frequency and starting from this, we pose the research question: whether and how
do the predictors IC [2, 3] and FREQUENCY interact in a linear model when pre-
dicting the lengths of aspectual verb forms? Our starting point is the distinction
between two aspect types, namely perfective and imperfective. When marked with
perfective aspect, a verb expresses a completed event and when marked with imper-
fective aspect, it expresses a non-completed, unbounded event (see Sect. 3.1 below).

FREQUENCY is the classical Zipfian predictor and expresses the idea that “The
magnitude of words tend, on the whole, to stand in an inverse […] relationship to the
number of occurrences”[4].

The IC of a sign can be interpreted as the amount of surprise, when encountering
that sign, in our case specific verb form, given a context. If the answer to the question
“Is this the verb form I expected in this context?” turns out to be “Yes” then the
occurrence of that verb form is not surprising and the IC is low. But if the answer is:
“Not really” or even “Definitely not”, then there is a surprisal effect and consequently,
the IC of that verb form is higher. IC represents the intuition that longer words should
carry more information than shorter words, otherwise the greater length would be not
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economical. The method we apply is a linear regression analysis employing a Linear
Mixed-Effect Model (LMM; [5]).

Our aim is motivated in general by observations of coding asymmetries in gram-
mars (e.g. [6–8]) and the FORM-FREQUENCY CORRESPONDENCE principle [9]
that more frequent linguistic forms tend to be shorter than rare ones. The need to
explain this principle is motivated in particular by findings of [3] and [10] who both
found that IC is a stronger predictor of word lengths than frequency. In [3], IC is
estimated from unstructured n-grams in the context of targets, whereas [10] utilised for
the estimation of IC from contexts verb dependencies and observed strong interactions
between the predictors. In a previous study [11], which focused on lengths of aspect-
coded verbs in Russian utilising verb dependents as contexts, the significance of the
predictor IC could be conformed and, in addition, significant interactions between IC
and frequency came to light: the predictors do not have a simultaneous impact on
length. The conclusion was that this could be due to an economy principle of the
interaction of IC, frequency, and word lengths [11].

In the present study, we aim to challenge these results by considering a larger set of
languages, contexts and number of verbs. We estimate the IC (i) from unstructured
contexts, i.e. uni-, bi- and trigrams to the left of the target verbs and (ii) from dependency
frames of verbs.

Interactions of Average Information Content, frequency, and lengths of linguistic
signs in natural language have hardly been considered in research so far. For formal
languages, Shannon’s Source Coding Theorem [12] which states the principle of
coding economy. Based on this, the specific research question of this study is whether
economic principles can also be proven in natural languages within the interactions
between IC, frequency and verbs’ lengths. In addition, we relate interaction of infor-
mation in natural language to the Uniform Density Principle (UID, [13–16]) which says
that in language, information is uniformly distributed in an information continuum [17]
and that for the sake of processability of messages, information must not exceed the
capacity of communication channels, that is, in order to ensure an even flow of
information, peaks and troughs of information should be avoided. UID can be used as
feature for classifiers in applications of Artificial Intelligence such as data
mining/information extraction, machine translation of texts, text generation, parsing
[17, 18] and automatic summarization of texts.

2 Related Work

IC is a variant of conditional entropy and is based on conditional probabilities (the
estimate is given in (1) below). Language models which utilise conditional probabil-
ities, are employed in parsing tasks [19]. [19–21] argue that those models have cog-
nitive plausibility, since humans tend to make predictions from contexts, when they
parse natural language. [19] uses the concept of surprisal, that is, the negative log-
probability of words, in order to describe the effect of information based on conditional
probabilities of words, that is, words in contexts on (human) sentence processors.

To our best knowledge, there are not many studies on the correlation between IC
and word lengths. [3] show for ten Indo-European languages that IC, calculated on the
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basis of syntactic contexts (bigrams, trigrams, and 4-grams), is a better predictor of
word length than frequency. According to the authors, the effect of frequency is largely
due to its correlation with IC. [3] ascribe the attested correlation of word length and
information content to the principle of uniform information density, which says
roughly that the information rate of communication over time is kept as constant as
possible. They point out that IC is known to influence the amount of time, which
speakers take to pronounce a word, and conclude by suggesting Zipf’s law in the
following way: “the most communicatively efficient code for meanings is one that
shortens the most predictable words – not the most frequent words” [3]. More recently,
[10] has investigated, whether the length of words can be predicted by IC, when it is
estimated from syntactic dependents rather than from unstructured contexts of target
words for Arabic, Chinese, English, Finnish, German, Hindi, Persian, Russian and
Spanish. [10] confirms the hypothesis that words with a higher IC tend to be longer.
For Russian, [11] found strong impacts both of IC, estimated from syntactic depen-
dents, and of frequency on lengths of aspectually marked verbs.

3 Linguistic Theory

3.1 Aspect

Aspect expresses temporal structures of verbs, verb phrases and sentences and can be
connected to time in tenses. However, whereas time places an event on a timeline
relative to a given reference point, aspect defines the (temporal) perspective taken on an
event [22]. The two major aspect categories are perfective and imperfective. Whereas a
perfective form expresses reference to a single, completed, particular event, an
imperfective form is devoid of any semantic commitment to whether or not the event is
single, completed, or particular. These features allow imperfectives to refer to single,
unbounded events that are only partially realised at the reference time, to refer to
multiple events, and to refer to non-particular (generic) events. It is generally assumed
that aspect can be expressed both lexically and grammatically (see [7]). While lexical
aspect, also known as Aktionsart, is taken to be an inherent property of verb meaning
(regardless of any specific grammatical realisation), grammatical aspect pertains to the
way aspect is encoded by means of grammar (typically morphosyntactically), which
can vary depending on how a speaker decides to construe an event. Consider I love
vegetables and I am loving vegetables: the lexical aspect of the English verb love can
be defined as a ‘state’ (see [23] for a definition of actional classes). Accordingly, in the
present it is usually expressed grammatically by the simple present verb form, whose
function is, among other things, to express the imperfective aspect. Notwithstanding,
speakers are free to conceptualise the same event differently and employ, for example,
the present progressive. In this case, the event is still in the present, but it is presented
as an activity rather than a state. The use of the present progressive is arguably rather
exceptional with ‘state’ verbs, but it is not impossible. The relationship between lexical
aspect and grammatical aspect is a notoriously very complex one, both because it is not
always easy or even possible to decide the lexical aspect class of a given verb lemma
by abstracting from specific instantiations in speech/text and because grammatical
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tenses such as the present or the present progressive in English are complex structures
expressing many bits of information conjointly, whose interpretation can also be
strongly dependent on syntactic context. By determining the default lexical aspect for
each given verb lemma in a language, the following hypothesis can be tested: given a
verb lemma, those word forms which express the lexical default aspect are, on average,
shorter than those expressing any other ‘non-default’ aspect category. Returning to the
‘love’-example from above, the default form love is shorter than non-default loving.

In fact, this prediction is a particular instantiation of the hypothesis, that higher
frequency words are more predictable than lower frequency words. Predictable items
need less salient formal representation, and consequently high frequency items are
expected to be expressed by shorter forms. This (binary) opposition is known in the
linguistic literature as ‘coding asymmetry’ and has so far been investigated mostly
qualitatively in (theoretical and typological) linguistics [8, 9]. In our study, the ‘aspect
coding asymmetry’-hypothesis restricts the notion of coding asymmetry to aspect
encoding.

3.2 Coding Asymmetries

Telic dynamic verbs have perfective (and generally past-tense) meaning when used
without any overt marker, while atelic verbs have imperfective meaning, when used
without an overt marker. Telic verbs tend to occur in the perfective aspect and atelic
verbs tend to occur in the imperfective aspect. Telicity refers to processes which are
completed, while atelicity refers to uncompleted ones, in other words, ongoing pro-
cesses. Thus, a telic verb encoded with perfective aspect is the expected case, the
default case, while it would be a surprisal and the non-default case if it were used with
the imperfective aspect. Analogously, an atelic verb encoded with imperfective aspect
would be the expected case, that is, default, while a perfective coding would be a
surprisal, that is, non-default. Default forms tend to occur more frequently and are zero
coded across languages, while non-default forms tend to be coded overtly by special
imperfective or perfective markers, respectively, as illustrated for the language Inuktitut
in Fig. 1 (cf. [24]):

The grey shaded fields contain the expected, the defaults, and thus shorter forms,
while the non-highlighted fields contain the surprisals, the non-defaults, and thus the
longer verb forms.

Atelic Telic
Imperfective Ø coding

(e.g. pisuk- ‘is walk-
ing’)

overt coding
(e.g. ani-liq- ‘is going 

out’)
Perfective overt coding

(e.g. pinasuk-jariiq-
‘finished working’)

Ø coding
(e.g. ani-Ø ‘went 

out’)

Fig. 1. Coding asymmetries in Inuktitut
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3.3 Default Coding

In order to render the data cross linguistically uniform, we reduced oppositions within
each treebank to the binary imperfective-perfective distinction, which can be found in
all languages displaying morphological aspect. We subsumed the habitual and pro-
gressive aspects under the imperfective and the resultative aspect under the perfective
aspect. Verb forms in the prospective aspect have been ignored, since its value is not
clear with respect to the imperfective and perfective opposition.

A default or non-default aspect was determined for each verb. For all verbs of a
given language, minima and maxima were determined with respect to the number of
occurrences with perfective and imperfective aspect. By comparisons of mean values
(t-tests), it was checked whether minima and maxima originate from different distri-
butions. If minima and maxima differ significantly, the more common aspect form of a
verb i.e. the maximum, was interpreted as its default aspect.

3.4 Resources and Method

As data resource, we utilised UD treebanks (versions 2.1/2.3, [1]), which comprise 102
treebanks and 60 languages. In the appendix, we list the set of exploited UD-corpora
with the respective number of verb lemmas and verb forms.

We employed an LMM ([5], see (3) below) with the fixed effects IC and FRE-
QUENCY respectively. A successful application of that model to all the UD treebanks,
where aspect is encoded as a verb morphological feature, would provide evidence for
the existence of an aspect-related coding asymmetry. In the UD corpus, only 45
treebanks annotate the morphological feature Aspect. We took FREQUENCY as the
negative logarithm of the probabilities p of word forms, that is to say, Shannon
Information (SI) as given in (1):

FREQUENCY ¼ SI ¼ � log2 pð Þ ð1Þ

The estimation of IC as average information content is given in (2) [4, 5]:

IC ¼ E �log2 P W ¼ wjC ¼ cið Þð Þð Þ ð2Þ

IC is the expectation value of the negative log of conditional probability of a verb
w (marked with imperfective or with perfective aspect) given its contexts ci. The LLM
we used is given in (3):

y ¼ b0 þ b1FREQUENCY þ b2ICþ b3FREQUENCY � ICþW þ e ð3Þ

In (3), y-values are lengths of the verb forms, whereby lengths are the number of
characters of a word. In contrast to previous studies, we took the lengths of individual
verb forms and not the average lengths of the verb lemmas. The model comprises two
predictors, i.e. fixed effects, FREQUENCY and IC, the interaction between the two
fixed effects and in addition, a random effect W. e is an error term. We experimented
with three different random effects: IC, frequency and default-value. Random effects
define grouping variables with an associated intercept. The high predictive power of
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LMM results from the possibility to fix intercepts from random effects during
regression. This makes it possible to test value differences in the dependent variable for
group-dependent systematics.

4 Results

4.1 Correlations Between Predicted and Actual Verbs’ Lengths

Experiments with two different types of contexts were carried out in order to estimate
the IC: (i) uni, bi- and trigrams and (ii) verb dependencies, as given in Table 1 (see
http://universaldependencies.org/guidelines.html):

Utilising uni-, bi- and trigrams as contexts for the estimation of IC, the predictors
IC and FREQUENCY and their interaction were highly significant (p < .01) for all
languages. We took R2 as correlations between predicted verb lengths and actual verb
lengths. For models with IC as random effects, it was differentiated, whether IC was
estimated from uni, bi- or trigrams. A recurring pattern in the majority of languages is
that correlations with the IC estimated from unigrams are higher than correlations with
IC estimated from bigrams, whose IC in turn performs better than IC estimated from
trigrams. This means that the target verbs convey more information to unigrams in
context than to bi- and trigrams respectively. This pattern can also be seen in the
models with the random effects FREQUENCY and DEFAULT (Note that only the
unigram-based results of random effects FREQUENCY and DEFAULT are shown in
Fig. 2 of the correlations below). Very high correlations are yielded with models which
utilise IC from unigrams, and, in addition, employ (i) IC and (ii) FREQUENCY as
random effects. Surprisingly, models with DEFAULT as a random effect produce only
moderate correlations. Amongst the 30 languages, Old Church Slavonic (q ¼ :98) and
Russian (q ¼ :96) yielded the highest correlations between predicted and actual words’
lengths.

Table 1. The set of verb dependencies, used for the estimation of IC.

Dependency label Function in the sentence Example (dependencies in boldface)

nsubj nominal subject they laugh
csubj clausal subject that they are coming, is beautiful
nsubj:pass nominal passive subject gold has been found
csubj:pass clausal passive subject when it will happen, will be told
obj object they found gold
iobj indirect object she gave Jack an apple
advmod adverbial modifier that is very delicious
advcl adverbial clause modifier during the storm, it was cold
obl oblique nominal she passes him the salt
ccomp clausal complement you see what they want
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In contrast, in some languages such as Buryat, Hungarian, Marathi, and Sanskrit, we
observe lower correlations with all models and in addition, deviations from the sys-
tematics of descending correlations from unigrams and bi- to trigrams. This may be due
to the small size of these corpora. A general finding is that, when uni-, bi- and trigrams
are used as contexts, IC and FREQUENCY are both significant predictors of length.
These findings are consistent with the observations on [5] and [10]. As illustrative
examples, in Fig. 2 are given: (i) the correlations within the high performing languages
Old Church Slavonic, Polish, Portuguese, Russian, Sami and (ii) the recurring pattern
that IC estimated from unigrams outperforms IC estimated from bi- and trigrams (see
above) (the blue and the velvet bars give correlations from unigrams). The deviating
results of Sanskrit are an example of the bias of a small corpus size (see above):

Utilising verb dependencies as contexts, the best results were achieved using
lengths of lemmas as random effect. When utilising dependency frames for estimation
of IC, we observed for much less languages both a significant impact of the predictors
IC and FREQUENCY and, in addition, a significant interaction of IC and FRE-
QUENCY (p < .05). For Czech, Polish and Latin, the correlations between predicted
and actual verbs lengths were Czech: q = .73, Polish: q = .78 and Latin: q = .56.

4.2 Interactions Between IC and Frequency

With the IC extracted from uni-, bi- and trigrams, an almost identical interaction-pattern
can be observed in all languages in focus, illustrated in Fig. 3 for six typologically diverse
existing and extinct languages, that is Basque, Czech, Gothic, Hindi, Russian and Latin
with the IC estimated from unigram-contexts (random effects: IC and FREQUENCY).

The regression lines in the diagrams on the bottom left are almost diagonals in all
languages, which expresses a strong positive impact of the predictor IC on verb length.
Subsequently, the regression line flattens out, indicating a weakening of the impact.
The final state, i.e. when the impact of FREQUENCY is at its highest, is either a
horizontal regression line, indicating a lack of influence of IC, or even a slope from left
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Fig. 2. Correlations between the predicted and actual verb lengths in Old Church Slavonic,
Polish, Portuguese, Russian, Sami and Sanskrit. (Color figure online)
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to right which is the case in Czech and Russian. This shows a negative impact, i.e. high
IC values correspond to shorter verbs. It holds that the effect of IC weakens when the
effect of FREQUENCY becomes stronger: with frequent verb forms and thus with
weak impact of FREQUENCY, the influence of IC is strong; with rare verb forms
which cause a strong surprisal-effect and have high values of the predictor FRE-
QUENCY, IC has no or even an opposite effect. In case of a negative correlation
between IC and verb lengths, the effect of FREQUENCY is strong enough to com-
pensate for that negative influence of the IC on lengths: IC and FREQUENCY do have
a simultaneous positive influence on the length of verb forms which confirms the
findings in our previous study [11].

Utilising dependency frames as contexts, we get significant interactions between
FREQUENCY and IC only in Czech, Polish and Latin, as illustrated in Fig. 4. As with
IC estimated from n-grams, the strong positive impact of the predictor IC decreases
while simultaneously the impact of FREQUENCY increases until the regression line is
flattened: the impact of IC is annihilated:

Fig. 3. Interactions between IC estimated from n-grams and FREQUENCY in Basque, Czech,
Gothic, Hindi, Russian and Latin.

Fig. 4. Interactions between IC estimated from dependency frames and FREQUENCY in
Czech, Polish and Latin.
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5 Conclusion

Our study reveals that lengths of aspect-coded verbs are contingent on IC and fre-
quency: IC and FREQUENCY (i.e. Shannon’s local information content) together form
a model with high predictive power. However, the strength of this correspondence
depends to a high degree on the contexts which are utilised for the estimation of the IC.
Whereas with IC from n-grams and with IC and FREQUENCY as random effects, high
correlations were found between predicted and actual verb lengths in most of the
languages studied and strong interactions were found in all languages in focus,
dependency frames for the estimation of IC were performing much poorer: we found
high and moderate correlations for Czech, Polish and Latin in combination with strong
interactions when using dependency frames for the estimation of IC. The finding is,
that there is a systematics in the transmission of information from target words to
contexts: unigrams receive from target words more information than bigrams and these
again more information than trigrams. The question whether there exists an interaction
between IC and frequency, that is, information content in context and Shannon’s local
information content can be answered in the affirmative for all languages in focus when
using n-grams for the estimation of IC, however for fewer languages, when using
dependencies. We draw the conclusion that within our corpora, dependency frames,
unlike n-grams, in many languages, do not produce high surprisal effects. One possible
explanation is a lack of variation within the dependency frames. In addition, an
interesting finding is, that the model which utilised DEFAULT as random effect is
outperformed by models using IC and FREQUENCY as random effects.

Within the interaction of IC and FREQUENCY, the effect of an economic principle
comes to light: a non-simultaneous impact of the two fixed effects IC and FREQUENCY.
Both effects are significant, however to the degree that one predictor weakens, the other
predictor becomes stronger. The economy consists in the fact that to predict lengths, one
predictor suffices, although both predictors have a significant impact on lengths. Rare
verb forms have a high local information content, i.e. FREQUENCY, but do not tend to
convey high amounts of information to their contexts, i.e. IC, since in this case FRE-
QUENCY is sufficient for predicting verb lengths. And in contrast, IC is strong with
frequent verbs with low FREQUENCY-values. This economic principle seems to be
effective in the interaction of form/coding, IC and frequency in the natural languages
which we focused on in this study. The economy relates to Shannon’s Source Coding
Theorem [12], which captures codings in n-ary alphabets and does not concern spon-
taneous linguistic behavior of humans, but rather a deeper layer of language and has
presumably developed during the development of languages: IC and FREQUENCY
both correspond to length/coding but only one effect at a time t correlates with length.We
relate the interaction of FREQUENCY (Shannon Information) and IC to the UID-
principle, since the total amount of information which both features convey is a con-
tinuum: in other words, the situation does not occur that both features provide simul-
taneously either high or low amounts of information at the same time, rather the amount
of information is balanced and thus, as stated above, an even flow of information is
ensured. This is an essential precondition of incremental sentence comprehension in
applications such as extraction of information from information systems, machine
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translation of texts and incremental parsing [14, 21, 25]: the most probable meanings of
signs/words and the most probable syntactic functions are assigned on the basis of
Uniform Information Density which is defined as the mean of variance of information
within sentences [26]. The further disclosing of these complex relationships that is,
interactions of information theory-based features and, in addition, their application in
machine learning will be a topic of further research.

Acknowledgments. This work was funded by the Deutsche Forschungsgemeinschaft (DFG,
German Research Foundation) – project number: 357550571.

Appendix

Table 2. The UD corpora in focus, the respective sums of lemmas and verb forms.

Corpus
P

lemmas
P

word forms

Ancient Greek (grc-ud-test.conllu) 1117 2519

Arabic (ar-ud-test.conllu) 588 1064

Basque (eu-ud-test.conllu) 555 1544

Belarusian (be-ud-test.conllu) 100 117

Bulgarian (bg-ud-test.conllu) 796 1247

Buryat (bxr-ud-test.conllu) 391 991

Chinese (zh-ud-test.conllu) 889 889

Czech (cs-ud-test.conllu) 2442 6663

Gothic (got-ud-test.conllu) 502 1242

Greek (el-ud-test.conllu) 383 736

Hindi (hi-ud-test.conllu) 231 620

Hungarian (hu-ud-test.conllu) 490 721

Italian (it-ud-test.conllu) 437 700

Kazakh (kk-ud-test.conllu) 403 1036

Kurmanji (kmr-ud-test.conllu) 169 520

Latin (la\_proiel-ud-test.conllu) 676 1732

Latvian (lv-ud-test.conllu) 970 1607

Marathi (mr-ud-test.conllu) 28 51

North Sami (sme-ud-test.conllu) 476 1016

Old Church Slavonic (cu-ud-test.conllu) 518 1402

Polish (pl-ud-test.conllu) 748 1116

Portuguese (pt-ud-test.conllu) 408 699

Russian (ru\_syntagrus-ud-test.conllu) 2324 7217

Sanskrit (sa-ud-test.conllu) 138 214

Slovak (sk-ud-test.conllu) 573 899

Slovenian (sl-ud-test.conllu) 686 1108

Spanish (es-ud-test.conllu) 553 876

Turkish (tr-ud-test.conllu) 397 1509

Ukrainian (uk-ud-test.conllu) 773 1117

Urdu (ur-ud-test.conllu) 93 243
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Abstract. Organizations utilize Key Performance Indicators (KPIs) to
monitor whether they attain their goals. For this, software vendors offer
predefined KPIs in their enterprise software. However, the predefined
KPIs will not be relevant for all organizations due to the varying needs
of them. Therefore, software vendors spend significant efforts on offering
relevant KPIs. That relevance determination process is time-consuming
and costly. We show that the relevance of KPIs may be tied to the
specific properties of organizations, e.g., domain and size. In this context,
we present our novel approach for the automated prediction of which
KPIs are relevant for organizations. We implemented our approach and
evaluated its prediction quality in an industrial setting.

Keywords: Key Performance Indicators · Prediction · Relevance

1 Introduction

Organizations measure the performance of their business processes to determine
whether they attain their goals. As a means for that, Key Performance Indica-
tors (KPIs) are used [20]. Average duration of product delivery is a KPI that
organizations use to monitor their product delivery processes. By tracking this
KPI, organizations can predict how much staff must be assigned to their prod-
uct delivery processes to keep the duration of a product delivery below a certain
threshold, e.g., on average 3 days.

To support organizations in process performance measurement, software ven-
dors offer predefined KPIs in their software products. With this, they aim to
provide the maximal set of KPIs that may be relevant for most organizations.
However, predefined KPIs will not work successfully in all organizations because
they want relevant KPIs aligned to their specific goals [20]. For example, taken
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leave per day is a relevant KPI for a production organization, whereas it may not
be relevant for a university, which has similar number of employees. For this rea-
son, software vendors include Business Intelligence (BI) functionality into their
software products and let organizations develop custom KPIs. Although orga-
nizations may do this, custom development of KPIs still requires a significant
effort both from software vendors and organizations [20].

Numerous studies have been conducted for determining relevant KPIs for
organizations [3,4,14,15,28]. In these studies, relevant KPIs are either defined
from scratch or selected from a set of KPIs (e.g., a KPI library) for each organi-
zation. Moreover, in these studies, the identified reasons that make certain KPIs
relevant for one organization are not usually reusable at determining the KPIs for
another. Therefore, for current approaches tailoring KPIs is a manual endeavor
that needs to be repeated for each organization, and requires a significant effort
both from software vendors and organizations.

Fig. 1. Our approach for predicting relevant KPIs for organizations

Within this paper, we propose a novel approach for the automated prediction
of relevant KPIs for organizations. The approach takes a set of prediction models
aimed at predicting the relevance of KPIs and the characteristics of a new orga-
nization, e.g., domain, location, and number of employees. By checking the given
organizational characteristics of that organization against the relevance factors
of KPIs encoded in the prediction models, the approach predicts which KPIs
are relevant to the organization (see ❷ in Fig. 1). To determine the relevance
factors of KPIs and develop prediction models (see ❶ in Fig. 1), the approach
uses the known relevance values of a set of KPIs for a number of organizations,
which needs to be given in the form of a specific input, KPI Relevance Data. By
means of the automatically determined relevance factors of KPIs, we automate
the prediction of relevant KPIs for organizations, which is manually repeated for
every organization in current approaches. Thus, our approach sets itself apart
from the state of the art. We evaluate the prediction quality of our approach by
applying it in a real-life setting at a Dutch ERP software vendor. In this context,
we discuss the results that we obtained.

In Sect. 2, we present our approach aimed at the automated prediction of rel-
evant KPIs for organizations. The details of the implementation of the approach
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are given in Sect. 3. Afterwards, in Sect. 4, we evaluate the prediction quality
of our approach by applying it in a real-life, industrial setting and present the
results obtained in the application. Section 5 is devoted to the discussions on
the implications of the obtained results. In Sect. 6, we provide an overview of
related work on providing relevant KPIs to organizations. Finally, we present
our conclusions and potential directions for future work in Sect. 7.

2 Approach

In this section, we explain the details of our approach on the automated pre-
diction of relevant KPIs for organizations. As introduced in Sect. 1, there are
two tasks: predicting relevant KPIs and developing prediction models. They are
taken care of by the components Prediction Model Development and Relevant
KPI Prediction. The former uses prediction models and the organizational char-
acteristics of a new organization as inputs; the latter uses KPI Relevance Data as
the only input. For the sake of simplicity, first, the definitions of organizational
characteristics, prediction models, and KPI Relevance Data are listed below.
Then, the details of each component is given.

Definition 1 Organizational Characteristics contain the values of a
set of characteristics (e.g., domain, location, and number of employees)
by which organizations can be characterized. For example, Organization
o1 = {domain = Retail ∧ location = Amsterdam ∧ numberOfEmployees=
[10−19] ∧ doesExport = Yes ∧ industryClassification-MainGroup = 47 ∧
industryClassification-SubGroup = 8109 }.
Definition 2 Prediction Models are aimed at predicting the relevance of
KPIs. Each prediction model encodes a KPI, the factors that are the determi-
nants to what extent the KPI will be relevant for organizations, and a prediction
modeling technique, which outperforms predicting the relevance value of the KPI
for organizations using those relevant factors.

Definition 3 KPI Relevance Data is a 2-tuple: (1) the relevance values of
a set of KPIs for a number of organizations where that KPI set is considered as
the comprehensive set from which a sub-set will be selected and (2) the key char-
acteristics of these organizations with their values, i.e., Organizational Charac-
teristics. For example, in Fig. 3, an excerpt from a sample KPI Relevance Data
is depicted.

In our approach, the relevance value of a KPI can be a numeric value from a
scale, namely KPI Relevance Scale. As the KPI Relevance Scale, we use a five-
points Likert-type scale: [1, 5], where a higher value denotes a higher relevance.
The reason for using a five-points scale is that it has been recommended by many
researchers [5,10,27] as the optimal number of relevance categories.
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Fig. 2. Predicting relevant KPIs for a new organization

Relevant KPI Prediction: To predict which KPIs are relevant for a new
organization, two inputs are required: the organizational characteristics of that
organization and prediction models. The prediction modeling technique encoded
in each prediction model is executed with the given organizational character-
istics. Thus, a predicted relevance value will be obtained for the KPI. In the
output, the obtained relevance values are sorted from highest to lowest. After-
wards, the KPIs that have the highest predicted relevance value, a value of 5 in
the KPI Relevance Scale used in our approach (see in Fig. 2), are marked as the
set of relevant KPIs for the new organization. However, this marking is flexible
and one can say that a value of either 4 or 5 may be presented as the set of
relevant KPIs for the new organization. For this, to what extent a KPI is used
for making decisions about the related business process in an organization may
be a reason.

Prediction Model Development: This component takes KPI Relevance Data
as input. For each KPI in the input, an analysis task is performed to determine
what organizational characteristics are the determinants of the relevance value
of a KPI for organizations. The reason for performing the task per KPI is that
relevance factors may vary from one KPI to another. For example, “number of
employees” may be the only factor that makes a KPI relevant for organizations,
whereas for those organizations the relevance of another KPI may be dependent
on both “number of employees” and “organization type”, e.g., whether it is a
non-profit organization.
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Fig. 3. Creation of the prediction models for predicting relevant KPIs

Since the organizational characteristics in the given KPI Relevance Data are
raw data, they need to be transformed into features to better represent the
underlying patterns in the given KPI Relevance Data. That transformation is
done by the encoders within this component. More specifically, a one-hot encoder
is used for each feature. Then, a feature subset is selected for each prediction
modeling technique employed within the component–employed techniques are
listed in the implementation documentation of the approach1. This feature subset
selection helps to make sense of the features for prediction modeling techniques.
To keep the best performing features in subsets, the worst performing feature
at each iteration is eliminated, and then the dependencies between features are
uncorrelated by a dimensionality reduction.

Afterwards, the component trains and tests each prediction modeling tech-
nique to find out the best performing prediction modeling technique for each
KPI. The reason for that is a prediction modeling technique may not outper-
form for predicting the relevance values of all KPIs since the relevance values
in a given KPI Relevance Data may not be the same for all KPIs. Moreover,
each prediction modeling technique has its own noise handling mechanism. For
example, while Random Forest may be the best for an imbalanced set of rel-
evance values, other prediction modeling techniques, e.g., Ada Boost may per-
form poorly. While training a prediction modeling technique, the component
chooses a set of appropriate hyperparameters to discover the parameters that
may result in more accurate predictions. To do so, the component uses a cross-
validated grid-search algorithm. As a result of the train and test, the component
identifies the best performing prediction modeling technique at finding the rele-
vance factors of each KPI. For this, the balanced accuracy metric [9,25] is used.

1 The implementation of our Automated Relevant KPI Determination Approach is
available at http://amuse-project.org/software/.

http://amuse-project.org/software/
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By doing so, we aim to deal with the relevance values of KPIs that may have
an imbalanced distribution in a given KPI Relevance Data. When the relevance
factors and best performing prediction modeling techniques are determined for
all KPIs, the component creates the prediction models for the KPIs. In partic-
ular, the relevance factors of a KPI, the selected prediction modeling technique
for identifying them, and the KPI itself are encoded in the form of a prediction
model.

In the next section, we give the details of the implementation of the approach.

3 Implementation

In this section, we give the details of the implementation (see Footnote 1) of
our approach. On the one hand, the implementation is a constructive proof of
the approach. On the other hand, it shows the applicability of the approach. In
Fig. 4, the technical details of the implementation are depicted.

As explained, to predict relevant KPIs, the approach requires prediction mod-
els as input. This is taken care of the Prediction Model Development component
within the approach. It takes KPI Relevance Data as input and develops predic-
tion models. To accurately capture the knowledge in the given KPI Relevance
Data, as shown in Fig. 4, a nested (two-level) stratified cross validation is used:
(1) for all KPIs and (2) per KPI. More specifically, both model development
and testing will be carried out n-times, which is specified in each stratified cross
validation block, using a different sample dataset of the given KPI Relevance
Data. By doing so, we aim to develop the prediction models that both capture
the patterns in the given KPI Relevance Data, but also generalizes well to unseen
organizational characteristics of new organizations.

Fig. 4. Technical details of the implementation of our approach
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Within the stratified cross validation block for all KPIs, prediction model
development and testing for all KPIs will be done in 5-folds. This means that
in each fold, an 80%/20% stratified split [18] is done to divide the given input
into training and test datasets. By doing so, the approach can develop predic-
tion models and test them using the sample datasets that are preserving the
percentage of the data points for each KPI and class (i.e., relevance values). As
a result, the approach creates two different dataset in each fold: training dataset
for all KPIs and test dataset for all KPIs. Similarly, within the stratified cross
validation block per KPI, the approach does the prediction model development
and testing for each KPI in 5-folds. A training dataset per KPI and a test dataset
per KPI will be generated in each fold. The aforementioned prediction modeling
techniques will be trained and tested using these datasets. In order to avoid
over-fitting to the training data, a 70%/30% split is preferred [12].

The approach utilizes feature selection and dimensionality reduction [19] to
select the organizational characteristics in the training dataset per KPI that
contribute most to the prediction variable (the relevance value of a KPI). Then,
the approach applies feature scaling to have standardized range of the values
of the selected organizational characteristics. By doing so, we aim to make that
each selected organizational characteristic may equally influence the prediction
variable.

Afterwards, the approach trains each prediction modeling technique con-
tained in it. Meanwhile, the approach tunes the parameters of each prediction
modeling technique to determine the parameter set with which each trained pre-
diction modeling technique performs best. When all prediction modeling tech-
niques are trained, the approach tests them using test dataset per KPI mentioned
above. Using the balanced accuracy metric, the approach selects the best per-
forming prediction model for a KPI, from the set of the prediction models that
are created in all folds of the cross-validation block per KPI and tested. When
the best performing prediction model for each KPI is selected, then the approach
completes the prediction model generation process. In other words, the selected
prediction models are ready for predicting relevant KPIs for organizations.

To achieve a high quality at predicting relevant KPIs for organizations, while
developing prediction models within the approach, we use 3 types of meta-
algorithms: stacking, boosting, and bagging [29]. In stacking, a meta-technique
tries to learn the best combination of the prediction models of the primary pre-
diction modeling techniques, which are combined as a stack. In boosting, the
same prediction modeling technique is applied in a chain to learn and fix the
prediction errors of prior prediction models developed in the chain. Different
sub-samples of the training dataset are taken and multiple prediction models
are generated in bagging. Then, these models are aggregated to form a final
prediction model, which has a better accuracy value.

Since most properties of organizations are categorical data types and the
scale we used for relevance values (KPI Relevance Scale) has multiple points,
it is required to support multi-class classification [12] prediction modeling tech-
niques from the machine learning discipline within our approach. Accordingly,
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our approach employs the prediction modeling techniques that are listed in the
implementation documentation of the approach (see Footnote 1). However, our
approach is flexible to support continuous (numeric) data types. This can be
indicated in the configuration where the approach learns the organizational char-
acteristics contained in a given KPI Relevance Data. Moreover, our approach is
extensible to support regression prediction modeling techniques in the case that
one may want to predict a decimal value for the relevance value of KPIs instead
of a numeric value from a KPI Relevance Scale.

In addition, to obtain better predictive performance, the approach reduces
the problem of multi-class classification to multiple binary classification prob-
lems while developing prediction models. In this regard, we apply the following
strategies: one-vs-rest and one-vs-one [12]. The former involves training a sin-
gle prediction modeling technique per class, whereas in the latter a particular
prediction modeling technique is trained for each different pair of classes.

In the following section, we describe how we evaluate our approach in a
practical use of its implementation.

4 Evaluation

In this section, we demonstrate the use of the proposed approach in an industrial
setting and evaluate how accurately it predicts relevant KPIs for organizations. In
this regard, in the following subsections, we describe how we develop prediction
models and use them at predicting relevant KPIs for organizations in a case study.

4.1 Data Collection

In order to develop prediction models, the approach requires KPI Relevance
Data. However, although software vendors usually know the key characteris-
tics of the organizations that they deliver their software products to, they are
typically not aware of the relevance of the KPIs that they offer to those orga-
nizations. Therefore, we investigated whether we could identify a proxy for this
type of data. KPI Usage Logs are typical data sources in which software vendors
typically keep track of how KPIs are being used by organizations. In general,
software vendors either record these logs using the software product in which
they offer KPIs for organizations or using a third-party BI tool (e.g., Qlik Sense
and Microsoft Power BI), which they use as a means for enabling organizations
to develop custom KPIs. KPI Usage Logs is a data source from which one can
obtain information on the usage of KPIs. For example, how many times a partic-
ular KPI is used in an organization, when that KPI is used, and how much time
has spent using the KPI can be obtained from KPI Usage Logs. The obtained
information on the usage of KPIs can be seen as the interest of organizations in
KPIs. Moreover, one can interpret the interest of organizations in KPIs as the
relevance values of KPIs for those organizations. Thus, as a primary proxy for
known relevance values of KPIs for organizations, KPI Usage Logs are deter-
mined.
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A Dutch ERP software vendor, the case study company, records KPI Usage
Logs for the KPIs that the company offers to its customers. In the company, we
had a training session on the KPIs, which are offered to its customers within
its ERP software product. In particular, we examined the KPIs in the Human
Resource Management (HRM) area. The reason for that is that human resources
form a key asset in any organization. As such, the availability of the employees
in an organization is essential in performing its business processes to attain its
goals. However, due to various reasons, employees may not be always available,
for example, sickness, injury, maternity leave, or vacations. Absence and leave
are the two sub areas in HRM that concern the unavailability of employees in
organizations. The former deals with the unexpected reasons of unavailability
of employees. The latter focuses on the unavailability of employees resulting
from statutory rights as granted by labour laws. In this regard, together with
two experts who manage the KPIs in the company, we selected 13 KPIs from
the absence and 6 KPIs from the leave sub area. While selecting the KPIs,
our main consideration was the wide usage of the KPIs by organizations to get
sufficient data points such that our approach can predict relevant KPIs for a new
organization accurately. The selected 19 KPIs are commonly used by more than
2000 client organizations of the software vendor. Afterwards, the experts defined
a set of metrics for transforming the usage of the KPIs into the relevance values
of them. Since the defined metrics require a minimum of one year usage of the
KPIs, the relevance values of the selected 19 KPIs are obtained for approximately
1100 organizations, which use those KPIs at least for a year.

In addition to the obtained relevance values, the characteristics of those 1100
organizations were required to create KPI Relevance Data and develop the pre-
diction models for the selected KPIs. To determine which characteristics and
their values for those organizations are available in the company, we arranged
three meetings with various experts. The first meeting was with the following
experts: a director–the CIO (Chief Information Officer) of the company–who has
knowledge on scoping the KPIs offered to the organizations and a senior prod-
uct developer who is an expert on designing and developing KPIs. These experts
explained the characteristics of the organizations that they consider while scop-
ing and developing the KPIs offered to the organizations. A marketing manager
participated in the second meeting and described the characteristics of the orga-
nizations that often request adjustments for the offered KPIs. In the last meeting,
together with a product manager, we analyzed the data about the organizations
to identify what characteristics and their values are available within the com-
pany. As a result, we selected the characteristics shown in Table 1. All these
characteristics are categorical and the values of them were available for 750 out
of the aforeselected 1100 organizations. Moreover, the names of these character-
istics are translated from their original definitions in Dutch.
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Table 1. Selected characteristics of organizations

Characteristic Explanation with some example values

Legal form - Main
group

The main group of the legal form of an
organization, e.g., with or without legal entity

Legal form The legal form of an organization, e.g. private
limited company, foundation or association

Non-profit A non-profit organization uses the money it earns
to help people. However, a profit organization
invests the money it earns on developing new
products or services to sell them and make more
money

Industry
classification - Main
group

The main group to which the organization is
assigned by the Chamber of Commerce within the
Netherlands. For example, construction is the
main group to which general civil and utility
construction organizations are assigned.
Transportation and storage is another example for
main group

Industry
classification - Sub
group

The sub group to which the organization is
assigned by the Chamber of Commerce within the
Netherlands. Construction of residential buildings
and construction of railways are two example sub
groups of the construction main group. Similarly,
passenger transport and freight transport are two
example sub groups of the transport and storage
main group

Province The province where the organization is registered

Number of -
Employee range

The range of the total number of employees in the
organization. For example, 10–19, 20–49, and
50–99

Import Whether the organization does import

Export Whether the organization does export

Has subsidiary
organizations

Whether the organization has subsidiary
organizations

By combining the obtained relevance values of the selected KPIs 19 with
the organizational characteristics of the aforementioned 750 organizations, we
created the KPI Relevance Data for our evaluation. This means that the required
input for developing the prediction models for the KPIs is ready. Accordingly,
the approach created 19 prediction models for predicting the relevance of the
selected 19 KPIs.
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4.2 Applying the Automated Relevant KPI Determination
Approach

We predicted relevant KPIs for a set of organizations using the developed pre-
diction models. Since the developed prediction models are for the KPIs in the
absence and leave sub areas, the set of the organizations for which relevant
KPIs are predicted are accordingly selected. In particular, the organizations are
selected from the client organizations of the case study company that are not
purchased and not use to the selected 19 KPIs, but use the related functional-
ities, i.e., absence and leave within the ERP software product of the company.
As a result, we selected 261 organizations and predicted relevant KPIs for them.

To determine the prediction accuracy of our approach in the case study, we
collaborated with the CIO of the company and a senior product manager in
the case study company. The reasons for collaborating with these two experts is
that these experts have extensive knowledge both on the organizations for which
relevant KPIs are predicted and on the expected relevance values of the selected
KPIs for those organizations. Then, we calculated the prediction accuracy of our
approach by comparing the predicted relevance values of the KPIs for the orga-
nizations with the expected relevance values of the KPIs for these organizations,
which are provided by the aforementioned two experts. In Fig. 5, the prediction
accuracy of our approach in the case study is depicted.

Fig. 5. Prediction accuracy of our approach in the case study

As depicted in Fig. 5, in the case study, our approach achieves a 74% balanced
accuracy at predicting the relevance of 6 KPIs in the leave sub area for 261
organizations. Similarly, a 64% balanced accuracy is achieved at predicting the
relevance of 13 KPIs in the absence sub area for the same organizations. The
weighted average of the prediction quality values for these two sub areas will
show the prediction quality of our approach for the HRM area, which is 67%. In
the following section, we discuss the implications of those results.

5 Discussion

To consider a certain prediction quality as good, one should look into the context
of the application where that quality is measured [8,23,26]. In this regard, we
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discuss the prediction accuracy of our approach. Since no other study has so far
focused on the automated prediction of relevant KPIs for organizations, there
is no exact reference to compare the prediction quality of our approach with.
However, we think that the prediction quality of our approach shown in Fig. 5
is reasonable [26].

As mentioned in Sect. 3, the problem that our approach tries to solve is
a multi-class classification. Having a balanced distribution of each class has a
significant effect on prediction quality in multi-class classification. However, this
was not the case for the KPIs that we used in the case study. Notably for the
lower relevance values (e.g., 1 and 2 with respect to the used KPI Relevance
Scale), there were fewer data points than for the higher relevance values (e.g., 4
and 5 with respect to the used KPI Relevance Scale). As a result, the approach
was inclined to predict higher relevance values for some KPIs, which are expected
to have lower relevance values by the experts in the case study company. This
indicates that the prediction quality of the approach has negatively affected due
to lacking data points.

One of the possible reasons for a lower prediction quality value in the absence
sub area is that there were fewer data points in the used KPI Relevance Data
for each KPI in the absence sub area than for each KPI in the leave sub area.
In particular, there was a limited variety of small organizations in the known
relevance values of the KPIs in the absence sub area. This was because in small
organizations, the management of absence-related data is ad-hoc, i.e., absence-
related data may not be stored day-to-day. Therefore, there was missing usage
information in the KPI Usage Logs for those KPIs for small organizations. By
contrast, leave operations in organizations are mostly recorded day-to-day since
there are regulations defined by law to keep the data related these leave oper-
ations up-to-date. In addition, leave is a type of operation that can be planned
ahead, whereas absence has a more unpredictable nature.

As a result of having fewer data points for the KPIs in the absence sub area, as
shown in Table 2, the prediction modeling techniques that use linear separation
method for input data outperformed at predicting the relevance values of the
KPIs in this sub area. However, tree/forest based prediction modeling techniques
were majority in the leave sub area since there were more data points for the
KPIs this sub area.

Table 2. Outperformed predicting modeling techniques for the KPIs in the HRM area

Logistic
regression

Support Vector
Machines (SVMs)

Decision
tree

Random
forest

Stacked (Decision
Tree & SVMs)

Absence 7 3 2 1 0

Leave 0 0 2 2 2

We also had the idea to apply our approach in the finance area. Using the
KPI Usage Logs of 109 KPIs in the finance area, we created KPI Relevance Data.
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Then, we analyzed this data before applying the approach on it. We found out
that for more than 60% of the KPIs, there are fewer data points for 3 out of 5
known relevance values. We decided against actually using the approach although
the data was not good enough, i.e., containing fewer data points. Unfortunately,
the approach performed worse than predicting the relevance of the KPIs in the
HRM area. We examined the failing predictions for the KPIs in the finance
area with the two experts together with whom we determined the prediction
accuracy of the approach in the HRM case–a director and a senior product
developer. These experts pointed out that the expected relevance of the KPIs
in the finance area are mostly dependent on various financial characteristics of
organizations such as debt, revenue, payment periods of both the customers and
suppliers of these organizations, and how the products and services are sold by
these organizations. Although our approach is extensible to new organizational
characteristic, however; unfortunately, these organizational characteristics are
not available in the case study company since these are mostly sensitive data
about organizations.

Software vendors that focus on automatically predicting relevant KPIs for
their customers and operate various domains can apply our approach. However,
if these software vendors may want to predict relevant KPIs for their customers
using a different set of KPIs and organizational characteristics than we demon-
strated in the case study, they need to provide their KPI Relevance Data to
our approach and develop prediction models using the approach. Then, these
software vendors can predict relevant KPIs for their customers by executing the
approach with the developed prediction models.

6 Related Work

Due to the high interest in both academia and business, there is a broad litera-
ture in the field of organizational performance measurement. Notably researchers
proposed various approaches dealing with determining relevant KPIs for orga-
nizations since KPIs are widely used as a means for measuring the performance
of organizations. Within these approaches, creating relevant KPIs afresh for any
organization or choosing KPIs from a reference set of KPIs (e.g., a KPI library)
as the relevant set for a particular organization are the two common ways of
determining relevant KPIs. In this section, we list some of the works, which
cover the following question that we are interested in: how are relevant KPIs
determined for organizations?

Much work has been conducted on defining relevant KPIs from scratch for
organizations in various domains. Granberg and Munoz develop KPIs for airport
managing organizations [11]. Similarly, to monitor the performance of airports,
a set of KPIs are proposed in [7]. Kaganski et al. [15] describe the development
of KPIs for small and medium-sized enterprises (SMEs). While a set of KPIs for
the organizations that have highly diverse product families are defined in [24],
Elliot et al. [6] specify a set of KPIs for a large pediatric healthcare organization.
Since the development of KPIs in the aforementioned works is from scratch and



296 Ü. Aksu et al.

manual, in each work, it is required to have an intensive technical knowledge
of the organization to which relevant KPIs are determined. Thus, a significant
effort is required to obtain that knowledge.

Apart from the aforementioned works, del Ŕıo-Ortega et al. present a meta-
model [4] as a basis for working with KPIs. Using the language proposed as
part of the meta-model one can model KPIs within the process models of the
processes in an organization. Then, the values of the modeled KPIs can be
derived from the execution logs of the process models. However, this still requires
each organization to determine relevant KPIs for itself and model them using
the proposed meta-model. Therefore, this will require a significant effort of each
organization.

In some studies [13,16,21,22], researchers focus on selecting a subset from a
set of KPIs to determine the relevant set of KPIs for organizations. Within that
selection process, researchers mostly consider the sector of an organization or a
set of business processes in an organization. However, due to the varying needs
of organizations, a KPI subset that is selected as the relevant set for one orga-
nization may not be relevant for all other organizations, which are in the same
sector or perform similar business processes with that organization. Therefore,
that KPI subset selection process needs to be repeated for many organizations.
To deal with that, Analytic Network Process (ANP) is utilized [3,14,17,28]. In
particular, certain characteristics of KPIs such as reliability, comparability, and
understandability are taken into account to determine the priorities of a set of
existing KPIs in organizations. This is mostly done together with specific experts
in organizations. Then, the KPIs that have the highest priorities are selected as
the relevant KPIs for organizations. However, on the one hand, since the con-
sidered characteristics of KPIs are subjective to experts, the priority of a KPI
may vary from one organization to another. On the other hand, ANP is a time-
consuming and complex multi-criteria decision-making method, and therefore
requires a significant effort from organizations.

7 Conclusion and Future Work

In this paper, we presented a novel approach aimed at the automated prediction
of relevant KPIs for organizations. A set of prediction models aimed at predicting
the relevance of KPIs and the organizational characteristics of a new organization
are the required inputs by the approach. The approach determines which of
the KPIs that are encoded in the prediction models are relevant for that new
organization using the relevance factors of the KPIs. To identify these factors
automatically and develop prediction models, the approach employs prediction
modeling techniques and applies them on the known relevance values of KPIs
for organizations, which should be given in the form of a specific input, KPI
Relevance Data.

To show the accuracy of our approach, we implemented it and demonstrated
in a case study at a Dutch ERP software vendor. Within the case study, together
with experts in the company, we selected 19 KPIs from the HRM area that



Automated Prediction of Relevant Key Performance Indicators 297

are offered to organizations by the company in its ERP software product. The
known relevance values of the selected KPIs were not available in the company.
Therefore, we identified KPI Usage Logs as a proxy for known relevance values
of KPIs and subsequently we created KPI Relevance Data and developed the
prediction models for the selected 19 KPIs together with the experts in the
company. Afterwards, the relevance values of the KPIs were predicted for 261
organizations, which are new to those KPIs. Finally, we evaluated the prediction
quality of the approach by comparing the predicted relevance values of the KPIs
against the expected relevance values of those KPIs, which are provided by two
experts in the company. The prediction quality of the approach was of sufficient
quality to show the practical usage of the approach. As a result, we automate the
selection of relevant KPIs for every organization. For current approaches, this
is a manual endeavor that needs to be repeated for every single organization.
Thus, we believe that our approach lowers the efforts of software vendors for
determining relevant KPIs for their client organizations or the efforts of these
organizations doing this themselves.

In future work, we want to extend our approach for determining relevant
KPIs for different roles in organizations since the relevance of a KPI might vary
from one role to another in organizations. For example, there may be a significant
difference in the relevance value of a KPI on daily stock changes between a CEO
and for a warehouse employee. Furthermore, sales, purchasing, and logistics are
the areas to which we envision extending our approach since their commonality
among organizations in addition to the less sensitivity of data for organizations in
these areas in comparison to other areas, e.g., finance and accounting. Besides,
we plan to develop a decision graph aimed at identifying which visualization
best suits for particular KPIs. Thus, engaging dashboards comprising relevant
KPIs can be built automatically. Moreover, the approach in this paper and the
approach that we presented in [2] are part of our Cross-Organizational Process
Mining Framework, which we introduced in [1], and will be together incorpo-
rated into the framework. With this, we aim to provide recommendations for
organizations using the benchmarks that are developed utilizing relevant KPIs.
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Abstract. With the growing number of available databases having a
very large number of records, existing knowledge discovery tools need
to be adapted to this shift and new tools need to be created. Genetic
Programming (GP) has been proven as an efficient algorithm in partic-
ular for classification problems. Notwithstanding, GP is impaired with
its computing cost that is more acute with large datasets. This paper,
presents how an existing GP implementation (DEAP) can be adapted
by distributing evaluations on a Spark cluster. Then, an additional sam-
pling step is applied to fit tiny clusters. Experiments are accomplished on
Higgs Boson classification with different settings. They show the benefits
of using Spark as parallelization technology for GP.

Keywords: Genetic Programming · Machine learning · Spark ·
Large dataset · Higgs Boson classification

1 Introduction

Digital transformation that we witness in organizations and companies have
generated a huge volume of data. High storage capacities facilitated this phe-
nomenon and provided organizations with their own data lakes1.

To discover hidden knowledge in this data, many Artificial Intelligence (AI)
tools and techniques have been used such as Neural Networks, Decision Trees,
etc. Evolutionary Algorithms (EA), and in particular Genetic Programming
(GP) [14], are candidate solutions since they have shown satisfying results for
a wide range of problems (classification, time series prediction, etc.). However,
GP suffers from an overwhelming computational cost. This becomes more notice-
able when the handled problem has a very large dataset as input. In fact, the
evaluation step (see Fig. 1) is the Achilles heel of GP. It is at the origin of the
increasing computational time. Therefore, any solution that applies GP to solve
a large scale problem, has to focus on reducing the evaluation cost.
1 ‘A data lake is a collection of storage instances of various data assets additional to

the originating data sources.’ (Source: Gartner).
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Summarily, mitigating this cost could be achieved by either parallelizing eval-
uations or reducing their number by means of dataset sampling, hardware accel-
eration or distributed computing. Hadoop MapReduce2 and Apache Spark3 are
Big Data tools that implement a new programming model over a distributed data
storage architecture. They are de facto tools for data intensive applications. How-
ever, according to our knowledge, neither Spark libraries, such as Spark built-in
library MLlib, nor existing ad hoc solutions do provide an implementation of
GP adapted to Spark, which hinders its use in Big Data frameworks. Moreover,
recent machine learning problems more often than not need very high computing
power and resources in order to make a solution in a reasonable time. The chal-
lenge of running GP on Spark becomes more defying when only Small clusters
are available.

This work outlines how we ported an existing GP implementation to Spark
context in order to take the most of its proven potential. We apply this solution
to the Higgs Boson classification problem (see Sect. 2.4) and study the effect of
varying some GP parameters on learning performance and time. Additionally, we
include a sampling algorithm to GP and test it in the same environment configu-
ration used with the whole dataset. We discuss the contribution of this sampling
method to the learning process and the effect of varying number of generations,
population size and sample size on training time and classifier performance.

The remainder of this paper is organized as follows. Section 2 gives an intro-
duction to GP basics. It presents Spark and recent works that combine these two
concepts. Section 3, exposes how we adapted an existing GP implementation to
comply with Spark environment. Then, we show why and how a sampling phase
is added to GP. Details about experimental design followed by the obtained
results are discussed respectively in Sects. 4 and 5. Finally, we end with some
concluding remarks and perspectives.

2 Background and Related Works

2.1 Genetic Programming (GP)

In the standard GP, the population is composed of tree-based individuals very
close to Lisp programs. It performs the common steps of any EA that are:

1. Randomly create a population of individuals where tree nodes are taken from
a given function and terminal sets. Then evaluate their fitness value by exe-
cuting each program tree against the training set.

2. According to a fixed probability, individuals are crossed and/or mutated to
create new offspring individuals.

3. New solutions are evaluated and a new population is made up by selecting
best individuals from parents and offspring according to their fitnesses.

4. Loop step 2 and 3 until a stop criteria is met.

2 https://hadoop.apache.org.
3 https://spark.apache.org.

https://hadoop.apache.org
https://spark.apache.org
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The evaluation step is at the origin of the increase of the GP computing time.
In fact, it executes all programs (individuals) as many times as the size of the
training set. In a classification problem, an individual is a program tree that rep-
resents a classification model. Figure 1 illustrates the evaluation of an individual
against the training set. Its phenotype is (if(IN3 > 0.3, IN3, IN0+IN1) < 0.6)
and is represented by the tree in the same figure. It depicts a single iteration
in the evaluation of a single individual within the population. The output is
translated in a class prediction and is compared to the given value from the
training set. The fitness value is computed, after looping on the whole training
set, according to the fitness function adopted (error rate, true positive rate, etc.).

Population Evaluation

Training Set 

IN0 IN1 IN2

0.01 0.25 0.55

IN3 target

0.44 1

<

if

> +

0.6

0.3IN3

IN3

IN3 IN3 Prediction = 1

Fig. 1. GP Evaluation.

2.2 Spark and MapReduce

MapReduce is a parallel programming model introduced by Dean et al. in [5]
and made popular with its implementation Apache Hadoop. The main idea of
this model is that moving computation is cheaper than moving data. On a clus-
ter, data is distributed over nodes and processing instructions are distributed
and performed by nodes on local data. This phase is known as the Map phase.
Finally, at the Reduce phase, some aggregation is performed to produce the final
output. Hadoop Distributed Files System (HDFS) ensures data partitioning and
replication for MapReduce. However, it needs many serialization operations and
disk accesses. In addition to that, Hadoop MapReduce does not support iterative
algorithms which is the case for EA.
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Apache Spark is one of many frameworks intended to neutralize the limita-
tions of MapReduce while keeping its scalability, data locality and fault toler-
ance. It is up to 100 times faster than MapReduce owing to in-memory com-
puting. The keystone of Spark is the Resilient Distributed Datasets (RDD) [19].
An RDD is a typed cacheable and immutable parallel data structure. Opera-
tions on RDDs are of two types: transformations (map. filter, join, . . . ) and
actions (count, reduce, reduceByKey, . . . ). Spark DAGScheduler, computes an
optimized Directed Acyclic Graph exploiting lazy evaluation and data local-
ity. Spark is compatible with different cluster managers (Built-in Standalone,
Hadoop YARN, Mesos and Kubernetes) [13].

2.3 Previous Works

Recently, several works deal with parallelizing EA in distributed environments.
Qi et al. [17] and Padaruru et al. [15] apply Genetic Algorithms (GA) on soft-
ware test suite generation where input data is a binary code. Both give a Spark
based implementation that parallelizes fitness evaluation and genetic operators.
In Chávez et al. [4], the well-known EA library ECJ is modified in order to use
MapReduce for fitness evaluations. This new tool is tested using GA to resolve
a face recognition problem over around 50 MB of data. Only time measure was
considered in this work. In Peralta et al. [16], the MapReduce model is applied to
implement a GA that preprocesses big datasets (up to 67 millions instances). It
applies an evolutionary feature selection, in a map phase, to create a vector per
mapper on top of disjoint subsets from the original dataset. The reducer aggre-
gates the previously created vectors. Funika et al. [7] implement an ‘Evaluation
Service’ that can be solicited through a REST API. It is not an implementation
of a specific EA algorithm but rather an outsourcing of the evaluation. This
service can be used by any algorithm that requires the evaluation of an expres-
sion over a given dataset. They tested this service for 3 different expressions on
datasets varying from 1 MB to 1024 MB. Al-Madi et al. [1] present a full GP
implementation based on MapReduce. It relies on creating a mapper for each
individual by storing the population on HDFS. Each mapper, calculates the fit-
ness value for the involved individual. Then, the reducer collects the population
and performs selection, crossover and mutation to create the new population.
The focus is on increasing population size (until 50000) and only with small
datasets classification problems.

Our proposal is inspired by all these works and mostly by Chávez et al. [4] where
the authors have integrated the MapReduce model to the ECJ library in order to
run EA on a hadoop cluster. Their goal was to evolve very large populations (up to
3 million individuals), which was achieved by using the checkpointing feature and
serializing individuals in an HDFS file. This work is focused on population and
did not study the use of massive datasets. Our proposal is rather concerned with
training dataset.Weboth give a transformation of an existing tool, but our solution
uses a different underlying infrastructure which is Spark engine and handles a big
dataset to assess the advantages of distributing GP evaluation. Another difference
is the EA algorithm applied. While Chávez used GA, we use standard tree-based
GP. Finally, we extend this solution with a sampling technique.
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2.4 HIGGS Dataset

A Higgs or Z Boson is a heavy state of matter resulting from a small fraction of
the proton collisions at the Large Hadron Collider [3].

From the machine learning point of view, the problem can be formally cast
into a binary classification problem. The task is to classify events as a signal
(event of interest) or a background. Baldi et al. [2] published for benchmark-
ing machine-learning classification algorithms a big dataset of simulated Higgs
Bosons that contains 11 million simulated collision events [10].

In this work, we propose to handle the whole dataset, which is a big challenge
when using EA. Table 1 summarizes the main characteristics of the dataset.

Table 1. Higgs dataset composition.

Total of events 11 millions

Number of attributes 28 real-valued (21 low-level and 7 high-level variables)

Percentage of signals 53%

Training set size 10.5 millions events

Test set size 500K events

3 Porting DEAP to Spark

DEAP (Distributed Evolutionary Algorithms in Python) [6] is presented as a
rapid prototyping and testing framework that supports parallelization and mul-
tiprocessing. It implements several EA: GA, Evolution Strategies (ES) and GP.
We decided to use this framework for the following reasons: (1) it is a Python
package which is one of the 3 languages supported by Spark, (2) it implements
standard GP with tree based representation and (3) it is distributed ready. The
third point means that DEAP is structured in a way that facilitates distribution
of computing tasks. DEAP is not natively compliant with Spark and do not use
any of its parallel data structures (RDDs, DataFrames or DataSets).

To adapt DEAP for a parallel computing engine, the usual method is to
replace the map method, of the Toolbox class, by a code that calls the desired
parallelized operation. Unfortunately, Spark has a constraint that prohibits nest-
ing RDDs. To evaluate an individual, we need to access our dataset stored in an
RDD. Consequently, this solution is not feasible. The following paragraph shows
how we transformed DEAP to benefit from Spark RDDs.
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3.1 Implementation Model

From recent works described in Sect. 2.3, two main scenarios for distributing any
EA, and in particular GP, can be laid out:

1. Distribute the whole GP process: each mapper is an independent run that
uses local data. It is very close to the co-evolution scheme or island model. By
the end of this scenario, an aggregation is required to obtain the final solution.
This aggregation is run on the driver program. For example, aggregation can
be made through a voting using the best individual of each population in a
classification problem. Another way is to take the best individual after a test
on the whole training set. This solution needs more resources on the cluster.

2. Distribute population: this is suitable when a single population is evolved.
Parallelization can be reached by partitioning the population using RDDs.
Therefore, individuals are distributed on nodes, and each node processes the
local individuals in spite of the total population. To proceed the following
phase of the GP (see Sect. 2.1), the output of the previous phase is col-
lected as a new RDD. It is composed of the modified individuals (RDDs
are immutable).

The evaluation represents more than 80% of the total time cost in EA [7,9]. We
suggest to focus on evaluation which can be easily distributed on Spark cluster
even with limited resources seeing that we do not need independent populations.
Besides, for machine learning problems involving big training sets, data must be
parallelized and then we cannot parallelize population. The fitness function con-
sidered in this problem is to maximize correct predictions. To adapt fitness com-
puting to Spark, a first alternative is to replace the default evaluation function
used in DEAP. Map operation on TrainingRDD does not use the individual but
a function (func) representing the Genetic Program. This alternative makes as
many reduce operations as the size of population. This generates an important
cost even for small populations. A key rule in Spark optimization is to reduce the
number of action operations with regard to transformations. Thus, we altered
DEAP evaluation so it maps all the population on the TrainingRDD. This dimin-
ishes action calls to one call per generation. Figure 2 gives the global flowchart of
the modified DEAP evaluation algorithm. First, training set is transformed into
an RDD (TrainingRDD) from a file stored on HDFS and is cached (Fig. 3, line
3). Then, at each generation, the population is evaluated against the training
set by mapping their functions on TrainingRDD partitioned over worker nodes
(Fig. 3, line 9). To get fitness values, a reduce operation is performed (Fig. 3, line
12). After, offspring can be generated on the driver node by applying mutation
and crossover. The offspring replaces the old population and program loops until
maximum generation number is reached.

3.2 Data Sampling

GP is a costly algorithm and this is intensified with big datasets like HIGGS. For
clusters with a small number of nodes, running GP for such problems remains of
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high-cost. Furthermore, in these datasets, redundancy is inescapable. Sampling
is a very suitable technique to deal with this situation. Additionally, depending
on the underlying algorithm, sampling may counter overfitting, enhance learning
quality and allow large population or more generations per run.

For these reasons, we investigated the use of sampling with the previous
implementation. In this work, we started by a simple sampling method which
is Random Subset Selection (RSS) [8]. RSS combines simplicity with efficiency.
Spark makes available two operations: sample and takeSample. They produce
samples with an oscillating size around the specified target. For efficiency, we
used sample which is an RDD transformation. takeSample is an action and
cannot be optimized by Spark DAG Scheduler. The training sample is renewed
at each generation before evaluating the population.

Spark Driver

Fitness values list
Worker Node n

Map

Training Data

Mapper

Partial fitness values

Reduce

Worker Node 1

Mapper

Partial fitness values
n

Population

Population

Population

Fig. 2. Flowchart of the modified evaluation.

The commented code snippet in Fig. 3 outlines the steps we made to adapt
the DEAP standard GP.

4 Experimental Settings

4.1 Framework

Software Framework. The details of used software are as follows: Spark version:
2.1.0, Hadoop version: 2.9.1, Resource Manager: YARN, Operating System: SMP
Debian 4.9.130 and DEAP version: 1.2.2.
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Spark Cluster. We used a tiny cluster composed of 4 worker nodes. Each node
has a 16 core Intel Core processor at 2.397 GHZ, 45 GB of RAM and 1 TB of
HDFS storage space.

In the following experiments, Spark application is submitted to the cluster
via spark-submit script. We used the same YARN directives that are optimized
for the cluster size and the used dataset accordingly to guidelines in [12] for all
the GP runs in order to neutralize the effect of this configuration on results.

On this cluster, 4 Spark executors are deployed per node. The number of
available nodes does not allow us further investigation of hardware effect on GP
performance.

4.2 GP Settings

General Settings. Based on few runs, we set parameter values (Table 2) for GP.
The process of tuning GP settings is beyond the scope of this work and have not
been thoroughly studied.

Fig. 3. Modified DEAP GP loop.

Terminal and Function Sets. The terminal set includes 28 features of the bench-
mark Higgs dataset with a random constant. The function set includes basic
arithmetic, comparison and logical operators reaching 11 functions (Table 3).
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Table 2. GP settings.

Parameter Value

Initialization Ramped half
and half

Tournament size 4

Tree limit 17

Crossover probability 0.9

Mutation probability 0.04

Generations and 61 different

population size combinations

Table 3. GP terminal and function sets.

Function (node) set

Arithmetic operators +, −, ∗, /

Comparison operators <, >, =

Logic operators AND, OR, NOT

Other IF (IF THEN ELSE)

Terminal set

Higgs Features 28

Random Constants 1

Boolean values True, False

5 Results and Discussion

Since the main objective is to tackle computation cost of GP in supervised learn-
ing problems, the first recorded measure is learning time. It comprises the elapsed
time from the initialization of the first population until the last generation. It
does not include the time for evaluation against the test set.

Reducing time must not be at the expense of learning quality. Then, by the
end of each run, the best individual based on the fitness function is evaluated on
the test dataset. Results are recorded in a confusion matrix from which accuracy,
True Positive Rate (TPR) and False Positive Rate (FPR) are calculated. The
objective function used with GP is the classification accuracy:

Accuracy =
True Positives + True Negatives

Total patterns
(1)

We tried 61 different configurations obtained by varying population size,
generation number and sample size. Each configuration is run 11 times. Then we
compute the average learning time and the overall best individual performance
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metrics. By these experiments, we intend to trace the speed gain in learning time
and how it reacts to population size and generations number changing.

The results are reported in Fig. 4 in which 3 population sizes are tested (32,
64 and 128 with 30 generations) and 3 generations numbers (30, 50 and 70 with
32 individuals per population) with full dataset (FSS).

It is noticeable that parallelizing GP on Spark, facilitates its use for solving
large classification problem like Higgs Boson classification. With only 4 nodes,
a GP run takes on average 4864.541 s in 70 generation with 32 individuals and
9779.379 s in 30 generations with 128 individuals. A serial execution of GP on
a single node takes more than 20 s to evaluate one individual against the total
dataset which could take more than 44800 s for 70 generations with 32 individ-
uals. Parallelizing evaluations under Spark achieves a speedup over nine times.
This can be boosted by deploying more nodes on the cluster. Otherwise, learn-
ing time increases linearly with respect to the population size and generations
number when using the same Spark settings.

Then, to allow using large populations and more generations without adding
nodes, we injected RSS to the modified GP. We used the same settings but
more population size values (from 32 to 8192) and generation numbers (from
30 to 1500) with a sample size fixed at 10000 instances. Results are exposed in
Fig. 5. The mean learning time for 1500 generations evolving 128 individuals is
3116.744 s and for 30 generations with 8192 individuals is 763.9 s. The two curves
have the same pace. This is owing to the fact that evaluation is the predominant
phase in GP. Also, with low values of population size and generations number,
time curve is almost flat or with slight slope. It means that time is affected
mainly by Spark scheduling delays. This is tightly related to the cluster use
tuning. This remains valid for target sample size (Table 4).
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We tried the values: 1000, 5000, 10000, 50000 and 100000 instances per sam-
ple. While population size and generations number are set to 128 and 300.

To weigh the differences between using the whole dataset and a sampled sub-
set for training, we juxtapose the results of full dataset (FSS) with those obtained
by RSS with the same number of generations and population size in Fig. 6.
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Table 4. RSS sample size effect on time.

Sample size 1000 5000 10000 50000 100000

Mean time (S) 384.748 411.198 547.839 971.921 1684.747

Also, we keep an eye on learning performance in Fig. 7. Undoubtedly, RSS out-
performs GP without sampling for the 5 different target sizes. As regards learning
performance, in terms of accuracy, experiments using RSS are less efficient with
low number of generations or population size. It surpasses using the full dataset
with large populations or more generations. On the one hand, in Fig. 7(a), it’s for
more than 50 generations that all RSS variants have best accuracy. On the other
hand, Fig. 7(b) shows that RSS outperforms the use of the entire dataset only
with a population size of 128. It is important to notice that we do not focus on
enhancing learning performance and do not use any enhancing technique (e.g.
feature engineering). Nevertheless, the best accuracy obtained is 66.93% with
RSS (population: 128, generations: 1500, sample: 10000) in 3190.02 s. The best
result in [18] is 60.76% realized with logistic regression.
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6 Conclusion

We presented, in this paper, details about reshaping DEAP library by paralleliz-
ing evaluation on Spark cluster. We obtained encouraging results that proclaim
Spark as an efficient environment and is suitable for distributing GP evaluations.
Then, we integrate a simple sampling technique that preserves learning perfor-
mance while providing the possibility to probe GP with large populations or for
a high number of generations. We studied experimentally the effect of varying 3
parameters: population size, generations number and sample size.

This work provides a Spark compliant GP implementation without the need
to code it from scratch. Thus, it can be used in resolving different machine
learning problems. Although it has been successfully tested on a small cluster, the
size of the underlying cluster on the overall performance has to be investigated.

A logical extension is to study the impact of different Spark configurations
(number of nodes, RDD partitioning, partition sizes, etc.). This will help to find
the most suitable execution settings. A second path is to check the feasibility of
adding other sampling techniques and in particular active sampling that prove
to be advantageous in the context of machine learning. Hierarchical sampling,
that we used in [11], is a promising candidate.
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Abstract. This article presents a genetic algorithm (GA) to solve the picker
routing problem in multiple-block warehouses in order to minimize the traveled
distance. The GA uses survival, crossover, immigration, and mutation operators,
and is complemented by a local search heuristic. The genetic algorithm provides
average distance savings of 13.9% when compared with s-shape strategy, and
distance savings of 23.3% when compared with the GA with the aisle-by-aisle
policy. We concluded that the GA performs better as the number of blocks
increases, and as the percentage of picking locations to visit decreases.

Keywords: Order picking � Picker routing � Genetic algorithm �
Artificial intelligence � Multi-block warehouse � Warehouse management

1 Introduction

Order picking is the most repetitive and most labor-intensive operation in warehouses
management, being the transport the activity involving more than 50% of the time and
cost required for processing orders [1]. Thus, it is necessary to reduce travel times
taking into account that they do not add value and represent cost and movement
savings within warehouses and distribution centers [2].

In response, the picker routing problem plans a tour to retrieve items of customer
orders, starting and ending at the depot, visiting several storage locations and mini-
mizing travel distance and travel time [3]. Traditionally this problem has been
addressed for single-block warehouses [4], however, it is necessary to consider multi-
block warehouses which are common in modern warehouses and distribution centers,
providing a significant shorter routing distance [5]. Therefore, it is required to provide
new solution approaches to the picker routing problem considering realistic warehouse
environments, facilitating an efficient integration with the order batching problems and
batch sequencing problem.

Currently, the solution approaches for the picker routing problem in multi-block
warehouses are related to routing strategies as the s-shape strategy, largest gap strategy,
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aisle-by-aisle strategy [6]; heuristics such as block-aisle1 and block-aisle2 [7], branch-
and-bound procedures [6], savings and nearest neighbor heuristics [8]; and graph
optimization algorithms [9]. However, routing strategies and heuristics are not easy to
understand and memorize pickers in multi-block layouts, and they provide non-optimal
solutions for travel distances [10]. On the other hand, optimal solutions usually require
high computational time, which is not feasible for the operations planning in warehouse
environments. Hence, the use of metaheuristics predominates for solving realistic
picker routing problems, improving the solutions coding to work with large problems
[11], finding near-optimal and good-quality solutions through the exploration of the
solution space [12].

2 The Picker Routing Problem in Multi-block Warehouses

The picker routing problem aims to minimize the traveled distance and can be modeled
as a Steiner TSP for multi parallel-aisle layouts where some nodes can be visited more
than once and other nodes do not have to be visited [8]. Even, the STSP can be
formulated as a classical TSP by calculating the minimum distances between each pair
of picking locations [13, 14].

In a 2D warehouse, the Manhattan distance dij between two picking positions i and
j belonging to the same block is calculated using Eq. 1, considering (0, F) as the
coordinate of the lower left corner of the warehouse and (0, B) as the coordinate of the
upper left corner of the warehouse.

dij ¼
xi � xj
�� ��þ yi � yj

�� �� if i and j belong to the same aisle

xi � xj
�� ��þmin yi � Bj j þ B� yj

�� ��; yi � Fj j þ F � yj
�� ��� �

otherwise

(
for 1� i 6¼ j� L ð1Þ

For multi-block warehouses, where h 2 H and H is the set of blocks in a warehouse
configuration, Bg represents the back y-coordinate for the block h, and Fh represents the
front y-coordinate for the block g. Therefore, two picking positions i and j are repre-
sented by i ¼ xih; yihð Þ and j ¼ xjh; yjh

� �
identifying the block for each picking position.

Figure 1 shows the configuration of a 3-block warehouse, where (0, F1) and (0, B1) are
the front and back y-coordinates for block 1, (0, F2) and (0, B2) are the front and back
y-coordinates for block 2, and (0, F3) and (0, B3) are the front and back y-coordinates
for block 3.

Thus, if i belongs to block 3 and j belongs to block 1 then i ¼ xi3; yi3ð Þ and
j ¼ xj1; yj1

� �
, and the minimum distance between i and j (dij) is calculated using Eq. 2.

Note that the back and front y-coordinate correspond to the block of the starting storage
position i.

dij ¼ xi2 � xj1
�� ��þmin yi2 � B3j j þ B3 � yj1

�� ��; yi2 � F3j j þ F3 � yj1
�� ��� �

for 1� i 6¼ j � L ð2Þ
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Based on Eqs. 1 and 2, the minimum distances between each pair of picking
locations in multiple-block warehouses can be computed in matrices. Additionally, we
consider the following assumptions for the picker routing problem addressed in this
study:

• All tours start and end at the Depot.
• Each item is stored in one and only one storage position.
• The distances between two storage locations are rectilinear (Manhattan).
• Only horizontal movements are considered (low-level picker-to-part systems).
• Pickers are able to traverse the aisles in both directions.
• The horizontal distance within picking aisles is not considered.
• The customer orders to be retrieved in a tour were previously validated by an order

batching process, ensuring that the capacity of the orders cannot exceed the capacity
of the picking vehicle.

3 Genetic Algorithms for the Picker Routing Problem

The design of the genetic algorithm to solve the picking routing problem is as follows:

3.1 Encoding Chromosome

The encoding process on single picker routing problem is responsible for representing
in each gene a picking position, and the size of a chromosome is determined by the
number of picking positions to visit [15]. If a picker must visit G unique picking
positions, each chromosome will have G genes. The sequence of the genes represents
the order picker’s visiting order. This solution approach is applicable to a variety of
warehouse layouts and is independent of the length, alignment, and number of picking
aisles.

Depot

Fig. 1. A warehouse layout with three blocks.
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3.2 Initial Population

The proposed GA randomly produces a proportion of initial population based on
Monte Carlo simulation to perform a random exploration of the solution space, and
another proportion of the initial population is created arbitrarily to improve the effi-
ciency of the algorithm and solution quality. Thus, for a population size N, N–9
individuals are created using Monte Carlo simulation and 9 individuals are created
according to the following heuristics:

• The s-shape strategy for multi-block warehouses.
• The s-shape for each block, starting from the front block and ending at the back

block.
• The s-shape for each block, starting from the back block and ending at the front

block.
• The aisle-by-aisle strategy for multi-block warehouses.
• Visit each aisle from the front to the bottom of the warehouse.
• A sequence of picking locations in ascending order according to their number.
• A sequence of picking locations in descending order according to their number.
• A sequence of picking locations in ascending order according to their number and a

local search process based en SWAP movements improves the fitness value.
• A sequence of picking locations in descending order according to their number and

a local search process based en SWAP movements improves the fitness value.

3.3 Fitness Function

Based on Eqs. 1 and 2, the fitness function measures the sum of distances between the
picking positions following the sequence in which the picking positions appear on the
chromosome. As shown in Eq. 3, the fitness function includes the distance from the
depot to the first picking position and the distance from the last picking position. In
Eq. 3, gen(g) represents the number of the picking location assigned to the gen n in a
chromosome.

Fitness ¼ d0;genð1Þ þ
XG�1

g¼1
dgenðgÞ;genðgþ 1Þ þ dgen Gð Þ;0 ð3Þ

3.4 Survival Operator

In each generation, a percentage of the chromosomes best fitness value is selected
ensuring the survival of individuals with high-quality genetic information in each
generation. The number of top chromosomes in each generation is determined by the
survival probability Ps.

3.5 Selection Method

The linear ranking method is used to select the parent chromosomes for the crossover
operator, assigning more probability to individuals with the best fitness, and less
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probability to chromosomes with worst fitness. Then, a roulette wheel selection pro-
vides random numbers to choose each pair of parents for the crossover operator.

3.6 Crossover Operator

The GA uses a two-point crossover method selecting two crossing points randomly on
each parent. The genes of the segment bounded by the two crossing points of each
parent are exchanged with each other (See Fig. 2). This method can provide non-
feasible offspring by repeating picking positions and disappearing some picking
positions in a chromosome. Such situations are dealt with by applying a correction
mechanism that eliminates repeated genes from the new segment in each offspring. As
shown in Fig. 2, the picking positions with the smallest number that have not been
assigned are chosen and assigned to the first available gene, and repeat this procedure
until completing each chromosome. The crossover probability Pc determines the
number of chromosomes created in each generation by the crossover operator.

3.7 Immigration Operator

In each generation, new individuals are created using Monte Carlo simulation to pre-
vent the genetic algorithm from local optima during the evolutionary process. The
number of chromosomes introduced in each generation is determined by the migration
probability Pi.

3.8 Mutation Operator

The mutation operator is used to increase the genetic diversity of the individuals in a
new generation, and the number of chromosomes to mutate in each generation is
determined by the mutation probability Pm. Three mutation methods can be used
(SWAP Mutation, Local Search Mutation, and Mutation Region), and one of them is
chosen randomly for each chromosome to mutate.

Parent 1 16 10 79 97 19 88 16 10 19 88 10 88

Parent 2 79 16 19 88 10 97 79 16 79 97 19 97

16 10 19 - - 88

79 16 - - 19 97

Offspring 1 16 10 19 79 97 88

Offspring 2 79 16 10 88 19 97

Fig. 2. Crossover operator and correction mechanism.
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SWAP Mutation. This is the swapping mutation method (exchange mutation) where
two randomly chosen genes are exchanged through a SWAP movement as shown in
Fig. 3.

Local Search Mutation. A neighborhood structure based on SWAP movements is
used to improve the solutions by interchanging two genes in a chromosome. A se-
quence of swap moves is made between each pair of genes in a chromosome, and the
swap move providing the best improvement is taken as the best solution (new starting
point) and another improvement by a swap move is performed. If there is no
improvement in the fitness function by swap moves, the local search mutation stops.

Mutation Region. This mutation mechanism selects two random positions to delimit a
mutation region. Then, the sequence of the genes in the mutation region is reversed
(See Fig. 4).

3.9 Stopping Criterion

The genetic algorithm stops when the number of desired iterations is satisfied, or when
a number of consecutive iterations are executed without obtaining an improvement in
the global fitness.

3.10 Local Search Procedure

After the algorithm has gone through all generations, it concludes with a local search
procedure to refine the best solution found. In the local search phase, a neighborhood
structure based on SWAP movements is used to improve the solutions by interchanging

Selected chromosome 16 10 19 79 97 88

Mutated chromosome 16 97 19 79 10 88

Selected gen Selected gen

Swap movement

Fig. 3. SWAP mutation.

Selected chromosome 16 10 19 79 97 88

Mutated chromosome 16 10 88 97 79 19

Point 1 Point 2

Mutation region

Fig. 4. Mutation region mechanism.
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two genes in a chromosome. This local search phase uses the same procedure of the
Local Search Mutation.

4 Experiments

The GA control parameters for solving the picker routing problem are tabulated in
Table 1. Some control parameters such as the population size, generations, and con-
secutive iterations without improvement in the best-known solution depend on the size
of the picker routing problem, i.e., the number of picking positions to visit in a tour.

We tested the GA performance in 54 scenarios (2 � 3 � 3 � 3), which result from
the combination of the experimental parameters shown in Table 2. Each scenario is
replicated 10 times by varying the number of items in each order, and therefore varying
the picking positions to visit in each tour, obtaining 540 experimental instances. The
number of picking positions to visit in each tour results from selecting the unique
picking locations from the orders that must be retrieved.

The GA was developed using Visual Basic, on a 3.10 GHz speed processor with
4.0 GB RAM.

Table 1. Control parameters for the GA.

Control parameter Value

Population size 20 + G/2
Crossover probability (Pc) 75%
Mutation probability (Pm) 20%
Immigration probability (Pi) 10%
Survival probability (Ps) 15%
Generations 40 + ⌈G/3⌉
Consecutive iterations without improvement in the best-known solution ⌈G/4⌉

Table 2. Experimental parameters for the GA.

Control parameter Value

Blocks 2, 3
Aisles 5, 10, 15
Positions per aisle side 5, 10, 15
Number of customer orders 3, 5, 7
Number of items in each order Uniform [1, 5]
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5 Results and Discussion

The GA performance was compared with the S-shape routing policy and the aisle-by-
aisle routing policy [6] with an adaptation that forces traversing the sub-aisles located at
the front or back of the warehouse. The comparison of the GA and the benchmark is
measured using Eq. (4), where DGA and DBENCHMARK respectively represent the
traveled distance provided by the GA and the benchmarks.

%D¼DGA � DBENCHMARK

DBENCHMARK
� 100 ð4Þ

Table 3 summarizes the comparative results between GA and benchmarks highlighting
that GA provides average savings of 13.9% over s-shape strategy and provides savings
up to 25.9% when considering 3 blocks, 15 aisles, 10 storage positions per side, and 7
customer orders. Similarly, GA provides average savings of 23.3% over aisle-by-aisle
strategy and provides savings up to 37.4% when considering 3 blocks, 15 aisles, 15
storage positions per side, and 7 customer orders.

On the other hand, the minimum savings of GA compared with S-shape aisle-by-
aisle are provided when considering 2 blocks, 5 aisles, 5 storage positions per side, and
7 customer orders. Figure 5 shows that as the size of the warehouse and the number of
blocks increases, the GA performs better than the routing strategies, providing shorter
traveled distances.

Table 3. Distance savings for the GA.

Distance savings GA vs s-shape GA vs aisle-by-aisle

Maximum 25.9% 37.4%
Average 13.9% 23.3%
Minimum 2.6% 8.4%

9.3%
12.4% 14.1% 14.3%

18.3%
20.5%

18.3%
23.5% 24.5% 23.9% 24.1%

31.6%

0%

10%

20%

30%

40%

Small Medium Large Small Medium Large
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Likewise, Fig. 6 shows a trend inwhich, as the percentage of picking locations to visit
in a warehouse decreases, the GA performance increases with respect to benchmarks.

Additionally, for all evaluated instances, the GA provides a computation time that
varies between 9.4 and 236.6 ms. Therefore, the results demonstrate that the proposed
GA provides high-quality solutions in short computing times facilitating its integration
in joint order batching, sequencing and picker routing problems that require the exe-
cution of picking routes multiple times for each batch [16].

6 Conclusion

In this article, we proposed a GA considering survival, crossover, immigration, and
mutation operators, and the results of the algorithm are refined with a local search
procedure. Experiments show that the proposed GA provides high-quality solutions in
short computing times. The efficiency of picker routing operations is greatly raised with
the GA when the number of blocks and warehouse size increase, and when the per-
centage of picking locations decreases. Due to the efficiency of the GA, we recommend
to use this algorithm in joint order picking problems requiring performing picking
routes several times.
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Abstract. (Business) Information systems become more and more complex
due to an increase in the volume of data, but also due to more and more
interconnected elements that all need to be orchestrated to perform as a uniform
system. Correctly understanding and describing (business) processes, is one of
the cornerstone foundations in the creation of almost all information systems.
While the systems themselves have become more complex, and the means to
program them have evolved over the last decades, the means to analyze and
communicate about the processes they execute have stagnated on a simplistic
level from the 1960s. Over the last 15 years, there has been work done in the
development of concepts and tools on the topic of subject-orientation and
subject-oriented (business) process modeling and management (S-BPM) that is
different from earlier, classical process description approaches. This paper
analyzes and argues about the shortcomings and discrepancies of those classical
approaches and argues how subject-orientation may be an improvement when
employed as a means in the design and development of information systems.

Keywords: Subject-orientation � S-BPM � Business process modeling �
Process analysis � Information system design

1 Introduction

1.1 Motivation

This paper is a theoretical analysis of the description paradigm of subject-orientation in
the context of the design and creation of business information systems. This work is a
summary of several years of working with and analyzing the concepts and tools of the
paradigm. It argues why it may be a preferable choice over existing concepts and their
shortcomings when it comes to information system conceptualization and design. Our
goal here is to provide the reader with the profound understanding of what subject-
orientation is and what the fundamental differences between the classical process
description concept and the subject-oriented paradigm are. Thereby we want to provide
a basis for discussions that go beyond the assumption that subject-orientation is simply
just another form of describing processes with arrows and boxes, but rather a
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fundamentally different thinking structure and consequently a tool that should be
considered in the context of business information system genesis.

2 Relevance: Processes and Business Information Systems

Describing business process is an essential aspect of conceiving business information
systems. Unsurprisingly, every business information system will support the processes
of a business. Understanding the according goals and supposed tasks that lead to the
fulfillment of those goals therefore is crucial.

The artifacts containing the available information on these tasks and goals may
have different forms: They may be called, e.g., user stories, requirements, or specifi-
cations and range from short natural language texts to formal models. However, they
will in some way always contain more or less precise descriptions about the (business)
processes to be supported. These descriptions will then be transformed into an infor-
mation system that can execute or support those processes (Figs. 1 and 2).

3 Classical Process Thinking

‘Process’ is an abstract concept, representing the idea that certain consecutive or par-
allel, observable events, actions of actors, or states of objects are related in some
logical-causal and/or time-dependent way. Thus, the concept of ‘process’ gives us the
ability to think and communicate about ‘a process’ (process thinking).

When tasked with the question of what a process is or how to describe it, what often
is stated by people is something along the lines of Fig. 3: the input-task-output model.

Fig. 1. Indirect execution of process models in an information system (error-prone)

Fig. 2. Direct execution of process models – execution via a workflow engine
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This input-task-output model comes with simple notions of being able to chain
process steps after on another and notions of branching and looping. Furthermore, there
is a single abstraction mechanism: the sub-process idea that allows summarizing
details in a super- process task in a hierarchical tree structure.

The concept can be seen as the basis and can be found in all existing standard
methods and notations used to describe business processes, be it DIN Flow Charts [1],
UML Activity Diagrams [2], the, in business-context widely used, Event-Driven
Process Chains (EPC) [3], or the currently modeling standard that is the Business
Process Model and Notation (BPMN) [4]. The input-task-output concept is also well
established in engineering domains where it is being taught to young engineers as can
be seen in elementary teaching material such as [5] or [6].

It works well for “simple” linear processes where especially the boundary conditions
and rules are well understood and agreed on. E.g., a production process in a factory can
be naturally structured hierarchically (factory ! production lines ! individual
machines). Furthermore, there all inputs and outputs are on the same abstraction level –
namely none at all: they are all within the physical domain. If abstraction was necessary
all inputs and outputs fit well together, making the need to break the simple and well-
mannered tree structure of the according process description very unlikely.

For consideration in the domain of business information systems, another analogy
can be made: the input-task-output concept is the central concept behind procedural
programming languages such as C, PASCAL, or (partly) BASIC. All these languages are
Turing complete [7]. Assuming the same for process modeling languages, it is theo-
retically possible to describe any computational process with them! But if every con-
ceivable (computable) process can be described this way, why need another paradigm?

3.1 Indicators for Shortcomings

The principle of Turing completeness as well as many years of application prove that in
principle there is no reason to have anything beyond the classical description concept.
Still there are problems, but they are subtle and come mostly to the surface when the
need arises to combine several simple individual process descriptions into larger, more
complex models. There are a few indicators for those problems with the classical
procedural concept and its practical limits:

The most prominent is the existence of another programming paradigm: Object-
Orientation [8]. Its adoption, from a scientific concept born in the 1960s, to the most
widely known programming paradigm [9, 10], allows to suspect that the procedural

Fig. 3. Classical Process Concept with multiple inputs, outputs, and attributes
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input-task-output description concept was not sufficient for the needs and requirements
of ever increasing complex programs and operating systems [9]. Especially the chal-
lenge to coordinate the development of more parallel and concurrent activities with the
complexity of graphical user interfaces and the need for multi-tasking increased the
renunciation rate from the classical description approach by the start of the 1990s’.
While theoretically adept, it was simply not sufficient practical for the task of being the
fundament for a single monolithic but coherent process description (code base) that
supposedly was created by a growing group of heterogeneous people over time1. For
the domain of business process management the articulation of these problem is even
more subtle. One example may be the existing differentiation between the concept of
‘workflow’ vs. the concept of ‘process’ that was encountered not in literature but in
interviews with practitioners. The former was used to refer to formal process
description that where explicitly created for workflow engines. ‘Processes’ on the other
hand was used for descriptions that supposedly could not be expressed as “mere
workflows” and subsequently were modeled for most parts in Power Point2. We can
only suppose that this is due to tediousness of modeling high abstraction process
formally – leading to the well-known phenomenon of ‘process tapestries’3. The con-
sequence of this type of informal modeling on the other hand are process descriptions
that bend or even brake the semantics and principle modeling structure in the attempt to
express complex circumstances within the simplistic confines of a linear model and not
having the time or capacities to model precise. We have encountered such an example
in a research project concerned with strategic product planning. As depicted in Fig. 4,
the model, provided by a project partner, supposedly depicted a linear sequence of
tasks organized in a tree structure. However, a detailed analysis showed that the
described tasked were only visually lined up and synchronized: Neither was there a
singular aspect that could actually run through all process steps, nor was there a
coherent time frame or timeline.

Fig. 4. Exemplary process model structure with consistently changing scopes and incompatible
temporal dependencies.

1 Further discussions of the advantages and disadvantages of the procedural vs. object-oriented
programming paradigm should be common knowledge in the domain of business information
systems. Otherwise [10] or any Google search should provide an in-depth.

2 Supposedly, the most widely used process-modeling tool in existence.
3 In programming, the equivalent would be the concept of “spaghetti code”.
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Truthfully, that is only anecdotal evidence, but we have encounter those on mul-
tiple occasions and the main observation remains: for business process modeling, in
principle, only the classical procedural description paradigm is used.

This finding let to the question whether the paradigm of subject-orientation and
subject-oriented business process management (S-BPM4) are indeed different and
potentially advantageous in this regard.

4 A Short Introduction to Subject-Orientation

4.1 Basic Definitions

Subject-Orientation is a modeling or description paradigm for processes. It is derived
from the structure of natural languages and requires the explicit and continuous con-
sideration of active entities as the conceptual center of description. Active entities
(subjects) and passive elements (objects) must always be distinguished and activities or
tasks can only be described in the context of a subject. The interaction between subjects
is of particular importance and must explicitly be described as an exchange of infor-
mation that cannot be omitted.

As a research discipline, the paradigm is based on the works of Albert Fleischmann
[11]. The fundamental concept, however, traces its root into research of parallel run-
ning system and actor based concepts. Furthermore, the principle idea (but not the
explicit consideration) can be found in many areas of IT, e.g., in the advice for pro-
gramming saying that code or threads (active entities) should ideally be separated from
data and data storage (passive data objects)5.

4.2 Pass

While in principle it is possible to model subject-oriented with other modeling lan-
guages, currently, only the Parallel Activity Specification Schema (PASS), conceived
by Fleischman as an integral part of S-BPM can be considered a fully subject-oriented,
graphical process-modeling notation [11, 12].

In accordance with the subject-oriented principle, any process model must first
include a description of the involved active units or roles – the subjects – and the
messages they may exchange. This information is contained in a so called Subject
Interaction Diagram (SID). Temporal or causal information about when or in what
order the messages are being exchanged is not contained in an SID.

The flow of activities are described in individual Subject Behavior Diagrams
(SBD) that exist for each subject appearing in the SID. Tasks or blocks in the SBDs are
called states. A subject always is said to be in exactly one state at a time. Being “in a

4 A process management discipline that is oriented towards and heavily incorporates the Subject-
Orientated modeling paradigm.

5 This, however, is only an advice, since, e.g., the object-oriented programming language Java does
not have the formal means to express the distinction of threads classes and data classes and mixing
is possible.
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state” implies that the activity associated with the corresponding state is being exe-
cuted. Do States (yellow) denote that a subject is performing an activity, task, or
function that does not require input from other subjects. Send and Receive States
denote the interaction with other subjects. They are exited via corresponding Send and
Receive Transitions that denote the condition that must be fulfilled in order to leave
the states. For Receive Transitions that is the active reception of a message from a
defined sender. For Send Transitions, the exit condition is the completed transmission
of the denoted message to the indicated recipient. It is important to note that forks
(multiple outgoing transitions) are always XOR splits in SBDs.

One and only one state in an SBD may be denoted as Initial State ( ). Equally, a
state may be denoted to be an end or final State ( ), but an SBD may have more than
one final state. A process is considered finished when every subject has reached a state
denoted as End State. If not all subjects have done so, an End State may be left again,
either because of a subject’s own decisions in case the end state is a Do-State or when a
message reactivates the subject if the final state is a receive state (Fig. 5).

Fig. 5. Example process modeled in PASS with Subject Interaction Diagram (SID - top) and
individual Subject Behavior Diagrams (SBD – lower two graphs)
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5 Discussion of Subject-Orientation

5.1 Non-ideal Aspects of Subject-Orientation

Uncommon Modeling Concept: Foremost, it must be mentioned that subject-
orientation and its concepts are not widespread or at least uncommon. While the
principle idea of subject or active entity does exist in every business process modeling
approach in one form or another – e.g., swim-lanes or organization units in EPC and
BPMN – those approaches are not oriented towards the subject and do require that
information to be included. The consequence is that especially people trained in or used
to classical description approaches tend to misunderstand or be confused by PASS
models upon first encounter6. E.g., typically it is attempted to interpret a temporal flow
in an SID. In addition, the strict separation of actions and interaction (send and
receive), while being logical, is unusual and requires readers first to understand the
notation.

More Complexity for Small Processes Models: Further interpretation difficulties
may stem from an increase of perceived complexity. Especially for small processes,
subject-oriented PASS diagrams will be larger than comparable classical conceived
models. Mostly for two reasons:

With PASS, the model will always be split into SID and SBDs and, in consequence,
have multiple model parts where classical approaches may only have a single graph7.

Equally, the requirement to explicitly model communication increases the number
of model elements per-se and an increase of elements and text in any graphical model
makes the model harder to comprehend simply by containing more information.

Extra Effort Necessary for Linear Processes Without Interactions: The explicit
modeling of communication does not only increase the model size, but also the effort
for the modeling activity itself: Having to define a message, as well as its sending and
reception, and finding a descriptor for that message that is agreed on by involved
stakeholders and process natives is tedious. It does result in more precise and exe-
cutable models, but not being able to “sweep” the communication aspect “under the
carpet” during modeling may be a factor for rejection.

Complex to Model Trilateral Communication: An especially obvious example of
the increase of effort required by PASS is caused by the fundamental modeling concept
that only allows the description of bilateral communication. Models with trilateral
communication or even more involved parties may get rather complex. E.g., a nego-
tiation process where three parties need to reach a common agreement.

6 Teaching observation: people without prior formal process modeling experience seem to have less
problems adopting to the SID/SBD structure of PASS in contrast to formally schooled process
models that futilely try to apply the classical linear modeling structures also to subject-oriented
models.

7 Which is the actual problem, as real-life process rarely tend to not fit on one slide.
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No Official Technical ISO or OMG Standard (Yet): In contrast to older notations
like BPMN or EPC there is no formal description standard accepted by a global
standardization organization such as the International Standard Organization (ISO) or
the Object Management Group (OMG) yet. This situation does not limit the effec-
tiveness or logic of the paradigm or PASS, but it may foster reservations against the
application within organizations that try to apply only established methods and tech-
nologies that can be used independently from a single tool vendor. However, an
according official standard for PASS has been created within the Subject-Oriented
community and is planned to be proposed to the OMG [13].

5.2 The Advantages of Subject-Orientation/ PASS

Powerful Yet Compact: While being powerful expression-wise, at the same time
PASS is very simple. It consists of merely five core symbols accompanied by the
according connectors. As the thesis of [14] has shown, that is enough to cover all of
[15] ’s workflow patterns that are deemed necessary for a notation to be considered a
full-fledged process modeling language. This is in stark contrast to e.g. BPMN’s
currently featured 116+ symbols of which, according to [16], only a fraction is ever
used by a single modeler.

Modeling Linear and Cyclic Concepts Simultaneously: The expressive power of
PASS can best be seen in its ability to have linear/start-finish-logic concepts (e.g.,
projects) together with iterative consideration (e.g., yearly fiscal reporting or strategic
planning), formally correct, within the same coherent process model. As far as known,
PASS is the only process language with that ability.

Multiple Abstraction Mechanisms: Where necessary, the classical task/sub-task
abstraction mechanisms for individual activities as well as the object-related mecha-
nisms like inheritance or aggregation can be applied in PASS8.
With the concept of subject, however, another and especially powerful mechanism is
available. Subjects cannot only be used as containers to describe behaviors within a
process. In the form of interfaces, subjects may serve as placeholders to refer to other
process models. This can be used to either describe follow-up processes or refer to a
sub-process-entity with more details on a specific matter [17].

Another powerful tool is the so-called Multi-Subject mechanism. It allows to
intuitively, yet formally, define the possible creation of multiple sub-processes
instances within the context of one process. This kind of expressiveness can formally
only be matched by the advanced concept of “Colored Petri-Nets” [18] that graphical-
wise are not nearly as intuitive to model and to comprehend as the declaration of a
multi-subject.

Formal Process Modeling Language: At the same time, PASS is a precise and
formal process modeling language with a well-defined interpreter concept for workflow

8 Obviously, object-oriented abstraction concepts like inheritance (is-a) are used for passive data-
objects. In PASS, these are the messages and according business objects transferred by them.
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engines [19]. Therefore, PASS fulfills the base requirement of being usable for creating
actual machine-readable and therefore executable process models. This is a significant
advantage, and much in contrast to most other process description means.

Simple Mapping of Process Tasks and Users in Information Systems: The concept
of subject has another practical use when working with actual workflow engines as part
of business information systems. For such a system, it is usually necessary to define
which users have the rights to execute parts/steps of a process. With classical description
concept, that kind of assignment is usually done during modeling when each process
step is individually assigned to a user or role.

With subject-oriented models, the matching element it is not the atomic task, but
rather the subject. This allows separating such concerns from modeling.

Aligned With Human Information Gathering and Thinking Structures: The
subject-oriented paradigm is closely aligned to the structure of natural languages and
the fundamental concepts of information exchange between human beings. The pattern
of having to state the subject first (in the SID) corresponds to the natural structure of
human languages and the way humans are used receive information9. Due to its
closeness to natural languages and the rather non-abstract structure, the only require-
ment for learning subject-orientation is simply a solid competence in natural languages.

Natural Context Separation: PASS itself does not only follow the general structure
of natural languages, the subject as a model-organizing element also allows separating
or splitting larger models intuitively. This concept is called Natural Context Separation:

Models of large and complex processes will always need to be separated into
several parts (split up or abstracted) that are easier to grasp individually. With con-
ventional process models, this separation will be done arbitrarily and up to the choice
of the individual modeler. With complex interwoven process models, containing
multiple loops and interaction, splits are hard to set if done at all (process tapestries).

With PASS, a split-up automatically occurs through the modeling of several subjects
and separation of concerns between the SID and SBD. Consequently, when processes
are complex enough to require multiple models to comprehend them, PASS is providing
a mechanism for such splits according to structures humans are familiar with.

Explicit Modeling of Communication: The requirement to explicitly model inter-
actions may be seen as a drawback, however, at the same time it is a positive aspect for
subject-oriented process models. Usually, it is the communication or points of inter-
action that are the neuralgic element of a process. Explicitly identifying and naming
messages and their transmission increases the chance for better process understanding
and better process models:

9 More than half of the world’s languages have a subject-object-verb (SOV) structure. Among them
Turkish, Japanese, or Latin. Roughly 30% have the subject-verb-object (SVO) structure e.g. the
English or German languages [23].
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First, because what may be considered relevant or irrelevant is very subjective.
A communication act considered “too simple” or “common knowledge” by experienced
process participants may be rather crucial for new employees or for external developers.

Secondly, the requirement to explicitly model and name interactions beckons
asking questions that are more precise. E.g., naming a message exchange merely
“message” is very likely to lead to the question “what kind of message” by a reviewer
or stakeholder. Being required to think about appropriate descriptors (names) for
messages also is helpful for self-reflection upon one’s work within a process.

Thirdly, the concept increases the chances for uncovering inconsistencies in process
and terminology early on during process modeling activities. E.g., consider a situation
in an organization where a department A refers to a message as “request” while
department B refers the same message as “order”. In PASS, this situation will easily be
identified, and it can be clarified whether the explicitly stated “order” and “request” are
indeed the same message or two different aspects. However, if the different names only
appear in accompanying textual descriptions, people working with that model may
overlook it and face problems due to misunderstandings and confusion10.

Facilitates Decentralized, Parallel Process Exploration and Modeling: While
PASS fosters well-structured, detailed, and easy to comprehend process models, its
principle structure also is practical for the task of model creation itself:

When any process-modeling activity starts, modelers usually need to gain a com-
plete understanding of the process that is to be modeled. Especially boundary conditions
and limitations need to be discovered, understood, described, and documented (AS-IS).
This activity can be called “process exploration” and usually implies interviewing the
involved process natives. This task is, by the nature of human communication, error-
prone and likely to be done iteratively and separately with different interviews partners.
PASS’ structure enables the modeling of the different narratives separately, possibly by
different modelers in parallel. The individual SBDs and their corresponding SIDs can
afterward easily be matched to one another by comparing the communication. A perfect
match is not required initially. Furthermore, inevitable changes due to new information
gained during exploration or verification can very easily be incorporated into a PASS
model as they may affect only the communication between two subjects and do not
require a complete remodeling of the overall process concept and it does not require the
direct participation of all process natives at the same time.

Overall, this increases the chances that the process modeling activities will be
faster, therefore require fewer resources, and/or result in models that have better
fidelity.

Ideal for Training and Teaching: Resulting from the previously mentioned aspects,
the last but not least, favorable aspect of subject-oriented models is their ability to
function out-of-the-box very well as training and teaching material for new process
participants that may be required to learn and understand their part in a process or

10 E.g., a programmer may consider “request” and “order” as two different data items that need to be
implemented into a business information system, possibly costing multiple hours of unnecessary
development work before found to be the same. Alternatively, worse, if not found, causing
confusion and misunderstandings when a system goes live.
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interaction with a new business information system. This is due to the separation of
concerns that is gained by having first and SID and then individual SBDs. Possible
trainees required to understand their role in a given process do not need to understand
the full process model or system. They only need to be concerned with the, single SBD
for the area of activity they will be responsible for. This reduces the necessary initial
information load on a trainee or reader, without the need to create additional process
models or model excerpts for training purposes.

6 Conclusion and Outlook

In this paper, we presented an in-depth theoretical analysis of the process description
means of subject-orientation and how it compares with the classical process description
paradigm. The paper should have provided an inside into what subject orientation is
and what possible, drawbacks and strong points are.

Subject-orientation is by no means a silver bullet solving all problems when
encountering the task of business process analysis and system engineering. Also, it is
clear, that the possible advantage of using subject-orientation over a more classical
process description means is hard to measure and indefinitely smaller than the
advantage of using any means of process description over using none at all. The paper
also did not consider the practical aspects of available software tools to, e.g., actually
engage in subject-oriented process modeling with PASS. An overview of a variety of
available tools for S-BPM can found in [21].

Nevertheless, the positive aspects of subject-orientation outweigh the non-favorable
aspects and from the arguments made here, it should be reasonable to deduct that the
paradigm and subject-oriented business process modeling may be a viable if not
necessary option when approaching the design of (business) information systems. This
is especially true in a complex world where classical, linear thought structures are not
sufficient anymore.

Furthermore, when business information systems are supposed to be created for the
support of human beings, instead of the other way around, it becomes of utmost
importance to give those humans the means to express themselves, their needs, and
their values while tasking them with as little complexity as possible. Subject-
orientation as far as we can see, is the best solution for that. We have successfully used
it and will continue to use subject-orientation for the analysis and conceptual creation
of information systems and the business process they should support – and we can
recommend it to others as well.
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Abstract. For the permanent establishment and use of a RIS in universities and
academic institutions, it is absolutely necessary to ensure the quality of the
research information, so that the stakeholders of the science system can make an
adequate and reliable basis for decision-making. However, to assess and
improve data quality in RIS, it must be possible to measure them and effectively
distinguish between valid and invalid research information. Because research
information is very diverse and occurs in a variety of formats and contexts, it is
often difficult to define what data quality is. In the context of this present paper,
the data quality of RIS or rather their influence on user acceptance will be
examined as well as objective quality dimensions (correctness, completeness,
consistency and timeliness) to identify possible data quality deficits in RIS.
Based on a quantitative survey of RIS users, a reliable and valid framework for
the four relevant quality dimensions will be developed in the context of RIS to
allow for the enhancement of research information driven decision support.

Keywords: Research information systems (RIS) � Research information �
Utility � System acceptance � Data quality dimensions �
Data quality measurement � Data quality improvement � Reliability � Validity �
Structural equation modeling

1 Introduction

For the operation of a research information system (RIS) as a central source of information
in academic institutions, the quality of the research information and the reliability of
derived statements is of central importance. RIS is a database and tool of research
administration that specifically supports the management and provision of research
information and its activities (such as affiliation of persons to institutions, publications,
research projects, patents, etc.). The peculiarity of RIS is to understand, manage, evaluate
and further develop the portfolio of scientific research activities of academic institutions.

© Springer Nature Switzerland AG 2019
W. Abramowicz and R. Corchuelo (Eds.): BIS 2019, LNBIP 353, pp. 337–349, 2019.
https://doi.org/10.1007/978-3-030-20485-3_26

http://orcid.org/0000-0002-5225-389X
http://orcid.org/0000-0001-9576-8474
http://orcid.org/0000-0002-4000-807X
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20485-3_26&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20485-3_26&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20485-3_26&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20485-3_26


In addition, RIS provides them with a sound basis for decision-making and reporting,
in which the research information from different heterogeneous sources (e.g. human
resources, financial budgets, libraries, etc.) are brought together. The reason for this is not
at least the intention to merge the collected research information into a homogeneous
amount, to bring it into logical context and to be able to evaluate and present research-
relevant decisions consequently. Since research information serves the interests of vari-
ous data users (e.g., academic institutions, funding bodies, companies, etc.), the reports
should be generated from a high-quality RIS. If this research information is incorrect,
incomplete or inconsistent, this may have significant implications for institutions.

To have valid and valuable results, it is indispensable to define quality dimensions
for data management, measuring, achieving, maintaining and ensuring the highest
quality of research information, in addition to the application of methods and tech-
niques (e.g., data profiling and data cleansing) [1, 2].

Data quality dimensions help to structure the research information in RIS and
make the success measurable for the decision maker [3]. They provide a way to
measure and manage data quality and information [13]. As discussed in the various
studies [7, 9, 10, 12], there are a diversity of data quality problems in definition and
measurement that are essential to ensuring high data quality [19]. Without quality
control, data quality will progressively decrease [5].

The paper firstly examines the quality of RIS and its impact on user acceptance, and
then proposes a framework as a structural equation model (SEM) to support quality
measurement in RIS. With this model, it is possible to find out to what extent the
investigated data quality dimensions have an influence on the improvement of the
research information in RIS.

Research on this topic so far, by euroCRIS or the German DINI AG FIS, often
stressed the general importance of data quality. Our paper tries to add more detailed
insight, based on the four quality dimensions (correctness, completeness, consistency
and timeliness) and their relationship to the process of improvement in the RIS. To
estimate the reliability and validity of the data quality dimensions for the improvement
process in the RIS, results of a quantitative online survey by the “QuestionPro” soft-
ware (between February 2018 and September 2018) with universities and academic
institutions from Germany and other European countries are presented. More infor-
mation about the survey is provided in [4].

The paper tries to answer the following questions:

• Which aspects are important for describing the data quality in RIS?
• Which data quality dimensions are important for RIS to check and measure research

information?
• What data quality problems will be exchanged during collection, integration and

storage of research information in RIS?
• How to detect data quality problems in RIS?
• At which point of data processing does a data quality check by the RIS take place?
• Which methods and techniques are used to improve and increase data quality in

RIS?
• How high is the data quality in RIS?
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Factor analysis and Cronbach alpha test are used to assess the consistency, reliability
and validity of the results [11, 14, 16].

The paper has four sections: (1) the introduction to the topic and methodology;
(2) the concept of data quality in the context of RIS and the user acceptance based on
data quality in RIS; (3) presentation of results; (4) a framework for measuring and
improving the quality of research information in RIS. Finally, the paper ends with a
conclusion of the most important results and an outlook.

2 State-of-the-Art Data Quality

The increase in research information and its sources presents universities and academic
institutions with difficult challenges, furthermore data quality is becoming more
important. The term data quality is defined in various ways both in the literature and by
experts. Wand and Wang [17] conclude that data quality issues occur with inconsis-
tencies between the view of the information system and the view of the real world. The
occurring deviations can be determined based on data quality dimensions such as
completeness, correctness and consistency. English [8] differentiates between the
quality of the data definition, the architecture, the data values and the data presentation.
Wang and Strong [18] evaluate in an empirical study of general data quality dimen-
sions across four categories. Data quality was therefore determined contextually or
based on the data values (inner data quality). Furthermore, the data quality must satisfy
what the user and system demands.

From these different approaches to the topic of data quality can be defined in the
context of RIS as fitness for use and describes the suitability of the data objects for
users in a particular context [18], they must be correct, complete, consistent and
current.

Four data quality dimensions, as defined by Wand and Wang [17] will be
explained, which are considered relevant in the context of data quality in RIS.

• Correctness: The research information is consistent in content and form with the
data definition. Correct research information contains the contentwise correct
information in the predefined formats of the attributes.

• Completeness: On the one hand, the criterion refers to the completeness of the
research information in the transmission of data between the different systems.
A record is complete if no data has been lost during the transformation from
System A to System B. On the other hand, a record is complete if all necessary
values are included.

• Consistency: The consistency of the research information refers to the correctness of
the stored data in the sense of a consistent and complete representation of the
relevant aspects of reality.

• Timeliness: The research information is current if it reflects the actual property of
the described object in a timely manner. The research information is not outdated.

In addition to data security, ease of use and other variables, data quality is one of the
main conditions of user acceptance of RIS. This is primarily about trust - trust in the
system, in its provider and in its administration. A system that does not reliably identify
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or correct data problems, or that itself is a source of data quality defects, can (and will)
not be trusted. Perceived quality problems affect the subjective performance expecta-
tions of the system. Data quality problems or poor data quality can have different
causes. In order to improve data quality, the cause must be known. Because only if the
cause is remedied, a lasting improvement of the data quality can be achieved. However,
in the case of the RIS, poor data quality is all the more problematic in terms of strategic
and sometimes highly sensitive information and decision-making aids, such as personal
or financial data. The perceived data quality has a direct impact on the expected benefit
and thus, indirectly, on the intended and real use of the system. User acceptance is not
only a matter of ergonomics and system quality, but also of organization, communi-
cation and legal protection. In this sense, data quality is a necessary but not sufficient
condition for user acceptance. But one can also ask the question differently: What
incentives does the system and its organizational environment provide for the scientists
involved? What “facilitating conditions” are created by science management to support
acceptance by scientific staff?

3 Results

This section presents the research results of the quantitative study. The survey was
addressed to 240 German universities and research institutions and 30 European uni-
versities. A total of 51 German universities and research institutions and 17 European
universities responded. According to the survey, the responding institutions imple-
mented their RIS 2 to 8 years ago.

The survey’s main objective was to assess the management of data quality, i.e.
processes to define, measure, and improve data quality. The first question identifies
main aspects of the concept of “data quality”. According to the respondents, most
important is the quality of data provision (overall RIS), as well as the quality of the data
content and the quality of the definitions (see Fig. 1).

Fig. 1. Aspects describing the concept of data quality in the context of RIS (N = 68).
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Data quality can differ between the data definition and architectural quality, the
quality of the data values as well as the quality of the data presentation and groups
these into [8]:

• The quality of the data standards (guidelines that support a consistent, accurate,
clear and understandable data definition).

• The quality of the data definitions (semantic aspects and business rules).
• The quality of the information system architecture (general design of data models

and databases in terms of reuse, stability and flexibility).

Former research defined data quality with some universal dimensions. The survey
tries to assess which of these dimensions are of particular importance to institutions for
examining and measuring data quality in RIS.

The survey reveals that the respondents evaluate the correctness, completeness,
consistency and timeliness of the research information as most important (see Fig. 2).
To monitor data quality, these dimensions should be objectively measurable, auto-
matically collected which requires querying the data sources to have values for pro-
cessing. For larger data sources, good sampling and extrapolation techniques should be
used. Automatic assessments should be conducted as often as possible, and simple
procedures should be used to not burden RIS unnecessarily. Therewith, e.g. the cor-
rectness, completeness and consistency of the research information is verified or at least
well assessed. Research information that meets 80% (good) to 100% (very good) of the
correctness, completeness, and consistency of data represents a precise reflection of
real-world system states to information system states and can be used to justify about
data quality [17]. Because such reasoning can be made to improve data quality [17]. In
addition, the respective degree of fulfillment of the requirements can be determined by
the data user. Figure 3 presents a model for classifying data quality dimensions in the
context of RIS.

Fig. 2. Data quality dimensions for RIS (N = 68).
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During the collection and storage phase of important research information from
various internal and external data sources of the institutions in RIS, a large variety of
data problems arise which must be processed by the RIS. From the point of view of
universities and academic institutions, Fig. 4 shows possible data quality problems of
data quality in RIS.

Poor data quality leads to wrong decisions, employee dissatisfaction and rising
costs. In order to be able to recognize errors at an early stage and treat them efficiently,
the following questions must be answered in institutions:

• Will the data quality in RIS get worse or better?

Fig. 3. Classification of data quality dimensions in RIS.

Fig. 4. Data quality problems in RIS (N = 68).

342 O. Azeroual et al.



• Which source system causes the most/least data quality problems in RIS?
• Can patterns or trends be recognized by the data quality check in RIS?

Data quality problems are continuously detected in institutions by plausibility
checks. The analysis of quality problems in RIS are illustrated in Fig. 5.

The quality checks performed by RIS on institutions take place most during the
data processing in the data storage in the RIS as well as the import of internal and
external data sources and data presentation (see Fig. 6).

Fig. 5. Data quality checks in RIS (N = 68).

Fig. 6. Data processing with the quality checks by RIS (N = 68).
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Which techniques, methods and measures are used to improve the RIS data quality?
The majority of the respondents use data cleansing methods, while pro-active
approaches and data profiling rank second. Re-active approaches and ETL processes
seem rather rare. Figure 7 shows the results.

Many respondents attach great importance to data quality in RIS (see Fig. 8). High
quality contributes to the fact that working with the RIS is perceived by the users as
pleasant and easy. High and reliable data quality creates trust in RIS. Users not only
work more efficiently and more powerfully, but also more securely, which in turn
increases user acceptance. High data quality adds value and provides benefits to uni-
versities and research institutions which will further increase user acceptance.

Fig. 7. Techniques, methods and measures to improve data quality in RIS (N = 68).

Fig. 8. Degree of data quality of RIS in German and European universities and academic
institutions (N = 68).
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4 Supporting Framework for Research Information Quality
Dimensions

Tomake a statement about the dependency relationship of the data quality dimensions for
the improvement process in the RIS, it is necessary to consider important dimensions to
each other. For such a consideration and estimation of reliability and validity based on the
results of the quantitative survey, a flexible framework will be used as a structural
equation model (SEM) [14]. The data quality in RIS is measured by the variables cor-
rectness, completeness, consistency and timeliness. The framework is shown in Fig. 9.

The framework allows the measurement of the observable variables of data quality
dimensions. They represent the latent variables of the constructor. Each latent variable
is operationalized by directly observable or ascertainable variables. In this framework,
a reflective model is used because the latent variables affect the respective indicators.
The number next to the arrow describes the relationship between the latent variable and
the corresponding indicator. This number is to be interpreted as a factor load and
indicates how strong the reliability and validity is to the latent variable. The developed
framework can support institutions at every step from design, execution, analysis, and
improvement to assessing and overcoming the data quality issues of a RIS.

To evaluate the reliability and validity of the scales for data quality dimensions and
design factors for the improvement process in the RIS, a statistical analysis with R on
the survey data was applied to assess Cronbach’s alpha analysis and principal com-
ponent analysis (PCA). Ensuring that respondents can accurately answer questions
about data quality dimensions has been limited to the universities and academic
institutions that have been using RIS for a long time. For the survey, a Likert scale was
used, with four possible answers from “very important” to “unimportant”.

Fig. 9. Framework as a structural equation model for data quality dimensions in RIS.
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Cronbach’s alpha determines the reliability of the dimensions and its value is
between 0 and 1, with values less than 0.5 considered “unacceptable” and higher than
0.65 “good” [6]. Table 1 calculates and displays the reliability of the coefficient for
each individual dimension.

The results for the dimensions consistency and timeliness were respectively 0.72,
for the dimension correctness it was around 0.73 and for the dimension completeness it
was 0.79. The total Cronbach’s alpha value reaches a value of 0.74 and is therefore
considered as a good value. Therefore, the Cronbach’s alpha reliability coefficients
values show that the instrument is reliable for calculation and all dimensions have a
relative consistency for each construct.

To further investigate the relationships of data quality dimensions or factors, the
determination of content and construct validity was made using PCA. This is a “method
of data reduction or factor extraction based on the correlation matrix of the dimensions
involved” [15]. The aim with this method is to create the measurement of the dimensions
with the orthogonal rotation technique “varimax rotation”, which minimizes the number
of connections and simplifies the interpretation of the dimensions [11]. To calculate the
factors, a coefficient greater than 0.5 was chosen to make the factor matrix more reliable,
with the eigenvalue (variance) greater than 1 and Kaiser-Meyer-Olkin (KMO) greater
than 0.5 for measuring the adequacy of the sample [15]. The correlation of the factor
values is called loadings and these explain the relationship between dimensions and
factor. Using the factor loading, one can see which dimensions are highly correlated with
which factor and which dimensions can be assigned to that factor [15]. Table 2 below
shows the results and calculation of PCA for the validity of the data quality dimensions.

Table 1. Result of Cronbach’s alpha for data quality dimensions.

Dimensions Number of items Alpha

Correctness 2 0.729
Completeness 3 0.790
Consistency 2 0.726
Timeliness 2 0.720
Overall Cronbach’s alpha 0.739

Table 2. Result of PCA for data quality dimensions.

Dimensions Number of items Factor loading Eigenvalues % of variance

Correctness CorrQ1 0.699 1.73 19.34
CorrQ2 0.902

Completeness CompQ1 0.889 5.01 51.84
CompQ2 0.599
CompQ3 0.992

Consistency ConsQ1 0.698 1.33 15.75
ConsQ2 0.889

Timeliness TimeQ1 0.600 1.01 13.07
TimeQ2 0.980

346 O. Azeroual et al.



The KMO-value for items of the dimension correctness was 1.20, for the com-
pleteness 1.64, for the consistency 0.86 and for the timeliness the KMO-value was
0.80. Thus, the KMO values were above 0.5 for all four dimensions, indicating that the
sample size was adequate and that there were enough items for each factor. All factors
of the tested dimensions had a factor load of more than 0.5, which means that all items
can be loaded with the same factor. For the first two factors, correctness and com-
pleteness, the extracted variance was 19.34% and for others 51.84%. The eigenvalue
for both factors is thus greater than 1. However, for consistency and timeliness, the
eigenvalue is also greater than 1, with an extracted variance of 15.75% and 13.07%.
Thus, for all factors, the items are compared to related dimensions and can be grouped
into one factor.

As an overall assessment of the framework, it can be summarized that the data
quality dimensions positively influence the improvement process in the RIS. The
analysis results prove the good reliability and validity of the nine data quality items in
RIS. The result of the PCA shows that the items were highly valid in the construct and
demonstrate good statistical properties for testing the developed framework. For aca-
demic institutions that have problems integrating different information systems or
external data sources, it is advisable to consider these four reliable and valid dimen-
sions to optimize data processing processes and ensure data quality in the RIS.

5 Conclusion

An institution needs research information to monitor and evaluate its research activities
and make strategic decisions about different application and usage scenarios. For a
holistic view of the research activities and their results, the introduction of a RIS is
therefore essential. It is equally essential that such a system provide the required
information in a secured quality. In order to make the best possible decisions in
academic institutions, they must be based on research information that has to meet high
requirements. The right research information must exist and be available in the right
place at the right time.

Decisions made on the basis of bad or inadequate information due to poor data
quality may not be optimal. Poor data quality in RIS poses a challenge in terms of time
and cost to institutions, which should not be underestimated. Especially when inte-
grating research information from heterogeneous systems into the RIS, it may happen
that the data formats of the fields in the source system do not match. It is possible that
the source data is in the wrong format or in the wrong range of values. To overcome
this challenge, the source systems must be measured, adjusted and controlled so that
these constellations can no longer occur.

The term data quality in the context of RIS refers primarily to the first aspect,
especially the correctness, completeness and consistency of data and the information
derived from it. Implicitly, the second aspect is where the timeliness of the information
is to be considered, because outdated information is generally no longer correct in
dynamic environments, such as in academic institution. Through the analysis of the
survey results and the developed framework, the most important dimensions for the
improvement process in RIS could be identified, which are crucial for the measurement
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of data quality in the RIS. The measurement of these four dimensions can be done with
each RIS (see [3] for further details on the data measurement in RIS). The concept
presented in the paper offers an appropriate way to measure and improve the processing
of data quality in RIS.

The quantitative analysis of this paper has shown that data quality is a critical
success factor in user acceptance. To ensure the sustainable use of such a system, it
requires the greatest possible user acceptance on the part of the science management,
the system administrators and the scientists themselves. User acceptance is based on
trust in data quality, which requires continuous quality management. Data quality
should therefore be treated as a high priority business process, not only to guarantee
and enhance the added value of the information produced, but also to ensure the
confidence or user acceptance in universities and academic institutions with a RIS,
which in turn the responsible use of such systems is indispensable and at the same time,
in the sense of positive feedback, can contribute to the quality of all data. Further work
is needed for a better understanding of the relationships between data quality, satis-
faction, acceptance and perceived usefulness of RIS, with a larger sample including in-
house developments and second generation systems.
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Abstract. Smart wearables can be used in the workplace for organisations to
monitor and decrease the stress levels of their employees so they can work
better. Such technologies record personal data, which employees might not want
to share. The GDPR makes it compulsory to get employees’ consent in such a
scenario, but is seen as asking a yes/no question. We show that implementing
this consent procedure is not enough to protect employees and make them adopt
devices. Based on interviews, we argue that more control must be given to
employees on which data is collected and why through an ongoing engagement
and consent procedure. It could lead to higher technology adoption rates and
data quality.

Keywords: Consent � Digital organisations � Smart wearables � Ethics �
Technology acceptance � Human enhancement

1 Introduction

Microchips implants to control the environment [9], piercing like implants to get new
senses1, wearable devices to manage our stress [15], some have started to propose the
use of cyborg-like technology to individuals and organisations. While individual use of
such technologies can be seen as an application of the right to morphological freedom
[20], their use under the impulse of an employer is more problematic as employees
might not have a choice but to change themselves for the purpose of better work
performance. Indeed, these technologies are meant to increase the physical, cognitive,
and psychological abilities of the individuals so that they reach higher levels of hap-
piness than confined in the natural limits of their bodies [14]. They have only an
indirect impact on work as they are targeting generic abilities and designed to benefit to
the individual, at work and after work when doing multiple different tasks. It is because
I perceive directions better that I perform better in orientation tasks, it is because I have
a microchip that I open door without movement and am faster in carrying elements.
Completing tasks faster, better, in new ways is seen as intelligence augmentation [6]
and is a promise of increased productivity in the workplace.

1 https://www.theguardian.com/technology/2017/jan/06/first-humans-sense-where-north-is-cyborg-
gadget.
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Notwithstanding the possibility offered by enhancement technologies to create
value for business, and it being a market in itself, the use of enhancement technologies
at work raises both moral and legal issues. These technologies can record personal data.
In such a case, issues related to the ownership of the data and to the respect of the
employees’ privacy arise.

Since 2018, in Europe it is compulsory to ask for specific and explicit consent when
recording personal data as per the General Data Protection Regulation (GDPR). Per-
sonal data is interpreted as being anything which relates to or allows to identify an
individual. This leads to a series of yes or no question in research protocols or before
users can use a new technology or service. It allows individuals to decide how their
personal data is handled and so to ensure their privacy is respected as much they can.

In many ways, one could argue that users of human enhancement technologies
proposed by their organisation should be given the same right to give consent and that
their interests would be protected by it. Companies themselves insist on having given a
choice to employees and on that use is voluntary [9]. However, there are several
challenges attached to gaining meaningful specific consent when considering the use of
human enhancement technologies in the workplace. Firstly, these technologies are
considered as emerging: the consequences of their use are not revealed yet, and not all
of them can be anticipated. This means it can be difficult to obtain informed consent.
Secondly, the use of these technologies in the workplace, a social and political envi-
ronment, raises issues in terms of (perceived) pressure to consent. The interests of the
employees might not be protected by simply asking for consent. Privacy has been
shown to have an impact on technology acceptance in other domains [23], suggesting
that individuals might consider ethical issues when choosing to use a technology.
Implementing a consent procedure that reassures potential users about what can be
done with their personal data is required. How can the limits of consent be overcome so
as to guarantee a protection of the interests of the employees? Can it also improve the
quality of the data gathered?

The thesis outlined in this paper is that to preserve the autonomy of participants, it
is necessary to go beyond the formality of seeking consent. Rather, one needs to
increase the control that the participants have over the course of the experiment on the
data collected and its use.

Firstly, we analyse the concept of consent and show that seeking consent is meant
to protect autonomy. Then, we present the case of an ongoing research project where
hospitals are to ask their staff to use wearable technologies to monitor physical indi-
cators of stress where the different approaches to consent prove to be ineffective in
protecting the participants’ autonomy. Thirdly, we introduce how displacing the focus
from consent to control is more satisfactory in ensuring the participants’ autonomy
efficiently, in spite of its costs.

2 Seeking Consent as a Procedure to Protect Autonomy

The concept of consent is most discussed in the sphere of bioethics, from which we will
draw in this section. Indeed, historically, the notion of consent, i.e. that an individual
agrees to take part in a (medical) procedure, appeared during the Nuremberg trials and
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was set out in the 1947 Nuremberg code as a way to protect individual’s autonomy.
Seeking consent is needed in order to make sure that individuals are not subject to
procedures they do approve. Going further, Beauchamp and Childress [3] define per-
sonal autonomy as when ‘The autonomous individual acts freely in accordance with a
self-chosen plan, analogous to the way an independent government manages its ter-
ritories and establishes its policies’ (pp 99–100). Protecting the personal autonomy of
individuals requires giving them the opportunity to evaluate how a proposed course of
action fits with their own desired trajectory. In this paper, we will consider only the
case when individuals with capacity to give consent, i.e. adults with the needed cog-
nitive abilities, are asked for consent or dissent. This means the individuals we consider
are able to set their plans and evaluate options.

To achieve a form of consent which does protect the personal autonomy of such
individuals, it is necessary to add two conditions: the consent must be properly
informed and freely given (1964 Helsinki Declaration). This means that seeking con-
sent is more than asking a yes or no question but is a process throughout which
individuals get information on the purposes, procedures, of the research they are taking
part in. This information must not be deceitful and must be provided in a language
intelligible to the individuals whose consent is sought. Furthermore, this process must
be implemented so that there are no threats, coercion, or persuasion to agree. While in
the light of history some may read the requirement for no pressure and violence as the
absence of physical coercion, this concept must be understood more broadly as there
can be a form of psychological pressure to agree, depending on social pressure.
Individuals are not isolated when they make their decision to consent or dissent and this
social context, with its emotional and embodied aspects, needs to be considered. Since
the 70s, there is a turn towards such a form of relational autonomy. The place of
individuals or groups who have a responsibility in engaging with the individuals to
inform their decision is to be considered. Protecting their autonomy, in this relational
view, means that paternalistic approaches where an organisation would decide a priori
what is the course of action to follow, are prohibited as each individual has a pre-
established plan and can reject propositions which divert from the plan. Surrogate
decisions and paternalism are to be avoided here and a principle of non-domination is
to be followed. The absence of coercion, persuasion or threats also means that indi-
viduals must not face only bad alternatives if they dissent. Consent allows a sense of
personal integrity as it enables the individual to follow their plan for themselves and
their bodies. Consent is related to the concept of self-ownership [12], implying that we
have ownership over our bodies and selves, and perhaps our data.

While asking for consent is an additional procedure, it can reinforce trust. The
relationship between trust and consent is seen as positive [16] as it means that one can
trust that the researcher will respect the terms of consent and the trust put in him by the
individual, so no abuses will occur.

Consent can take different forms. It can be broad, or specific. Specific forms of
consent are to be sought in current legislation (GDPR). This means that individuals are
asked for consent on each aspect of the procedure or data collection which involves
their personal data. They can object to certain tools (being recorded, with voice being
personal data), while still giving consent to be part of a research project on a given
topic. This means that more flexibility is required from the side of the researcher or of

352 S. Gauttier



any organisation collecting personal data. Consent can also be sought at multiple times
in order to verify that the individual still agrees to continuing the procedure.

3 Seeking Consent Is not Enough to Protect Autonomy: The
Case of Stress-Monitoring Wearables in the Workplace

The literature shows that such conceptions of consent do not allow to protect autonomy
and self-ownership in the case of the use of wearables at work, even though seeking
consent as mentioned in the law is seen as a solution to avoid ethical issues in practice.

3.1 Wearables at Work: A New Take on Consent Is Needed

We investigate how hospitals consider these stress-monitoring wearables and how
nurses could be asked to use them. The Information System literature looking at
technology acceptance in hospitals does not consider the use of wearables for physi-
cians, but the use of tools used to cure patients or wearables for patients. Given the
fundamental difference between the types and aims of the technologies explored in
these cases and the one we are investigating, we do not base our argument on this
previous research. There is little evidence of the impact of smart wearable technologies
[7]. Extant research in the domain of consumer wearables has also put the emphasis on
privacy and data security [1]. Literature on the use of wearables at work emphasizes the
risks of surveillance [17, 24].

The extant literature on wearables at work shows that gaining meaningful consent is
difficult. While the literature does not tackle consent directly, we look at consenting to
participation is as a form of technology acceptance. In the acceptance of wearable,
perceived benefits outweigh perceived risks, so that users might be incentivized to
surrender their data and privacy for a greater benefit [25]. When thinking of the
workplace, benefits might be tangible and take the form of securing a job or a monetary
compensation. Privacy trade-offs and impacts on health however, might not be recog-
nized by employees early on but rather through long term use. This means that consent
cannot be meaningfully given at the beginning of an experiment or when a technology is
just introduced as the individuals do not realize what they are consenting to.

This is made even more significant considering the effectual approach followed by
the project, which is often seen in entrepreneurship and innovation and characterizes
cases where organisations try to put a means to an end. It implies that the organisation
must make decisions looking at what it can afford, but also at the risks individuals are
ready to take [21]. Effectual reasoning is related to overtrust in the project in organi-
sations. In our case, we look at a situation where the use of technology is suggested, but
the organisation still has to make sense of how to make the technology useful for its
own purposes and to think about how to implement it an efficient and ethical manner so
that individuals use it. This means that the organisation has to reflect on how to
appropriate the technology along the way and how employees can use this technology.
It makes it difficult to ask for specific consent in the first place, as the possibilities
coming from the use of the technologies are still to be discovered. Options can be given
to individuals, but they risk being meaningless as they have not been tested beforehand.
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Finally, users appropriate a system through time [5, 13, 19] and learn how to use it, so
that their attitudes can change overtime: they can pause their usage or segment it [10].
As a reaction to automation, individuals can also misuse, disuse or abuse the device
purposefully [4, 18]. Seeking consent at only one moment does not address the actual
behaviors of users who change opinions over time.

Consent could be offered at several moments so that individuals have the possibility
to withdraw. However, this is not the optimal solution for several reasons. Firstly, a
withdrawal might intervene after a problematic situation has occurred and trust
decreased. Secondly, there might be felt-pressure not to withdraw due to social pressure
as described above. Thirdly, this would mean a total non-use of the system, while
solutions to adapt uses could be found so that the investment in the information system
can still bring some returns (even though not at the scale at which it was thought at
first).

Turning towards the ethics literature on consent for the use of mobile health devices
highlights that translating the notion of consent, born in the medical and bioethical
realms, to medical technologies requires adjustments which imply more extensive
procedures and less authority for individual laypersons [2]. The technology we intend
to use deals with medical data (stress and mental health, but also as it captures data on
heartbeat, blood pressure, skin conductivity), and is of mobile nature, suggesting that
the extant literature on the limits of consent apply and, given the sensitivity of the data,
more extensive procedures to inform and collect consent are needed. Because the use of
the technology is not vital in our case, laypeople can have more control in deciding
what technology to use and when. Doing otherwise, especially in a hierarchical setting
like in a company would act paternalistically. This can be revisited in different con-
texts, given the expertise and ability to assess the technology of individuals.

An additional difficulty is added by the workplace setting. Indeed, the workplace
also refers to a setting where autonomy is socially-embedded, and where the decision
not to participate in the use of a technology can be meaningful and stigmatizing. For
instance, [9] shows that employees proposed the use of microchip implants refer to the
need to protect their image and not to be laggards when they are interrogated about
their attitude towards the microchips. There needs to be a process where users have the
possibility to influence the implementation plan and make decisions, rather than having
to withdraw from the process totally.

We have shown that regular consent procedure might not be enough to protect the
autonomy of employees. To gain meaningful consent, procedures coming from
bioethics need to be adapted: the focus should be displaced from personal autonomy to
relational autonomy. These procedures also need to take into account the hierarchical
relationship at play and employees should be given control over the use of the tech-
nology. In practice, not so much thought is given to the informed consent procedure,
even if managers are aware of the sensitivity of the data.

3.2 An Illustrated Case: The Role of Consent in the Implementation
of Wearables for Stress-Monitoring Purposes

The first step of this research consisted in exploratory interviews with 10 managers of a
hospital in Italy and 5 managers of a rehabilitation center in the Netherlands. These
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‘managers’ span from administrative staff to scientific and medical staff. The inter-
viewees were asked what the sources of stress in their organisations are, what form of
data would be useful to fight stress, how it could be used for management, what could
be consequences for employees, and how they would get employees to wear and use
the device. For the purpose of this conference paper, we performed a preliminary
analysis of the transcripts looking at (1) how sensitive is the data to be collected
perceived to be and (2) what are the ethical concerns identified by the managers,
including how to get consent.

Interviewees proceeded by themselves to an assessment of the potential benefits
and harms of introducing stress-monitoring wearables for the organisation (see
Table 1). It implicitly mentioned the need for fairness in the representation of stress
through the data (the word fairness was not used but the concept was described). These
potential harms underline that the data to be collected could span outside of working
hours and that the organisation would get a database from which the health status of
individuals could be inferred. Rules on what needs to be inferred to protect employees
(detect the premises of a heart attack) or what should not be known by the hospital are
difficult to establish. Rules on how to handle the needs for reorganization are also
needed. Involving the employees in shaping the policies around what is meant to be
done with their data could be a way to avoid backlash.

This is not to say that all potential harms were listed. Indeed, they were focusing on
what could happen to the organisation rather than the individual. They were also
adopting a consequentialist perspective, without consideration of other approaches to
assessing the technology (deontological, virtue-based approaches for instance).
Besides, it can be difficult to forecast risks. Recent literature suggests that new
frameworks are required in order to proceed to the ethical assessment of technologies
for cognitive enhancement [8], and that approaches going beyond the traditional use of

Table 1. Potential benefits and harms of the stress-monitoring wearables

Potential Benefits Potential Harms

Less sick leaves, less burn outs More complaints which are difficult to handle,
demands to change wards

Better team management Unfairness of the data (measuring stress objectively
might not be possible), making it difficult to use

Less errors Difficulty to explain the organisation will never be
stressless – how to divide stressful times (night
shifts) fairly

Better communication Difficulty to separate stress coming from personal
situations and stressing coming from work

Less stress Difficulty in deciding how the data could be
analysed for maximum usefulness

Possibility to prove stress Inferring elements about employees’ health
Possibility to use the device to regain
control over work conditions
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checklist-based technology assessments are required as they do not allow to account for
the new issues that can arise with emerging technologies [11]. It is difficult to predict
what can occur once data is aggregated from several users or an intermediary service or
party appears to process the data. There is a need for a dynamic procedure, where users
can shape the extent of consent as they are in the experiment and discover potential
issues.

However, there is an awareness that stress comes from work, but also from personal
situations at home, and so measuring stress levels might be an inquiry in the personal
sphere of the individual. Without the device, stressed nurses can be talking to their
Head and decide to divulge a problem, which is not the same as the organisation
wondering about the data collected and, potentially, scheduling an appointment to
discuss someone’s stress. The origin of the conversation and the dynamic of how one
can decide to retain or share information is different.

Interviewees are also aware that stress is related to personality as it is subjectively
felt: some individuals are stressed in a situation A when others are not, perhaps because
they have developed better coping mechanisms. Monitoring stress levels, be it for
research within an organisation or as a part of the regular functioning of the organi-
sation, is not a trivial undertaking as it allows to record data on the personal experience
that one has at work and how this experience is dealt with. It is recording deeply-
personal data.

Furthermore, the wearable aims at, ultimately, being able to manage stress. The
impact of the device is on the employees, not only on a task (as would be for a regular
work tool). For an organisation to decide unilaterally that its employees need com-
pulsory support in this domain could be seen as a paternalistic decision. Besides, the
recording of personal data requires asking for consent2.

Enthusiasm about the device is expressed by employees only when thinking about
how it can be used to show to managers how one works best, and the thought that these
might not be followed up on raises skepticism on the device. Having individuals
defining the purposes of the data collection seem rather important.

Even if these elements seem to point at the need to ask for thorough consent, the
notion of consent was mentioned just a few times and only to be rapidly dismissed. For
instance, managers from different sections explain that “As you as you ask for consent,
it’s okay, no problem”, and another one says that “If you ask for consent, it’s legal, the
rest is a moral problem but legally we are fine”. It was assumed by participants that
asking for consent and staying in the legal limits for hours of monitoring were the only
elements they had to comply with to avoid legal and ethical issues. Consent was
discussed broadly, even though this does not mean that specific consent was not
considered. Rather, the project being at an initial phase, the participants could not yet
dwell on details and discuss specific areas where consent would be needed.

The interviews show that for the device to bring the desired outcome, which is
reducing stress, devices have to be worn by teams and monitor stress throughout time,
possibly at work and outside of work. It gives to the organisation data that can be used

2 This holds to be true regardless of the format taken by the device: it could be embedded in uniforms,
without making the collection of data active by default.
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to infer elements about the health of employees, and not only to potentially manage
them better. This makes the use of the device sensitive. In order to protect the
autonomy of the employees and ensure that they consent to a use of the data that will
not trigger harmful consequences for them, we need to find ways to give employees
control over what data they want to contribute and to what aim. What is at stake is to
avoid the exploitation of employees by organisations. Other fields, such as biobanking,
have pushed towards engagement and stakeholder participation for consent [22] for
similar reasons. We propose in the next section some reflections on what the ongoing
engagement can concern.

4 From Consent to Control

4.1 More Control for More Autonomy

One way to overcome the issues identified in the literature and through the interviews is
to give control back to the employees over the usage of the device and of the data that
is being collected through the design of flexible data collection plans. Before going
further in explaining why this might be beneficial, a few examples illustrating what is
meant here by control and flexibility must be given:

• The users decide what hypotheses they want to check with the data that will be
collected: they might want to measure their stress levels before and after certain
events, in specific team configurations, which they know could be useful in order to
obtain useful and meaningful data, i.e. data that can be used to inform workflow
management;

• The users have control over the duration of use of the device during the day;
• The users have control over the choice of moments when they want to use the

device, and so can stop their use when their experience of the device gets in the way
of their work and priorities;

• The users have control over who sees their data;
• The procedure is ongoing and the person responsible for the technology imple-

mentation checks at regular intervals how the technology is used by surveying
individuals.

This approach requires an ongoing engagement of the (potential) users with the
purposes of the data collection. In this way, they can evaluate what are the purposes to
be pursued with the data collection in order to protect or increase their autonomy, even
though the data collected might be seen as a way of controlling employees3. The
process, as it is ongoing, allows the users to reflect on the unintended consequences of
the data collection and the data aggregation so that they can adapt their use. This can
prevent rejecting the system, which comes at cost when it occurs have an organisation
has invested in an information system.

3 This paradox between autonomy and control has been described in the literature (Gilbert and
Sutherland, 2013).
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For the organisation, giving control to the users (or here research participants) is
rather scary. Indeed, it implies the risk of having data that is not easily comparable or
statistically significant. Synergies and insights that would make sense at scale might not
be revealed by scattered patterns of use. However, it can allow to increase trust sig-
nificantly: trust in the data as it is willingly given by the employees without forms of
misuse4; trust in the employees can be perceived as higher as they are given control by
the employer; trust in the employer can rise as employees feel heard and respected.
Going one step further, the trustworthiness of the employer could increase as the
organisation made itself vulnerable to the employees’ willingness to collect useful data.
These hypotheses are to be validated. Finally, the data collected might be more rele-
vant: instead of relying on data science to identify patterns and potential managerial
solutions, such an approach relies on the instincts and needs of workers themselves,
who know their own stress and the elements in their work conditions which can be
changed (and the ones which cannot). The aggregation of data might help to identify
how to compose balanced-teams, or when authorized by the employee, to check
whether hypotheses valid for others are also true in their cases. There is a shift between
inductive and deductive logic that occurs in how the data is analysed, due to the
constraints around consent, which may appeal more to the users as it allows them to use
the technology, rather than having the technology use their data to do its work.

4.2 Limits

While such an approach opens new research opportunities as mentioned above, it also
raises questions.

Firstly, there are costs due to the organisation of such a process, which are
incumbent to the organisation. Indeed, such a scenario comes with more control for
users, but is also more demanding of them. It requires that individuals take responsi-
bility about their usage and engage time and cognitive resources in order to understand
the information system, its risks and potential advantages, so that they can truly take
control over it. This can be a source of stress due to the mismatch between the
competencies required from the job and the competencies required to understand the
information system. It can be a cost for the organisation as it implies providing training
to employees.

Secondly, it needs to be considered whether such an approach is viable through
time or if it is meant as a transitory process before gaining a better understanding of
how the technology can benefit both employees and the organisation. If it is a transitory
process, then the autonomy of employees joining after this initial test phase might be
negatively impacted because they had other plans for themselves than the individuals
who did participate. As mentioned above, autonomy is socially-embedded and rela-
tional, and so mechanisms need to be designed to consider both this social and the

4 Examples of misuses could be measuring indicators of stress when going up and down the stairs to
have a higher heart beat rate and thus give data which might indicate stress which is not related to
work.
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personal aspects of autonomy. If it is a transitory process, then it becomes difficult to
adapt the practice of the technology to the changing environment.

Thirdly, there might be individuals who consent but do not engage fully with the
process, so that their point of view is not represented even though from a procedural
perspective, these individuals participate.

Fourthly, what about the individuals who decide to not participate and how is their
opinion considered?

In such a scenario where the technology might affect work conditions, relation-
ships, is it realistic to proceed without everyone participating? Indeed, we saw earlier
that autonomy is socially-embedded, but in many ways also relational. If one person
decides to participate, this participation can have an impact on the job conditions of the
other person who does not participate, so that non-participation is not a guarantee of
status quo. Similarly, when individuals do not participate, the value of the others’
participation can decrease as the data is not big enough in order to draw conclusions.

5 Conclusions

We have shown that the simple act of asking for employees’ consent to the use of a
stress-monitoring wearable is not enough to protect the autonomy of the employees. It
is therefore failing at meeting its goal. We introduced the idea of moving from asking
consent to giving control to employees themselves by engaging continuously them with
the ways in which the data collection occurs and the purposes in which it occurs. This
is different from a repeated consent as introducing control gives agency to the indi-
viduals. Such approaches can be particularly helpful in order to assess how an existing
technology can be used by surveying how it is experienced and best implemented. It is
an approach that can be helpful in organisations in order to ensure that technologies are
used in a way that solves employee’s issues, instead of creating new ones. It might also
allow technologies perceived as controlling to help employees to regain more auton-
omy. The impact of introducing such a process onto trust and trustworthiness need to
be assessed, as well as the impact on technology adoption.
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Abstract. This paper proposes semantic approach to manage cyber threat
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1 Introduction

1.1 Cyber Threat Intelligence

Intelligence in general is about gaining knowledge. CTI is a sub-domain of cyberse-
curity and focuses on gaining knowledge about threats. The fast pace of developing
threats together with the amount of technologies involved put a heavy burden on
organizations trying to establish cybersecurity. CTI deals with “the set of data col-
lected, assessed and applied regarding security threats, threat actors, exploits, malware,
vulnerabilities and compromise indicators” [1]. CTI refers to “information such as the
different malware families used over time with an attack or the network of threat actors
involved in an attack” [2]. OSINT is defined in [3] as open source intelligence, i.e.
available in public domain. The importance of CTI is on the rise with many initiatives
and commercial activities indicating it. The aim of this article is to propose semantic
approach and a model for CTI, focusing on three prominent aspects: information
representation, CTI analysis and threat hunting. The term of CTI can be referred to as
having several sub-types [4]: strategic vs. tactical and operational vs. technical. In this
work we emphasize more the technical and operational types.

1.2 Semantics

Semantic web technology provides means to handle information: organizing knowl-
edge chunks, relating them, sharing and accessing the knowledge. It also provides
means to gain further knowledge through machine reasoning. The semantic web aims
to provide means to structure a web of interlinked data, while adding meaning to the
data. This enables reasoning by drawing conclusions based on rules – processing of
data at a higher level of “understanding” by machines. The semantic web technologies
include means to classify concepts and their inter-relations – be them super-class and
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sub-class or merely kind of connections between concepts. The relations are used to
draw conclusions, producing new knowledge.

Semantic web technology provides flexibility through several qualities: it bridges
different terminology by referring to the concepts rather than the terms and the
vocabulary building features, as described in [5]: “the relations allow communication
and collaboration even when the commonality of concept has not (yet) led to a com-
monality of terms”. This semantic bridging, like the entire semantic web technology,
applies to machines as well as humans. The technology enables separate contents to be
connected, even if they are not known in advance to each party. Reasoning may be
applied to newly connected contents, not defined by a common predetermined schema
(as with relational databases). Relationships may also be added on the fly, not neces-
sarily defined up-front. The capability of automatic reasoning is a keystone of semantic
technology.

2 Motivation

Cybersecurity in general and CTI in particular are based on knowledge. The CTI body
of knowledge is complex, ever evolving and very dynamic. It is more about artefacts,
rather than about structured theoretical knowledge. Generating and mastering this
knowledge is a heavy burden for defenders and there are economic benefits from
sharing of cybersecurity knowledge. Risks can also be reduced by better handling of
knowledge. Significant benefits can be achieved by sharing knowledge, thus spreading
the burden among the community. Knowledge would also be more complete.

CTI, like cybersecurity, is influenced by economic externalities which cause
players to choose lower security. The “tragedy of the commons” effect refers to a case
of self-optimization by an individual or an organization through resource consumption,
through negligence or by other way. This may lead to self-optimization that may cause
great damage to the public, much more than the damage to the single entity [Hardin
1968]. In CTI, this may happen as insufficient handling of CTI acquisition or dis-
semination by firms, leading to malware infections. The “plums and lemons” effect
refers to asymmetric information about situation when buyers are less knowledgeable
than sellers when it comes to the quality of the products [Akerlof 1970]. According to
this article, plums are assumed to be sweat and desirable while lemons are assumed to
be less worthy than plums. If the buyers do not know what fruits are in closed bags
while sellers do know, then this will cause a severe downward pressure on both price
and quality [Akerlof 1970]. In CTI this may lead to negligence of threat information
acquisition due to insufficient knowledge about the quality of CTI information
regarding the actual threats.

The need for sharing CTI (which, in essence, is sharing the knowledge about threats)
is also driven by functional needs of agility, having more complete information and
automation. Sharing is critical, enabling wider scope cooperation and automation [6].
Cyber threat information sharing is of critical importance [2] since without sharing,
attackers only need to work once on an exploit and can then reuse it on multiple targets
while each defender is forced to work individually in detecting and analyzing all attacks.
No organization has resources and knowledge to perform this work independently.
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Sharing is important for agility [7] since without sharing, attackers benefit from slow
identification and mitigation of threats. Sharing information quickly and often, would
give a better chance to anticipate and prepare for an eventual attack [8].

In addition to the need for sharing and agility CTI requires building a “big picture”
[3], contextualization [9, 10] and adaptation to the case of each firm by extracting and
prioritizing the most relevant threats. Moreover, CTI is challenged by the need for trust
and privacy, as firms are reluctant to reveal facts about their weaknesses or that they
were attacked. This paper addresses the economical and functional challenges of CTI,
focusing mainly on the threat knowledge dealing more with “outside” knowledge rather
than internal aspects.

3 Background

3.1 STIX

STIX (Structured Threat Information eXpression) is the state-of-the-art project for CTI
representation. It is a language describing and communicating cyber threat information in
a standard, automatic manner [11]. It aims for exchange of threat information and “pro-
vides a common mechanism for addressing structured cyber threat information” [11].
STIX implies a graph-like format and defines eight core constructs. The constructs are the
information entities that are related to other constructs.We argue that it can be represented
as an ontological model that is capable of holding the same information, with the con-
structs represented as concepts. Once represented in ontology, the insights sought after by
human analysts may be reasoned automatically.

The eight core constructs are as follows: Observable, Indicator, Incident, TTP,
Exploit Target, Course of Action, Campaign and Threat Actor. The core constructs
may be represented as ontology concepts, while inter-relations can be defined as
ontology properties. Their description appears in [11] and the semantic model in the
next chapter considers it for the design of how the STIX constructs and inter-relations
can be represented by a semantic model.

3.2 Maltego

The processing of CTI is about identifying connections between entities and using
them to build the big picture, then extracting insights. Automated link-analysis tools
that identify links in disparate data sets are required to respond to threats [3]. A com-
mon tool used by analysts in processing of intelligence is Maltego [12]. Maltego
exemplifies the tools used in the gathering and processing of open source intelligence
(OSINT) [13, 14]. Data items are gathered and transformations are made to normalize
their typing and format. Then various interconnections are tried and established based
on common attributes like computer addresses, people identities in social networks.
The results are displayed as graphs for processing by human analysts, as in Fig. 1.
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3.3 Threat Hunting

Threat hunting is a new practice of proactively and iteratively searching for threats
assuming that attackers have already entered the defenders networks. The hunters first
make hypotheses – a specific assumption of the particular threat that is present and then
look for something that proves this to be right or wrong.

CTI is a key for effectiveness – it is an important source for such hypotheses, from
which the hunter chooses threats [9]. CTI designates indicators of compromise (IOCs)
that are used in formulating the hypotheses and in proving or denying them. The IOCs
are usually searched in log files (or messages). The hunter also tries to find the
adversaries tactics, techniques and procedures (TTP) gained either directly from CTI or
by studying adversary’s steps, especially using IOCs to determine these steps. The
process is iterative, with the TTPs, IOCs and also the CTI being improved.

4 Semantic Model for CTI

Semantic approach may cope with the above challenges by enabling sharing knowl-
edge and distributing the work among many players, thus reducing the burden of cost
as well as speeding the pace of preparing and responding to threats. It is flexible to
accommodate new types of threats and relationships, more than the tabular/relational
database way. Semantic approach may leverage the family nature of the threats and the
relations among the entities. The semantic web technology is aimed for sharing of
knowledge (among other goals) [15]. It also enables organizing the knowledge in
classes and subclasses, and inferring new knowledge based on the relationships
between concepts. Ontology is the mean to represent knowledge by capturing the
concepts of the domain and their inter-relationships. In [5] it is referred to as “a
taxonomy and a set of inference rules”.

Fig. 1. Maltego image Source: [12]

364 A. Aviad and K. Węcel



Semantic web technology lends itself to capture and handle “families” of threats,
which in many cases have lot of derivatives based on technology (e.g. based on versions
of operating systems). The family attributes of threats is valuable information [2]. As
threats evolve and get more sophisticated, the aspect of families and variants is even
more important. Simple threats may be characterized by a signature that can be easily
identified even by “old” defensive tools like anti-virus, but more sophisticated threats do
not have a signature and require addressing further properties in order to identify them.
In [16] this problem is presented as a limit: “automatic analysis technology has limits
which are based on the detection of a particular attack pattern as the technique of cyber-
attacks becomes more sophisticated”. The semantic approach that we propose addresses
this limit. For instance, polymorphic threats might use the same encryption/decryption
mechanism (while the keys vary) to gain polymorphism or use the same mechanism to
communicate with the command and control (C&C) host [17].

Intelligence also requires drawing conclusions based on linking data items together,
to reveal connections and build the big picture. Reasoning enables automatic processing
of data that is usually done by human consideration, possibly assisted by mere visual-
ization. Cooperation by sharing CTI intensifies the benefits by enabling the automatic
processing of larger amounts of data and reasoning over longer ranges of data chunks.

Following Hevner’s [18] methodology for design science in information systems,
the CTI and its needs is presented from both functional as well as economic aspects and
the relevant challenges. The proposed technology is introduced and the contribution is
designated. A model is portrayed, referring to CTI representation, analysis and usage
for threat hunting (as an example of using CTI).

We demonstrate the semantic approach through the following perspectives: the
STIX [11] standard describing cyber threat information, the Maltego tool [12] com-
monly used for processing CTI by building and analyzing the big picture, and the
young practice of threat hunting used for elimination of threats.

4.1 STIX

Semantic representation of STIX introduces the reasoning capability. For example
when given a threat, an indicator of compromise may be reasoned, what tools, tech-
niques and procedures are related, through them what exploit target are relevant,
through them what course of action may be taken to prevent such threat from being
successful. Also, using relationships with other (non-STIX) cybersecurity concepts,
proper counter-measures may be reasoned with further information like their incurred
costs. Such reasoning may provide the insights that human analysts work to provide,
going automatically through more steps than a human analyst is capable of, taking into
account more families and variants (of threats or systems) than a human analyst can,
using shared pre-prepared examinations (in the form of reasoning) that cover more
possibilities than a human analyst is aware of. Such shared knowledge has also the
benefit of sharing the cost of research needed to gain the knowledge.

Figure 2 from [11] shows the STIX constructs with their inter relations. The entities
are described with structures comprised of several types offields. Conversion to semantic
representation is done field by field, as follows: The STIX constructs themselves are
entities that are represented as concepts, while constructs that are included in other
constructs or referred by other constructs are represented as relationships with a concept
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that comes instead of the contained one. Rank or level fields are represented as ordered
collections, whilefields that hold content with the character of a closed list or enumeration
are represented as collections. All other fields with plain text content with no special
constraints are represented as properties of the concept.

The following code in Fig. 3 exemplifies reasoning of likely attack points of an
organization, based on CTI that is represented semantically. Implementation was done
using Cognitum’s Fluent Editor and its controlled natural language [19].

Fig. 2. STIX constructs Source: [11]

Fig. 3. Reasoning segment
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4.2 Maltego

Semantic web technology may be used to improve the processing of Maltego’s analysis
graphs. Processing can be automated, gaining agility by utilizing sets of shared, pre-
prepared rules to examine such connections between graph nodes. The rules can be
written by an organization itself, but can also be contributed by regulators, standard-
ization bodies or any other contributor and be incorporated by the organization in its
CTI processing.

Such shared rules may not only improve speed and reduce labor intensive tasks but
also provide knowledge going beyond manual work (which in turn may be shared, too)
– since reasoning may provide insights that an analyst may not seek unless proper
training is comprehensive enough and well up-to-date (e.g. regarding new threats).
Machine reasoning may also identify links that human processing is not likely to
identify, like links across a chain of many connections. Using shared, pre-prepared
rules may also reduce cases of analysts being “locked into a mindset” – a noted
problem for the intelligence discipline in general [20].

Such processing could be done better in terms of agility, automation, flexibility for
new types of threats and sharing. It can be achieved by semantic queries that are
capable of reasoning like SPARQL query language over RDF repositories [21] for
representing the CTI information. This will bear the advantages of automated pro-
cessing and the capability of identifying links that span beyond the capability of a
human analyst (e.g. when the link is comprised of many nodes).

Charts like those appearing in [12] may be represented as semantic web models
with the graph nodes as concepts and the inter-connections as relationships. Insights are
specifically relevant to the organization if they include certain connections between the
threats and organizational assets. It is already noted in [2] that “relevancy determination
is a manual and complex process that should be facilitated by technology”. Such
connections may be determined automatically by the same way of reasoning, based on
data about organizational assets. Such data the organization may prefer to keep
unshared. The reasoning may provide the insights that human analysts spend time and
cost to provide. Reasoning also goes through more steps than a human analyst is
capable of, using shared pre-prepared examinations (in the form of reasoning) that
cover more possibilities than a human analyst is aware of. Such shared knowledge has
also the benefit of sharing the cost of research needed to gain the knowledge.

Processing of CTI requires adaptations to the case of each firm, based on the threats
that are more relevant (e.g. denial of service or leakage of information). Such adap-
tation may be done by firms utilizing specific reasoning rules that process the same,
shared, big picture. This adaptation is a significant task but the challenge may be
smaller with at least the part of processing the common part is improved.

4.3 Threat Hunting

Semantic approach to threat hunting can involve representing the CTI (including the
TTP) as well as the IOCs. It can also be used to represent logs. Most attacks involve
user credentials. It was found that 63% of confirmed data breaches involved weak,
default or stolen passwords [22], so in most log entries that are interesting for security
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purposes, user identities are present. Log entries may be represented as “object X
performed action Y on object Z”, with X being a user in the most interesting cases. This
can be represented in RDF with Y being the relationship, with the timestamp and other
details being properties. This format can be written in real time and processed offline.
Network traffic entries have an origin and a destination (broadcast and multicast may
also be considered as kinds of destination). The traffic may be considered as messages
between origins and destinations, so they may also be represented in RDF.

Semantics may also be used to counter obfuscation of IOCs done by the adversary.
Since semantics can provide abstraction, it can be used to overcome differences in IOCs
conventional representation and refer to the semantic meaning of the concept. For
example, instead of referring to an IP address, it can refer to “known C&C host”
including C&C hosts that vary or just change their address.

5 Discussion, Limitations and Conclusions

By referring to the STIX standard and the Maltego tool we demonstrated feasibility of
semantic approach for CTI use cases. The CTI information can be represented in RDF
repositories and processed by semantic web technologies, being able to cope with new
types of threats, even without having to change database schemes like the relational
database technology would require. Legacy repositories in the form of tables or rela-
tional databases can be converted to RDF [23] or mapped to it [24]. Having this
migration path, current resources can be utilized together with future, semantic ones.
By having addressed the STIX standard, the Maltego tool and the threat hunting and
logs we have a significant representation of the CTI field, so we conclude that the
virtues of semantic technology provide further capabilities to CTI over the legacy
relational databases.

Sharing CTI may provide the benefits of economy-of-scale, since many organi-
zations are exposed to the same kind of threats and generating and processing the
relevant knowledge is beyond the capabilities of a single organization [7]. This is
especially right for the external part of CTI and less for the part that deals with
organization’s assets and vulnerabilities.

Sharing the costs can be done by voluntary contributions of vendors about their
products, researchers about their discoveries and regulators or industry bodies about
threats. Due to the externalities mentioned, external intervention might be required. In
fact, there are already CTI initiatives by governments like USA [25] and by bodies like
MITRE’s initiatives [6, 26, 27], OWASP [28] and WASC [29].

This work does not refer directly to the trust and privacy issues that are important
for CTI, since it emphasizes the common, external CTI rather than the firm internal
one. Yet shared resources can be imported into a private environment to be processed
with the private internal information, and contributions of information may be exported
to a shared environment. This aspect is subject to other works dealing with means to
guarantee privacy and trust within a single environment like [6].

Implementation is intended as a future step depending on availability of data
source, with data validation depending on the data source. Particular benefits of
automated processing and interpretation can be observed in environments where a lot
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of indicators are produced as it is in the case of Internet of Things (IoT). Big data
technology is not addressed here and is a future research direction, raising the issues of
data that is not known in advance but rather discovered in real time, with the perfor-
mance aspect in mind.
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Abstract. The presented paper aims at proposing a research methodology for
creation and approbation of a flexible methodology for development and man-
agement of innovative projects in scientific organizations (FMIPSO). For
basement, the following flexible methodologies have been used: Lean startup,
Agile, Scrum, Design thinking, User centricity and User innovation which all
are extremely applied in ICT development. The creation of FMIPSO addresses
the weak success of developed and realized innovations by scientific organi-
zations and universities, especially relevant for multidisciplinary innovation
projects that include ICT as well as other sciences. This lack of good innovation
performance by scientific organizations further increases the distance and
integrity of the science-business-related innovation industry. The research
approach includes approbation of the FMIPSO by three interdisciplinary inno-
vation projects from science institutions for providing proofs of its relevance and
applicability.

Keywords: Project management � Innovation management � Lean startup �
Agile � Management � Innovation � Innovation project

1 Introduction

The theoretical basis of project management and innovation management as part of the
economics and management science has not yet found an integrative approach and
there is no developed and applied methodology to help and support the management of
innovative projects in scientific organizations [1]. Often, project management or
innovation process management is not applied in scientific projects at any point [2].
These conclusions are very relevant especially for multidisciplinary innovation projects
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which require collaborative work packages between ICT and other sciences. Man-
agement techniques, which are only implemented are pre-project planning, imple-
mentation, possible achievement of results, and reporting of results and costs. These
processes often miss essential elements of project management theory such as man-
agement of: quality, scope, time, team, communication, risk, etc., and also do not
include some critical phases of the innovation process so to ensure the subsequent
realization of the developed innovations such as: market potential analysis, competi-
tion, selection of targeted customer segments, validation studies, etc. In addition, some
innovative project management approaches support the idea of balancing traditional
methods with agile, flexible approaches to managing contemporary projects, especially
in science [3].

At the same time, very often the peculiarities of innovative projects and the
specificities of scientific projects in scientific organizations make the use of well-known
traditional methodologies for project management and innovation development inap-
propriate. Scientific projects usually have a duration of between two and five years,
during which time almost no changes are made to the original innovation development
plan. No mechanisms and tools for constant control and validation of the problem and
the current level of satisfaction are used. Innovation team do not use any validation
techniques so to ensure the innovation hypothesis, which the innovative project is
developing goes in the right direction. As a result, scientific projects often end up with
doubtful results that do not lead to real innovation.

This problem, identified in many scientific organizations and countries partly
influences the overall innovation performance in innovation-related indices and ratings,
assessing innovation performance, innovation progress and performance (European
Innovation Scoreboard, National Statistical Institute, Innovation.bg, Eurostat, World
Bank, Global Innovation Scoreboard, The World Economic Forum, the Global Com-
petitiveness Report, Innovation and the Organization for Economic Mutual Assistance
and Development - OECD).

One of the reasons for this disputable performance is not the lack of innovation
capacity among scientists, insufficient funding or organizational deficiencies, but it is
exactly the lack of effective methodology for development and management of inno-
vative projects by scientific organizations.

The aim of the paper is to be proposed a research approach for creation of a flexible
methodology for development and management of innovative projects in scientific
organizations. The cross points between the proposed flexible methodology and ICT
sector are: first, the special focus of the developing methodology for multidisciplinary
projects which require collaboration between ICT and other sciences and second, the
utilization of Lean startup, Agile, Scrum, Design thinking, User centricity and User
innovation which all usually are extremely used in ICT. The targeted contribution of
the proposed methodology in this study is boosting more multidisciplinary projects,
including ICT and other sciences.
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2 State of the Art

Over the last 40 years it has been established that project organization is an efficient
tool for managing complex, complicated and novel activities within organizations.
Project organization and project management handle many activities better than any
other organizational structure [4]. Projects are the preferred management instrument
especially for the implementation of new activities [5, 6]. During the last decades,
projects have become a parallel organization structure within almost every organization
that has to deal with new activities [7]. Innovations are some of the possible new
activities, which might take place in organizations. Innovations are exactly such
activities which project organization is extremely appropriate [8]. These kinds of
projects are very often innovation projects [9]. All these do support the statement that it
is essential first innovation projects to be defined and categorized as innovation pro-
jects. After that the second stage is to select a method based on which they are going to
be managed since they are not ordinary projects, but innovative ones [2].

An assumption in the study is that innovation projects could be carried out in any
industry, for different purposes, targeting diverse customers or needs, but, still, project
management of innovation projects faces common issues. Identifying such projects in
the first stages of the project work and applying some tools for reducing these projects’
unpredictability and uncertainty might improve their performance. The study aims at
analysing the specifics of innovation projects from a project management point of view
and they should be specifically adapted to the implementation and management of
innovative projects in scientific organizations.

The significance of the research comes from the large number of all sorts of project
failures, which are especially frequent within innovation projects, and comes also from
the growing significance of innovations for the world economy in general [10].

The main goal is to increase the quality and sustainability of the developed inno-
vations. The research has been motivated by the exclusive use of project organization
and project management for implementing innovations and the lack of previous studies
analysing the specifics of the innovation projects and their impact on the project
management. The statistical data also shows extreme increase of project failures – 75%,
a tendency which is even more distinct in innovation projects [11, 12]. All these
circumstances and their increasing temps, motivate the research in order to figure out
what are the specificities of innovative projects in terms of project management and, in
particular, innovative projects implemented in scientific organizations.

3 Objectives and Hypotheses

A major hypothesis in the study is that innovative projects implemented in scientific
organizations require a specific methodology for their successful management and the
creation of sustainable innovations. Flexible methodologies such as Lean startup,
Agile, Scrum, Design thinking, User centricity and User innovation are tools that have
been successfully deployed in some industries, specifically to develop and manage
innovation, and this leads to the assumption that they would be a successful tool for
creating and managing innovation in research organizations.
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The goal of FMIPSO is to create a unified and common approach to the man-
agement of innovative projects in scientific organizations. For the purpose of the testing
and creating the final version of the flexible methodology, divergent scientific inno-
vative areas have been selected as a principle of the choice were: high multidisci-
plinary; scientists interested in developing innovation. These areas are as follows:
(1) Innovative Method for 3D Presentation of Plane Culturally-Historical Sites by
Tactile Plates for the Disadvantaged (Low Visibility or Visually Impaired People);
(2) Detection of Mutations in the Epidermal Growth Factor Receptor (EGFR) Gene in
Invasive Urinary Bladder Tumours and (3) Diagnostics, condition assessment and
analysis of reinforced concrete elements.

3.1 Innovative Method for 3D Presentation of Plane Culturally-Historical
Sites by Tactile Plates for the Disadvantaged (Low Visibility
or Visually Impaired People)

The main objective of this innovation is to increase the access to paintings and other
plane objects of cultural and historical heritage for disadvantaged people (low-sighted
or visually impaired) with the usage of digitization, 3D scanning, 3D modelling and 3D
printing. An innovative approach will be used as well as more accessible materials for
building paintings and other plane objects which aims a cheaper and more affordable
product. Reducing the value of the product will allow galleries and museums to engage
in a lifelong mission for increasing the quality of life for disadvantaged people, and that
will lead to the development of the culture of society. Also, the availability of the
product will make it suitable for application in the learning process for blind or low-
sighted students, which is specifically set out in the National Science Program of
Bulgaria, recently adopted by the Council of Ministers (ICT) - quote: “9.2.3. Modern
tools for digitization in education and working with young talents”.

3.2 Detection of Mutations in the Epidermal Growth Factor Receptor
(EGFR) Gene in Invasive Urinary Bladder Tumours

Malignant neoplasms are one of the leading causes of morbidity and mortality
worldwide. Among them, bladder cancer occupies ninth place, affecting predominantly
men over 60 years of the Caucasian race and industrially developed countries. In
Bulgaria, bladder cancer is ranked 18th and it is in the middle, both in terms of
prevalence and frequency among the European countries. Bladder cancer is a multi-
factorial disease. It represents malignant degeneration of tissues that make up the
bladder, wherein the cells begin to divide uncontrollably and lead to the occurrence of
cell mass forming a tumour.

One of the oncogenes associated with tumour progression from non-invasive to
muscle-invasive carcinoma is the gene coding for epidermal growth factor receptor
(EGFR). It has been found that thirty to fifty percent of invasive uroepithelial tumors
have elevated activity (overexpression) of the EGFR, which is associated with a poor
prognosis for the patient [13].

Mutations in the EGFR genes lead to overexpression of the epidermal growth factor
receptors and are responsible for the development of a numerous neoplasms, such as
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breasts, colon, pancreas, lungs, bladder, kidneys etc. Against these receptors are
developed special drugs – small molecules tyrosine kinase inhibitors gefitinib and erlo-
tinib [14–16].

According to our results on the topic of bladder tumor, the expression of genes
encoding growth factors and hormone receptors in the muscle-invasive tumors is
between 7 and 60 times comparing to the healthy control. The use of EGFR-tirosin
kinase inhibitors prior to radical cystectomy showed promising results. Thus, EGFR-
TK inhibitors may be useful in patients with-out preexisting chemotherapy, with
increased expression of EGFR or ERBB2 [17].

The main objective is to identify a spectrum of mutations in the invasive bladder
tumour samples and to select those potentially suitable for treatment with novel tar-
geting drugs - Epidermal growth factor receptor (EGFR) - inhibitors. The implemen-
tation of such approach in bladder tumors is an extremely cumbersome procedure in
terms of existing academic and scientific standards. There is a need for innovative
approaches that allow for the implementation of scientific developments in practice.

3.3 Diagnostics, Condition Assessment and Analysis of Reinforced
Concrete Elements

The main objective is focused on the study of the current state of reinforced concrete
elements. Existing buildings and facilities with reinforced concrete structure are
designed for exactly defined period of exploitation. Sometimes after their design and
construction, they are subjected to heavy conditions and aggressive impacts. This
requires conditional assessment of their actual technical state and, if necessary, pre-
scriptions for their repair or strengthening, which will lead to their greater security and
sustainability.

The strength and strain characteristics of the concrete, corrosion of reinforcing steel
in reinforced concrete elements will be determined. Homogeneity, internal defects and
cracks of concrete in reinforced concrete elements will be assessed. Compared to
previous studies, new methods for determining the characteristics will be used by
taking test samples – cored specimens of concrete and test pieces of reinforcing steel
from the reinforced concrete beams. The measurements will be carried out using dif-
ferent methodologies. The methods used will be compared with an emphasis on their
advantages in tests on existing reinforced concrete structures.

4 Research Methodology

Creating a research methodology is the first step of building such a flexible method-
ology for development and management of innovative projects in scientific organiza-
tions. The methods used to achieve the final result of creating FMIPSO are described
above, presented in separate sub-sections, given the multidisciplinary of the presented
work and the differences in the methods and equipment to be used.
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For analysis of flexible methodologies and their transformation into FMIPSO we
use implemented:

– System analysis;
– Business Process Reengineering;
– Brainstorming with ICT professionals who apply flexible methodologies;
– Diagnostic analysis;
– Expert evaluation;
– Assessing identified innovations by assessing their core characteristics;
– Profile analysis of potential users of identified innovations;
– Analysis of techniques and tools;
– Retrospective analysis.

For achieving the goal “Detection of mutations in the EGFR gene in invasive
urinary bladder tumors” we use:

– Analysis of the clinical and pathological information of the DNA samples from
bladder tumors, biobanked (stored) in the Department of medical genetics in the
Medical university of Sofia and selection of the samples for study in the project:
Reviewing existing clinical patients’ information, analyzing the results of the
completed questionnaire and informed consent.

– Measurement of the concentration and purity of selected candidate samples from
uroepithelial tumors and final selection of DNA samples for genetic analysis: -
Spectrophotometric determination of DNA concentration with NanoDrop® ND-
2000c (ThermoScientific) and creation of stocks with appropriate concentration.

– Perform quantitative real-time polymerase chain reaction (RT-PCR) to detect
mutations in the EGFR gene-20 tumors: The RT-PCR method is the most powerful
means of quantitative nucleic acid analysis. In this reaction, the amount of product
obtained is recorded indirectly during the course of the reaction itself, following the
amount of fluorescence-labeled probe. This counts the number of cycles (Ct) needed
to obtain a certain number of DNA molecules. Considering that during the PCR
reaction the amount of DNA molecules doubled in each amplification cycle, it is
possible to calculate the original number of DNA molecules that contain the target
sequence. This technology is characterized by high sensitivity, high informative
value of the result, reproducibility, speed and reliability.

– Establishment of an exemplary patient database based on new European standards,
including the creation of pseudonymization of the patient through a unified code
according to the GDPR.

For achieving the goal “Innovative method for 3D presentation of plane culturally-
historical objects by tactile plates for the disadvantaged (low-sighted or visually
impaired)” the following methodology will be applied in order to be followed in 3D
modeling and 3D printing of paintings and 2D objects of cultural and historical heritage
(see Fig. 1).

– Digitalization of culturally-historical objects by using a 3D scanner;
– Digitalization of culturally-historical objects by using software;
– Producing the digitalized objects by using 3D printers;
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– Producing tactile tiles with Braille annotation and symbols for better understanding
for visually impaired people;

– Using the 3D printed digitalized objects to represent culturally-historical objects to
visually impaired people

For achieving the goal “Diagnostics, condition assessment and analysis of rein-
forced concrete elements” the chosen methodology for the experimental study of
characteristics of reinforced concrete structures will provide appropriate conducting of
research according to the set purpose, tasks and specific features. Experimental
investigations will be the result of an analysis, summary and systematizing of theories,
regulations and experiments from previous research. Complex test methods will be
used: visual, destructive and non-destructive.

Criteria for evaluating research are scientific significance, relevance of the results,
novelty in the used methods, practical application, methodology of research, modern
technique, and comparability of results.

The research approach for creating a flexible methodology for development and
management of innovative projects in scientific organizations is presented in Fig. 2.

Fig. 1. Using a 3D printer for producing cultural-historical objects (figure and tactile tile) for
blind or visually impaired people.

Fig. 2. Research approach for creating a flexible methodology for development and manage-
ment of innovative projects in scientific organizations
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5 Conclusions and Future Developments

The public benefit of creation of such a flexible methodology for the development and
management of innovative projects in scientific organizations is essential and of interest
to the overall innovation activity of the scientific organizations and the scientific
community. It will also enable an instrument to use already successful and proven
practices (mostly in the ICT sector at the moment) and adapted to their use in scientific
projects, in different scientific fields, for the development and management of inno-
vation. The targeted contribution of the proposed methodology (not yet achieved) is
boosting more multidisciplinary projects, including ICT and other sciences. The
authors keep the methodology open for adjustments after applying it in different and
other projects, specially included ICT project packages.

Approbation of the methodology will take place during the development of the
flexible methodology, with the mentioned above independent research areas, which
aims at developing innovations in different areas of science. They will use strictly the
created flexible methodology, and will appraise it during the innovation and research
process.

According to the goal “Innovative method for 3D presentation of plane culturally-
historical objects by tactile plates for the disadvantaged (low-sighted or visually
impaired)”, a 3D material which is more wear-resistant, according to the previous used
type and works will be used for low-sighted users [18]. This type of material will
ensure a longer life of the product. The material will be tested for wear resistance with
tribotester [19].

According to the goal “Detection of mutations in the EGFR gene in invasive
urinary bladder tumors”, the main activities for the future are to identify a spectrum of
mutations in tumour samples from Bulgarian patients with invasive bladder cancer and
to select those potentially suitable for treatment with modern target drugs - EGFR -
inhibitors actively used in the therapy of other oncological diseases. This will optimize
therapy, reduce hospital stay, and increase the standard of living and quality of life of
patients with invasive bladder tumours and the social status of patients. When selecting
gene-based therapy, the medications are reduced due to their more accurate dosing,
fewer side effects are observed, and there is an ability to carry out organ conserving
operations. All of these prevents patients from becoming disabled due to urinary
bladder excision.

According to the goal “Diagnostics, condition assessment and analysis of rein-
forced concrete elements”, the chosen methodology for the experimental study of
strength and strain characteristics of concrete will provide appropriate conducting of
research according to the set purpose, tasks and specific features. Experimental
investigations will be the result of an analysis, summary and systematizing of theories,
regulations and experiments from previous research. Criteria for evaluating the
experimental results are scientific significance, actuality, novelty, practical significance,
methodology and technique of study, proof of research.

These independent scientific areas can contribute to the methodology completion
and adaptation (including the scientific organization, the scientific field and the
specificity of the specific innovation being developed). This is why, in the current
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paper, several institutions and scientists from completely different scientific areas have
joined efforts so to develop and implement a flexible methodology for the development
and management of innovative projects in scientific organizations.

Acknowledgments. The paper is supported by the BG NSF Grant No KP-06-OPR01/3-2018,
DM 15/4 -2017 and DM 13/4 - 2017.
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Abstract. Besides its application in the software development lifecycle,
COSMIC Functional Size Measurement (FSM) is investigated as a means to
measure the size of business processes (BP). This paper proposes a compre-
hensive COSMIC FSM-based framework to verify the conformity of the busi-
ness process design and run-time models with their aligned information system
(IS). It relies on the standard notations BPMN and BPEL to describe the
business process and run-time models, respectively, and the component diagram
to describe the IS. The paper defines formulas to apply COSMIC on these
models and heuristics to verify their conformity. It illustrates the approach
through a case study.

Keywords: Functional Size Measurement (FSM) � COSMIC �
Component diagram � BPMN � BPEL model (BPEL)

1 Introduction

As a means to efficient governance, enterprises often resort to establishing an Enter-
prise Architecture framework. This represents the enterprise’s blueprint that anchors its
strategic goals onto its organizational and operational resources. Among the pillars of
any enterprise architecture are the models of the business process and its supporting
information system. The Business Process Model (BPM) describes the core business
logic in terms of strategies, tasks/activities and policies; it is often described through
the ISO standard BPMN [1] at the conceptual/design level, and through BPEL [2] at
the runtime level. The Information System (IS) model describes the data manipulated
by the BP activities, and it is often represented through the de facto standard UML.
Evidently, the alignment between these models (conceptual and runtime BPM and IS
model) is key to a coherent governance of the enterprise [3].

In this paper, we use the UML component diagram to align the functionality of the
BPM model to its underlying IS model. In addition, we use the ISO standard COSMIC
Functional Size Measurement (FSM) method [4] to define a framework where the
conformity among these models can be verified. The proposed framework incorporates
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our previously defined measurement methods of the functional sizes of BPMN [5] and
the UML activity and component diagrams [6]. In this paper, we extend this framework
with a set of heuristics that provide for the verification of the conformity among the
BPMN, BPEL and UML component models in terms of the functional size. By model
conformity, we mean matching the models’ concepts in terms of their functional aspect.
In other words, a model M1 is said to be conforming with a model M2, if all the
concepts in M1 can be mapped to concepts in M2 so that the behavior of M1 is
equivalent to the behavior of M2. As a second contribution of this paper, we discuss
how the heuristics can be used to estimate a bound on the functional size of a model to
be developed from an existing model. Such an estimate can be used for instance in an
effort/cost evaluation process [6].

Note that different proposals used FSM methods for BPMN while focusing on
either the design level (cf., [6, 7], etc.) and/or requirements specification level (cf., [5],
etc.). Except for [5], these proposals treated the BPMN model in an isolated way; that
is, they analyzed/measured the BP model design/specification without dealing with
neither the runtime business process model nor the underlying information system. In
particular, to the best of our knowledge, the functional size of the BPEL model (as a
runtime model of the business process) was not examined in spite of its advantage in
component reuse especially for the development of complex business processes [2].
The FS measurement of BPEL models is one of the main contributions of this paper;
the second contribution is its application to verify the conformity of the three modelling
levels: BPMN design, BPEL runtime, and IS component diagram. (We refer the reader
to [8, 9] where the conformity of the IS diagrams is analyzed using the COSMIC FSM
method.)

The remainder of this paper is organized as follows: Sect. 2 overviews the COS-
MIC method and existing proposals for COSMIC FSM of business process models.
Sections 3 and 4 present, respectively, the proposed measurement procedures and
heuristics for measuring the functional size of a BPMN model, a UML component
diagram, and a BPEL model. Section 5 illustrates the application of these measurement
procedures through the “Patient Admission and Registration for Major Ambulatory
Surgery (MAS)” business process example [10]. In addition, this section highlights
several validity threats. Finally, Sect. 6 summarizes the presented work and outlines
some further works.

2 Related Work

2.1 Overview of COSMIC FSM Method

Functional size measurement (FSM) using COSMIC has the merit of being able to
quantify software from a user’s point of view (based on the Functional User
Requirements). In addition, COSMIC is designed to be applicable to any type of
software. These advantages motivated several researchers to investigate the use of
COSMIC to determine the functional size of business process models [6, 7, 11].

COSMIC covers four types of data movements (Entry, eXit, Read, and Write). The
exchange of data across the boundary between users and software components causes
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an Entry data movement type (E: from a functional user to the functional process), or
an eXit data movement type (X: from a functional process to the functional user). On
the other hand, the exchange of data between storage hardware and software compo-
nent causes a Read data movement type (R: from a persistent storage to the functional
process), or a Write data movement type (W: from a functional process to the persistent
storage). In the COSMIC measurement phase, every data movement is assigned to 1
CFP (Cosmic Function Point). The software functional size is computed by adding all
data movements identified for every functional process [4].

2.2 COSMIC FSM for Sizing BPMN

COSMIC method allows the business designer to measure the functional size of a
BPMN model at a high level of granularity (i.e., at a level of functional process where
data movements are known) [4]. The functionality of any data manipulation is assumed
to be accounted for by the data movement with which it is associated [4]. As mentioned
in the introduction, this paper complements our COSMIC FSM of BPMN models [5] to
provide for conformity verification among the execution model of the BPMN design
and the UML component diagram as a link to the IS model. Most of the researches
applied the COSMIC-FSM method to the BPMN model in the design phase. For
instance, Monsalve explored the use of COSMIC to measure the functional size of
BPMN model [7]. To identify the data movements in a BPMN model, the author
mapped the COSMIC 2.0 concepts to BPMN elements as illustrated in Table 1.

Based on the established mapping in [7], we proposed in our previous work [5],
COSMIC FSM measurement of a BPMN model that operates iteratively by decom-
posing the BPMN model into functional level fragments and dynamic level activities.

Table 1. Mapping of COSMIC concepts with those of BPMN.

COSMIC BPMN

Functional
user

Pool (participant): only those that interact directly with the main Pool

Boundary Frontier between the Pool/lane representing the software to be measured
and the participant’s pool

Functional
process

Process: A process node presented in the first level

Triggering
event

Start or intermediate event

Data group Name of a message or sequence flow
Name of a resource or data object

Entry An incoming message or sequence flow
Exit An outcoming message or sequence flow
Read An upstream association with data object, or a data store
Write A downstream association with data object
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At the functional level (the first level), the functional size of a BP model, FS (M), is
equal to the sum of the sizes of its fragments:

FS Mð Þ ¼
Xn

i¼1
FS Fið Þ ð1Þ

where:

• n is the total number of fragments in the BP model M (first level); and
• FS(Fi): the functional size of a fragment Fi (second, dynamic level).

At the dynamic level, a fragment Fi consists of a set of business activities BAij.
Thus, the functional size of a fragment Fi is given by:

FS Fið Þ ¼ FScond Pr econd Fið Þþ
Xm

j¼1
FS BAij

� � ð2Þ

where:

• FS(Fi): the functional size of the fragment Fi (1 � i � n);
• m is the total number of BAij detailing the fragment Fi (2nd level: dynamic level);
• FS(BAij): the FS of the business activity BAij (2nd level: dynamic level); and
• FScond(Precond Fi): functional size of the precondition Fi(1 CFP if it exists).

To measure the FS(BAij), we use formula (3):

FS BAij
� � ¼ FScond Pr econd BAij

� �þ
Xk

t¼1
FS SBAijk

� � ð3Þ

where:

• FScond(PrecondBAij): the FS of the pre-condition of BAij.
• FS(SBAij): the functional size of the sub business activity SBAij (dynamic level).
• k: is the total number of SBAij detailing the business activity BAij.

FScond Pr econd BAij
� � ¼ 1 CFP if BAij has a pre� condition

0 otherwise

�
ð4Þ

To measure the FS(SBAijk), we use formula (5):

FS SBAij
� � ¼ FScond Pr econd SBAij

� �þ
Xp

l¼1
FS Tijk

� � ð5Þ

where:

• FS(SBAijk): the FS of the sub business activity (l � ij � p).
• p: the number of tasks detailing the sub business activities SBAij (dynamic level).
• FS(Tijk): the FS of a Task Tijk (dynamic level).
• FScond(PcondSBAij): the FS of the pre-condition of SBAij (1CFP if it exists).
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To measure the FS(Tijk), we use formula (6):

FS Tijk
� � ¼ FScond Pr econd Tijk

� �þFSDatagp DatagpTijk
� � ð6Þ

where:

• FScond(PcondTijk): the FS of the pre-condition of Tijk (1 CFP if it exists).
• FSdatagp(datagpTijk) = 1 CFP if Tijk includes input or output data group.

To measure the functional size of a guard condition, we use the following formula:

FScond Pr econd Tijk
� � ¼ 1 CFP if Tijk has a condition

0 otherwise

�
ð7Þ

The functional size of an error (exception) is always equal to 1 CFP (COSMIC,
2017). It is measured according to the following formula:

FSðEÞ ¼ 1 CFP if there is an error
0 otherwise

�
ð8Þ

2.3 COSMIC FSM for Sizing the UML Component Diagram

To measure the UML component diagrams, our framework relies on the
COSMIC FSM proposed in [8, 9]. This method overcomes the limits of two previous
methods: the one proposed in [12] which focused only the syntactic concepts of the
UML component diagram; and the one in [13] which defines data movements inde-
pendently of the software boundary, which may lead to incorrect results.

Table 2 summarizes the mapping between the COSMIC concepts and those of the
component model, as established in [9] and which we use in our framework.

The measurement method of the component diagram (CD) in [8, 9] supposes that
data movements are represented by interface’s operations across the boundary, and
operations in a system component. As such, they define the FS of the CD as follows:

FS CDð Þ ¼
Xn

i¼1
FS Sið Þþ

Xm

i¼1
FS IJð Þ ð9Þ

where:

• FS(CD): functional size of the component diagram.
• FS(Si): functional size of operations in the system components.
• n: number of the system components.
• FS(Ij): functional size of required and provided interfaces.
• m: number of the interfaces required and provided in CD.
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The functional size of operations in a system component is given by:

FS Sið Þ ¼
Xy

J¼1
FS Opij

� � ð10Þ

where:

• FSop(Opij): functional size of the operation Opij. (1CFP)
• y: number of operations in a component system (i = 1, … n)

The functional size of operations in a system component is given by:

FS Iið Þ ¼
Xz

k¼1
FSMop Opjk

� � ð11Þ

where:

• FSM(Ij): functional size of required and provided interfaces.
• z: number of operations in the interface Ij. (j = 1, … m)
• FSop(Opjk): functional size of the operation Opjk.

Finally, we note that sizing the BPEL model (as a runtime model of the business
process) in terms of CFP units was not investigated. However, the application of
COSMIC to BPEL has an advantage in component reuse especially for the develop-
ment of complex business processes. In fact, it is crucial to verify the conformity of the
three modelling levels: BPMN design, BPEL runtime, and component diagram.
Towards this end, we next present a set of heuristics to map the FSM of a BPMN model
to the FSM of a component diagram.

Table 2. Mapping of COSMIC on UML-CD.

COSMIC Component diagram

Functional user <Component> External entity directly connected with the system
components

Boundary Frontier between two components (external and system components)
Functional
process

Set of <Operation> in one or more interfaces carrying out a process

Triggering
event

<Operation> in a system interface invoked directly by an external entity

Persistent
storage

<Component> Classes: physical components

Transient data
group

<Parameter_int> <Parameter_out> Data across the system boundary,
interface’s operations or parameter’s operations

Entry <Operation> in a <required interface> directly connected to the system
Exit <Operation> in a <provided interface> directly connected to the system
Read <Operation> Get type operation in a system component
Write <Operation> Set type operation in a system component
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3 BPMN to Component Diagram FSM Mapping

To map the Functional Size (FS) of a BPMN model to the FS of its corresponding
component diagram CD, we propose the following six heuristics, which also ensure the
conformity between these two models in terms of CFP units:

R1_comp: Each fragment in the BPMN model is transformed into one or more
components in the component diagram. Each component expresses a single entity.

Recall that, at a high level of abstraction, a BPMN model is composed of at least
one external participant and a functional process, an initial event, an end event, and a
set of activities. In the second level of abstraction, a BPMN model represents a
functional process. Based on COSMIC concepts, the minimal size of a functional
process is equal to two data movements (Entry and Exit or Write) [4]. Therefore, the FS
of a BPMN model BPM is at least equal to 2 CFP, i.e. FS(BPM) � 2 CFP.

On the other hand, the FSM of a component diagram is always less than the FSM of
a BPMN model. Hence, the FSM of a component diagram is at least equal to 2 CFP,
i.e. FS(CD) � 2 CFP.

The maximum size of CD depends on the BPMN model size. We explain this by
the fact that the CD represents a static view. It does not represent all the details as well
as BPM model. Thus, the conformity check between BPM and CD is expressed by
Eq. (12):

2�FSM CDð Þ�FSM BPMð Þ ð12Þ

Formula 12 compares the FS of the whole BPMN model to the FS of the component
diagram. Because the total FS of a BPMNmodel is given by the total size of its functional
processes (fragments), we can therefore apply this formula to the functional processes,
one at a time. Consequently, it is possible to compare the FS of a functional process FP in
the BPMN model with the functional size of the functional process in the CD. This way,
we can identify and localize the error source and determine the cause of error. More
specifically, if the FS of a functional process FPi in the BPMN model is greater than the
corresponding one in the CD; we can infer that FPi does not contain errors since it is
possible to have more detail in the BPMNmodel. In contrast, if the FS of FPi is less than
the FS of its corresponding process in the CD, then there is an error in FPi.

Furthermore, it is important to note that even if the total size of CD is between 2 and
FS(BPM), it is possible to detect and localize errors by examining the FS of the func-
tional processes one by one. When one functional process FS violates the heuristic, we
deduce that the BPMN model and its CD are not conforming. However, in the reverse
case (when all functional processes’ FS satisfy the heuristic), we have no guarantee of
the absence of errors in the functional processes of the whole business process.

Besides this high-level FSM boundary confrontation, we propose the following
heuristics to ensure the COSMIC FSM conformity between a BPMN model and a CD:

R2_comp: A public task in the BPMN model is transformed into an operation in
interface in the component. We define a public task as a task that sends or receives a
message.
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R3_comp: A data group from a message between two tasks t1 and t2 (sender and
receiver) in different pools in the BPMN model is respectively transformed into the
output/input parameter’s operations in the component.
R4_comp: A data object in the BPMN model is transformed to class’s components
in the component diagram.
R5_comp: The pre and post-conditions of a fragment/activities/task are transformed
to pre and post conditions of a component/operation in a component.

The above heuristics are based on establishing the correspondence between the
BPMN elements and those of the component diagram in order to determine the
mapping of functional concepts in COSMIC with BPMN and CD models. This map-
ping can be applied to each functional process in the BPMN and CD models. There-
fore, our proposed heuristics allow to calculate the Functional Size (FS) of each FP in a
BPMN model and the FS of their corresponding FP in the component diagram CD; and
consequently permit to detect and localize errors among these models.

4 Sizing the BPEL Model

4.1 COSMIC to BPEL Concept Mapping

To facilitate the functional size measurement of a BPEL model, we use the COSMIC
concepts mapping to those of the BPEL notation shown in Table 3.

Table 3. Mapping of COSMIC on BPEL.

COSMIC BPEL

Functional
user

<partnerLinks>: Participant that interacts with the process

Boundary Frontier between the <process> and the participants <partnerLinks>
Triggering
event

The first <invoke> message without <partnerLinks>

Functional
process

<process>: a process node presented in the first level

Data group <variable>: name of a resource or data object
operation = “[e-operation]” in <invoke>: name of a message sequence
flow: Information provided as part of a flow

Entry <invoke>: receive message from <partnerLinks>
eXit <receive>: send message to <partnerLinks>
Read <toPart part = “[dataInput-name]” fromVariable = “[DataObject name]”/>:

read from a data object
Write <formPart part = “[dataOutput-name]” fromVariable =

“[DataObjectname]”/>: write to a data object

388 W. Khlif et al.



4.2 Generating Measurement Formulas

Similar to the top-down decomposition of a BPMN model, we propose to decompose
the BPEL model into a set of blocks. Each fragment in the BPMN corresponds to a
block in the BPEL. A block hierarchy for a process model is a set of blocks of the
process model in which each pair of blocks is either nested or disjoint and which
contains the maximal block (i.e., the whole process model). A block A that is nested in
another block B is also called a sub-block of B. The sub-block corresponds to a
business activity in the BPMN. Each block has an interface representing the public
tasks. A public task is defined as a task sending or receiving a message flow.

The functional size of a BPEL model composed of n blocks is given by:

FS BPELð Þ ¼
Xn

i¼1
FS Bið Þ ð13Þ

where:

• FS(BPEL): functional size of the BPEL model.
• FS(Bi): functional size of block Bi.
• n: the total number of blocs in a BPEL model

The functional size of a functional process block Bi in BPEL is:

FSðBiÞ ¼ FSðeventÞþ
Xm

j¼1

FSðPTjÞ þ
Xz

y¼1

FSðOyÞ ð14Þ

where:

• FS(Bi): functional size of block.
• m: number of public tasks in a block Bi. (j = 1, … m)
• FS(event) is the FS of the event triggering the functional process in block Bi. It is

represented by <invoke>, <receive> or <wai>. Its FS is equal to 1 CFP.
• FS(PTj) is the functional size of the public task PTj. A public task can be <in-

voke>, <receive>. The functional size of <invoke> and <receive> task is equal to
1 CFP.

• FS(Oy): is the functional size of associations from/to a data object. The functional
size of <toPart … from> or <fromPart … to> is equal to 1 CFP.

• z: number of associations in a block Bi. (y = 1, … z).

4.3 BPMN and BPEL FS Conformity

We assume that the BPMN model is used at the design phase while the BPEL is used at
the implementation phase. The software functional size will appear to grow as we move
to a more detailed level of granularity [4]. Consequently, the bounding interval for the
functional size of BPMN and BPEL must respect Eq. (15):

2 � FS BPMNð Þ � FS BPELð Þ ð15Þ

A COSMIC-Based Approach for Verifying the Conformity 389



Recall that a BPMN model is composed of at least one actor and a functional
system, an initial event and a set of actions (R1, R2, R3, … R7). Equation (15) gives a
verification means of the conformity between BPMN and its corresponding BPEL in
terms of CFP units. To further refine the verification, we propose the following six
heuristics:

ConsR1: Each fragment in BPMN is associated to a block in BPEL.
ConsR2: Each business activity in BPMN is represented by a sub-block in BPEL.
ConsR3: Each incoming message or sequence flow in BPMN is represented
by <invoke> public task in BPEL.
ConsR4: Each out coming message or sequence flow in BPMN is represented
by <receive> public task in BPEL.
ConsR5: Each upstream association with data object or a data store is represented
by <toPart, … , from>.
ConsR6: Each downstream association with data object or a data store is repre-
sented by <formPart, … , to>.
ConsR7: Each Timer Intermediate Event is represented by <wait>.

As already presented in Sect. 3, these heuristics are based on a mapping between
BPMN elements and those of BPEL model to match functional concepts in COSMIC
with BPMN and BPEL models. The established mapping can be applied to each
functional process in BPMN and BPEL models and therefore, permit to calculate the
Functional Size (FS) of each FP in a BPMN model and their corresponding in the
BPEL model. As a result, these heuristics allow to detect and localize errors among
these models.

5 Illustrative Example

In this section, we first illustrate the application of the proposed conformity verifica-
tion. Second, we compare our measurement results with the conformity results obtained
with other methods. Finally, we highlight several threats to the validity of our results.

5.1 Measurement Application

To illustrate the application of the proposed measurement formula, we select the
“Patient Admission and Registration for Major Ambulatory Surgery (MAS)” BP from
the Ciudad Real General Hospital project [10]. Figure 1. describes the selected process.
Table 4 presents in detail the measurement results of the BPMN model for the func-
tional process. Based on the presented heuristics in Sect. 3, we elaborate the corre-
sponding CD as illustrated in Fig. 2. This CD includes seven components and five
interfaces. The measurement results of its functional size are given in Table 5.

According to Eq. (12), it is ensured that the BPMN model design is conformed to
the CD design. In addition, assuming that the consistency heuristics are satisfied, the
FSM difference between the CD (10 CFP) and the BPMN (27 CFP) is justified by the
difference in the levels of abstraction. Since BPMN model represents process at a more
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detailed level and CD represents process at a high-level of abstraction, CD does not
represent all the process details as BPMN model. In addition, the CD represents the
static view of the software. While, the BPMN represents the dynamic behaviour.

The functional size obtained from the BPMN (Table 4) and the functional size
obtained from the BPEL (Table 6) is both equal to 27 CFP. Actually, the transfor-
mation of the BPMN to the BPEL is done based on the standard given by the OMG [1].
Hence, every data movement in the BPMN has its equivalent in the BPEL. Our
decomposition makes the model more structured. Hence, it is easier to write the BPEL
code for each fragment from its associated BPMN. In comparison to the FS(BPMN)
and the FS(BPEL), the FS(CD) is the lowest. This is due to the fact that the CD
represents less details in comparison with the BPMN and BPEL models.

Note that the above COSMIC FSM-based conformity result agrees with the result
obtained through the BPMN-to-BPEL translation method presented in [14] and applied
on the same BPMN example. More specifically, the BPEL generated from the BPMN
example (Table 6) through the translation method in [14] is shown to be conforming to
the source BPMN model [14]. As discussed above, this conformity result was also
derived through our heuristic method which is based on measuring the functional size.
While [14] can be used to generate a BPEL model from a BPMN model, our method
can be used in a broader context, for instance, to verify the effects of changes in the
BPMN model.

F1 F2

BA22

F3

F4 F5

F6 BA62

F7

BA21

BA61

Fig. 1. “Patient Admission and Registration for MAS” Business Process in BPMN.
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Table 4. Measurement results for “Patient Admission and Registration for MAS”.

Fragment Measurement formulas Measurement results in
CFP

F1 FS(F1) = FScond(Precond F1) +
P

FS(BA1j) (2)
FS(F1) = FS(Request appointment for MAS) + FS(Present the
surgery order)

2

FS BAij
� � ¼ FScond Pr econd BAij

� �þ Pk
t¼1 FS SBAijk

� �
(3) 2

FScond Pr econd BAij
� � ¼ 1 CFP if BAij has a pre� condition

0 otherwise

�
(4)

0

FS SBAij
� � ¼ FScond Pr econd SBAij

� �þ Pp
l¼1 FS Tijk

� �
(5) 2

F2 FS(F2) = FScond(Precond F2) +
P

FS(BA2j) (2) 5

F3 FS(F3) = FScond(Precond F3) +
P

FS(BA3j) (2) 2
F4 FS(F4) = FScond(Precond F4) +

P
FS(BA4j) (2) 6

F5 FS(F5) = FScond(Precond F5) +
P

FS(BA5j) (2) 2
F6 FS(F6) = FScond(Precond F6) +

P
FS(BA6j) (2) 5

F7 FS(F7) = FScond(Precond F7) +
P

FS(BA7j) (2) 5

Total FS Mð Þ ¼ Pn
i¼1 FS Fið Þ (1) 27 CFP

F2

F1

       F3

F7
            F4

                 F5

                       F6

Fig. 2. Component diagram corresponding to “Patient Admission and Registration for MAS”.

Table 5. Measurements results (CD of the “Patient Admission and Registration for MAS”).

Component Interfaces in CD diagram Data movement type Measurement results in CFP

F1 Assigned date
Appointment request
MAS data
Place information

E
E
E
E

4 CFP

F2 Medical record interface S 1 CFP
F3 Medical record interface E 1 CFP
F4 Assigned date S 1 CFP
F5 Appointment request S 1 CFP
F6 MAS data

Place information
S
S

2 CFP

F7 – – 0 CFP
Total 10 CFP
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Table 6. Measurements results BPEL of the “Patient Admission and Registration for MAS”.

Frag-
ment

BPMN BPEL CFP Type
s 

F1 <sequence> 
 <invoke name="Request appoint-
ment for MAS"/>

0 --

<invoke name="Receive surgery 
date reserva-
tion"partnerLink="Patient"> 
</invoke>

1 E

<invoke name="Present the surgery 
order"/>

0 --

<invoke name="Receive the sur-
gery order"
partnerLink="Patient"><toPart 
part="Surgery or-
der"fromVariable="Surgery"/> 
</sequence> 

1 R

F2 BA21 <if><condition>Negative 
</condition> 

1 E

<invoke name="Receive infor-
mation about problem"/>

0 --

BA22 <elseif><condition>Positive</condi
tion> 
<sequence> 

1 E

<invoke name="Change clothes for 
MAS"/>

0 --

<receive name="Take assigned 
place for MAS"/> <toPart 
part="Place infor-
mation"fromVariable="Place"/> 

1 R

<invoke name="Assign place for 
MAS" 
partnerLink="Patient"><invoke>

1 E 

<invoke name="Receive infor-
mation details about 
MAS"partnerLink="Patient"> 
</sequence></elseif>

1 E

F3 <receive name = "Receive request 
for appointment" partnerLink = 
"Patient"> </receive>

1 S

<toPart part = "Request for ap-
pointment" fromVariable = "Ap-
pointment"/> 

1 R

F4 <flow>
<sequence> <invoke name = "As-
sign date and hour for surgery"/>

0 --

<invoke name = "Send assigned 
date for surgery" partnerLink = 
"Patient"> 
</sequence> 

1 E

<sequence> <invoke name = "Re-
quest patient medical record"/>

0 --

<fromPart part = "Patient medical 
record" fromVariable = "Patient"/>

1 W

<invoke name = "Request patient 
medical record" partnerLink = 
"Central health register"> 
</invoke>

1 E 
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<invoke name = "Receive patient 
medical record" partnerLink = 
"Central health register">

1 E

<toPartpart = "Patient medical 
record" fromVariable="Patient"/>

1 R

<invoke name = "Receive patient 
medical record" partnerLink = 
"Central health register">
</invoke> </sequence>
</flow> 

1 E

F5 <sequence><invoke 
name="Receive the surgery or-
der"partnerLink="Patient"/> 

1 E

<fromPart part="Surgery order"
fromVariable="Surgery"/> 

1 W

<invoke name="Check precondi-
tions for MAS"/>
/sequence> 

0 --

F6 BA61 <if> <condition> No </condition> 1 E
<invoke name = "Inform patient 
about problem"/>
<invoke name = "Cancel surgery"/>

0 --

<fromPart part = "Surgery can-
celed" 
fromVariable = "Surgery"/>

1 W

<elseif> <condition> Yes 
</condition>

1 E

BA62 <invoke name = "Register patient 
for MAS"/>

0 --

<fromPart part = "Patient registred"
fromVariable = "Patient"/>

1 W

<invoke name = "Give clothes to 
change for MAS" partnerLink = 
"Nurse">
</elseif>

1 E 

F7 <sequence> <invoke name = "Give 
clothes to change for MAS"/>

0 --

<invoke name = "Change clothes 
for MAS" partnerLink = "Patient">

1 E

<invoke name ="Assign place for 
MAS"/>

0 --

<fromPart part="Place information"
fromVariable="Place"/>

1 W

<invoke name="Take assigned 
rofecalp

MAS"partnerLink="Patient">

1 E

<invoke name="Give information 
about 
MAS"partnerLink="Patient"/>

1 E

<fromPart part="MAS data"
fromVariable="MAS"/> 
</sequence> 

1 W

Total = 27 CFP
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5.2 Threats to Validity

The validity of the above presented results are subject to two types of threats: internal,
and construct validity threats [15]. The internal validity threats are related to four
issues. The first issue is its dependence on the proposed heuristics, which also ensures
the conformity between BPMN model, its corresponding BEPL and CD models in
terms of CFP units. However, such heuristics may not always be applicable especially
when the BPMN model is not well structured. The second issue is related to the
generation of the BPEL model that can be wrong. This case may lead to the non
conformity between business process and information system model. In addition, it
hinders the BP-IS models alignment, which is a necessity for a better governance. The
third issue is the use of COSMIC at a high granularity level and which does not address
the detailed measurement of control structures in the business process. In fact, it is
possible to rapidly find errors during the conformity verification between BPMN and
BPEL describing the BP and run-time models, respectively, and the component dia-
gram to describe the IS. Finally, the fourth issue is related to the quality of the BPMN
model (the starting point) and its consistency when we compare it to the functional
requirements (being written in natural language). This model should be well elaborated
to verify its conformity with BPEL model at the run time and respectively the com-
ponent diagram describing the IS. More specifically, clear functional requirements
allow to generate a good BPMN, BPEL and UML component models.

The threats of construct validity are related to the relation between theory and
observation. In our case, this study must be applied on several case studies and in
industrial practice. In fact, the COSMIC measurement method should be used to check
the conformity of BPMN model, BPEL and the component diagram. However, we
believe that the use of our approach with real data is important.

6 Conclusion

Checking the conformity among the BPMN, component, and BPEL models is the main
purpose of this paper. To meet this purpose, a COSMIC-based approach is proposed for
sizing these models. In addition, bounds on the functional sizes of these models are
proposed as a coarse means to verify the conformity between these models in terms of
CFP. Furthermore, to provide for a refined verification of their conformity, a set of
modeling heuristics and measuring procedures have also been defined based on the
mapping between COSMIC concepts and those of BPEL. Finally, the proposed mea-
surement and conformity verification approach was illustrated through the “Patient
Admission and Registration for MAS” business process.
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Abstract. Although the Strategic Information Systems Planning (SISP) has
been emerging for large firms, family businesses do not develop strategic
planning and they do not support business goals using Information Systems (IS).
Thus, the implemented plans are not effective, and they do not meet the
objectives. The purpose of this paper is to indicate the phases which contribute
to a greater extent of success in order to provide conclusions regarding the
implementation of this process in SMEs. Data were collected from IS executives
in Greek SMEs. Factor Analysis is performed on the detailed items of the SISP
process and success constructs.

Keywords: Strategic Information Systems Planning � Phases � Success �
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1 Introduction

As businesses are obliged to deal with the environmental uncertainty and complexity,
managers have to develop IS that support business strategy, and accommodate decision
making in order to increase competitive advantage [23]. IS could be a source of
sustainable competitive advantage only if the IS strategy will be aligned with business
strategy [18–20, 22]. This is a crucial challenge for businesses and especially for SMEs
that are significant components of the national economy, because they constitute of a
large number of businesses in a country. IT executives are not aware about the business
objectives and often cannot realize the needs of business decisions [22].

Researchers have suggested that more extensive planning would be more effective
because it would support planners understand the impact of the environment and better
respond to it. Previous researchers have examined the relationship between the strategic
planning process of IS and the success aswell as the obstacles thatmanagers face [12–15].
But these studies focused only on large companies. Therefore, the purpose of this paper is
to indicate the phases which contribute to a greater extent of success and to provide
recommendations regarding the implementation of the SISP process to ITmanagers. Data
were collected using questionnaires to IS executives in Greek SMEs in order to examine
which phases are more significant for them as well as which of them have to be improved
in order to produce effective IS plans.

The structure of this paper is as following: after a brief introduction to this field, the
next section includes the theoretical background regarding the SISP process. Section 3
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describes the methodology, while Sect. 4 shows the results of the survey. Finally,
Sect. 5 discusses the results and concludes the paper.

2 Theoretical Background

In complex environments, SMEs tend to formalize processes using certain rules and
procedures which support the limitation of environmental uncertainty. Formalization
supports the development of aspects which encourage communication among the
individuals and sharing of new information. Also, they transform the generation of new
ideas through the inflicted structures into real plans, enhancing the growth of inno-
vation. As the environment is getting more and more complex, the need for innovation
is increasing if businesses are to be helped to be competitive so as to survive [3, 9, 21].

The findings of studies which examine the relationship of SISP phases and success
conclude that IS executives focused their efforts on the Strategic Conception phase.
Although planners focus on this phase, they cannot identify the suitable alternative
strategies. As a consequence, their efforts do not positively influence SISP success. So,
they cannot achieve their objectives. Themost common problemswhich have been raised
during the SISP process are the lack of participation and the failure to apply strategic IS
plans. Executives cannot be committed to the plan, consequently themembers of the team
have difficulties to implement the IS strategy. Moreover, results show that executives
only focus on the implementation of IS strategy because they consider this process
difficult and they ignore its formulation [4–8, 10, 11, 14, 15, 17, 23].

Results from existing studies indicate that many managers put too many efforts to
SISP process while others too little. If managers invest too many efforts, many conflicts
among team members can be raised as well as the process could be delayed. On the other
hand, if managers avoid investing too much time into the process, IS plans could be
inefficient so IS goals could not be achieved. Consequently, the assessment of the
process is significant because managers can reduce these unsatisfactory results [5, 8, 14].

Many researchers mentioned that managers concentrate more on Strategy Con-
ception and Strategy Implementation and they do not invest time on Strategic
Awareness and Situation Analysis. These findings confirm that the implemented plans
are ineffective and unsuccessful and they do not meet the objectives [1, 5, 8, 14, 15].
Furthermore, when managers concentrate their efforts on the implementation of the
process, they may reduce SISP horizons, but the strategic goals cannot be achieved. IT
managers do not understand the strategic objectives and how they can increase business
value because they invest time on the horizon of the project and on minimizing its cost
due to limited IT budget [1].

The results indicate that executives should pay attention to implementing Situa-
tional Analysis with greater meticulousness, so that they can apply Strategy Conception
and Strategy Implementation Planning with greater agility rather than now. Planners
should focus on the analysis of current business systems, organizational systems, IS, as
well as the business environment and external IT environment. If planners understand
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those elements, they can improve the result of the planning process excluding the
increased time and cost which the process is needed. When executives analyze the
environment, they can determine important IT objectives and opportunities for
improvement, they can evaluate them in order to define high-level IT strategies in their
business’ strategy conception [13, 16].

3 Methodology

A field survey was developed for IS executives. The instrument used five-point Likert-
scales to operationalize two constructs: SISP phases and success. The SISP process
constructs measured the extent to which the organization conducted the five planning
phases and their tasks. The success constructs measured using four dimensions named
alignment, analysis, cooperation and capabilities. The questionnaire was based on
previous surveys regarding SISP phases [2, 13–15].

Four IS executives were asked to participate in a pilot test. Each one completed the
survey and commented on the contents, length, and overall appearance of the instru-
ment. A sample of IS executives in Greece was selected from the icap list [14, 15].
SMEs which provided contact details were selected as the appropriate sample of the
survey. The survey was sent to 1246 IS executives and a total of 294 returned the
survey. Data analysis was implemented using Factor Analysis.

4 Results

Tables 1 and 2 provide all measures used for all constructs. Table 3 presents the
sample distribution in different industry types. The internal consistency, calculated via
Cronbach’s alpha, ranged from 0.738 to 0.932, exceeding the minimally required 0.70
level [14]. Factor analysis was implemented on the detailed items of the SISP process
and SISP success constructs. Tables 4 and 5 describe the reliability of SISP phases and
success constructs. These Tables also present the principal component analysis using
the Maximum Likelihood Estimate and the extraction of factors with Promax with
Kaiser Normalization method. The factor loadings and cross loadings provide support
for convergent and discriminant validity.

Findings indicate that IS executives are not aware of analyzing the external IT
environment and evaluating opportunities for IS development. This result stems from
the fact that the following variables have low factor loadings in Table 4; Analyzing the
current external IT environment and Evaluating opportunities for improvement. This
finding is important because it confirms that executives in SMEs do not invest in new
technologies and cannot be competitive. Furthermore, a significant obstacle is that
managers do not focus on organizing the planning team. The factor loading of this
variable is .635. The selection of employees who will participate in the development of
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IS is an important process because managers have to select employees with IT skills,
motivation to develop effective IS and cooperation skills. This finding is associated
with the lack of management support and the lack of clear guidelines about the IS
development. Thus, a new factor named Managers’ understanding of IS was developed
regarding to the understanding of the importance of SISP by managers. IS executives
can define priorities, increase the cooperation among the IS team and provide guide-
lines regarding in order to support the effectiveness of IS plans.

Another significant finding is that IT managers do not formulate IT strategies and
priorities, so they cannot anticipate risks and crises. Executives cannot identify problem
areas because they do not redesign business processes. The factor loading of “Identi-
fying new business processes” variable is low. New IS are based on the existing
business processes and they cannot meet IS objectives. This finding confirms the
negative consequences that SMEs face due to the lack of strategic planning.

Table 1. SISP phases and activities.

Phases Activities References

Strategic awareness Determining key planning issues (SAw1)
Determining planning objectives (SAw2)
Organizing the planning team (SAw3)
Obtaining top management commitment (SAw4)

[1, 2, 5–8, 11–
15]

Situation analysis Analyzing current business systems (SA1)
Analyzing current organizational systems (SA2)
Analyzing current information systems (SA3)
Analyzing the current external business
environment (SA4)
Analyzing the current external IT environment
(SA5)

Strategy conception Identifying major IT objectives (SC1)
Identifying opportunities for improvement (SC2)
Evaluating opportunities for improvement (SC3)
Identifying high-level IT strategies (SC4)

Strategy formulation Identifying new business processes (SF1)
Identifying new IT architectures (SF2)
Identifying specific new projects (SF3)
Identifying priorities for new projects (SF4)

Strategy implementation
planning

Defining change management approaches
(SIP1)
Defining action plans (SIP2)
Evaluating action plans (SIP3)
Defining follow-up and control procedures
(SIP4)
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Table 2. Success dimensions.

Dimensions Items References

Alignment Maintaining a mutual understanding with top management on the
role of IS in supporting strategy (AL1)
Understanding the strategic priorities of top management (AL2)
Identifying IT-related opportunities to support the strategic
direction of the firm (AL3)
Aligning IS strategies with the strategic plan of the organization
(AL4)
Adapting the goals/objectives of IS to changing goals/objectives
of the organization (AL5)
Educating top management on the importance of IT (AL6)
Adapting technology to strategic change (AL7)
Assessing the strategic importance of emerging technologies
(AL8)

[5–8, 14, 15]

Analysis Identifying opportunities for internal improvement in business
processes through IT (AN1)
Maintaining an understanding of changing organizational
processes and procedures (AN2)
Generating new ideas to reengineer business processes through IT
(AN3)
Understanding the information needs through subunits (AN4)
Understanding the dispersion of data, applications, and other
technologies throughout the firm (AN5)
Development of a ‘‘blueprint’’ which structures organizational
processes (AN6)
Improved understanding of how the organization actually operates
(AN7)
Monitoring of internal business needs and the capability of IS to
meet those needs (AN8)

Cooperation Developing clear guidelines of managerial responsibility for plan
implementation (CO1)
Identifying and resolving potential sources of resistance to IS
plans (CO2)
Maintaining open lines of communication with other departments
(CO3)
Coordinating the development efforts of various organizational
subunits (CO4)
Establishing a uniform basis for prioritizing projects (CO5)
Achieving a general level of agreement regarding the
risks/tradeoffs among system projects (CO6)
Avoiding the overlapping development of major systems (CO7)

Capabilities Ability to identify key problem areas (CA1)
Ability to anticipate surprises and crises (CA2)
Flexibility to adapt to unanticipated changes (CA3)
Ability to gain cooperation among user groups for IS plans (CA4)
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Previous findings conclude that managers concentrate more on Strategy Conception
and Strategy Implementation and they do not invest time on Strategic Awareness and
Situation Analysis, as a result the implemented plans are not effective, successful and
they do not meet the objectives [2, 5, 8, 14, 15]. Moreover, when managers concentrate
on the implementation of the process, shorter SISP horizons are achieved but the
strategic goals cannot be met. Executives do not focus on strategic objectives that really
concern them and on how they can increase value to the business because they invest
time on the horizon of the project and on minimizing its cost due to limited IT budget [2].
The results indicate that executives should pay attention to implementing Situational
Analysis with greater meticulousness, so that they can apply Strategy Conception and
Strategy Implementation Planning with greater agility rather than now. Planners should
analyze their current business systems, organizational systems, IS, as well as the business
environment and external IT environment. If planners understand those elements, they
can improve the result of the planning process excluding the increased time and
cost needed for the process. When executives understand the environment, they can
determine important IT objectives and opportunities for improvement and they can
evaluate them in order to define high-level IT strategies in their business’ strategy
conception [5, 8, 13, 23].

Table 3. Sample distribution in different industry types.

Industry type Respondents Percentage

Agriculture & Food 47 16%
Business services 33 11.3%
Chemicals, Pharmaceuticals & Plastics 18 6.1%
Construction 22 7.5%
Education 4 1.4%
Electrical 11 3.8%
Energy 8 2.7%
IT, Internet, R&D 24 8.2%
Leisure and Tourism 16 5.5%
Metals, Machinery & Engineering 28 9.6%
Minerals 3 1%
Paper, Printing, Publishing 14 4.8%
Retail & Traders 31 10.6%
Textiles, Clothing, Leather, Watchmaking, Jewellery 14 4.8%
Transport & Logistics 20 6.8%
Total 294 100
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Table 4. Factor loadings for SISP phases.

Constructs Items Cronbach’s alpha of
each construct

Factor
Loadings

Strategy
implementation
planning

Evaluating action plans .910 .929
Defining action plans .890
Defining change management
approaches

.661

Defining follow-up and control
procedures

.595

Analysis of IT
environment

Analyzing current information
systems

.841 .878

Analyzing the current external
business environment

.728

Analyzing the current external IT
environment

.639

Organizing the planning team .635
Strategy conception Identifying opportunities for

improvement
.901 .925

Identifying major IT objectives .846
Identifying high-level IT strategies .556
Evaluating opportunities for
improvement

.504

Strategy formulation Identifying new IT architectures .738 .906
Identifying new business
processes

.500

Analysis of internal
environment

Analyzing current business
systems

.774 .895

Analyzing current organizational
systems

.711

Table 5. Factor loadings for success.

Constructs Items Cronbach’s
alpha of each
construct

Factor
Loadings

Cooperation Identifying and resolving potential sources of
resistance to IS plans

.922 .835

Coordinating the development efforts of various
organizational subunits

.814

Achieving a general level of agreement
regarding the risks/tradeoffs among system
projects

.800

Establishing a uniform basis for prioritizing
projects

.772

(continued)
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5 Conclusion

So far, researchers have paid attention to the effect of SISP phases on success but they
concentrated on large firms. The purpose of this paper was to indicate the phases which
contribute to a greater extent of success and to provide recommendations regarding the
implementation of the SISP process to ITmanagers. Findings indicated that IS executives

Table 5. (continued)

Constructs Items Cronbach’s
alpha of each
construct

Factor
Loadings

Maintaining open lines of communication with
other departments

.748

Developing clear guidelines of managerial
responsibility for plan implementation

.688

Ability to anticipate surprises and crises .523
Analysis Maintaining an understanding of changing

organizational processes and procedures
.925 .795

Generating new ideas to reengineer business
processes through IT

.774

Improved understanding of how the organization
actually operates

.773

Understanding the information needs through
subunits

.746

Identifying opportunities for internal
improvement in business processes through IT

.738

Monitoring of internal business needs and the
capability of IS to meet those needs

.599

Understanding the dispersion of data,
applications, and other technologies throughout
the firm

.597

Ability to identify key problem areas .562
Development of a ‘‘blueprint’’ which structures
organizational processes

.522

Strategic
alignment

Understanding the dispersion of data,
applications, and other technologies throughout
the firm

.932 .910

Aligning IS strategies with the strategic plan of
the organization

.707

Managers’
understanding
of IS

Maintaining a mutual understanding with top
management on the role of IS in supporting
strategy

.788 .979

Understanding the strategic priorities of top
management

.677
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are not aware of analyzing the external IT environment and evaluating opportunities for
IS development. This finding is important because it confirms that executives in SMEs do
not invest in emergent technologies and cannot be competitive. Furthermore, a significant
obstacle is that managers do not focus on organizing the planning team. The selection of
employees who will participate in the development of IS is an important process because
managers have to select employees with IT skills, motivation to develop effective IS and
cooperation skills.

Another significant finding was that IT managers do not formulate IT strategies and
priorities, so they cannot anticipate risks and crises. Executives cannot identify problem
areas because they do not redesign business processes. New IS are based on the
existing business processes and they cannot meet IS objectives. This finding confirms
the negative consequences that SMEs face due to the lack of strategic planning. The
results of this study contribute to IS executives’ awareness of the strategic use of IS
planning in order to increase competitive advantage.

Understanding those phases may help IS executives concentrate their efforts on
organizations’ objectives and recognize the greatest value of the planning process in
their business. Second, the results of this survey can increase their awareness of the
phases of SISP. IS executives should be knowledgeable about the five phases and they
should not ignore the tasks of each one because this might be an obstacle which
presents the organization from achieving its planning goals and thus from realizing
greater value. Finally, the findings contribute to IS executives in Greek SMEs who do
not concentrate on strategic planning during the development of IS and they focus only
on the technical issues. As a result, they should understand the significance of the SISP
process in order to formulate and implement IS strategy which will be aligned with
business objectives and increase the success of SMEs.

A limitation of this study stems from the fact that the survey was conducted only in
Greece. Future researchers could examine and compare these results with relative ones
from large companies and other countries. Apparently, future researchers may use
different methodologies for data analysis, such as cluster analysis in order to compare
the differences among organizations in different sectors during the implementation of
the SISP process.
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Abstract. The paper presents a brief technology survey of existing tools to
implement data ingestion pipelines in a classical Data Science project. Given the
emergent nature of technologies and the challenges associated with any Big
Data project, we propose to identify and discuss the main components of a data
pipeline, from a data engineering perspective. The data pipeline is showcased
with a case study from an ICT university project, where several teams of master
students competed towards designing and implementing the best solution for a
manufacturing data pipeline. The project proposes a research-based multidisci-
plinary approach to education, aiming at empowering students with a novel role
in the process of learning, that of knowledge creators. Therefore, on the one
hand, the paper discusses the main components of a Big Data pipeline and on
the other hand it shows how these components are addressed and implemented
within a concrete ICT project from education, realized in tight relation with the
IT industry.

Keywords: Big Data � Data pipeline � Research-informed education �
ICT project management � Virtual teams � Collaborative work

1 Introduction

We are currently facing the Big Data era; being able to exploit data has become vital for
every company and business. There are economic sectors where data has always played
an important role, however nowadays data seem to play a central role in knowledge
discovery and decision making in almost every field. Data Science emerged from the
availability of data and the increased computing power. It is an interdisciplinary field
combining skills spanning various domains, such as Computer Science, software
development, Mathematics and Statistics, Machine learning, domain specific knowl-
edge and traditional research skills. In a nutshell, Data Science is the process of
extracting meaning from data using statistical and programming tools, modeling,
exploratory data analysis, reporting and teamwork. There are two specific roles defined
in Data Science: the data specialist (or data engineer) role and the data analyst role. The
data specialist role is responsible with all the operations related to data engineering,
from data collection and ingestion, to data storage and management, to data processing.
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It is widely accepted that it is the responsibility of the data specialist to prepare the data
and make it available for data analysis. The data analyst role is responsible with data
enriching, filtering, cleansing, quality checking and applying various data analysis
algorithms on it, in order to gain valuable insights into the data and to use them for
decision making, based on a rigorous understanding of the business question at hand.

This paper addresses the data specialist role, with a focus on the data engineering
pipeline. There are currently many data engineering tools and frameworks, so that one
could easily get confused in this ever-changing technology landscape. The motivation
of this paper is to provide the reader with a concise but useful technology overview on
the main components of the data pipeline. We are aiming to help the reader to rapidly
get familiar with the technologies that form the building blocks of a data engineering
pipeline. Moreover, the paper presents the data engineering pipeline from the per-
spective of an ICT project originating from Education, and demonstrates the building
blocks of the data pipeline with concrete technologies.

The paper is organized as follows: Sect. 2 introduces the Data Engineering pipe-
line, identifying the main technologies and discussing underlying challenges; Sect. 3
presents a case study from an educational ICT project realized in collaboration with
local IT industry around the implementation of a data engineering pipeline, and Sect. 4
concludes the paper.

2 The Data Engineering Pipeline

2.1 The Data Engineering Pipeline

A classical data analytics pipeline is depicted in Fig. 1. The pipeline comprises pro-
cesses from both data engineering and data analytics. The focus of this paper is the data
engineering part of the pipeline. What resides in the data engineering zone of the
pipeline is the responsibility of the data engineer. More precisely, a data engineering
pipeline addresses several elements and technological areas. According to the data
value chain [1], each of these technical areas adds value to the data and ultimately to
the society and businesses. The data engineering components are described below:

Fig. 1. Big Data analytics pipeline.
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• Data producers – range from sensors, machines, processes, to humans (e.g., data
from social networks).

• Data sources – are the primary storage of the data, once it has been produced (e.g., a
relational database, a log file, etc.); such data sources are heterogeneous, non-
integrated and spread across multiple locations/repositories. Data can be either
structured, semi-structured or completely unstructured. Typically, a Big Data pro-
ject would need to integrate, manage and process data from multiple sources.

• Data collection and ingestion – at this stage, data is collected from the data sources,
it is filtered and cleansed before being ingested into a data storage solution for
further processing and management. Data ingestion can be batch or streaming,
depending on the type of data and the business need. Batch data ingestion will
periodically upload multiple files into the data store (e.g., manufacturing supplier
data delivered once per day), while streaming ingestion will continuously upload
the data events (e.g., sensor data).

• Data storage and management – is concerned with storing and managing data in a
scalable way. There is no universal solution for (big) data storage. Actually, Big
Data storage solutions may be very different depending on the problem that needs to
be solved. The choices depend on many factors and the corresponding solutions are
designed in an ad-hoc manner. The solutions range from relational databases to
non-traditional storage such as NoSQL databases, data warehouses, or even file
systems. Data storage might be needed at multiple stages in the data engineering
pipeline but data storage generally refers to the process of storing raw data in a
versatile format which would allow to use the data in a flexible manner. For
example, a common approach in Big Data infrastructures is to store acquired data in
a master data set that represents the most detailed and raw form of data an orga-
nization may have [2]. Further processes (e.g., data curation, data analysis) may
then be performed on data for which storage may be used for intermediate results.

• Data processing – at this stage, data processing tools are used in order to model,
cleanse, enrich or aggregate data and ultimately get value out of it. The processing
tools will, for instance, either query or analyze the data in order to get valuable
information from the data, or export the data to another data store. According to the
lambda architecture paradigm [2], the data processing can be batch or streaming
(speed). Batch processing processes all the collected original data either cyclically
or on demand. Speed processing, on the other hand, processes incoming data
immediately and as quickly as possible, reducing the delay between the arrival of
data and the time when results become available (from the batch processing).

• Data analytics is the second main part of the pipeline, strongly interlinked with the
first one, the data engineering pipeline. The main goal of analytics is to extract
knowledge from the data which could serve to some defined goals (either business
or research). Typically, a data analyst will be involved both in the data preparation
(this task can be viewed as an interface between the data engineer and the data
analyst) and mainly in the data exploration and modeling. The outcome can be
either a report describing relevant findings from the data or a prototype solution that
can be further be transformed into a data product.
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2.2 Technology Landscape

Data engineering tools are constantly evolving, illustrating a highly dynamic tech-
nology landscape. We include in this section a non-exhaustive list of common actual
programming languages and technologies under the building blocks of the data
pipeline.

Common programming skills for a data engineering pipeline include Java, Scala
and Python. Python is presently a popular choice for both data pipelines and data
analysis due to the availability of many Data Science libraries. Java and Scala are
particularly useful within the Hadoop ecosystem and with Spark (Hadoop is written in
Java, while Spark is written in Scala).

As presented in Fig. 2, popular tools for data collection and ingestion include
(i) Apache Sqoop, used for ingesting structured (relational) data into Hadoop;
(ii) Apache Flume used for collecting, aggregating and ingesting streaming data;
(iii) Apache Kakfa, used as a messaging system for reading/writing streaming data; and
(iv) Embulk, used for data transfer between various storages, databases, file formats
and cloud services.

Regarding data storage and data management, common technologies include (i) the
Hadoop Distributed File System (HDFS), which provides the capability to store large
amounts of unstructured data in a reliable way on commodity hardware. Even though
there exist distributed file systems with possibly higher performance, HDFS has
reached the level of a de facto standard [1], as an integral part of the Hadoop

Fig. 2. Data engineering pipeline – technology landscape.
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framework [3]. It is worth noting that Hadoop has reached enterprise-grade level, all
pure Hadoop vendors directly addressing enterprise needs; (ii) NoSQL databases,
probably the most important family of Big Data storage technologies [4], provide a
non-traditional storage model as opposed to traditional relational databases, being
designed for scalability, often at the cost of sacrificing consistency; (iii) NewSQL
databases, a modern form of relational databases that aim at comparable scalability as
NoSQL databases, while maintaining the transactional guarantees and ACID compli-
ance of traditional database systems (which are critical for e.g., financial operations);
(iv) Data warehouse, an integral part of decision-support systems, constitutes a com-
mon repository of integrated data from several sources made available for consump-
tion; and (v) Amazon Redshift, an example of technology that provides fast, scalable
data warehousing.

Data processing relies on tools and technologies such as (i) Apache Spark, a large
scale data processing engine, suitable for both batch and streaming data. It runs on
Hadoop, standalone, in the cloud and accesses various data sources (from Hadoop,
Apache Hive, Apache HBase, etc.); (ii) Apache Hive, a data warehouse software that
enables reading, writing, and managing large datasets residing in distributed storage
using SQL. Due to the batch-driven execution engine, Hive queries have a high latency
even for small data sets. Hive provides the benefits of including an SQL-like query
interface and the flexibility to evolve schemas easily; (iii) Apache Impala is the native
analytic database for Apache Hadoop. It provides an SQL-like query interface for
accessing the data. It supports HDFS and HBase (the Hadoop columnar store) as
underlying data stores. It uses the same metadata and SQL-like user interface as Hive,
but uses its own distributed query engine that can achieve lower latencies than Hive;
and (iv) ELK Stack which unifies three open source projects: Elasticsearch (search and
analytics engine), Logstash (data processing pipeline that ingests data from multiple
sources simultaneously, transforms it and sends it to Elasticsearch) and Kibana (data
visualization in Elasticsearch). Technologies under ELK Stack are easy to use, scalable
and flexible.

2.3 Challenges and Future Recommendations

An important issue in the process of data collection and ingestion is the integration of
data from multiple heterogeneous sources. The challenges in data integration arise from
the Vs characterizing Big Data. If we are to refer to the most common Vs characterizing
Big Data, the main challenges, as observed in [5], would be: (1) due to the large volume
of data and the increased number of sources, it is difficult to do schema alignment and
the warehousing of all the integrated data is expensive; (2) due to the velocity of the
data, it is difficult to understand the evolution of semantics and it becomes infeasible to
capture rapid data changes in a timely fashion; and (3) data variety implies high
heterogeneity both at schema level and at instance level. Another practical challenge
for companies is how to transform data in assets from which business value can be
derived. Data catalogs implementing traditional data management functionalities such
as data discovery, data lineage, data curation, as well as new AI and machine-learning
based features such as self-generation of metadata, or taxonomy generation are tools
that allow data owners to extract the maximum value out of the data they own [6].

An ICT Project Case Study from Education 411



A key challenge regarding data storage is related to security and privacy [7]. It is
often unclear for companies how NoSQL databases can be securely implemented [1, 8],
since many security measures implemented by default in traditional relational database
systems are missing in NoSQL databases. Particular challenges for data storage arise
due to data distribution. Auto-tiering strategies are needed in order to avoid data being
moved to less secure tiers. Data storage and movement need to be governed by
monitoring and logging mechanisms. Regarding the access control, data should only be
accessible by authorized entities. Cryptographic mechanisms are required in this sense,
with key cryptographic material generated and stored at the client side only. Also, fine-
grained access control mechanisms are necessary in order to address the problem of
data provenance. The work in [1] identifies three key requirements that are expected to
govern future Big Data storage technologies: (1) Standardization of query interfaces;
(2) Increased support for data security and user’s privacy. Users should be aware of
how Big Data processes their data. Big Data storage should comply with EU privacy
regulations when personal information is being stored. Also, Big Data storage should
provide user-friendly provenance mechanisms along the data processing pipeline; and
(3) Support for semantic data models, in order to solve the problem of heterogeneous
data sources and the development costs they involve.

3 Case Study: An ICT Project from Education

3.1 Concept

The project, titled Research-driven Learning of Big Data and Applications (ReLearn-
BigDatA) proposes a multidisciplinary approach rooted in research which aims to
empower students with a novel role in the process of learning. The approach enables
students to become an active part of the research and learning community, by shifting
from just knowledge “consumers” to knowledge “producers”, thus contributing to the
common wealth of the society. More precisely, the students are allowed to directly
practice research and enquiry as part of their learning process.

The project builds around a Big Data course, with a research-based curricula and in
tight collaboration with the local IT industry and similar EU initiatives (such as, the
European Data Science Academy [9]). The students were involved in a research and
innovation project where they faced real world challenges to which they proposed
(designed and implemented) solutions that integrate the strategic infrastructure of the
Babes-Bolyai University. More, precisely the project’s aim is to design and implement
a data engineering pipeline for production data, also involving a few simple data
visualization tasks. Students undertake tasks involving data generation, data collection
and integration, data storage, data processing and data visualization and propose a
solution to integrate these tasks into a data engineering pipeline.

The aim of the project is dual: (1) from a didactical perspective, the students
autonomously practice research tasks, critical thinking, and learn the latest technologies
from the emergent field of Big Data in an applied context; (2) from a technical per-
spective, this was realized by encouraging students to propose technical solutions,
which exist but are not fully covered during the course, for implementing solutions in
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the domain of Big Data integration, processing and analysis. The goal was to come up
with and implement a valid solution for a data engineering pipeline for a manufacturing
production line. A future goal would be to enable future analysis of the production data
in view of error discovery and prediction. The students’ prototypes were presented and
demonstrated within a student workshop organized at the end of the semester.

The proposed action is inline with the principles of the Leagues of European
Research Universities (LERU, [10]) with respect to developing strategies that enhance
synergies between research and education, mainly with respect to: (i) Implementing a
research-rich curricula, in collaboration with students and the IT industry (see section
Implementation for details); (ii) Acknowledging the importance of research in educa-
tion and vice-versa; (iii) Offering an active research experience to students, via real-
world case studies and challenges; (iv) Empowering students to become leaders and
agents of change, via practicing autonomous team-work with precise roles assigned and
mini research projects/tasks.

3.2 Implementation

The ReLearnBigDatA experiment was realized as a semester project. Students
undertook a team-based project (with maximum 5 team members with precise roles) to
accomplish the following goals, based on a research-informed approach, as illustrated
in the previous section:

1. Identify a real-world problem/challenge related to Big Data,
2. Design a Big Data solution to the identified problem/challenge,
3. Implement a prototype of the proposed design,
4. Prepare a demo of the prototype.

Project Topic and Requirements. This year, the problem definition was guided by
researchers of Robert Bosch SRL Romania. Our partners provided real-world problems
and challenges to be solved by the students during the project. Each team of students
designed and implemented its own solution (prototype). At the end of the semester, the
prototypes were demonstrated and evaluated during a workshop organized in the
context of this course.

Regarding the project topic, students were asked to design and implement a data
analytics pipeline for data from a manufacturing production line. They were provided
with clear specifications of the input data. These data are closely designed to fit a
manufacturing plant scenario. Students were asked to implement a production machine
simulator that generates toy production data to be stored in a relational database. These
data are then combined with sensor data measuring environment and inertial param-
eters. The sensor data source were the sensor log files containing the sensor’s
parameters. The students used Bosch sensors of type XDK Node, a connected sensor
technology for IoT use cases [11] provided by our collaborators. The sensor generated
various data related to light, temperature, pressure, humidity, accelerometer, gyroscope,
acoustic and magnetometer data. All these data were combined, according to the
scenario proposed by each team of students. The students were given the challenge of
data integration between the simulator and the XDK node sensor. More precisely, they
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had to find an integration solution taking into account relational and non-relational
data, batch and streaming data. The two data sources were joined using a timestamp
parameter. The data were passed through all the phases of a data analytics pipeline and
in the end were correlated and visualized in real-time according to specified require-
ments. Students were asked to store all data coming from the data sources on the
Hadoop Distributed File System in a format of their choice. Finally, each team had to
implement: (i) a visualization dashboard for real time monitoring of sensor parameters;
and (ii) a visualization dashboard that allows the users to create reports.

It is important to note that the focus was on the learning experience of the students
and therefore their autonomy and creativity played a central role in the experiment
(project). They were encouraged to select and experiment as many technologies as
needed from the emergent field of Big Data.

Project Phases. The project consisted of four main phases, which were inline with the
above-mentioned project goals. The project phases are depicted in Table 1.

Table 1. Semester project phases.

Project
phase

Planning and delivery Details

Phase 1 week 1 – week 3 Problem definition
Deliverables:
- Teams announce on the course page or by email their
composition (names of the team members)
- Team members roles are also announced together with
the team composition

Phase 2 week 3 – week 7 Big Data solution design
Deliverables:
- Each team sends by email to the instructor a one page
document with the description of the proposed solution
and the technologies to be used; it should be clear from
the document the contribution of every team member,
according to their roles
- Demonstration of the intermediate (mid-term) solution

Phase 3 week 7 – week 11 Prototype implementation
Tutorials provided in order to help students get familiar
with important aspects of Hadoop
Deliverables:
- The instructor checks the prototype progress of every
team;
- Each team prepares a short demo of the application in
its current status

Phase 4 week 11 – week 13
examination session

Prototype demonstration and project evaluation
(Workshop)
Deliverables:
- Final version of the application is demonstrated
- Evaluation of the prototype during the workshop

414 I. Ciuciu et al.



Project Implementation. The status of the project is currently finalized. In Phase 1 of
the project, a visit to a Robert Bosch manufacturing plant in Jucu was organized
together with our industrial partners (the logistics of the visit were arranged by Robert
Bosch SRL.), in order to familiarize the students with the application domain of their
project (i.e., the production line).

As a result of this phase, project teams with precise roles were formed. There was a
constraint to have the teams formed around the six intelligent sensors provided by
Robert Bosch SRL. for the implementation of the students’ projects. Six teams have
been formed with a maximum of five people. In order to ensure the smooth manage-
ment of the project, each team member had a specific role assigned (one team leader,
several team members), and acted according to this role during the semester project.
Tasks were precisely assigned among the team members. The project manager, toge-
ther with team members, were responsible of respecting the project planning and
delivery. The project manager was responsible of the communication and delivery of
the project results to the course coordinator.

In Phase 2 of the project, the student teams have designed and presented their
proposed (conceptual) solutions in front of their colleagues, at the practical work class.
A researcher from Robert Bosch SRL. was present as well in order to provide feedback
and advice (if needed). We did not intend to influence the students in their choices, but
only wanted to have a verification in order to make sure that all the proposed solutions
were on track towards the desired objectives.

In Phase 3 of the project, the students had one presentation per team with the
instructor to illustrate the progress of their implemented solution. Most of the teams
demonstrated good progress of their implementation. Five out of six teams managed to
visualize the sensor data in real time, and practically all the teams implemented the
manufacturing machine simulator. The teams showed good collaboration among team
members, but also inter-team collaboration. Still within Phase 3 of the project, the
students presented an intermediate demo of their implemented solution, in front of the
class, the instructor and a representative from the industrial collaborators.

In Phase 4 of the project, the instructor, together with the students organized a
workshop where all the implemented solutions were presented and demonstrated in
their final version. The best solution was awarded by the industrial partners after the
workshop. Also, the semester projects were evaluated by the instructor during the
workshop, a percentage of the final mark being from the students’ inter-evaluation.
There is an open opportunity for the best solutions to be further improved in collab-
oration with the industry in order to be presented within a Big Data Meetup in Cluj-
Napoca.

3.3 Results, Evaluation and Lessons Learnt

An important aspect in the context of this project was the fact that the students have
used the university’s competitive infrastructure High Performance Computing System
and Private Cloud IBM IntelligentCluster [12, 13] for the implementation of their
solutions. This enabled them to practice real-world Big Data processing and storage
tasks in a collaborative manner on a Hadoop (Big Data Infrastructure) cluster. This,
together with the industrial collaboration from which the project benefited, provided the
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students with a real setting for their work. As expected, the technical results (the
prototypes) obtained by the student teams were based on a multitude of emerging
technologies. The technological landscape from the student projects is illustrated in
Table 2.

An important aspect in this context was the way students have learned and have
generated new knowledge in return, via the practice of research-guided tasks in an
autonomous manner. The collaboration we managed to have with the industry along
the learning path was of high impact for the students’ learning process. They had the
chance to learn from researchers and professionals that employ these emergent tech-
nologies in industry on a daily basis. The project topic was related to real-world case

Table 2. Technology landscape as resulted from the students’ project.

Simulator (data
producer)

Data collection
and ingestion

Data storage and
management

Data
processing

Data
visualisation

Team 1 Bogus
C#
NuGet.Net
SQL DB

Apache Sqoop
Apache Spark

HDFS
JSON

Apache
Spark
Apache
Hive

ASP.NET

Team 2 Bogus
C#
VB.NET
Faker.js
MySQL

Apache Kafka HDFS Apache
Spark
Apache
Storm
Apache
Hive

Power BI

Team 3 Python Java app IBM Cloudant
IBM Cloud Object
Storage
HDFS

Apache
Hive
Apache
Impala
IBM
Watson
Studio

IBM
Watson IoT
Node.js

Team 4 JavaScript
MySQL

Apache Sqoop HDFS Apache
Spark
Apache
Hive

Angular
HTTP
Node.js

Team 5 MySQL Apache Sqoop
Apache Kafka
MQTT

HDFS
MongoDB

Apache
Spark
Apache
Hive

Tableau
IoT MQTT
Panel

Team 6 C#
MySQL

Apache Sqoop MongoDB
HDFS

Node.js
Apache
Impala
Apache
Hive

Angular
NVD3
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studies, which has motivated the students in their project. The industrial collaboration
was materialized with two invited lectures (on the topics of “Industrial Standards for
Data Mining Projects” and “Big Data Visualization”), a visit to the production line and
the involvement in the students’ projects (from problem definition to prototype
implementation and demonstration) with a proposal for a project topic, with advice and
feedback when needed and six intelligent sensors provided to the students.

Academic Evaluation. The evaluation criteria considered from the perspective of the
teaching responsible were the following: criterion 1 - data producers; criterion 2 - data
sources; criterion 3 - data storage; criterion 4 - data visualization; criterion 5 - the
technologies used (the solution design); criterion 6 - the maturity of the prototype;
criterion 7 - the presentation of the projects; and criterion 8 - the team (collaborative)
work. The individual contribution of the students was also considered, both from the
teacher perspective and from the perspective of the team leaders of the respective
teams.

In order to conduct the evaluation, every criterion received a score corresponding to
the degree to which it was addressed in the project: 0 – meaning not addressed
(missing), 0.5 – meaning partially addressed, and 1 – meaning fully addressed (com-
plete). The eight criteria evaluated for each of the six teams of students are illustrated in
Fig. 3. The conclusions that can be drawn from these figures with respect to the
strengths and the weaknesses of the criteria observed are that the real strengths of the
implemented solutions were with respect to the data storage, and the technologies used.
The students took responsibility in making decisions on the choice of data storage
solutions and their choices materialized in a wide range of the available technologies.
The presentations were of high quality, even though the degree of involvement of all
the team members needs to be improved, as also observed by the industrial partners.
There were minor issues with respecting the data producers specifications and the data
sources integration, observed within two student teams. The visualization and the

Fig. 3. Results of the evaluation of student teams along the eight evaluation criteria.
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prototype maturity criteria are the ones that need improvement in half of the cases.
However, these constitute two major challenges of the project. Improvement is also
needed regarding the team work and the student motivation. Even though the teams
showed good collaboration along the semester and during the progress reports, their
involvement as a team during the workshop presentation leaves place for improvement.
Regarding student motivation, it was observed that the students addressed all the
required criteria. However, only one team went beyond what was required and
addressed speed processing.

Evaluation from the Industry. The industrial partners evaluated and ranked the
student projects with respect to the following criteria: (1) the implementation of the
requirements; (2) the quality of the presentation during the student workshop; (3) the
automation of the proposed solution; and (4) the originality. Overall, the student teams
managed to implement the project requirements, and the solutions they had chosen
were based on a variety of technologies, which, in the vast majority of cases, led to a
functional solution. The industrial partners have appreciated the team spirit demon-
strated by the students during their work. The fact that the final solution was the result
of a collective effort was obvious for them. The proposed solutions are largely func-
tional, however, the technology readiness is not sufficient in order to be presented
within an external event (e.g., a Data Science meetup). As a general recommendation
for the students was the improvement of presentation and communication skills. The
ranking of the projects according to the above-mentioned criteria is as follows:

• 1st place, Team 6: the solution proposed was automatized; it was appreciated that
the students made efforts towards optimizing the data aggregation and came up with
a unique idea, coding their own MQTT. However, Hive was only used to respect
the requirements, with no actual benefit in their case.

• 2nd place, Team 2: they developed three separate threads for data transmission from
the sensor, the simulator and the error generator for a better efficiency; good
dashboards for sensor data but with no real-time processing in Hadoop.

• 3rd place, Team 4: a rather complete solution, but with large data simplification with
a 1:1 relation implemented for the time stamp matching of the sensor and machine
data.

• 4th place, Team 3: interesting approach based on IBM tools; however, the jobs were
not automatized; the update (refresh) of the data visualization was not sufficiently
implemented. MapReduce was used instead of Hive.

• 5th place, Team 5: job automation and data update for the visualisation were
missing.

• 6th place, Team 1: the project did not succeed with data ingestion from the sensor;
the automation was not implemented and the required histograms were missing.

As a final result, it is worth mentioning that the course “Big Data Processing and
Applications”, which constitutes the context of the present study, was awarded with the
ANIS scholarship [15] at first edition, on the topic of Big Data. This demonstrates the
appreciation that the industrial actors in the Romanian IT landscape have showed for
the initiative reported here.
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3.4 Impact

The ReLearnBigDatA initiative had a major impact on the learning process of the
students, and on the corresponding teaching methods. The students have learned to be
active part of their learning process, to employ their critical thinking and problem-
solving capabilities in a research-informed and industry-oriented project. The method
employed aimed towards sustainable learning, with the focus on knowledge generation,
knowledge sharing and reuse. The knowledge gained along this course will serve as a
basis for the students’ future projects, internships and their dissertation thesis. Students
have become aware of the importance of their work at a social level as well. They have
demonstrated responsible attitudes in their work and ideas towards the research and
education processes, being aware of the impact their work can have on their society.
This has actually motivated students in their creative ideas.

The work obtained under this project has potential for scientific impact. It has
already been presented within a scientific workshop, and will be further disseminated in
scientific publications.

During this project, we have been constantly in contact with similar initiatives (EU
European Data Science Academy [9], BYTE Big Data Community [14], etc.), have
used learning materials from them and intend to continue this direction in the near
future, for the benefit of the students.

4 Conclusion

The main goal of the paper is to illustrate how the collaboration between academia and
industry enables students to get into design of solutions for data engineering and
empowers them to take their own decisions. It is an interesting way of teaching a topic
which is extremely wide and constantly changing. For this, the paper presents in the
second part a real use case from Education, illustrating how an ICT project enabled
students to learn how to implement a data pipeline. In conclusion, we would like to
stress that the ReLearnBigDataA initiative is a sustainable one, both for students and
for the teaching process. As such, students will be able to use their experience with this
initiative in future projects/work. While at a teaching level, the benefit is mainly from
the bidirectional flow education-research [16].

The future iterations of the master course “Big Data Processing and Applications”
will be continually improved and updated. The next academic year, a more tutorial-
oriented teaching method will be targeted, together with various application domains,
such as Green University/Green Campus. Research-wise, we are aiming for a com-
prehensive technology survey as future work emerging from this study.

Acknowledgement. The present study was realized within the Advanced Fellowships 2018
offered by the STAR-UBB Institute from the Babes-Bolyai University [17]. The sensors and
manufacturing use case were provided by Robert Bosch SRL. Romania.
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Abstract. 5G networking is expected to induce more changes in the era of
mobile communications, since new players will appear, including the new
vertical industries, while the old ones will undertake new roles. 5G ESSENCE
[1] addresses the paradigms of Edge Cloud computing and Small Cell as-a-
Service (SCaaS) by fuelling the drivers and removing the barriers in the Small
Cell (SC) market. In this paper, we investigate current market status in 5G
networks and small cells, as well as we apply the business model canvas
methodology for the 5G ESSENCE approach in order to explore the 5G busi-
ness environment.

Keywords: 5G networks � Market analysis � Business model canvas �
Cloud-enabled small cell (CESC) � Mobile edge computing (MEC) �
Network functions virtualization (NFV) � Software defined networking (SDN)

1 Introduction

Up to now several visions of 5G have been proposed and their basic features, appar-
ently, converge to the idea that any person or item can connect at arbitrarily high data
rates, from any place, and with extremely low latency [2]. How these traits can be
realised depends on several factors, including combinations of existing types of
communication networks, as well as new and ground-breaking implementations. 5G
solutions envisage consolidation of cellular, Internet of Things (IoT), and Wi-Fi net-
works; this list may be enriched with broadcast networks and automotive systems.
Furthermore, in order to achieve higher transmission rates, new wireless solutions, such
as exploitation of millimetre-Wave (mmWave) bands, are expected to be utilised. The
reasons behind these developments are well grounded in practical requirements.
Separate radio interfaces are required for the different solutions, such as cellular over
IoT and additionally, the exigency for extremely low latency drives inexorably to ultra-
dense deployments and usage of higher frequencies [3].

The main problem of the proposed 5G solutions is that they neither have been
adequately tied to a solid business case, nor well integrated to the legacy infrastructure
of network operators and the rest of actors within the communications ecosystem.
This is not surprising, considering the lack of new monetisable revenue streams [4].
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For years, operators have been making efforts to launch new services, such as image
messaging, video calls, location based services and so on (and even some examples of
Over-The-Top (OTT) players like Skype have achieved to deliver added value solu-
tions); however, the average revenue per user remains low.

Forecasts of new services that will be rolling resulting in large scale consumer
uptake and a corresponding increase in revenues remain vague, and as history has
shown, this remains a difficult task. For example, users are able to, and they do, revert
to Wi-Fi usage when the prices from the cellular network increase. Many do not value
data rates above 4G levels – for example only around 22% of UK households have
chosen to upgrade their home broadband to BT’s “Infinity” package despite it being
available [5]. Moreover, the benefit of low-latency appears to a small number of
professional applications and may only be available to relatively few locations.

Alternatively, if there are no new revenues, there arises the ultimate necessity that
5G reduces operators’ costs. To address this requirement, 5G ESSENCE introduces
innovations in the fields of network softwarisation, virtualisation, and cognitive net-
work management. It also provides a highly flexible and scalable platform, capable of
supporting new business models and revenue streams by creating a neutral host market
and ultimately reducing operational costs by providing new opportunities for owner-
ship, deployment, operation and amortisation.

5G ESSENCE [1] addresses the paradigms of Edge Cloud computing and Small
Cell as-a-Service (SCaaS) by fuelling the drivers and removing the barriers in the Small
Cell (SC) market. 5G ESSENCE provides a highly flexible and scalable platform, able
to support new business models and revenue streams by creating a neutral host market
and reducing operational costs, by providing new opportunities for ownership,
deployment, operation and amortisation.

This paper extends our previous work in [6], and focuses on the market and
business aspects of the 5G ESSENCE. The paper is organized as follows; Sect. 2 gives
a brief overview of the 5G ESSENCE architecture and use case scenarios. Section 3
investigates the market status of 5G networks and small cells. In Sect. 4, we apply the
business model canvas methodology for 5G service provisioning. We conclude our
remarks in Sect. 5.

2 Architecture and Use Case Scenarios

The Small Cell concept is evolved as not only to provide multi-operator radio access,
but also, to achieve an increase in the capacity and the performance of current Radio
Access Network (RAN) infrastructures, and to extend the range of the provided ser-
vices while maintaining its agility. To achieve these ambitious goals, 5G ESSENCE
leverages the paradigms of RAN scheduling and additionally provides an enhanced,
edge-based, virtualised execution environment attached to the small cell, taking
advantage and reinforcing the concepts of Mobile Edge Computing (MEC) and net-
work slicing.

The architecture combines the current 3rd Generation Partnership Project (3GPP)
framework for network management in RAN sharing scenarios and the ETSI Network
Function Virtualization (NFV) framework for managing virtualised network functions.

424 A. Kostopoulos et al.



The Cloud Enabled Small Cells (CESC) offer virtualised computing, storage and radio
resources and the CESC cluster is considered as a cloud from the upper layers. This
cloud can also be “sliced” to enable multi-tenancy. The execution platform is used to
support VNFs that implement the different features of the Small Cells as well as to
support for the mobile edge applications of the end-users.

As shown in Fig. 1, the 5G ESSENCE architecture allows multiple network
operators (tenants) to provide services to their users through a set of CESCs deployed,
owned and managed by a third party (i.e., the CESC provider). In this way, operators
can extend the capacity of their own 5G RAN in areas where the deployment of their
own infrastructure could be expensive and/or inefficient, as it would be the case of e.g.,
highly dense areas where massive numbers of Small Cells would be needed to provide
the expected services.

In addition to capacity extension, the 5G ESSENCE platform is equipped with a
two-tier virtualised execution environment, materialised in the form of the Edge Data
Centre (DC) that allows also the provision of MEC capabilities to the mobile operators
for enhancing the user experience and the agility in the service delivery. The first tier,
i.e., the Light DC hosted inside the CESCs, is used to support the execution of Virtual
Network Functions (VNFs) for carrying out the virtualisation of the Small Cell access.
In this regard, network functions supporting for example traffic interception, or tun-
neling encapsulation/decapsulation, are expected to be executed therein. VNFs that
require low processing power could also be hosted here. The connection between the
Small Cell Physical Network Functions (PNFs) and the Small Cell VNFs can be
realised through, e.g., the network Functional Application Platform Interface (nFAPI).
Finally, backhaul and fronthaul transmission resources will be part of the CESC,
allowing for the required connectivity.

The second cloud tier, i.e., the Main DC, will be hosting more computation
intensive tasks and processes that need to be centralised in order to have a global view
of the underlying infrastructure. This encompasses the centralised Software-Defined

Fig. 1. 5G ESSENCE architecture [6]
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Radio Access Network (cSD-RAN) controller which will be delivered as a VNF
running in the Main DC and makes control plane decisions for all the radio elements in
the geographical area of the CESC cluster, including the centralised Radio Resource
Management (cRRM) over the entire CESC cluster. Other potential VNFs that could be
hosted by the Main DC include security applications, traffic engineering, mobility
management, and in general, any additional network end-to-end services that can be
deployed and managed on the 5G ESSENCE virtual networks, effectively and on
demand.

The considered use cases target important vertical industries. For the use case 5G
edge network acceleration for stadium, it is evident that such venues could offer new
and outstanding services to their customers, opening up new business models, sig-
nificantly improving network quality and user experience, and sustaining continuous
profitability for both operators and enterprises. Moreover, deploying intelligence at the
network’s edge enables them to provide a multiplicity of applications relevant to the
venue’s thematic area (i.e., sports in a stadium, or analogously, advertisements in a
shopping mall, etc.) making the cost of deploying neutral host CESCs increasingly
viable.

The same holds for the in-flight communications use case, where deploying edge
network applications in forms of VNFs (e.g., improving compression of video data)
substantially reduces traffic loads with profound effects in the required data rate of the
backhaul connection. In this sense, the 5G ESSENCE solution remains totally
affordable for the airline and network operators that can have access to new revenue
streams through ground-breaking, still inexpensive services.

On top of these, we address essential societal challenges through the mission
critical applications use case. Although the market potential in this case could not be as
tremendous as in the previous verticals, we highlight the necessity of 5G technologies
in the community not only business related but also pertaining to the good of the wider
society.

3 5G and Small Cells Market Status

Soundness of 5G ESSENCE solutions and market potential 5G is a fundamental shift
and a key enabler in the future of the digital world, changing the way people innovate,
collaborate, and socialise, and this shift to 5G introduces novel challenges and
approaches. The introduction of 5G technologies in economic and societal procedures
of everyday life is a key asset that supports transformation of the vertical industries and
focuses on the development of cloud infrastructure and the concomitant development
of mobile broadband digital access networks.

This rising demand for high data volume and bandwidth-greedy applications will
certainly introduce new requirements in the existing infrastructure. The services market
offered by the network edge is estimated to grow up to €7.1 Billion by 2021, at a
compound annual growth rate of 32.6% [7]. The advent of IoT and the predictive and
real-time intelligence on network devices act as a catalyst to the growing adoption of
edge cloud solutions and services. To respond, the next generation of communication
and services includes virtualised applications that run much closer to mobile users
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ensuring network flexibility, economy and scalability. The delivery of services from an
edge cloud represents a new synergistic business model between network service
providers or edge cloud providers and enterprises. Reference [8] presents an estimate of
the potential revenue associated with providing these edge cloud hosted services. For
the edge cloud provider it represents an opportunity to nearly double the revenues
associated with the new services, while for an Information Communication Technology
(ICT) services enterprise it shows a potential opportunity to add a new revenue stream
to its portfolio by using and delivering over the top services.

The small cell market, which is at the core of 5G ESSENCE, is exhibiting a very
substantial growth in the last years, and will continue to grow, to the point that,
according to [9], the value of Long Term Evolution (LTE) small cells will represent
more than 85% of the small cell equipment market. The Small Cell Forum
(SCF) market status report [10] indicated that up to 13.3 million small cells were
shipped up to the end of 2015, and that during 2015, the urban small cell shipments
grew 280%. The analysis in [11] forecasts that the global small cell networks market
will grow up to €3.6 billion by 2020 at a Compound Annual Growth Rate (CAGR) of
29.80%. Similar forecasts presented in [10] predict even higher revenues, reaching €6.2
billion by 2020. It is also worth emphasising that more than 90% of this total revenue
will be associated to small cells in non-residential areas, like it is the case of the small
cells considered in the 5G ESSENCE scenarios.

5G ESSENCE realises a two-tier cloud architecture enabling the provision of
dynamically repurposed virtual network infrastructures with tailored computing and
flexible networking capabilities. This will greatly benefit the Mobile Network Opera-
tors (MNOs) and Over-the-top (OTT) players to deploy and offer cutting-edge services
to specific customers, with increased cost savings (e.g., energy efficiency thanks to the
Edge DC design and the portability of functionalities closer to the mobile network
edges) and allowing optimal reuse of the deployed virtual infrastructures.

At the same time, in order to promote greater network capacity, scalability, and
reduced latency, ultra-dense networks with numerous small cells have been proposed.
They require advanced interference mitigation and advanced automation of manage-
ment and operations, all at the edge of the network. In this context, the Small Cell as-a-
Service (SCaaS) approach (enabled also through multi-tenancy and the network slicing
model in 5G ESSENCE) will be substantially more efficient in highly dense scenarios
than solutions based on independent deployments on a per-operator basis, thus bringing
significant cost reductions. A study by Nokia [12] investigated how many small cells
would be needed to deliver the same Quality of Experience (QoE) using the neutral host
model compared to each of three operators deploying its own small cell network. The
results showed that deploying a small cell network provided a substantial boost of up to
35% in the “baseline”QoE measured in terms of the number of subscribers receiving 1.8
Mbps downlink throughput. Even more, only 25 shared sites were needed in the neutral
host deployment compared to 57 sites required if the operators used the “go-it-alone”
method. That represents a 56% saving in the number of sites, leading to a significant
reduction of costs. In similar terms, the study by Ericsson in [13], analysed the benefits
of a wholesale model in which operations and assets are shared among multiple players
through a third party. The financial benefits of this model were quantified to be around
40% in terms of asset savings and up to 31% in terms of cash-flow improvements.
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Based on the aforementioned references, we clearly observe that the 5G ESSENCE
solutions based on the neutral host model for facilitating the sharing of infrastructure
among many tenants can lead to an important impact in terms of cost savings for
network operators.

In [14], it is identified that resource management is one of the fundamental
approaches to kick-start the multi-operator model. In particular, the resource man-
agement model of the small cells should enable greater operator’s control over his
resources, evolving this approach towards full network slicing in virtualised environ-
ments, so that the different tenants can access their own resources. In this respect, it is
expected that the new enhanced operation achieved thanks to the cSD-RAN controller
of 5G ESSENCE will become fundamental, impacting towards a wider adoption of the
multi-operator model.

Under all the perspectives mentioned above, the core challenge in 5G ESSENCE
develops an ecosystem to sustain network infrastructure openness, built on the pillars
of network virtualisation, mobile-edge computing capabilities and cognitive network
management. A further challenge addressed in 5G ESSENCE is that it dramatically
decreases network management operating expense (OPEX) through automation, whilst
increasing user perceived QoE and security.

4 A Business Model for 5G Services

In order to take clear decisions regarding the commercialisation future of 5G
ESSENCE, the viability and sustainability of different exploitation schemes need to be
explored. Business Model Canvas (BMC) [15] is a widely used methodology for
business and market analysis. This framework includes a set of elements in order to
help a company in aligning its activities. As a first step, we apply the BMC method-
ology in order to analyse the current gaps and potential opportunities for 5G services:

Value Proposition: The Value Proposition block provides the necessary informa-
tion about what the service is actually offering. It solves a customer problem or
satisfies a need in a way that gives customers a reason to choose a company’s
service over another.
Key Partners: The key partners block refers to other technical partners that ensure
the smooth operation of the business unit. In particular, hardware providers and
manufacturers are partners who provide, support or/and maintain the existing
infrastructure. Software providers could also provide the new releases, as well as the
necessary software updates.
Key Activities: The key activities are the crucial operations that the company
offering the new service needs to do in order to deliver its services and make the rest
of the business work. The main activity is the new service provision. Apart from
such activity, additional activities may include support and maintenance, as well as
promotion actions to the stakeholders using the available customer channels, etc.
Key Resources: Key resources are the strategic assets that are needed for the
company to keep its competitive advantage. The key resources mainly include the
personnel and know-how needed for the aforementioned key activities.
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Furthermore, they may include any type of hardware infrastructure, as well as
software technology.
Customer Segments: The customer segments block describes the potential cus-
tomers of the provided service.
Customer Relationships: The customer relationships block describes the relation-
ship of the customers with the company providing the new service.
Customer Channels: The customer channels block indicates how the provided
service can be reached by the customers.
Revenue Streams: The revenue streams may vary depending on how a specific
service is offered within the market by employing specific charging schemes (e.g.,
usage fees, subscription fees, leasing, licensing, brokerage fees, etc.).
Cost Structure: The cost structure is aligned with the key activities. It includes any
type of fixed and variable costs.

The business model canvas can be split into four major groups of building blocks:
A central aspect is the value proposition, which defines what a business model is built
around. The customer group includes customer relationships, segments, and channels.
The third group focuses on the involved stakeholders of a business model, namely the
key partners and their activities, as well as the key resources. Underlying to the
business model is the financial structure with revenue streams and costs. The financial
structure analysis is not included in this paper. Our future work will be focused on
conducting a techno-economic analysis for each use case scenario.

4.1 Value Proposition

In the first use case “5G edge network acceleration for a stadium”, 5G ESSENCE
delivers benefits to media producers and mobile operators, enabling them to offer a
highly interactive fan experience and to optimise operations by deploying key func-
tionalities at the edge (i.e., evolved Multimedia Broadcast Multicast Services (eMBMS)
together with multitenancy support from small cells). By leveraging the benefits of small
cell virtualisation and radio resource abstraction, as well as by optimizing network
embedded cloud, it becomes possible to ease the coverage and capacity pressure on the
multimedia infrastructure, and also to increase security since content will remain locally.
Furthermore, additional benefits for the operators and the venue owners arise: (a) lower
latency, due to shortening the data transmission path; (b) increased backhaul capacity,
due to playing out the live feeds and replays locally that puts no additional strain on the
backhaul network and upstream core network components.

In the second use case “mission critical applications for public safety”, 5G
ESSENCE common orchestration of radio, network and cloud resources significantly
contributes to the fulfilment of the requirements of the Public Safety (PS) sector,
bringing new tools to share both radio and edge computing capabilities in
localised/temporary network deployments between PS and commercial users. The
challenge consists on allocating radio, network and cloud resources to the critical actors
(e.g., the first responders), who by nature require prioritised and high quality services.
For an allocation like this to be efficient and thus to enable E2E network slicing, the 5G
ESSENCE solution is applied.
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The third scenario is “next-generation integrated in-flight connectivity and enter-
tainment systems”. In order to offer cost-effective mobile broadband Internet connec-
tivity, it is imperative to integrate on-board a neutral host solution that will allow multi-
operator connectivity to the passengers, also accounting for variable service offerings.
Such host-neutral services are important for European airliners since they traverse
several regional boundaries served by a large variety of mobile operators. Regarding
backhauling, terrestrial direct-air-to-ground (continental airspace) and satellite (oceanic
airspace) solutions can used. The unique architecture proposed in 5G ESSENCE,
which combines efficiently the virtualised and multi-tenant small cell networks with a
multi-tier cloud edge infrastructure, is an essential step for integrating a pioneering
integrated In-Flight Entertainment and Connectivity (IFEC) system that will jointly
deliver the required communication and network infrastructure for the wireless IFEC
(to both the embedded IFE devices and the wireless “Bring Your Own Devices”
(BYODs)).

4.2 Key Stakeholders, Activities and Resources

Communication Service Providers (CSP) and Application Providers (AP): 5G
ESSENCE enhances the rapid deployment of new services for consumer and enterprise
business segments which can help them differentiate their service portfolio, benefitting
from the CESC framework. Moreover, it adds new revenue streams from innovative
services delivered closer to the user, together with offering the user a better service-
oriented QoE, leveraging the Edge DC and the CESCM entities, and furthermore,
improving revenue opportunities by sharing the infrastructure for specific service
providers. Furthermore, it introduces new applications which are aware of the local
context in which they operate (RAN conditions, localised information, density infor-
mation, etc.) through the integration of the CESC virtual small cells functionalities,
which open up new service categories and enrich end-user offerings. Additionally, it
will result in drastic reduction of OPEX costs by offloading management related
functionalities closer to the edge and by developing smarter management techniques,
and further limiting the Total Cost of Ownership (TCO)/capital expenditure (CAPEX)
costs by promoting shared infrastructures enabled by the multi-tenancy and the vir-
tualised multi-service management framework (CESCM). Furthermore, it boosts the
flexible development of market innovative and ground breaking services and appli-
cations that take advantage of the contextual information provided by the CESC on the
radio network conditions and other information at the edges (e.g., edge caching, critical
services). Last but not least, it creates new market entrants by opening up the shared
infrastructures to new software and application providers, infrastructure vendors and
other CSPs, thereby increasing revenues and also promoting regulatory support.

Equipment Manufacturers and Vendors: Using the 5G ESSENCE approach, the
equipment manufacturers will be able to greatly enhance their product portfolio and to
develop novel offerings in virtualised and cloud-enabled small cells platforms. The 5G
ESSENCE solutions and especially the CESC offerings will allow the manufacturers to
place themselves as key proponents in the mobile edge-computing arena, which is
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critical towards 5G network deployments. It will enable equipment manufacturers to
offer competitive solutions that can co-locate computing and small cells through an
Edge DC, towards delivering computational and networking resources via VNFs
empowered by hardware accelerators.

IT Service Providers and Solutions Suppliers: IT service providers and solutions
suppliers get the maximum benefit and advantage out of the 5G ESSENCE project by
being able to closely work with leading mobile market vendors and ICT companies,
and so they have the opportunity to position themselves strategically and gain an early-
entrant advantage within the industry, also keeping in consideration the rapid evolution
of the mobile edge computing market, expected to be a €14bn market by 2020 [10]. In
particular, by contributing to the design and prototyping of the CESC, Edge DC, and
CESCM functionalities, the IT industry will get a clear roadmap and exploitation
opportunity to be placed as key proponents in the open source development commu-
nities, promoting the enhancement of solutions which can be developed further through
collaboration with application and open programmable platforms developers. This will
enable the IT suppliers to even directly approach equipment vendors, to offer com-
petitive solutions at lower costs, enabling new business avenues and increased rev-
enues. The virtualisation and “cloudification” of the network architectures often result
in transformation of the networks and increase the demand of a broad range of expertise
of ICT.

Enterprise Customers, Home and Mobile Users: European vertical industries are
seeking enhanced technical capacity in order to differentiate themselves at international
level and to strengthen their brands. As regarding the selected use cases for demon-
stration 5G ESSENCE is in position to address both the increasing operational traffic at
events and to fulfil the high expectations from spectators. Telecom operators will be
able to differentiate their products and increase brand awareness with large volume of
spectators. In this context, the event organisers can also have access to new, and
potentially big, revenue streams. The public safety professionals can benefit from 5G
ESSENCE solutions since lower cost and more interoperable, with improved func-
tionalities, equipment will be available to them. This will lead to safer working and to
better operational efficiency. Finally, the airline companies through 5G
ESSENCE IFEC system can also expect new revenue streams, better service differ-
entiation and improved passenger experience.

Small Medium Enterprises (SMEs): The decoupling of software and hardware via
SDN and NFV technologies, and the introduction of successful, open source software
stacks for networks leads to open network ecosystems that are no longer limited to the
large manufactures and their telecom customers. With the use of commercial off-the-
shelf (COTS) instead of current proprietary technologies, as proposed by 5G
ESSENCE, network functionalities will not remain restricted in monolithic “boxes”,
but will become totally virtualisable and thus easily reconfigurable. This will greatly
influence SMEs that develop network services, since they will be able to innovate and
launch new applications leveraging the new capabilities of 5G. In the new, unlocked
ecosystem of 5G ESSENCE, SMEs can take the role of the network application
developers and maintainers. Lowering the barrier for new market entrants is a
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recognised benefit for software network technologies, and is of particular importance
for the telecom market, which is traditionally dominated by a few “big” players.

4.3 Customer Segments, Relationships and Channels

The Customer Segments building block identifies the different groups or entities that an
enterprise may intend to reach. It is vital for every business model that a conscious
decision is made about which customer groups to attend and which to ignore. The mass
market focus, basically makes no distinction between different customer segments.
Value proposition, distribution channels and customer relationships are aimed at all
types of consumers with similar needs and problems. Business models that focus on a
niche market have specific and specialized customer segments. The other building
blocks of the business model necessarily follow the particular needs of the niche
market. In a segmented approach, a business model distinguishes between customer
groups with different preferences and problems. Again, this differentiation has conse-
quences for all building blocks of the business model. The diversified customer seg-
ment approaches serve two customer segments at once that are not directly related to
each other. These customer groups have different preferences and demands. Finally,
businesses can serve two or more customer segments, called multi-sided platforms,
which depend on each other. All segments are necessary to make the business model
work. Providers of credit cards or free newspaper are good examples for multi-sided
platforms. In the stadium use case, we may identify either a segmented market where a
set of differentiated services is provided to the end users, or even a niche market for
providing innovative 5G services (e.g., virtual/augmented reality). For the public safety
use case, the mission critical services are focused on a mass market. Similarly to the
stadium use case, the in-flight connectivity and entertainment services could be offered
to a segmented market.

The Customer Relationships building block describes the different styles of rela-
tionships to be established with the various customer segments considered, in order to
engage them to the product. Those relationships can range from very personal to
automated and follow different motivations, such as customer acquisition, retention or
increasing sales via upselling. The self-service has no direct relationship to its cus-
tomers while they use the service. The communities generated by the firm enable
communication between members and learn about their needs. Personal customer care
enables personal interaction when the customer needs help during or after the purchase.
In individual customer care, each customer has his own representative for individual
needs and problems. We believe that personal, individual customer care, as well as
community-based relationships could be present for all the 5G ESSENCE services. It
should be noted here that the aircraft crew could also provide support to the end-users
in case the latter face connectivity issues (hence, they will not be able to access any
other customer care service, e.g., call centers). Self-service does not seem to be
appropriate for such services.

The Channels in a business model can be understood as the company’s “interface”
with their customers. They comprise the means of communication, distribution and
sales with and to their customers. Channels are the points of contact with the customers
and, therefore, play a very important role for the customer experience. For these
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purposes, there are different direct and indirect channel types that can be provided by
the business promoter or a partner. Direct channels may include sales force and web
sales, while indirect channels may include wholesaler, partner stores and own stores.
The web sales seem to be the core channel for boosting the adoption of the 5G
ESSENCE services. End users could access a webstore in order to perform the initial
installation of the corresponding service application. Partners and own stores (e.g., a
telecom operator’s store offering connectivity services, end devices, etc.) could also act
as an alternative channel for marketing and advertising purposes (e.g., offering a 5G
service for free for a limited period of time when a customer purchases a new sim
card/connection).

5 Discussion

5G networking is expected to induce more changes in the era of mobile communica-
tions. In detail, new players will appear, including the new vertical industries, while old
ones will undertake new roles. This could be exemplified by end-users who tend to be
transformed to content producers and providers. As a first step, in this paper we
investigated current market status in 5G networks and small cells, as well as we applied
the business model canvas methodology for the 5G ESSENCE approach in order to
explore the 5G business environment. Our future work will explore novel business
models starting from the business scenarios analysed from the verticals’ use cases
addressed, and further, identifying both transparent and collaborative business models
to exploit 5G ESSENCE deployments. Such market models, identified gaps, and
business scenarios will contribute to identify commercially exploitable elements.
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Abstract. Serverless computing is currently taking a momentum due
to the main benefits it introduces which include zero administration and
reduced operation cost for applications. However, not all application
components can be made serverless in sight also of certain limitations
with respect to the deployment of such components in corresponding
serverless platforms. In this respect, there is currently a great need for
managing hybrid applications, i.e., applications comprising both normal
and serverless components. Such a need is covered in this paper through
extending the Melodic platform in order to support the deployment and
adaptive provisioning of hybrid, cross-cloud applications. Apart from
analysing the architecture of the extended platform, we also explain what
are the relevant challenges for supporting the management of serverless
components and how we intend to confront them. One use case is also
utilised in order to showcase the main benefits of the proposed platform.

1 Introduction

Serverless computing [1] is currently uptaken and leads to a kind of a revolution
with respect to how cloud applications are developed and managed. This is due
to the core benefits it delivers which include zero administration and reduced
operational costs as well as the capability to scale indefinitely the serverless
components. In this respect, various frameworks, like Serverless.com1 and Fis-
sion2, have been proposed to support devops in the deployment and provisioning
of serverless components, while serverless platforms are offered by major cloud
providers, like Amazon, Google and IBM, to support the deployment and scal-
able provisioning of such components under existing cloud infrastructures.

Unfortunately, there are various limitations in the context of making applica-
tions and their components serverless. Such limitations are grounded in the very
nature of these components as well as the current serverless platform capabilities.
In particular, not all application components can be made serverless as server-
less computing is applicable only in certain situations (e.g., related to functional

1 https://serverless.com/framework/.
2 https://fission.io/.
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reactive programming and stateless computations) and is recommended mainly
for certain application domains [2] (e.g., image processing, social media analy-
sis, IT automation and financial monitoring). Further, there are currently major
obstacles in transforming applications into a serverless form although FaaSifi-
cation tools do exist for particular programming languages [3,4]. This ends up
in the ability to easily faasify only certain application components while for the
rest a great re-engineering effort might be required. This is worsen by the current
serverless platform limitations, including restrictions [5] particularly impacting
the size of serverless components as well as their execution duration.

Based on the above analysis, it is apparent that only a certain application
portion can be made serverless. This means that the rest of the components
can still follow the micro-service paradigm but need to be deployed by the well-
known VM/container abstractions. Thus, we move towards the advent of hybrid
applications which conjunctively adopt different component deployment models.
Such applications also need to become cross-cloud so as to exploit the following
benefits: (a) avoid the lock-in effect by changing on-demand a cloud provider; (b)
exploit the best of all available cloud service offers in accordance to the applica-
tion requirements; (c) enhance their security level by incorporating various kinds
of security services that could be offered by different cloud providers.

To support cross-cloud and hybrid applications, there is a great need to
abstract away from current peculiarities of existing platforms/services and focus
mainly on the application requirements and deployment structure. This is evi-
dent due to the diversity in both the VM/container and serverless worlds. Fur-
ther, there is the need to properly integrate different kinds of application com-
ponents as well as monitor and reconfigure the serverless ones.

Unfortunately, we currently evidence either management frameworks that
focus on micro-service [6,7] or serverless [8] (e.g., serverless.com) but not both
types of components. There also exist platforms like AWS which, via the use
of respective languages, like CloudFormation, enable the deployment of hybrid
applications. However, in the latter case, there is vendor lock-in plus the appli-
cation’s reconfiguration is not supported, while required in the current highly
dynamic cloud environments. In this respect, to the best of own knowledge, there
is currently no framework or platform able to support the complete management
of cross-cloud, hybrid applications in a provider-agnostic manner. As such, this
paper moves towards covering this gap by extending an existing platform, the
Melodic one [6], dedicated to the management of big-data as well as normal
cross-cloud applications, to enable it to also support the management of server-
less components. Such an extension has the following benefits: (a) it saves effort
by not re-inventing the wheel but re-using existing work; (b) it enables to satisfy
various requirements related to the proper management of cross-cloud applica-
tions, like transparent deployment and execution as well as big data manage-
ment; (c) it allows to deal with certain challenges pertaining to the management
of serverless components which have been unveiled in our previous work [9].

The extended platform has been carefully designed by considering both the
above generic requirements and serverless challenges, as well as the main issues

http://serverless.com
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introduced by a new but emerging application area, generated by merging the
Artificial Intelligence (AI) and Big Data domains. As such, after presenting the
architecture of the proposed platform as well as its current status of realisation,
we validate its design through two different ways: (a) requirement-oriented vali-
dation: we validate that the platform both satisfies the requirements posed to it
as well as the AI & Big Data application challenges; (b) use-case validation: the
platform is applied on a AI & Big Data use-case which exhibits certain charac-
teristics and structure as well as poses particular non-functional requirements.
Such an application showcases the main benefits of our platform and well justifies
the need for the management of hybrid, cross-cloud applications.

The remainder of this paper is structured as follows. Section 2 introduces the
main challenges that AI and Big Data applications pose. The main requirements
that drove the development of our extended platform are analysed in Sect. 3 along
with their correlation with the identified challenges. The platform’s high-level
architecture as well as an analysis of its supported application deployment pro-
cess is supplied in Sect. 4. The platform’s validation in the context of requirement
satisfaction and a certain use case is covered in Sect. 5. Finally, the last section
concludes the paper and draws directions for further research.

2 Modern Big Data and AI Applications Challenges

The rising importance of AI- and Big Data-based applications creates completely
new challenges for AI-based ICT systems, whose market value is forecast at 169
mld $ until 20253. The computing power need of such applications is much
higher, especially for training complex neural networks (NN) models that use an
advanced NN architecture or processing huge datasets. For Convolutional NNs
[10] there are advanced and improved architectures, such as Residual NNs [11],
Inception [12], Visual Geometry Group (VGG) [13], and DenseNet [14]. Each of
aforementioned architectures contains many, even over one hundred layers that
need to be trained through hundreds of thousands or even millions epochs. Such
a training requires huge computing power as well as specialised (e.g., GPU) or
dedicated hardware with machine learning capabilities.

Further, modern AI and Big Data applications usually cannot exist without
integration with an already existing, typical IT system. The purpose of such
integration is to fetch data from these systems and provide real-time or near
real-time predictions for various business functions like customer offer recom-
mendation or advertisement selection on web portals [15].

The aforementioned analysis indicates that new challenges have been raised
for ICT systems. These challenges are actually validated by the real use case
presented in Sect. 5 and can be analysed as follows.

3 https://www.alliedmarketresearch.com/press-release/artificial-intelligence-market.
html/.

https://www.alliedmarketresearch.com/press-release/artificial-intelligence-market.html/
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2.1 Data Pre-processing

The necessary element of each AI and Big Data based system is the ability to
rapidly and efficiently pre-process input data, both for training and prediction.
Usually such data are gathered from different sources, joined, transposed and
finally pre-processed using advanced algorithms. For specific use cases, the data
are prepared based on simulations, so it is required to repeatedly run many
simulations to get a representative set of input data. Specifically for an AI based
application, we could notice two different sub challenges for that issue:

1. Processing of data for training purposes—a very big amount of data needs
to be pre-processed to allow model training. This requires high computing
power, but usually the execution time is not strictly limited.

2. Data processing for prediction—this usually involves less amount of input
data, but should be executed very rapidly, quite often in near real-time.

2.2 Distributed Model Training

Employing an optimal approach for training models is one of the most important
challenges for modern AI and Big data applications. The modern AI system
architecture usually requires training a significant number of models. In the
presented use case, there is a need to train even hundreds of models. It requires
a huge computing power and usually is conducted in a distributed manner via
cloud computing and using Big Data frameworks like Hadoop or Spark, due
to very high cost of High Performance Computing (HPC) solutions. On the
other hand, a distributed architecture is usually more complex and difficult to
optimise than a monolith architecture. The combination of the aforementioned
facts creates a very important challenge which needs to be properly addressed.

2.3 Optimisation of Resource Usage

Due to the high computing power necessary for AI and Big Data based appli-
cations to support data pre-processing and model training, it is usually most
optimal to use cloud-based solutions for this purpose. The Cloud computing
model allows for a very flexible creation of the virtual infrastructure and its
scaling based on available budget and cloud providers’ offers. The proper use
of a single- or even multi-cloud computing model and the optimisation of cloud
resource efficiency are some of the most important challenges for distributed,
AI and Big data applications. Due to the use of a distributed architecture, the
diversity of cloud providers and offers as well as the versatility in the service level
and pricing offered, choosing the optimal solution is very difficult. The cost sav-
ing and performance gain (in terms of number of trained models, pre-processed
data and simulations run) could be really significant and reach as far as hundred
percent, as shown in Sect. 5. So, the proper addressing of this challenge is crucial
for most of the distributed AI and Big Data applications.
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2.4 Real Time Predictions

The main objective of a significant number of AI and Big Data based systems is
to generate predictions and analysis in real or near real time. Good examples are
financial applications used for investment portfolio optimisation, dynamic pric-
ing models for vehicle-sharing operators, and e-commerce retail offer suggestions.
In these use cases, the predictions need to be quite rapidly and reliably calcu-
lated as delayed calculations would make them outdated in particular situations
(i.e., customer waiting for suggested offers). So, a proper architecture design
with sufficient performance and reliability as well as multi-instance deployment
(deployment of more than one instance per component) are crucial for that type
of applications. However, using bigger and multiplied resources is very costly, so
it is very important to find the best balance between performance and reliability,
on one side, and cost on the other.

3 Platform Requirements

To support our vision for cross-cloud, hybrid application management, there is
a need for addressing particular challenges, either of a generic nature or map-
ping to the serverless domain. They were derived from our recent review of
serverless frameworks [9]. According to the context of our project, Functionizer,
those challenges were confined to certain phases of the application lifecycle (see
Fig. 1) excluding those related to the application requirement analysis, design
and development. The challenges maintained are summarised as follows:

– C1: Support deployment reasoning for mixed cross-cloud applications. This
is broken down into:
• C1.1: Matching any kind of application component with plat-

form/infrastructure capabilities.
• C1.2: Developing and solving an optimisation problem covering the

deployment of both normal and serverless components into matched
VM/container and serverless platform offers by respecting application
requirements.

– C2: Rich description of both hybrid applications as well as respective plat-
forms and cloud infrastructures by re-using and extending existing cloud mod-
elling languages, like CAMEL [16].

– C3: Support the dynamic management of serverless provisioning frameworks
on top of cloud infrastructures.

– C4: Extend the support level for unit testing and support integration testing
for hybrid applications by possibly extending existing integration methods.

– C5: Support measurement of custom metrics, the aggregation of measure-
ments in multiple levels plus the detection of complex event patterns.

– C6: Support the dynamic adaptation of hybrid, cross-cloud applications.

Apart from the above requirement/challenge set, we also advocate that there
is a need to support the orchestration of the different cloud services for support-
ing the adaptive deployment and provisioning of cross-cloud, hybrid applications.
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In addition, certain generic requirements relevant for the management of big data
cross-cloud applications have been considered in order to support the design and
development of our envisioned platform. Such requirements were derived based
on our experience and knowledge as well as our involvement in the parent project
of Functionizer called Melodic. These requirements are summarised as follows:

– R1 – Transparent deployment and execution: there is a need to support
the transparent deployment and execution of cross-cloud applications with
the right automation level based on the user’s application requirements and
deployment structure given in the form of an application model.

– R2 – Data management : especially in the context of big data applications,
there is the need to appropriately manage the data manipulated by them. A
special focus lies on the following two aspects: (a) appropriate capturing and
maintenance of meta-data about the data to be managed; (b) appropriate
placement and migration of data based on application requirements, where
location and security requirements represent the norm via which compliance
to national and international laws and legislation can be achieved.

– R3 – Privacy & Confidentiality : there is a need to properly handle pri-
vate/sensitive data to disable their disclose to unauthorised parties. This must
be achieved by securing the management platform and validating that privacy
requirements are respected during application deployment and provisioning.

– R4 – Application Availability : there is a need to attain high levels of applica-
tion availability by dynamically adapting its provisioning and placement.

– R5 – Application Scalability: there is a need to scale the cross-cloud applica-
tion on-demand according to certain events or event patterns by exploiting
the capabilities of the respective cloud infrastructures/platforms.

Fig. 1. The application management lifecycle

The agglomeration of the above requirement sets makes up the main require-
ments for the Functionizer platform. This agglomeration directly relates to the
AI and big data application challenges identified in the previous section, as
depicted in Table 1. As it can be seen, all requirements seem to be relevant for
the challenges identified in Sect. 2. This indicates that the requirements are not
only valid but definitely need to be realised in the development of our platform.
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Table 1. Mapping of AI & Big Data challenges to the platform challenges

AI & Big Data challenges/requirements C1 C2 C3 C4 C5 C6 R1 R2 R3 R4 R5

Data pre-processing � � � � � � � � � � �
Distributed model training � � � � � � � � �
Handling data streams � � � � � �
Optimisation of resource usage � � � � � � � � � �
Real time predictions � � � � � � � � � �

4 Platform Architecture

4.1 High-Level Architecture

To manage cross-cloud hybrid applications, there is a need to minimise the
respective effort by extending existing work as much as possible. As such, we
have decided to extend the Melodic platform, being developed in the context of
the Melodic H2020 project4. This enabled us to satisfy all generic requirements
(from R1 to R5) in the context of normal and Big-Data, cross-cloud applications
as well as partially cover the challenges C1 − C6, as identified in Sect. 3. In this
respect, our focus is mainly on extending this platform to support the deploy-
ment and adaptive provisioning of serverless components within such cross-cloud
applications, thus also enabling to fully address the challenges C1 − C6.

By extending Melodic, the Functionizer platform also follows a model-driven
approach to manage cross-cloud applications in which CAMEL, a state-of-the-art
cloud modelling language, plays a central role. CAMEL covers multiple aspects
of an application, including deployment, requirement, monitoring and scalability.
It has been extended to support the modelling of serverless components as well as
their configuration and requirements, including now both (serverless) platform,
infrastructure, location and scaling requirements. CAMEL extension was realised
in its textual editor while the web-based editor implementation is under way.

The Functionizer platform includes two planes for integration: the control and
monitoring plane. The control plane includes an enterprise service bus (ESB) on
top of which sits a business process management (BPM) layer. On the other
hand, the monitoring plane offers a message-based mechanism via which moni-
toring feedback can be forwarded to appropriate platform components. The BPM
layer flexibly enables supplying and executing all management functions (e.g.,
the application deployment one) in form of business processes which encapsulate
respective calls to the platform components, offered in the form of micro-services
under the unified ESB. This critical platform feature enables its easy and flexible
extension according to the following ways: (a) existing platform components can
be extended to cover the handling of serverless application components. In case
of interface update, this can be handled through updating the respective task

4 melodic.cloud.

http://melodic.cloud
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description in the business process; (b) new components can be put in place by
just integrating them in the respective management process concerned.

Fig. 2. High-level overview of Melodic/Functionizer platform architecture

By following a model-driven approach, a high-level view of the Functionizer’s
platform architecture is depicted in Fig. 2 (see also [6] for a more detailed anal-
ysis). As it can be seen, there are mainly 4 platform modules and two control
planes (as already discussed). These 4 modules are shortly analysed as follows:

– Upperware: This module is responsible for the transformation of the users’
CAMEL model, characterising their application, into a deployment plan, by
employing application deployment reasoning. It is also in charge of orchestrat-
ing this plan with the assistance of the Executionware module. The Upperware
is also in charge of detecting the opportunities for reconfiguring the user appli-
cation and enforcing them. This covers both local and global reconfiguration,
where the former takes the form of the execution of certain scalability actions
in the context of triggering particular scalability rules. The global reconfig-
uration of the application is triggered when the application’s Service Level
Objectives (SLOs) are violated through the production and orchestration of
a new deployment plan.

– Executionware: It handles the overall resource management and is responsible
for executing each step involved in the application deployment plan. In the
context of application component deployment, this module is also in charge
of the lifecycle management of application components and the installation of
sensors useful for their monitoring. Indirectly, it also offers big data processing
facilities through the by-default management of manager components and the
corresponding deployment of slave-based big data processing components for
big data applications.

– UI : It includes editors and user interfaces that can assist users in exploiting
the main facilities and services offered by the platform. The editors include a
web-based editor that can be used for creating CAMEL (application) models.

– Security : It includes some security services that focus on enforcing a controlled
access to the platform resources as well as the proper management of cloud
credentials. These services are well integrated with the rest of the platform
modules and planes.
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All four modules, originally part of the Melodic platform, have been or are
being extended. In a nutshell, the Upperware was enhanced to obtain a richer
description of an application model including also the specification of serverless
components and their requirements while it will be soon capable of producing
deployment plans which denote to which (serverless) platforms these components
are deployed. On the other hand, the Executionware has been updated to support
the deployment and lifecycle management of serverless components. Currently,
we are investigating how the monitoring of such components can be performed
in a platform-independent manner. The UI is under modification to support the
editing of CAMEL models based on its serverless extension. Finally, the security
module is being extended with the capability to handle the credentials related
to serverless platforms as well as the secured access to novel components.

An additional element planned in the Functionizer project at a later stage is
the framework for testing serverless components. It would be implemented as an
extension to the most appropriate, existing testing frameworks. This will enable
our platform to also satisfy requirement/challenge C4.

4.2 Application Deployment Process

A multi-cloud application’s (re-)deployment is realised by executing a manage-
ment process. This process includes the following sequence of activities, depicted
in Fig. 3, where the extensions to the Melodic platform are especially highlighted.

1. The user describes the mixed application via the CAMEL language, including
requirements for both normal and serverless components.

2. The initial deployment plan for the application is calculated by executing
components of the platform’s Upperware module. This involves:

– The CP Generator conducts application profiling and finally produces a
CP (constraint optimisation problem) model, which imprints the deploy-
ment alternatives for all application components. This component will be
extended to support serverless platform matching to enrich the CP model
with the deployment alternatives for serverless components;

– The Metasolver (especially the constraint solvers that it incorporates and
manages) performs deployment reasoning over the CP model. The rea-
soning part of the platform will also be extended to support the optimised
deployment/configuration of serverless components.

3. The deployment is executed across multiple clouds based on the initial deploy-
ment plan calculated. The deployment is orchestrated by the Adapter and
step-wise executed by the Cloudiator (Executionware) platform components.
In particular, the Adapter transforms the initial deployment plan in a form
of a graph with dependencies between resources and application components.
After that, it executes the transformed deployment plan in a step by step fash-
ion by invoking a respective Cloudiator method, which results in performing
cloud agnostic deployment to the selected cloud provider. Both components
have been adjusted to support the transparent and cloud agnostic deployment
of serverless components in the context of hybrid, multi-cloud applications.
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The Cloudiator was extended to support deployment of serverless components
to AWS and Azure, in addition to the already implemented deployment of
VMs, Docker containers and Spark Big Data framework.

4. After its deployment, the application is monitored by the Event Processing
subsystem. This sub system will be also extended to handle and aggregate the
measurements of metrics related to the application’s serverless components.

5. Based on gathered and aggregated metric measurements, the application
adaptation at runtime will be performed. The platform components respon-
sible for this adaptation will be extended to support also the reconfiguration
of serverless components. The reconfiguration of serverless components will
contain, but not be limited to, the following possibilities:

– Migration to another cloud provider
– Migration to another region of already selected cloud provider
– Setting the max and min limit of serverless component instances.

6. The runtime application reconfiguration will be run, based on the new deploy-
ment plan generated, again via the Adapter and Cloudiator components.

Fig. 3. Functionizer’s deployment process

5 Validation

The Functionizer platform validation comes in two ways: (a) through the satis-
faction of the requirements and challenges set; (b) its application in a certain use
case. These two ways are elaborated in the next two sub-sections, respectively.
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5.1 Requirement-Oriented Validation

Table 2 showcases how the planned extensions in the Melodic platform, as clar-
ified in Sect. 4, address the requirements identified in Sect. 3.

Table 2. Mapping of Melodic platform extensions to the serverless-related platform
challenges (from Sect. 3)

Melodic platform components/challengesC1 C2 C3 C4 C5 C6 R1 R2 R3 R4 R5

CAMEL � � � � � � � � �
CP Generator (Upperware) � � � �
Meta-Solver & Solvers (Upperware) � � � � � � �
Adapter (Upperware) � � � � � � � �
Cloudiator (Executionware) � � � � � � �
Framework for serverless testing �
Melodic/Functionizer platform � � � � � � � � � � �

As it can be seen from Table 2, the Functionizer platform satisfies all the
requirements that have been set. This satisfaction can be related to the utilisa-
tion of a single or multiple components. In the latter case, there is a complemen-
tarity between the components which enables the satisfaction of the respective
requirements. By correlating this table content with that of Table 1, it can be
highlighted that Functionizer has the potential to support the cross-cloud deploy-
ment of mixed applications which operate on both Big Data and AI domains.

5.2 Use Case Validation

Problem Description. This use case relates to using AI for investment portfo-
lio optimisation. It is required by the AI Investments start-up, aiming at creating
a complete trading solution, including a diversified way of signalling transac-
tions, determining market conditions and managing exposition, with the goal to
develop a software platform for advanced investments in the global markets. To
this end, advanced NNs like Capsule [17], residual [18] and dilated LSTM [19]
are used, while a reinforcement learning approach will be applied for exposure,
risk and position sizing management to build a self-improving system.

Extracting value from Big Data will become a key differentiator in the finan-
cial market. Systems using AI can analyse much more data than human beings;
thus, are expected to react quicker and make better investment decisions. So,
the solution will offer to investment funds and companies a complete advanced
investment platform that will make their investment decisions more effective.

The most critical issue to resolve for that type of AI applications is con-
ducting predictions in near real time. Approximate total time for prediction
is maximum ten seconds per lower intervals between transactions (5 min and
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15 min). Within this, data must be gathered from the markets, transposed and
transformed while the respective prediction must be also performed. Further,
the costs of the infrastructure need to be minimised.

The above issue requires a unified, fast and reliable architecture for data
fetching/pre-processing and a distributed architecture for predictions. As thou-
sands prediction requests could be executed in parallel, this requires many mod-
els to be available in that time. The prediction execution sequence is as follows:

1. Predictions are conducted by given interval of time. Time intervals are 5 min,
15 min, 1 h, 4 h, 1 day, and 1 week.

2. Before each interval, pre-warming requests are issued to load model and start
component (for serverless components).

3. At each interval, pricing data are collected from the external source and pre-
processed.

4. After data pre-processing, prediction requests are sent to the prediction com-
ponent in parallel. This could raise up to 1000 of that component instances.

Application Structure and Technology. The application structure (as pre-
sented in Fig. 4) contains the following elements:

1. Prices stream collector : it includes the complete transformation pipeline, in
which one type of component is responsible for one type of transformation.
Each type of component could be deployed in multiple instances. The compo-
nent has been developed in Java on Karaf platform, as an OSGI component.

2. Cloud training distribution for supervising training: this component is deployed
in active-passive configuration. It orchestrates the model (re-)training. The
Flower framework was used as a model training orchestration engine.

3. Training model : component used for training a neural network model. It is a
Tensorflow backed by Python implementation.

4. Cloud portfolio optimisation: Orchestration of prediction components invo-
cation and calculation of investment strategies. It is written in Java using
serverless components for parallel processing.

5. Prediction model : it makes one-time prediction using a given model. It is a
light Tensorflow version customised to be run on serverless components.

6. Exposure, risk & position size management - optimisation of the exposure
for given markets, total risk and positions size using the Monte Carlo Tree
Search method. The component is written in Java, as a Karaf OSGI module.

7. Trade execution & monitoring - execution and monitoring of trades on bro-
ker platform. It is written in Java, as a separate component using JForex
Duckascopy API.

Application is fully distributed, while both pre-processing data, training and
prediction could be done in a distributed manner. Application is also ready to
deploy in a hybrid mode (on-premises and cloud) and in a multi-cloud way.
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Fig. 4. AII architecture overview

Based on above description, the following challenges described in Sect. 3 are
applicable here:

1. C1 (including C1.1 and C1.2) - Presented application has hybrid architecture
with VM/container components and serverless components.

2. C2 - due to its complexity the ability to fully describe application in one place
is an obvious advantage in this case.

3. C3 - dynamic management of the serverless components provisioning is a must
for this type of application.

4. C4 - unit and integration testing is especially important for complex and
distributed applications, so this challenge also applies here.

5. C5 - metrics are used to monitor and scale the application as well as its
training and predictive components.

6. C6 - dynamic application adaptation allows for fully optimising the resources
without degrading the performance of the application.

Performance with Functionizer. Serverless components were used to opti-
mise the prediction sub-system cost and scalability. We considered (2) scenarios:

1. Deploy up to one thousands of VMs with prediction components. The
machines should live all the time, as the distance between the lowest interval
is shorter than the time to start up the VM.

2. Using serverless components with machine learning models to make predic-
tions. The serverless components are started one minute before the interval
time using pre-warming requests. Typical time to start components is up to
30 s. After the interval time, the right prediction request is issued.

The key benefit of using a hybrid architecture for the described application is
cost savings. The difference in cost of resources is presented below:

1. The cost of deploying 1000 VMs of c5.large flavour (the smallest possible
flavour to be used for predictions in production grade) is 61.200 $ per month
- 0,085 $ cost of 1 h per VM times 24 h times 30 days times 1000 VMs. Even
using the cheapest flavour t2.small with 2 GB of RAM, the cost is 14.976 $
(the cost of 1 h per VM is 0,0208 $). These flavours are not recommended for
use in production due to working time per hour limitation.
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2. The cost of executing 17.280.000 serverless component invocations (24 h times
12 for 5 min interval times 30 days times 2 due to pre-warming invocation
times 1000 models) is 868 $, computed using AWS lambda pricing calculator.

Thus, the cost benefit is quite significant. Using VMs instead of serverless com-
ponents is 7050% more expensive. The second benefit is the ability to run thou-
sands of instances without any limitation. The number of VMs per customer per
cloud provider is usually limited: being able to start thousands of VMs requires
a special permission from the cloud provider, which is not the case for serverless
components. The third benefit is much shorter start up of a serverless compo-
nent. For the cold start up, it is up to 30 s and for warm start up it is usually 5 s.
While a typical VM start usually takes about 5 min. The benefits listed above
(espec. cost) are quite important and could be critical in terms of using cloud
computing for AI applications, especially for startups with limited funding. The
employment of serverless components for prediction could give them significant
savings and enable to build AI applications at scale.

6 Conclusions and Future Work

This paper clearly highlighted the need for managing hybrid, cross-cloud appli-
cations. It also presented an extension of an existing cross-cloud application
management platform with the implanting of serverless component management
functionality. This extended platform was validated via a use case, coming from
a recent but novel application area related to the merging of the AI and Big
Data domains, which clearly shows its added-value and main benefits. Such a
use case also well highlights the added-value of serverless computing adoption.

As part of our future work, the following directions are planned. First, the
extension to the CAMEL language will be validated in the context of certain
use cases. Second, the platform implementation will be finalised. Under this
context, there will be a major focus on how the monitoring and adaptation of
serverless components can be supported, through the use of the right abstraction
mechanisms, in a platform-neutral manner. Third, a thorough validation of the
platform will be performed in order to obtain the right feedback for optimising
it. Finally, we will investigate the development of new or the extension of existing
integration testing methods in the context of hybrid, cross-cloud applications.
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Abstract. Interpretable decision making frameworks allow us to easily
endow agents with specific goals, risk tolerances, and understanding.
Existing decision making systems either forgo interpretability, or pay
for it with severely reduced efficiency and large memory requirements.
In this paper, we outline DeepID, a neural network approximation of
Influence Diagrams, that avoids both pitfalls. We demonstrate how the
framework allows for the introduction of robustness in a very transparent
and interpretable manner, without increasing the complexity class of the
decision problem.

Keywords: Agent systems and collective intelligence ·
Robust systems · Interpretable systems

1 Introduction

The goal of decision making frameworks is to provide a tool for representing key
elements affecting agents decisions’ and their relationships, and to provide assis-
tance in selecting good decisions. In most decision making frameworks, there is a
trade-off between interpretability, i.e. the ability to clearly identify the relation-
ships between the key elements, and computational efficiency. There are many
decision making settings, in particular, those involving financial or regulatory
decisions, where interpretability often takes precedence over efficiency.

Influence Diagrams (IDs) [12] were one of the earliest quantitative approaches
for decision making with a single agent. IDs represent the elements relevant to
a decision making problem using a directed graph consisting of three kinds of
nodes (see the graph on the left side of Fig. 1): “oval” chance nodes that represent
exogenous random variables, “rectangular” decision nodes where the decision
maker chooses a strategy (i.e. a distribution over available actions), and one
or more “rhombus” utility node that output a utility for the chosen strategy1.
1 Initially, IDs had one utility node, but this was later relaxed.
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The dependence between the exogenous random variables, the strategy, and
the utility is encoded by directed edges. The objective in a (single-agent) ID is
to compute the strategy that maximizes expected utility. An ID reduces to a
Bayesian network once a strategy is chosen at each of the decision nodes, thus
inheriting the conditional dependence structure of the Bayesian network. This
allows for the relationships between key elements impacting the decision problem
to be defined in a clearly interpretable manner. The ID in Fig. 1 represents a
decision problem with three decisions and two chance nodes. The conditional
independence C2 ⊥ D1|D2 is clearly apparent from the ID representation.

Although IDs facilitate interpretable decision analysis, IDs are not able to
efficiently represent and integrate over distributions associated with the chance
and decision nodes. IDs typically require a “no-forgetting” condition where all
future decisions must retain knowledge of, and thus, in general, be dependent on
all past decisions, with complexity therefore growing exponentially with network
size. Consequently, IDs have been limited to relatively small decision problems
with small discrete chance and decision distributions, and only limited support
for continuous distributions [3,14]. As a result, they have lost prominence as a
method of choice for decision analysis, which has led to a lack of new academic
literature in the field (though still find some use in the medical domain [6] due
to the particular importance of interpretability in the field).

In direct contrast to IDs, Markov Decision Processes (MDPs) and their exten-
sions [4] must satisfy the Markov property wherein the state encodes all relevant
past information, and the optimal action is only a function of the current state.
Consequently, the optimal policies can be computed efficiently. However, in many
decision problems, the Markov property is achieved only by defining a very com-
plex state such that the resulting MDP lacks any interpretability [18]. The graph
on the right hand side of Fig. 1 is an MDP representation for the ID on the left
hand side. In order to create the MDP we have assumed that each chance node
Ci, i = 1, 2, and decision node Dj , j = 1, 2, 3, has a binary outcome {0, 1}. The
gray nodes are the states, and the white nodes are the allowed values of actions
in a particular state. The MDP has a larger graphical representation because
one has to track all past decisions in the state definitions to satisfy the Markov
property; often making it impossible to characterize the optimal policy because
of the curse of dimensionality. But perhaps more importantly, the conditional
independence structure is completely obscured.

An increasingly important requirement for decision problem is robustness
to uncertainty in the elements of the associated decision problems. The tension
between computational efficiency and an interpretable representation becomes
even more stark when one is uncertain about some of the parameters and wants
to be robust to these perturbations. The decision analysis framework must allow
agents to model uncertainty in a more granular manner, e.g. uncertainty in dis-
tribution of exogenous noise, or execution uncertainty, or uncertainty in the risk
tolerance of the agent. For example, it is possible that the distribution of the
chance node C1 (see the ID on the left side of Fig. 1) is uncertain; however,
the distribution of the chance node C2 has no error. We propose a framework
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that allows for the modeling of such targeted uncertainty; moreover, the result-
ing framework retains the macro-level structure of an ID, albeit with a few
more nodes. Targeted uncertainty is very hard to introduce in MDP models for
decision problems because the requirement to maintain the Markov property
completely obscures the conditional independence structure of the decision pro-
cess. The chance nodes C1 and C2 are conflated into the state S1, since the
outcomes of both these nodes define the decision D3 (see the MDP on the right
hand side of Fig. 1). Thus, the targeted uncertainty in C1 has to be represented
as a structured uncertainty in the transition matrices. It is well known that
introducing structured uncertainty in the transition matrices is computationally
intractable [13,20].

Fig. 1. Example ID (LHS) and a corresponding MDP formulation (RHS).

To summarize, IDs are interpretable and allow for the targeted modeling of
uncertainty; however, the difficulties associated with representing distributions
and integrating over these distributions are prohibitive. Recent developments
in the deep learning community precisely address this computational difficulty.
Differentiable generator nets (DGNs) essentially convert the task of generat-
ing samples from (or equivalently, integrating over) complicated distributions
into a function approximation task [9]. The function is represented by a deep
neural network that can be efficiently trained using gradient descent. Generative
adversarial networks (GANs) [10], have made the task of such a function approx-
imation more efficient by removing the need to maintain a balance between the
generator and the discriminator, and also reduced mode dropping. Variational
auto-encoders [15] extensively employ DGNs to efficiently learn high dimen-
sional posterior distributions. Conditional GANs [19], Wasserstein GANs [11]
and autoregressive networks e.g. [16] extend function approximation to learning
conditional distributions.

2 The DeepID

We propose a new representation for robust decision making called DeepID (note
that this work is a significant expansion of a concept previously published by
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the authors as an extended abstract [5], with new experimentation detailing
the functioning concept) that retains the Bayesian-like conditional independence
interpretability of IDs, but does not suffer from the associated computational
difficulties. In our representation, each chance, decision, and utility node is rep-
resented by a DGN. Thus, selecting strategies in decision nodes reduces to opti-
mizing over the parameters of the neural net. GANs can efficiently encode both a
very large class of continuous distributions, as well as discrete distributions via
concrete distributions [17]. We show that the DeepID framework allows us to
introduce targeted uncertainty in a very flexible manner by appropriately intro-
ducing additional chance, decision, and utility nodes. In the DeepID framework,
we model each node of an ID as a separate deep network, and connect the cor-
responding networks according to the macro-level structure of the original ID;
the larger deep network we construct thus retains the interpretability associated
with IDs. From DGNs and GANs, we inherit computational efficiency, as we are
able to use all of the associated tools.

In the resulting network, the chance and utility nodes can be trained apriori
as GANs since they approximate conditional distributions; whereas the decision
nodes are collectively trained as feedforward neural networks to optimize the
sample mean. This is in contrast to traditional end-to-end feed-forward deep
networks constructed by connecting a series of layers in an ad-hoc fashion, which
lack interpretability.

We focus primarily on the case of a single agent in a one-shot game [7], (which
covers important contexts like medical decisions [8]). Robust decision making is
particularly important in one-shot settings since agents do not have the ability
to repeat the game or update models of uncertainty. Our main contribution here
is to show that robustness can be introduced in a very flexible and interpretable
manner in IDs, that can then be trained by constructing and optimizing the
corresponding interpretable DGN. We propose DeepID as a tool for interpretable
robust decision making. In the DeepID approach, the nodes of an ID are replaced
by DGNs with free parameters for decision nodes, and fixed parameters for
chance or utility nodes.

A DGN transforms the task of generating samples from (or, integrating over)
a complex distribution into a function approximation task. Let f(x|y) be a given
conditional distribution. A DGN generates samples from this distribution by first
generating a sample ε from a known distribution and transforming the sample
using a differentiable nonlinear function gθ(y, ε). Thus, the task of represent-
ing the distribution f(x|y) reduces to learning the parameter θ. This task is
non-trivial; however, there is now a mature literature on how to efficiently and
robustly learn the parameter θ [10,19]. In this work, we leverage this technology
to argue the computational efficiency of DeepIDs.

Recall that an ID consists of set chance nodes C, decision nodes D, and
utility nodes U , connected by directed arcs representing the conditional inde-
pendence relations. In the DeepID framework, each chance node and utility
node is replaced by a DGN, i.e. the function gθ̄c

(π(c), ε), where π(c) denotes
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the outputs at the direct parents of the node c in the ID representation2, the
fixed parameter θ̄c is learned by matching conditional distributions using a GAN,
and ε are samples from a given fixed distribution. In contrast, at a decision d,
the strategy is represented by the DGN gθd

(π(d), ε) where the parameter θ is
chosen to maximize the expected utility. Thus, DeepID decision nodes do not
directly represent strategies over actions; rather, parameters of DGNs control
the distribution of the generated samples. To the best of the authors’ knowl-
edge, this is the first ID approximation framework where decision nodes are
replaced by a sample generating procedure. Some distributions (such as those in
the location-scale family) can be easily implemented using DGNs. For example,
suppose f(x|y) = N (μ+Cy,RR�) is a multivariate Gaussian distribution with
mean μ + Cy and covariance RR�. This distribution can be generated by the
DGN gθ(y, ε) = μ +Cy+Rε, where ε ∼ N (0, I), which is a simple linear layer
with an offset. We can use this “reparameterization trick” [15] to create simple
but exact chance nodes (where parameters are trained or set apriori) or decision
nodes, where parameters are free to be trained during joint learning of the full
DeepID DGN. Whenever a known differentiable reparameterization exists, we
can significantly reduce the complexity of learning appropriate DGNs (and even
eliminate it entirely, e.g. for a chance variable in the location-scale family with
known mean and variance).

The DeepID reduces the ID into a interpretable DGN – differentiability is
very important to ensure that the strategy space can be searched efficiently.
In many applications of IDs, discrete distributions play a very important role.
In order to be able to model these in the DeepID, we need a differentiable
approximation of discrete distributions. The Concrete distribution [17], allows
us to approximate discrete distribution using DGNs. In the Concrete relaxation,
samples from a discrete set of size n are approximated by samples from the con-
tinuous simplex Δn−1 = {x ∈ R

n|xk ∈ [0, 1] ,
∑n

k=1 xk = 1}, with vertices of the
simplex being the one-hot vectors that can be mapped to the elements of the dis-
crete set. A sample X ∈ Δn−1 is generated by sampling Gk ∼ Gumbel IID ∀k ∈
{1, . . . , n} and setting Xk = eλ−1(log αk+Gk)/

∑n
i=1 eλ−1(log αi+Gi) with temper-

ature λ controlling the degree of the approximation and with samples drawn
according to the unnormalized probabilities α. The key feature here is that the
parameter α is allowed to be a differentiable function of the parameters or out-
puts of the parent nodes in the DeepID. Thus, complex probability tables can be
approximated as conditionally dependent functions of parent nodes that output
the appropriate values of α leading to a significant reduction in storage.

Clearly, the DeepID framework is of interest only if we one can guarantee
that the optimal strategy can be represented by the associated DGN. We show
that a large class of IDs can be arbitrarily closely approximated by DeepIDs,
with optimal solutions that correspond to one another. Consider an ID with
chance nodes C, decision nodes D and utility nodes U . Suppose the outputs
of all nodes i ∈ C ∪ D take values in a compact set, the inverse conditional

2 For example, in Fig. 1 π(C2) = D2, and π(U) = {D1, D2, D3}.
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CDF F−1
i (xi|π(i)} is continuous for all i ∈ C ∪ D, and the utility functions are

differentiable and bounded.

(a) Let σ̄ = {σ̄d}d∈D denote any strategy profile across all decision nodes D in
the ID, and let Pσ̄ denote the corresponding joint distribution over actions,
chance and utility node outcomes. Then there exists a sequence of DGNs g(n)

and parameter vectors θ(n) such that the corresponding joint distribution
over actions, chance, and utility outcomes Pgn

θ(n)

D→ Pσ̄.
(b) Let σ∗ denote the optimal strategy for the ID, with expected utility E[u(σ∗)].

Then there exists a sequence of DGNs gn with input size m such that
E[u(gn

θ
(n)
max

(X))] → E[u(σ∗)], for X ∼ Uniform[0, 1]m, where the components
of the parameter vector θmax corresponding to the chance and utility nodes
are defined by matching conditional distributions apriori, and the parame-
ters corresponding the decision nodes are computed by the maximization of
the expected utility.

3 Interpretable Robustness

Parameter and distributional uncertainty has been a focus of research in a num-
ber of different fields, with numerous techniques proposed for ensuring that the
solutions are robust to the underlying uncertainties. In neural network training,
one employs drop-out techniques, or adds noise to network parameters or the
input data to ensure that the parameters converge to values that ensure robust-
ness with respect to perturbations [9]. This goal can also be achieved by suitably
regularizing the network parameters. Robustness in many problems is achieved
by explicitly modeling the uncertainty as part of the problem. In the financial
risk management context, coherent risk measures [2] ensure robustness to uncer-
tainty in the distributions of the underlying risk factors. Conditional value at
risk (CVaR) is a very popular coherent risk measure that ensures robustness
by reweighting the worst quantile of losses. Clearly, robustness to uncertainty is
equally important in decision problems. Decision problems, typically, involve a
complex set of interacting elements, some more uncertain than others. Thus, it
is beneficial for decision making frameworks to be flexible enough to allow for
the targeted introduction of robustness.

In this section, we show that DeepIDs allow for targeted robustness to be
introduced in an interpretable manner. In a DeepID, the purpose of each compo-
nent deep network is retained; therefore, one can separately control the robust-
ness of each component network. Introducing such targeted robustness is nearly
impossible in a standard deep network where we have relatively limited under-
standing of the function of particular nodes or sub-networks. MDPs also do not
easily accommodate targeted robustness since the definition of state, and corre-
sponding transitions, often obscure the underlying independence relations. State
aggregation further makes such a task difficult. DeepIDs allow us to model the
following different classes of uncertainties.
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Distributional Uncertainty for Specific Chance Nodes: For a chance node c ∈ C
with the DGN gθ̄c

(π(c), ε) we can modify the parameters θ̄c or the exogenous
samples ε to model distributional uncertainty. For example, consider the case
where the network gθ̄c

(π(c), ε) = μc + σcε1, where θ̄c = (μc, σc) and ε1 is dis-
tributed according to a location-scale family. Then we can encode an agents
uncertainty in the mean of the output of node c by setting μc ← μc + γcε2,
where ε2 is sampled from another zero mean density. This is represented graph-
ically by adding a new chance node c′ (representing ε2), adding a directed arc
(c′, c), and updating gθ̄c

(π(c), ε) accordingly.

Regularization for Specific Decisions: Consider an agents decision node d with
the DGN gθd

(π(d), ε), we can regularize the parameters θd to encourage certain
properties at node d. A particularly noteworthy application of decision level regu-
larizers is to encourage particular discrete decisions to have pure or mixed strate-
gies. This can be achieved by adding a utility node u with gθ̄u

(gθd
(π(d), ε), ε′)

a p-norm regularization penalty on θd (see Sect. 4 for an example employing the
Concrete distribution).

Execution Uncertainty for Specific Decisions: For an agents decision node d with
DGN gθd

(π(d), ε), we can add noise at any level – to θd, to ε, or the output of d
– to encourage gradient descent to compute a stable decision strategy. We can
also interpret this as encoding that decision execution isn’t exact, with the agent
sometimes making mistakes (e.g. a financial trading strategy where executing a
trade at a desired price is not possible, or takes time). Introducing such an
uncertainty will ensure that the chosen strategy is less sensitive to execution
errors.

Custom Risk-Tolerances: We can modify the network gθu
(π(u), ε) at a utility

node u by adding a new layer that represents an agents’ risk-reward tolerance,
i.e. setting the output to gθu′ (gθu

(π(u), ε), ε′). This is represented by introducing
a new node u′ and adding an arc (u, u′).

Note that all these modifications to a DeepID are equivalent to adding new
chance or utility nodes, changing the objective of the training algorithm. Conse-
quently, such modifications do not increase the complexity class of the problem.

4 Experiments

Here we demonstrate how interpretably robust modifications of an ID can be
reformulated as DeepIDs. For purposes of demonstrating this translation, we
use a relatively simple ID, and straight-forward DGN formulations for all distri-
butions. We focus on the Reactor Problem [21] that involves an agent choosing
between constructing a conventional or an advanced reactor. The performance
of both the conventional and advanced reactors are uncertain; however, the per-
formance of the advanced reactor is less certain. The state of the reactor in the
future takes one of the following three values: Catastrophic failure, Small fail-
ure, and No failure. The probability distributions for the future states, and the
corresponding utilities are in Table 2. The agent conducts a test to predict the
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Fig. 2. Reactor problem DeepID and modifications (LHS) and internal DGN of RC
(RHS).

performance of the advanced reactor. The conditional probability table for the
test outcome is given in Table 1.

The DeepID formulation for this problem is displayed in Fig. 2, with the
macro-level ID structure shown on the LHS, and example DGN internal struc-
ture shown on the RHS (where shaded nodes are inputs or outputs, and non-
shaded nodes are operations). It consists of 3 chance nodes, Conventional Reac-
tor (CR), Advanced Reactor (AR) and Test Results (TR), 1 decision node,
Reactor Choice (RC), and 1 utility node, Standard Utility (SU). Note that the
SU node is not a rhombus. This is because it can be fed into a CVaR utility node
(CU) to add robustness to the utility outcome. The RC decision node chooses
between constructing a conventional or advanced reactor as a function of the
output from the TR chance node that take three possible values: Catastrophic
failure, Small failure, and No failure. The utility of the decision at RC node is a
function of the true future state of the conventional and advanced reactors, and
hence, the SU node has inputs from the CR, AR and RC nodes.

Since the outcomes of all nodes of the ID are discrete, we model the associated
discrete distributions using the Concrete DGN as outlined in Sect. 3, with distinct
αi|π(i)∀i ∈ C ∪ D parameters for each possible combination of input and output.
We let αi denote the matrix of parameters that define the distribution at node
i. The α parameters for chance nodes are fixed to the corresponding values, e.g.
αTR=N|AR=S = 0.288, whereas the α corresponding to the decision node is a free
parameter. For a chance node c ∈ C (resp. decision node d ∈ D) with parent out-
come π(c) (resp. π(d)), a sample of the outcome from c is drawn according to the
Concrete DGN using α = π(c)αc (see RHS of Fig. 2). Though not necessary for
a problem of this size, we again note that the function approximation literature
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referenced in Sect. 1 can be used to let α = f(π(c)) for some approximating func-
tion f when the size of αc would be prohibitive.

Table 1. CPT of test results given future advanced reactor performance

Future performance Test results

Catastrophic failure Small failure No failure

Catastrophic failure 0.9 0.0 0.1

Small failure 0.147 0.565 0.288

No failure 0.0 0.182 0.818

Table 2. Reactor performance probabilities and associated utilities

Reactor Catastrophic failure Small failure No failure

Prob. Utility Prob. Utility Prob. Utility

Advanced 0.14 −50 0.2 −6 0.66 12

Conventional N/A N/A 0.02 −4 0.98 8

Thus far we have described the standard DeepID for the Reactor Problem.
Next, we demonstrate how to introduce robustness to the standard DeepID in an
easily interpretable fashion. Each (optional) change is represented by additional
shaded nodes and lines in the LHS of Fig. 2. In our experiments, we explore the
effects of making each robust addition separately. We can, of course, also mix
and match combinations of these robustness concepts. We can replicate a CVaR
like custom risk-tolerance by taking advantage of the sample-based nature of
the DeepID. To set CV aRp as the objective function of the DeepID, we simply
sort the output samples and take the mean of the pth quantile. This corresponds
to a deterministic utility node with the function gθu′ = 1

k

∑k
i=1 gθu

(π(u), ε[i])
where k = 	pN
 and gθu

(π(u), ε[i]) is the ith smallest standard utility sample
calculated through a sort function. Note that although gθu′ is in general not
differentiable, there exist standard techniques to smooth this function to any
degree of accuracy [1]. We demonstrate how this affects the DeepID layout in
the LHS of Fig. 2, where the regular utility node now feeds into the CU node
at the output. This change was incorporated at the end of the network where
we have a clear concept of good and bad utilities, though such a sample-based
transformation could be applied anywhere in the network.

In the standard formulation, we are quite sure about the ability of the test to
correctly predict a catastrophic failure, and so we choose to build the advanced
reactor if the test result is good. However, we may be interested in observing
how our suggested behavior changes if we introduce distributional uncertainty
to our test accuracy. In this experiment, we add Q ∼ Uniform(0, a) noise as
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Table 3. Test results CPT given future catastrophic performance and repeat testing
modification

Num. tests Test results — C

Catastrophic failure Small failure No failure

1 0.7 0 0.3

2 0.91 0 0.09

Table 4. Experiment results summary

Test ParameterStrategy before Strategy after Switchpoint

CVaR dec. p BAoN ABC 0.7

Test accuracyinc. a BAoN ABC 0.3

Rep. Tests inc. tc Two tests, BAoN Single test, ABC 0.8

MS Reg. dec. δ δ = −0.01, αRC|T R =

⎡
⎢⎢⎣
0.93 0.07

0.55 0.45

0.41 0.59

⎤
⎥⎥⎦δ = −0.06, αRC|T R =

⎡
⎢⎢⎣
0.65 0.35

0.51 0.49

0.49 0.51

⎤
⎥⎥⎦N/A

αTR=C|AR=C ← αTR=C|AR=C − Q and αTR=N|AR=C ← αTR=N|AR=C + Q for
increasing values of a. In the LHS of Fig. 2, this corresponds to the additional
chance node TAU representing the noise Q that is fed into αTR|AR.

In some decision problems, we may have the ability to repeat actions to
improve certainty. For instance, we may choose to repeat the advanced reactor
test for some additional cost, resulting in an overall testing procedure that is
more accurate. We show in the LHS of Fig. 2 how a new node can be added
to represent this ability. The new decision node is connected to both TR (as
it changes the accuracy of the test to be more accurate) and RC (because we
must know when making the decision if our test results correspond to the more
accurate situation where we have run an additional test), changing the αi matri-
ces accordingly. We experiment with this modification for increasing test costs
(tc), with the additional test cost corresponding to a new utility node. Note
that in this experiment, TR uses the conditional probability table of Table 3,
where the Catastrophic failure prediction corresponds to the probability of any
individual test in the overall testing procedure suggesting Catastrophic failure.
In the standard ID formulation of the reactor problem, learning encourages the
use of pure strategies. However, we may have a preference for mixed strategies
in certain situations. Here, we demonstrate how regularizers can be added to
individual decisions to encourage or discourage mixed strategies for particular
decisions. We add a p-norm regularizer on αRC through a new utility node MST
with gθMST

(π(MST )) = δ
∥
∥αRC|TR=C

∥
∥

p
+δ

∥
∥αRC|TR=S

∥
∥

p
+δ

∥
∥αRC|TR=N

∥
∥

p
for

p = 0.1, where we can force RC to have a mixed strategy or pure strategy by
varying the parameter δ.
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5 Discussion

The effects of our ID modifications in Sect. 4 are summarized in Table 4, where
BAoN is shorthand for the strategy “Build Advanced on a No failure test result,
otherwise build Conventional”, and ABC is shorthand for the strategy “Always
Build Conventional”. In Fig. 3 we display convergence behavior for training
the DGN associated with the DeepID using gradient descent for a selected set
of instances demonstrating convergence to the before (blue) and after (black)
strategies. We observed that the convergence was not sensitive to the particular
choice of algorithm or the learning rate. We note with the CVaR modification
that lowering p causes the learned strategy to change from BAoN to ABC. With
the advanced reactor having significantly worse consequences for failure, and a
higher chance of failure, such samples dominate when the strategy allows for
the advanced reactor to be built (due to imperfections in the testing procedure).
As p is decreased, such samples increasingly dominate the utility. In contrast,
ABC means we are indifferent to test inaccuracy, and CV aRp is relatively con-
stant in p due to the small failure rate of 0.02. A similar trade-off is observed
when increasing a for Q ∼ Uniform(0, a). As a increases, the test is considered
increasingly unreliable until the recommended strategy likewise becomes ABC.
Though the result is ultimately similar, the mechanisms of robustness that these
tests represent differ, with CVaR representing risk-tolerance, and Q representing
distributional uncertainty in a specific component of the model. As we increase
tc in the RT modification, we switch from being willing to pay for increased
accuracy to allow the BAoN strategy to be effective, until the increase in cost
is greater than the difference between the BAoN and ABC strategies. With
the mixed strategy regularizer, we observe the same standard recommendation
for BAoN , with the pure strategy suggestion becoming increasingly mixed as δ
becomes more negative. Though it is not necessary in this example, we could
also add a regularizer with δ > 0 to encourage a pure strategy.

Fig. 3. Gradient training on the DeepIDs. (Color figure online)

6 Future Work

This paper presented an existence proof for the arbitrary accurateness of the
DeepID and its ability to be trained with gradient based methods. We did not
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present formal guarantees of convergence or convergence rates. Developing such
guarantees, as well as identifying classes of DeepIDs where such guarantees can
be made, is an important area of future research. In this paper, our examples
emphasized interpretability and robustness benefits. We are thus motivated to
demonstrate scalability and correctness through the application of our method to
more complex real-world scenarios with large numbers of easily modified agents.
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Abstract. This paper briefly presents a reference architecture called Virtual
Physical Space (ViPS). The purpose of the architecture is to be able to adapt to
the development of various Cyber-Physical-Social applications. In the paper, a
possible adaptation for a smart seaside city is discussed. The need for virtual-
ization of things from the physical world in a formal way is also considered.
Furthermore, the virtualization and modeling of spatial aspects through the
AmbiNet formalism is demonstrated by an example.

Keywords: Internet of Things � Cyber-Physical-Social System �
Virtual Physical Space � Calculus of Context-aware Ambients

1 Introduction

The Internet of Things (IoT) is an extension of the Internet into the real physical world,
in which physical entities (things) are interconnected. An IoT application is composed
of things that can sense the environment changes, analyse these changes based on
shared gained knowledge, and act or make plans accordingly for achieving a personal
or a shared goal. IoT is closely related to the Cyber-Physical System (CPS) and the
Cyber-Physical-Social System (CPSS). A basic feature of these technologies is the
integration of the virtual and the physical worlds. Due to revealing new horizons and
opportunities, CPS, CPSS and IoT are areas of growing scientific and practical interest.

The reference architecture, called ViPS, did not emerge suddenly. It is the result of
an improvement of two of its predecessors – the Distributed eLearning Center (DeLC)
and the Virtual Education Space (VES). Fifteen years ago, to support e-learning at the
Faculty of Mathematics and Informatics at the University of Plovdiv, the environment
DeLC was implemented and has been used for years [1]. Although it was a successful
project for applying information and communication technologies in education, one of
its major drawbacks is the lack of close and natural integration of its virtual environment
with the physical world where the real learning process takes place. Considering the
material world is especially important for disabled learners. At the same time, the CPSS
and IoT paradigms reveal entirely new opportunities for taking into account the needs of
people with disabilities, in our case disabled learners. For these reasons, the environment
has recently been transformed into VES that operates as an IoT ecosystem [2].
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Summarizing the experience of constructing VES, we have begun developing a
reference architecture known as the Virtual Physical Space (ViPS), which can be
adapted to various CPSS-like applications. The idea of this architecture and an initial
prototype are presented in [3]. The original idea for adapting this architecture to a smart
seaside city is given in [4]. In [5] is demonstrated the adaptation of ViPS to develop a
smart tourist guide.

When implementing a CPSS application, the focus is placed on assisting the user,
who has to interact with a complex system that integrates a virtual and a physical
world. In ViPS, the user is supported by personal assistants. An essential task of the
space is the virtualization of “things” from the physical world, which are of interest to
the user. Each of these “things” has spatial characteristics and can be related to a certain
point in time and a specific event. The article discusses in more detail the spatial
aspects of the things virtualization by an ambient-oriented modeling approach. Our idea
is to model possible scenarios in a seaside city in which we can explore the possibilities
of delivering different services to users.

The rest of the paper is organized as follows: a short review of IoT, CPS and CPSS
is considered in Sect. 2, which is followed by an overall description of the ViPS
architecture in Sect. 3. Section 4 addresses an adaptation to a smart city and a
demonstration to model a simple scenario in a smart city. Finally, Sect. 5 concludes the
paper.

2 Related Works

Typical CPSS-like applications are smart cities. A smart city integrates a distributed
sensor network, government initiatives on openly available city-centric data and citi-
zens sharing and exchanging city-related messages on social networks [6]. In [7], an
extremely useful review of the literature on the subject of smart cities has been made.
A comprehensive analysis of the concept of a smart city and the existing technologies
and platforms has been carried out. A model for designing an intelligent urban
architecture has been proposed. The reader receives a clear understanding of the ser-
vices that a Smart City has to provide. The article identifies the flaws of smart cities. In
addition, three typical case studies have been proposed – a simulator for studying the
application of various services and technologies, incident management in a Smart City
and monitoring the implementation of sensors in a Smart City. The vast amounts of
data obtained by sensing of the physical world and those contributed by city inhabitants
through their sensor-enabled smartphones and online social networks can offer near
real-time settings [8]. Extracting knowledge out of the data, typically through big data
analytics techniques, can help to build a picture of urban dynamics, which can enable
intelligent applications and services and guide decision-making, both for city author-
ities and city inhabitants [9]. CPSS applications are emerging in everyday life in smart
urban systems, in domains as varied as command and control, smart environments,
smart transportation, smart social production systems, and so on [10]. Such applica-
tions rely on efficient monitoring of the urban physical infrastructure and ambient
environment and they combine the collected data through intelligent cyber processes to
deliver improved services to citizens. The resulting urban big data system offers the

464 S. Stoyanov et al.



potential of creating more sustainable and environment-friendly future cities [11]. In
this sense, an essential aspect of a smart city is the efficient use of energy resources. In
[12], a multi-agent system for energy optimization is presented. The multi-agent system
is viewed as a modeling tool that is easily extrapolated in the field of power engineering
and can be further developed by using the IoT paradigm.

3 ViPS in a Nutshell

ViPS is being built as a reference infrastructure, which can be used to develop CPSS
applications for different domains. In particular, we are pursuing three main objectives:

• Building a formal environment for “virtualization” of real-world “things”. In line
with the IoT concept, the architecture provides virtualization of real “things”. In the
context of software technologies, this means creating digitized versions of real
physical objects that can be specified and digitally interpreted.

• Creating an interface between the virtual and the real worlds.
• A genetic personal assistant – we assume that from an architectural point of view a

CPSS-like application will be based upon a personal assistant that will help users
work with this application.

The logic scheme of ViPS is presented in Fig. 1. Practically, the virtualization of
“things” is supported by the ViPS middleware. In addition to the relevant to us inherent
attributes of the real “things”, the virtualization has to take into account complementary
factors such as events, time, space, and location. The components implementing the
virtualization are located in two subspaces called “Virtualized Things Subspace”
(VTS) and “Digital Objects Subspace” (DOS). DOS is implemented as open digital
repositories, which store objects of interest to the particular field of application with their
characteristics. VTS consists of three modeling components –AmbiNet, ENet and TNet.
In AmbiNet the spatial characteristics of the “things” can be modeled as ambients. The
core of AmbiNet is the Calculus of Context-aware Ambients (CCA [13]); it is a for-
malism for the presentation of ambients along with their boundaries, contexts and
channels of communication. ENet models various types of events and their arguments as
identification, type, conditions for occurrence, and completion. In our event model there
are three types of events – base, system and domain-specific ones. Base events are a
date, time of day and location. System events are an operation, related to the system,
such as sending and receiving messages or generating and removing objects. Domain-
specific events represent user-relevant events representative of the field of interest. TNet
(Temporal) provides an opportunity to present and work with the temporal aspects of
things. TNet is based on the formal specifications Interval Temporal Logics (ITL [14]).
In order to demonstrate the terms used (concepts) and especially the links between them,
the two subspaces use the services of OntoNet. The OntoNet layer is built as a hierarchy
of ontologies. The operative assistants, implemented as rational intelligent agents,
provide access to the resources of both subspaces and accomplish interactions with the
personal assistants and web applications. They are architectural components suitable for
providing the necessary dynamism, flexibility and intelligence. However, they are
unsuitable to deliver the necessary business functionality in the space. For this reason,
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the assistants work closely with the services or micro-services. Furthermore, they
interact with the guards to supply ViPS with data from the physical world.

The guards operate as a smart interface between the virtual and the physical worlds.
They provide data about the state of the physical world transferred to the virtual
environment of the space (the two subspaces). There are multiple IoT Nodes integrated
in the architecture of the guards that implement access to sensors and actuators of the
“things” located in the physical world. The sensors-actuators sets are configured in
accordance with the application. The communication in the guard system operates as a
combination of a personal network (e.g. LoRa) and the Internet.

The Personal Assistants (PA), operating on behalf of users and aware of their needs,
will conduct scenarios for the execution of the users’ requests and will manage and
control their execution by interacting with the ViPS middleware. A PA is implemented
as a rational agent with a BDI-like architecture consisting of two basic components –
Deliberation and Means-Ends Reasoning [15]. During the deliberation the PA forms its
current goal while in the next component a plan for achieving the goal is prepared. The
central structure for determining the current intention of the PA is a “personal time-
table” named PS (Personal Schedule). The records of the PS are domain-specific events
that present potential activities, in which the user expects aid from a personal assistant.
Depending on the user’s wish and taking into account the situation in the physical
world (presented as a context), the personal assistant determines the actual intention
and initiates the implementation of a suitable scenario (plan) in ViPS. In doing so, the
personal assistant is supported by the VTS components. Usually, a plan is launched
when a corresponding event occurs. However, the PA also has to be able to operate in

Fig. 1. ViPS architecture
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an “overtaking action” mode, i.e. it has an early warning system. In this way, certain
operations must be performed before the event occurs. Therefore, the PA cannot rely on
ENet in the timeframe before the event occurs. Then, the PA is supported by the CCA
and ITL components. The interaction between the PA and the three supporting com-
ponents is implemented by a specialized protocol under development.

The public information resources of the space are openly accessible through
appropriate web applications that are usually implemented especially for the particular
domain.

The main technology for development of the individual components is agent-
orientated with opportunities for interaction with services, including intelligent ones as
well. The personal assistants are usually located on mobile devices and they operate on
them. The two subspaces and the other middleware components form the server part of
the application, which is built with ViPS (the server part can be distributed). Specific
guards are positioned on the server, while others, depending on the infrastructure of the
particular application, can be placed in the frog and edge layers, respectively, in the
reference architecture proposed in [16]. The architecture has been fully implemented in
Java. In ViPS, core components are assistants implemented as BDI rational agents by
the help of JADE [17] and Jadex [18] environments.

4 An Adaptation for a Smart City

A possible application of ViPS is to model the infrastructure (or a part of it) of a smart
city. With that end in view, we have chosen a smart seaside city because we have some
experience in IoT monitoring of open water basins. Moreover, in our opinion, the sea
coast, territorial waters and possibly the adjacent islands offer interesting scenarios to
apply ViPS. In [3], the virtualization of a major “thing” for this city is discussed,
namely the open water spaces. In order to continue working on the model, it is nec-
essary to virtualize other “things” too such as those related to the possibilities of people
to travel by different types of transport, special facilities for people with disabilities,
and specific public places.

In this model we can study the behavior of implementable services that the smart
city may offer. Each user will have his/her own personal assistant that will help them
individually to use the services provided by the smart city. This can be done using the
following procedure:

• By means of the mobile device, the user will be able to choose the desired service
from the number of options provided by the Smart City;

• The Smart City interacts with the personal assistant to prepare a personalized ser-
vice plan for the user, taking into account his/her location, the desired destination,
the time (including the amount of time that the user has available), and unfore-
seeable events.

Adapting ViPS to a smart seaside city will be demonstrated with a simple but
practical scenario.
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4.1 A Simple Scenario

Let us consider the following sample scenario: A tourist in a wheelchair is at his/her
hotel in a seaside city and wishes to visit a famous museum on a nearby island. The
tourist has an intelligent wheelchair and a personal assistant on his/her mobile device.
Upon arrival on the island, the wheelchair recognizes some life-threatening indicators
and, through communication with the smart city, the personal assistant provides
transportation of the tourist to the hospital. We will examine the two parts of this
scenario:

• Scenario 1: Searching for a suitable route to visit the island museum. The trip from
the hotel to the port will be made by bus, and from the port to the island – by ship;

• Scenario 2: Providing the fastest route to transport the tourist from the island to the
local hospital. The travel options are: by medical helicopter; by medical shuttle boat
to the port and then by ambulance to the hospital; or by ship to the port and from
there by ambulance.

4.2 Ambient-Oriented Modelling

To model these scenarios we will use the capabilities of the ViPS AmbiNet Subspace
and the CCA formalism. The syntax and formal semantics of CCA can fully implement
the p-calcule modeling by providing much better opportunities for Context-Aware
Ambient modeling.

A CCA ambient is an identity that is used to describe an object or a component
such as a process, a device, location, etc. Each ambient has a specific location, borders,
and a name to be identified by in the environment. It may contain other ambients in
itself, thus allowing the creation of ambient hierarchies. There are three possible
relationships between two ambients: parent, child, and sibling. Ambient communica-
tion is realized by sending and receiving messages. In the CCA notation, when two
ambients exchange a message, we use the “::” symbol to describe an interaction
between sibling ambients; “"” and “#” are symbols for parent and child; “<>” means
sending a message, and “()” – receiving a message. Ambients are mobile. With CCA,
there are two ways to move: inwards (in) and outwards (out), which allow ambients to
move from one location to another. CCA can distinguish between four syntax cate-
gories: location a, opportunities M, processes P, and context expressions k.

To model the proposed scenario, we will examine a smart seaside city where every
change, essential to the current context, is registered by a network of physical sensing
devices and is processed dynamically. The tourist’s personal assistant must ensure that
the scenario is implemented by means of communication with the operational assistants
and the components of the Virtualized Things Subspace. As the tourist with his/her
wheelchair changes their location, the management will be realized mainly by AmbiNet
via communication with ENet to manage the individual events (such as departure and
arrival of the boat, opening and closing of the museum, etc.), and by TNet for the
temporal characteristics of the separate stages in the scenario implementation. AmbiNet
is supported by the following run-time and development tools:

468 S. Stoyanov et al.



• AmbiNet ccaPL Interpreter – a run-time interpreter of the formal modeling language
ccaPL based on the Calculus of Context-aware Ambients (CCA);

• AmbiNet Route Generator – used for routes generation on the network by user-
defined criteria;

• AmbiNet Route Optimizer – applied to optimize routes depending on the instant
state of the participating ambients;

• AmbiNet Editor – a visual modeling editor;
• AmbiNet Repository – a repository for storing ambients, ambient structures, and

physical space templates.

Depending on their location, ambients can be static and mobile. Static ambients have a
constant location in the physical world or in the modeled virtual reality, for example
hotels, hospitals, museums, ports, bus stops, etc. Mobile ambients have a variable
location, e.g. buses, people, ships, wheelchairs, ambulances, and so on. Each ambient
can contain a hierarchical structure of ambient-children, which can be static or mobile
itself. Mobile ambients can move by the options “coming in” and “going out” from
other static or mobile ambients. Typically, if they change their location, then all the
“ambient-children” move as well.

In the AmbiNetEditor are created templates of the physical city with static ambi-
ents, which are stored in the AmbiNet Repository. According to the current scenario, a
particular template is used (for example, a map of the city with static ambients placed
on it), on which mobile ambients are modeled and interactions and messages in the
ambient network are established. The AmbiNet Route Generator component is used to
generate routes and the AmbiNet Route Optimizer is applied to find the optimal route
(whenever that is necessary). After the scenario modeling, the interactions between the
participating ambients are presented as a ccaPL program and the AmbiNet cpPL
Interpreter is launched to simulate and visualize the model under consideration.

4.3 CCA- Modeling of a Simple Scenario

The following table presents the main ambients used in the CCA model of the
described scenario (Table 1).

Table 1. CCA Ambients.

Notation Description Notation Description

PA Personal Assistant Hotel City Hotel
WCh Intelligent Wheelchair Museum Museum
VTS Virtualized Things Subspace Port Ports
ANet Ambient Net-AmbiNet GA Guard Assistants
ENet Event Net Hosp City Hospital
RG AmbiNet Route Generator MedCop Medical Helicopter
RO AmbiNet Route Optimizer Ambul Ambulance
BS Bus Stops MedSh Medical Shuttle
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The PA Ambient communicates with the other ambients and delivers the necessary
information to the user. This ambient represents an intelligent assistant; it interacts with
the Operational Assistants and the Guard Assistants, which constitute the remaining
ambients in the multi-agent system of ViPS. In order to model the first part of the
scenario, the purpose of the PA is to provide the tourist with information about the
opportunity to visit the island museum and to enable him/her to choose a route to
travel. The CCA process of the PA is illustrated by (1). In the second part of the
scenario, the PA launches bidirectional communication in order to provide the fastest
route to move the patient from the island to the hospital. The process is described in (2).

PPA ffi

WCh :: \getLocation[ :WCh :: ðlocationÞ:0j
VTS :: \PAi; location;WantToVisitIslandMuseum[ :0j
VTS :: ðhasShip; hasBus; openMuseumÞ:
VTS :: \PAi; location; getRouteToIslandMuseum[ :0j
VTS :: ðListRoutesÞ:WCh :: \choosenRoute; startMoving[ :0j
WCh :: ðlocation; LifeThreateningIndicatorsÞ:
GA :: \PAi; location; necessaryTransportationToHospital[ :0j
GA :: ðOptimalRouteÞ:WCh :: \OptimalRoute[ :0

0
BBBBBBBBBB@

1
CCCCCCCCCCA

ð1Þ

WSh and GA Ambients – the tourist participates in the scenario through his/her
intelligent wheelchair, which has a set of sensors that render an account of both the
current location and the human condition (blood pressure, pulse, etc.). When life-
threatening indicators are reported, it sends a supplementary message to the PA, which
launches the second part of the scenario. The GA Ambient communicates with the
physical world and dynamically provides information about the state of those areas,
which are important for the wheelchair movement, such as elevators, ramps, opening
doors, etc. After the launch of the emergency scenario, the GA assists the PA in
providing information to generate the optimal route to travel. The processes of the two
ambients are presented in (2) and (3).

PGA ffi

VTS :: ðPAi; getActiveZonesÞ:VTS :: \PAi; ListAZ[ :0j
PA :: ðPAi; location;NecessaryTransportationToHospitalÞ:
Hosp :: \PAi; location; needMedCop; needAmbul[ :
Port :: \PAi; location; needMedSh[ :0j
Hosp :: ðPAi;MedCopStatus;AmbulStatusÞ:0j
Port :: ðPAi;MedShStatusÞ:0j
VTS :: \PAi; location;MedCopStatus;AmbulStatus;MedShStatus[ :0j
VTS :: ðPAi;OptimalRouteÞ:PA :: \OptimalRoute[ :
Hosp :: \PAi;OptimalRoute[ :Port :: \PAi;OptimalRoute[ :0

0

BBBBBBBBBBBB@

1

CCCCCCCCCCCCA

ð2Þ
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PWCh ffi
PA :: ðgetLocationÞ:PA :: \location[ :0j
PA :: ðchoosenRoute; startMovingÞ:! :: \PAi;MovementByRoute[ :0j
PA :: \location; LifeThreateningIndicators[ :0jPA :: ðOptimalRouteÞ:0

0

@

1

A

ð3Þ

The VTS Ambient contains ENet and AmbiNet. It communicates with the other
ambients and supplies the information needed to identify upcoming events and to
generate a route to travel. In the second part of the scenario, it provides the search for
and selection of an optimal route for moving the tourist-patient to the hospital. The
process of this ambient is presented in (4).

PVTS ffi

PA :: ðPAi; location;WantToVisitMuseumÞ:Port :: \PAi; visitIslandÞ:0j
Port :: ðPAi; ShipTimeTableÞ:Museum :: \PAi; visitMuseum[ :0j
Museum :: ðPAi;MuseumWorkingTimeÞ:BS :: \PAi; TravelByBus[ :0j
BS :: ðPAi;BusTimeTableÞ:
ENet # \PAi; ShipTimeTable;MuseumWT ;BusTimeTable; time[ :0j
ENet # ðPAi; hasShip; hasBus; openMuseumÞ:
PA :: \hasShip; hasBus; openMuseum[ :0j
PA :: ðPAi; location; getRouteToIslandMuseumÞ:GA :: \PAi; getActiveZones[ :0j
GA :: ðPAi; ListAZÞ:ANet # \PAi; ListAZ; getRoutes[ :0j
ANet # ðPAi; ListRoutesÞ:PA :: \ListRoutes[ :0j
GA :: ðPAi; location;MedCopStatus;AmbulStatus;MedShStatusÞ:
ANet # \PAi; location;MedCopStatus;AmbulStatus;MedShStatus[ :0j
ANet # ðPAi;OptimalRouteÞ:GA :: \PAi;OptimalRoute[ :0

0
BBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCA

ð4Þ

Museum, Hosp, BS and Port Ambients – this group of ambients is responsible for
providing information about the timetables of buses and ships as well as the working
hours of the island museum. Upon the realization of the second part of the scenario, the
Port ambient supplies information about the status of the medical shuttle and sends it to
the island if this is the optimal route to travel. The Hosp ambient gives information
about the status of the ambulances and the medical helicopter by means of commu-
nication with the GA. After finding the optimal route, it provides transportation for the
patient. These processes are presented in (5), (6), (7), and (8).

PMuseum ffi VTS :: ðPAi; visitMuseumÞ:VTS :: \PAi;MuseumWorkingTime[ :0ð Þ
ð5Þ

PBS ffi VTS :: ðPAi; TravelByBusÞ:VTS :: \PAi;BusTimeTable[ :0ð Þ ð6Þ

A Reference Architecture Supporting Smart City Applications 471



PHosp ffi
GA :: ðPAi; location; needMedCop; needAmbulÞ:
GA :: \PAi;MedCopStatus;AmbulStatus[ :0j
GA :: \PAi;OptimalRoute[ :0

0

@

1

A ð7Þ

PPort ffi
VTS :: ðPAi; visitIslandÞ:VTS :: \PAi; ShipTimeTable[ :0j
GA :: ðPAi; location; needMedShÞ:GA :: \PAi;MedShStatus[ :0j
GA :: ðPAi;OptimalRouteÞ:0

0

@

1

A ð8Þ

ANet Ambient is a child of VTS and its functionalities are related to the processing
of information about the location of the other ambients and the generation and opti-
mization of routes for mobile ambients. Its subambients are RG and RO. In the second
part of the scenario, the role of ANet and its subambients becomes the key to identi-
fying the fastest route for transportation from the island to the hospital. Among all the
possible routes generated by RG, RO needs to find the optimal one by time. To
implement this search, a modified GraphSearch algorithm is used, in which certain
nodes, important to the route, are involved, such as a medical shuttle, an ambulance, a
medical helicopter, etc. The processes of ANet, RG and RO are demonstrated in (9),
(10) and (11).

PANet ffi

VTS " ðPAi; ListAZ; getRoutesÞ:RG # \PAi; ListAZ[ :0j
RG # ðPAi; ListRoutesÞ:VTS " \PAi; ListRoutes[ :0j
VTS " ðPAi; location;MedCopStatus;AmbulStatus;MedShStatusÞ:
RG # \PAi; location;MedCopStatus;AmbulStatus;MedShStatus[ :0j
RO # ðPAi;OptimalRouteÞ:VTS " \PAi;OptimalRoute[ :0

0

BBBB@

1

CCCCA

ð9Þ

PRG ffi
ANet " ðPAi; ListAZÞ:ANet " \PAi; ListRoutes[ :0j
ANet " ðPAi; location;MedCopStatus;AmbulStatus;MedShStatusÞ:
RO :: \PAi; ListRoutes[ :0

0

@

1

A ð10Þ

PRO ffi RG :: ðPAi; ListRoutesÞ:ANet " \PAi;OptimalRoute[ :0ð Þ ð11Þ

The ccaPL language is a computer-readable version of the CCA syntax. The
interpreter of ccaPL has been developed as a Java application. Based on the main
version [19], we have developed a simulator for verification of the scenario described
above. The notation “A === (X) ===> B” means that Ambient “A” sends an “X”
message to Ambient “B”. “Child to parent”, “Parent to child” and “Sibling to sibling”
provide information about the relationship between sender A and recipient B according
to the hierarchy of ambients. An animator has been created to present graphically the
ambients and their processes (Fig. 2).
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5 Conclusion

The article presents the general architecture of ViPS. Currently, our efforts are focused
on adapting the ViPS architecture to a smart seaside city. There are several reasons for
choosing a seaside city. Firstly, our team has some practical experience in monitoring
large open water areas. Secondly, we are in contact with specialists developing a concept
for a smart city by the sea. Thirdly, there are interesting scenarios relating to the aquatic
environment, the coastline and the facilities of the adjacent smart city. Our idea is to
model possible scenarios in such a city and to study the impact and effects of the delivery
of e-services to different groups of users. It is a special feature that scenarios, services
and users are in an integrated physical and virtual space. Initial experiments show some
deficiencies in the architecture. For example, developing a visual editor for the CCA
models would greatly facilitate the preparation of the scenarios to be modeled.
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Abstract. The purpose of this paper is to validate a research model that
explains performance expectancy of IoT from psychological and cognitive
variables: personal innovativeness of information technology (PIIT) and social
influence respectively. Data were collected from small and medium-sized
enterprises (SMEs) in Chile. A confirmatory approach using PLSc was
employed to validate the hypotheses. The conclusions of the study are
(a) Chilean SMEs companies do not use IoT massively, (b) goodness of fit
indicators allowed to validate the proposed research model successfully, (c) both
constructs, social influence and personal innovativeness of information tech-
nology, explain 61% of performance expectancy of IoT.

Keywords: IoT � PIIT � Performance expectancy � Social influence � SMEs

1 Introduction

While the number of Internet of Things service users has increased in developed
countries lately, there is a massive opportunity for growth in developing countries. The
Internet of Things (IoT) is defined as a network that connects everyday objects to the
Internet, where objects have sensors and programmable capabilities that allow to
collect information and change its status from anywhere and at any time [1]. The IoT is
emerging as a significant development in information technology, with the potential to
increase convenience and efficiency in daily life. It is considered the fourth industrial
revolution and it is believed that in 2020 there will be around 50,000 million connected
devices [2]. However, this prediction may not be precise for developing countries. As
Miazi et al. [3] pointed out, developing countries face problems to have access to
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communication technologies in terms of poverty, lack of Internet speed, low levels of
expertise, and overall lack of infrastructure. Government is these countries face
enormous challenges to improve the current systems to make the infrastructure capable
of deploying IoT as a whole. Chile, although it ranks first in terms of adoption of digital
technologies in Latin America, still presents significant gaps to climb the digital rev-
olution. As stated by Fundación País Digital [4], the main gaps to implement IoT are
related to infrastructure, human capital, and cybersecurity.

The lack of IoT adoption in developing countries, in turn, makes managers of
SMEs and people in general, to ignore the usefulness of this technology. For instance,
and as stated by [5], farmers in developing countries could use remote sensors to
monitor moisture levels and soil conditions in the fields to avoid crop failure. These
sensors can provide remote control of micro-irrigation and water pumps, improving
functionality and reducing repair intervals.

Following Karahamma and Straub line of thought, even though there is no doubt
that technological developments occur at a fast rate, it is not evident that individual
users of new technology can adopt and use new technology at the same pace [6].
Therefore, it is necessary to explore what drives perceptions of usefulness in order to
better understand the technology adoption phenomenon. As proposed and validated by
Davis [7] and Venkatesh et al. [8], and supported in numerous studies, perceived
usefulness (performance expectancy) is a strong antecedent of behavioral intention
which, in turn, predicts actual behavior (use of technology). Psychological character-
istics of individuals along with social influence might play an essential role in the
explanation of the performance expectancy belief.

Even though the positive predictions regarding the growth of IoT, and the benefits
it could bring not only to companies but also to the wellbeing of individuals, few
researchers have focused on studying this emerging technology. This study is the first
to analyze the impact of innovativeness and social influence on performance expec-
tancy by those responsible for information and communication technologies (ICTs) in
small and medium-sized enterprises (SMEs) in Chile. In particular, this paper aims to
validate a research model that explains performance expectancy of IoT from cognitive
and psychological variables.

The contribution of this study is twofold. First, the study increases knowledge
about the adoption of IoT, particularly in Chile. Second, and following the recom-
mendations of [9] who suggest focusing on a specific type of products, the results of the
analysis allow to deepen the effect of personal innovativeness on perceptions about IoT
technology.

The paper is organized as follows: a definition and background of IoT and the
constructs considered in the research model are given in the subsequent section. This
section also presents the hypotheses to be tested along with the research model. Then
the methodology of the study and the results of the statistical analyses are presented
followed by a discussion of the findings and conclusions.
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2 Background

2.1 Internet of Things

The international consultancy, IDC FutureScape [2], indicated that IoT along with
other technologies (cloud computing, big data, and cognitive systems) is part of the
third technological platform that will support a digital transformation. Also, it made
predictions for the year 2020, where it mentions that this technology is in full devel-
opment and that the business world, specifically South America, is in an exploration
stage, moving to the implementation stage in different use cases.

Hsu and Lin [10] developed a conceptual framework from the perspective of
network externalities and privacy to provide a theoretical understanding of the moti-
vations that drive continued use of IoT services. The authors validated the model by
interviewing 508 users regarding their perceptions of IoT services. The results indi-
cated that network externalities play a significant role in influencing consumers’ per-
ception of usage benefits and thus adoption, whereas privacy concerns have a relatively
weak effect on adoption. Mital et al. [11, 12], on the other hand, based their research on
exploring IoT technology based on cloud computing in India. The authors mention that
there is a shortage of exploratory studies that may explain the adoption of the IoT-
based cloud. Therefore, more studies are required to understand the adoption of IoT
phenomena better.

Following the above request, Grandón et al. [13] performed a study to determine
the factors that influence the adoption of IoT using the unified model of acceptance and
use of technology (UTAUT) as the theoretical framework. An electronic survey was
applied to managers of small and medium-sized companies in Chile. The results
showed that the intention to adopt IoT is explained in 68% by the constructs of
UTAUT, being the social influence and facilitating conditions the key factors to explain
this phenomenon.

2.2 Personal Innovativeness of Information Technology

Agarwal and Prasad [14] proposed the measure of a new psychological trait by
developing the Personal Innovativeness of Information Technology (PIIT) construct in
the domain of information technology. Initially, they stated that PIIT has a moderating
effect on the antecedents as well as the consequences of individual perceptions about
new information technology. They defined PIIT as “the willingness of an individual to
try out any new information technology” (p. 206). The construct was operationalized
and validated in a sample of 175 MBA students in the context of the World Wide Web.

In recent years, PIIT has been increasingly used in the IT literature due to its
predictive capacity [15]. It has been mainly used in the context of the adoption of
technologies such as electronic commerce [15], knowledge management systems [16],
ERP systems [17, 18], and social network sites [19]. In some cases, PIIT has been
complemented by theories of technology adoption, such as the technology acceptance
model (TAM) and UTAUT as in the cases of [20] and [21].
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2.3 Social Influence and Performance Expectancy

There are two important cognitive constructs developed in the models of technology
adoption, social influence and performance expectancy. Venkatesh et al. [8] define
social influence as “the degree to which an individual perceives that important others
believe he or she should use the new system” (p. 451). Social influence is a significant
antecedent of behavioral intention of technology when dealing with SMEs. For
instance, [22] as well as [23] and [24] found that social influence (named as the
subjective norm by [25]) positively and significantly predicts the intention to adopt e-
commerce among managers/owners of SMEs in Chile. Other researchers have revised
the impact of social influence on performance expectancy in the context of user con-
tinuance intention toward mobile commerce in the USA and found significant rela-
tionships between both [26].

Correspondingly, Venkatesh et al. [8] define performance expectancy as “the
degree to which an individual believes that using the system will help him or her to
attain gains in job performance” (p. 447). Performance expectancy (named as perceived
usefulness by [7]) has also been found to be a significant predictor of behavioral
intention to adopt information technology [7]. Koivisto et al. [27] focused on the role of
personality traits in technology acceptance and compare weather personal innova-
tiveness in the domain of information technology (PIIT) or technology readiness index
(TRI), performs better in terms of promoting the explanatory power of the technology
acceptance model (TAM). They found that both, PIIT and TRI, significantly impact
perceived usefulness and use of online services offered by electric suppliers.

2.4 Hypotheses and Research Model

Individual beliefs about technology use have been shown to have a profound impact on
subsequent behaviors toward information technology. For instance, Lewis et al. [28]
conducted a study to examine factors that influence critical individual beliefs, perceived
usefulness and perceived ease of use. Their findings suggest that personal innova-
tiveness in the domain of information technology has a significant positive influence on
individual beliefs about the usefulness of technology. Opposed to what they hypoth-
esized, social influences from multiple sources exhibited no significant effects.

Built on the Technology Acceptance Model, Liu et al. [21] proposed a model of
mobile learning adoption in China. They found that personal innovativeness is a pre-
dictor of both the perceived ease of use and perceived long-term usefulness. Of all
variables, the perceived long-term usefulness contributes to the most influential pre-
dictor of m-learning adoption. The model accounts for approximately 60.8% of the
variance of behavioral intention.

In a more recent study and focused on IoT technology, Mącik and Sklodowska [29]
incorporated PIIT as an antecedent of the intention to adopt IoT by college students in
Poland. They found a significant relationship between PIIT and performance expec-
tancy towards IoT, which in turn, impact behavioral intention.

Consequently, in order to validate the proposed research of this study model and
based on previous research, the following hypotheses are suggested:
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H1: The degree of personal innovativeness in the domain of information technology is
positively associated with performance expectancy of IoT

H2: The degree of social influence is positively associated with performance expec-
tancy of IoT

Figure 1 below depicts the research model.

3 Methodology

3.1 Subjects and Data Collection Process

A random sample of Chilean SMEs was chosen from different business directories. The
Chilean Ministry of Economics defines a small and medium size business as one that
employs between 10 and 200 employees [30]. The “Online Survey” tool was used to
design, create, and monitor electronic survey responses. The perceptions of social
influence, performance expectancy, and innovativeness personality trait were measured
using a five-point Likert scale where 1 represents strongly disagreeing with the state-
ment, while five indicates to be in complete agreement. The questionnaire was sent to
2000 contacts with the profile of ICT responsible for SMEs in Chile. After three weeks,
follow-up telephone calls were made to the same non-respondents. One hundred and
twenty-one contact addresses rebounded as “invalid address,” and of the remaining,
one hundred and three contacts validly answered the survey in two months.

3.2 Instrument Development

The definition of IoT was given in the first paragraph of the questionnaire so that
respondents understood the meaning of the term and answered the questions accordingly.
The survey consists of two parts. The first part included questions regarding perceptions
of social influence, performance expectancy, and personal innovativeness of information
technology. The second part consisted of demographic questions regarding the manager
who answered the questionnaire. Social influence and performance expectancy questions

Fig. 1. Research model
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were taken directly from the study of [8]. Questions regarding personal innovativeness of
information technology were adapted from the study of [14]. Table 1 below shows all the
items used to measure the three constructs.

3.3 PLSc

Latent variables of the research model were measured as reflective constructs based on
scales validated previously. Given these measurement characteristics, the consistent
PLS algorithm (PLSc) was selected for the statistical analysis of the model. In par-
ticular, PLSc available in SmartPLS 3.2.8 was used. The PLSc algorithm performs a
correction of reflective constructs’ correlations to make results consistent with a factor-
model [31].

Table 1. Items used to measure the variables

Variable Item

Performance Expectancy PE1 I find this technology useful for my daily life
PE2 The use of this technology increases the

chances of achieving important benefits
PE3 The use of this technology helps achieve things

faster
PE4 The use of this technology increases my

productivity
Personal Innovativeness in the
domain of Information
Technology

PIIT1 If I heard about new information technology, I
would look for ways to experiment with it

PIIT2 Among my peers, I am usually the first to try
out new information technologies

PIIT3 In general, I am hesitant to try out new
information technologies (reverse code)

PIIT4 I like to experiment with new information
technologies

Social Influence SI1 People who influence the behavior of my
company think that we should use this
technology

SI2 People who are important to my company
think that we should use this technology

SI3 In general, management would support the use
of this technology

SI4 The manager of my company has collaborated
when using this technology
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4 Results

4.1 Descriptive Analysis of the Sample

Table 2 shows a description of the sample. Of the total sample, 89% correspond to
men. Most of the respondents are between 30 and 49 years old, and they have an
education in engineering or technology. Regarding IoT, the results show that the use of
this technology is not massive.

4.2 Evaluation of Global Model Fit

To assess the overall fit of the model the standardized root mean square resid-
ual (SRMR) is used. The literature considers that values below 0.08 are favorable in
this case. The estimation of the model with PLSc reveals for the saturated model an
SRMR value of 0.0513 (HI95: 0.0658, HI99: 0.840), and for the estimated model an
SRMR value of 0.0513 (HI95: 0.0655, HI99: 0.846).

4.3 Evaluation of the Measurement Model

Table 3 indicates outer loadings and properties of measurement scales. For the analysis
PIIT3 item was reversed. Cronbach’s Alpha, Dijkstra and Henseler’s rho (pA),
Composite Reliability and the average variance extracted (AVE) are above the

Table 2. Distribution of the variables of interest in the sample.

Variable N %

Gender
Female 11 10.7
Male 92 89.3
Total 103 100

Age range
20–29 8 7.8
30–39 36 35.0
40–49 34 33.0
50–59 14 13.6
60+ 11 10.7
Total 103 100.0

Academic background
Engineering 49 47.6
Technology & Communications 26 25.2
Management & Business 18 17.5
Others 10 9.7
Total 103 100.0

IoT implemented 30 29.1
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common criterions of 0.8, 0.7, 0.7 and 0.5 respectively. Additionally, the VIF value is
below the threshold of 3 for the exogenous constructs.

To analyze the discriminant validity the heterotrait-monotrait ratio of correlations
(HTMT) was used. Table 4 shows the result of the examination, all the values are
below 0.9, and therefore, the discriminant validity has been established between all the
constructs.

4.4 Evaluation of Structural Model

Figure 2 and Table 5 show the results of the structural model analysis using PLSc. The
p-values were obtained using a consistent bootstrapping procedure with a resample of
5,000. The values of R2 and Q2 are greater than 0.6, which indicates an appropriate
level of prediction of the exogenous variables. On the other hand, path coefficients with
values over 0.4 and statistically significant, support the two hypotheses of the study.

Table 3. Outer loadings and properties of measurement scales.

Construct Indicators Outer
loadings

Cronbach’s
alpha

qA Composite
reliability

AVE Inner
VIF

Performance
Expectancy (PE)

PE1 0.9049 0.9400 0.9430 0.9406 0.7989
PE2 0.9233
PE3 0.9284
PE4 0.8137

Personal
Innovativeness in
the domain of
Information
Technology (PIIT)

PIIT1 0.9721 0.8362 0.8804 0.8412 0.5809 1.1659
PIIT2 0.6500
PIIT3R 0.5498
PIIT4 0.8085

Social Influence
(SI)

SI1 0.8515 0.9374 0.9400 0.9379 0.7909 1.1659
SI2 0.9094
SI3 0.9472
SI4 0.8454

Table 4. Heterotrait-monotrait ratio (HTMT).

Construct PE PIIT SI

PE
PIIT 0.6379
SI 0.6544 0.3599
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5 Discussion and Conclusion

This research was oriented to validate a research model that explains performance
expectancy of IoT from two variables, a psychological and a cognitive. From data
collected randomly from Chilean SMEs, the results of the study indicate that both the
cognitive variable, social influence, and the psychological variable, PIIT, are relevant to
explain the performance expectancy of IoT. The effect size of each of these variables is
greater than 0.35 which allows to denominate it as large.

There are two implications of these results that should be highlighted. First, and
from a theoretical point of view, while the relationship between social influence and
performance expectancy has been widely studied in the literature, the validation of the
relationship between PIIT and performance expectancy is a novel finding that should
be studied in contexts where new technologies are starting in the diffusion process, for
example, blockchain or biochips. Second, and from a practical point of view, although
the distribution of the PIIT variable in the sample has a negative skew, there are more
respondents with higher levels of innovativeness, which could be explained by their
academic background. Most of them are in engineering or technology and communi-
cation areas. It is important to emphasize that the behavior of this variable should have
a normal distribution [32]; that is, a large group of individuals would have an average
level of innovativeness. Therefore, providing information about IoT to influencers of

Fig. 2. PLSc model results.

Table 5. Structural model results.

Dependent
variable: PE

Path coefficient f2 p-Value

R2 0.6108
Q2 0.6020
PIIT 0.4610 0.4672 0.0000
SI 0.4799 0.5062 0.0000
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business decisions with high levels of innovativeness is an alternative to increase the
intention to use the IoT. Since an individual with high innovativeness perceives that
IoT is more useful, this person could communicate with an individual that makes
technological decisions in the company and inform him about the benefits of using IoT,
increasing his level of social influence, which in turn, could increase performance
expectancy, and therefore, the intention to use IoT.

There are three relevant conclusions associated with this study. First, the descriptive
analysis of the random sample of Chilean SMEs indicates that IoT is used sparingly.
Less than a third of the companies surveyed have implemented this technology; which
implies that there is a significant gap to cover in this area of adoption of IoT, and
studies to understand this phenomenon. The present study should help to face this
challenge. Second, the analysis of goodness-of-fit indicators of the proposed research
model shows that its validation is possible from the sample data. It is important to
emphasize that for this analysis, it was used consistent PLS algorithm. The traditional
PLS algorithm shows the inconsistency of the path coefficient estimates in the case of
reflective measurements, which may have some issues for hypothesis testing. To
remedy this potential problem, PLSc offers a correction for estimates when PLS is
applied to reflective constructs, as is the case of the research model proposed in this
study. Third, the analysis of the structural model indicates that social influence and
personal innovativeness in the domain of information technology explain 61% of
performance expectancy of IoT. Also, it can be pointed out that the effect sizes of the
exogenous variables are large and of very similar values.

Two limitations of this study must be recognized. First, although the sample was
random, its small size indicates that the results should be treated with caution if they are
extrapolated at the country level. Second, data were collected only at one point in time.
Given that the IoT is an emerging technology, a longitudinal study that encompasses
both early and late adopters would be very useful to corroborate the results of this
study.

Future research may, in addition to performing longitudinal analyzes, incorporate
SMEs from other Latin American countries with similar realities to those of Chile, in
order to validate the findings of this study.
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Abstract. The Internet of Things (IoT) is making significant advances, espe-
cially in smart environments, but it still suffers from security issues and vul-
nerabilities. Hence, the security approach seems to be inappropriate for IoT-
based workspaces due to the centralised architecture used by most connected
objects. However, BlockChain (BC) is a technology that has been recently used
to enhance security in mainly peer-to-peer (P2P) networks. The main research
goal of this study is to determine whether BC, IoT, and decentralised models can
be used to secure Smart Learning Environments (SLEs). In this paper, we
propose a new secure and reliable architecture for connected workspaces that
eliminates the central intermediary, while preserving most of the security ben-
efits. The system is investigated on an environment containing several connected
sensors and uses the BC application, offering a hierarchical network that man-
ages transactions and profits from the distributed trust method to enable a
decentralised communication model. Finally, an evaluation is conducted to
highlight the effectiveness in providing security for the novel system.

Keywords: Smart Learning Environments � Blockchain technology �
Internet of Things � Decentralised architecture

1 Introduction

The Internet of Things (IoT) is a recent communication paradigm that represents the
future, where our everyday lives are merged with devices equipped with a wide range
of sensors that make objects able to transfer information among the connected users.
The generated information provides useful knowledge, taking advantage of different
services using IoT that works with different web-based platforms. Some examples of
these platforms help teachers automatically monitor the progress of groups of students,
so they can provide real-time feedback to improve the learning experience. Learners
can be automatically counted as present or absent using wearable devices. That is
where IoT comes in. Thus, this concept aims at making our environments even more
ubiquitous [1]. IoT vision is focusing on improving SLEs and context-aware
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applications for users anywhere worldwide [2]. SLEs include the interactions between
learners, teachers, and the workspace. The smart learning environment (SLE) is con-
sidered a technology-supported environment that provides appropriate information in a
determined place and time. These needs can be determined by analysing the learning,
performance, and behaviours of students. The complexity of recent architectures has
led to the development of new technological tools, such as BC [3], which has evolved
to face numerous challenges, such as developing secure platforms that automatically
check the provenance data from connected objects [4]. These platforms facilitate the
management of data collection and verification regarding privacy, interoperability, and
security, which are the most important issues [5]. BC offers new methods to establish
this process, and its main functionalities are the privacy, accessibility, and security
information database where there is no confidence between users [6]. Despite the
significant benefits provided by ubiquitous environments based on IoT for education,
these technologies can also overlay serious security and privacy issues, if the data
collected by objects reveal confidential information. However, data produced by
devices are processed and stored via centralised systems controlled by a single
authority [7]. In fact, if centralised data are distributed among several servers, there is
always only one point of control. In the context of IoT, since multiple objects are
continuously sending information, the risk is even more concrete [8]. In this paper, we
present our proposal for decentralised architecture for an IoT-based SLE. The inno-
vative system consists of three main elements. The first one is the network of IoT,
where objects and sensor data are securely collected and stored. The second component
is BC that provides a distributed platform used to manage transactions securely. The
third component is the method of access that enables the management of collected data
to define which data to share and with whom. This system preserves the benefits of IoT
and enables the use of various services offered by the BC to secure the processing data.
Before using the BC, some imperative technical problems must still be addressed, such
as the scalability of the BC with the huge number of transactions [9]. The proposed
type of communication is shared among multiple nodes of the network, and the BC has
the highest potential to answer the interoperability problems currently present in smart
infrastructures. It facilitates the everyday lives of distant students and teachers and
securely shares educational services. In this work, a new secure platform for SLEs
based on the BC is proposed. The discussed model allows the migration from cen-
tralised architecture to the decentralisation trend that uses a distributed manner to
manage data. The elimination of a central authority is essential to solving many issues.
The distributed network provides carrier-grade security to manage heterogeneous IoT
devices and collects numerous data. The novel platform should support recent tech-
nology to be able to support IoT control via the distributed nodes. Therefore, the
evaluation of this new decentralised architecture highlights its performance in
improving security benefits for SLEs. The rest of this paper is structured as follows.
Section 2 presents some previous work of the use of the IoT-BC. Section 3 describes
the design of the decentralised architecture based on the BC, which enables secure
communication between heterogeneous devices. This part will be followed by the
presentation of our experimentation results (Sect. 4). Finally, (Sect. 5) the paper ends
with a discussion of the fundamental results and the conclusion (Sect. 6).
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2 Related Work

In this section, we present some recent research papers that describe SLEs. Then, we
focus our research on IoT communication models dedicated to the design of connected
workspaces, where the IoT allows things and people to be linked and connected
anytime, anyplace, using appropriate services. Finally, we present how the BC can lead
to the improvement of different platforms and efficient ecosystems according to
security, reliability, etc.

2.1 Technology for Smart Learning Environments

In [10], the authors proposed a framework for applying intelligent learning environ-
ments in the context of a smart city. Despite the significant advance in smart cities, the
use of technology for learning and its different fields, such as learning analytics and big
data, still lacks solutions to ensure the connectivity to intelligent city governance to
meet stakeholder demands. The concept of the SLE has drawn attention from
researchers recently, so the authors in [11] proposed a system that consists of
enhancing the quality of service in smart classrooms. The whole designed architecture
is controlled using a smart phone. Researchers have developed a mobile application
dedicated to the administrator and students. It includes modules that enable the upload
of documents for learners, and the administrator can send notifications for the meeting
schedule, events, alerts, etc. These architectures face issues of security. In this context,
the design architecture for the SLE remains challenging, considering the heterogeneous
equipment, as noted by [12]. Ubiquitous learning (u-learning) has become very useful
in the education area. It is considered a physical world that is related to sensors and
actuators in the everyday objects of our lives and is principally connected via a con-
tinuous network. The major goal of this work is the development of a ubiquitous
learning environment (ULE) that provides educational content to students. The results
of this work showed that ULE with a multi-agent architecture can improve student
learning significantly for both individual and collaborative learning modes. The
majority of these environments are designed to exploit new technology to deliver
several personalised services to users once they interact with devices. Otherwise, in
smart environments, there is a strong need for solutions offering more security and
reliability. In the same context, the possible risks are more important due to the
interaction and communication between numerous users and devices. These systems
are based on a centralised network that deploys a central authority that controls data.
Security is a crucial and critical component of any network system, and a centralised
model is easier to attack than a decentralised system.

2.2 Internet of Things for Smart Learning Environments

Integrating the IoT with SLEs can transform the way of learning. In [13], a proposal of
a practical implementation of an IoT gateway aiming to monitor data in real time via
the central authority enables bidirectional communication among users and the wireless
sensor network. This system offers the control of a smart swimming pool remotely. In
the area of education, technology can change the learning process and even the
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students’ behavioural analysis. The paper [14] describes student collaboration and
interaction using an IoT-based interoperable infrastructure. The main goal of this study
is to implement and develop an IoT-based interaction framework, and then the analysis
of the student experience of e-learning is evaluated. We notice that the potential and
benefits of the IoT on SLEs are substantial. However, the enormous amount of data
sent from sensors to the network generates many issues. This literature survey enables
us to gain a better understanding of our surroundings. Moreover, among the biggest
challenges of security are those of IoT architectures. The above solutions are not
required to deal with heterogeneous networks. Likewise, the use of many recent
technological tools, such as BC, can scale and overcome several challenges of con-
strained SLEs.

2.3 Blockchain Technology and Applications

Incorporating the BC into the revolution of the SLEs will make new technology more
effective to deliver various personalised services, and even add a better method of
transparency and security. In this new trend of evolution, BC can extremely enhance a
wide variety of fields, such as education, health, etc. In [15], the authors introduce the
main features of the BC by presenting some of the current BC applications for the
education field. This paper determines the potential of BC-based educational applica-
tions that solve some learning problems. Therefore, the BC is also coupled with the IoT
in [16], where the authors introduced a new method using the BC for IoT devices to
accomplish industrial grade reliability in the transfer of data from wireless sensor
systems to production systems. Their essential findings reveal that BC mechanisms can
highly secure the wireless communication of connected devices. Hence, the original
innovation of this work is the effective application of BC mechanisms to increase the
level of security of wireless systems based on sensors. In [17], the researchers explain
the concept of the BC to adapt security issues to cloud computing. Further, the BC can
be applied beyond environments based on the IoT and its applications. It must be
considered that cloud computing is also adopted in all SLEs for its availability. In the
same context, [18] researchers have shown the emergence of the IoT and BC using P2P
approaches that play a significant role in the change of decentralised and data-intensive
applications used on numerous connected devices, while preserving the privacy of
users. The main goal of this work is to determine whether the BC and P2P methods can
be used to foster the design of a decentralised and private IoT system. However, the BC
is gaining and sustaining the attention of many researchers, especially after the foun-
dation of Bitcoin [19]. For this reason, the increase of BC-based applications is very
prominent regarding the numerous fields that use a great number of services and data.
Nevertheless, this technology still has numerous challenges and issues. Moreover, [20]
presented a comprehensive overview on BC architecture and compared some related
typical consensus algorithms. Furthermore, [21] introduced the cryptocurrency bitcoin
and the related advantages of the security of a bitcoin transaction. The benefits and
limits of the BC are discussed, considering that it is used in different areas, such as
finance, IoT, etc. Consequently, the results reveal that the primary advantages of this
technology are security on the network and transactions. The decentralised technique is
explored in this context due to the effectiveness of bitcoin transactions, which is known

490 R. Bdiwi et al.



as a ledger or a database distributed via the network. In this study, the BC removes the
central authority of the centralised architecture to enhance security in making a
transaction. Thus, it is verified by special nodes named miners that solve a complex
cryptography to add a block to the chain. Each block is hashed and contains the hash of
the previous one. Thus, changes in the history of the transactions are impossible. The
discussed papers in this section demonstrate that the BC provides secure and trans-
parent communication via the control and manipulation of several transactions on the
network. Hence, the foremost issues of IoT-based SLEs are the use of a centralised
architecture, interoperability, security, etc.

These systems are not recommended for managing numerous data generated by
smart ecosystems. Currently, most architectures suffer from many problems, such as
the deployment cost of central servers based on cloud computing and the related
networking equipment. Likewise, the distributed techniques presented in some research
works based on the BC face many of the cited challenges. Obviously, the distributed
model that is dedicated to processing an enormous number of transactions among
connected devices is more effective than the supervision of a central authority. The
emergence of the BC leads us to assess the benefits that can be brought by this
technology, especially for the SLE, where students can access the workspace anywhere
and anytime. Hence, the lack of security is one of the main issues that makes the IoT
and connected systems less attractive for users and companies.

3 Design Solution

In this research work, SLE based on the IoT and BC is designed and evaluated via the
use of the BC application. The proposed solution determines how the combination of
the BC via distributed ledger methods can be used to ensure secure communication
among connected objects. The paper involves several technological tools that serve for
the migration from a centralised system towards a distributed architecture to manage
transactions. In addition, the BC is a recent technology that deals with security issues
for connected objects. The designed system must be aware of the requirements and
needs for security, scalability, etc., regarding the number of heterogeneous devices
connected to the system. Thus, the new technological improvement in the IoT and
ubiquitous computing allows us to investigate the development of more secured and
efficient systems that are easier to install, control, and process using a decentralised
communication model. This paper discusses how we can merge the IoT and BC to
create and deliver secure shared educational services to enhance the learning process.
Our novel system must ensure the control of a huge number of objects and enable a
great number of transactions and the coordination of processing among devices and
participants (users) or named peers. Certainly, the distributed approach would eliminate
the lack of security via the creation of a more flexible ecosystem [22]. The use of
cryptographic algorithms adopted by BC applications makes the consumption and
control of data more secured and reliable. The evaluation of the newly designed
architecture highlights its potential to produce more flexibility and security in the
management of transactions on the network. Information is stored into a non-relational
database and is accessible by all authorised users. In this case, the database is
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distributed to exchange and store information securely. In this section, we present the
collection of data from sensors via our novel system, and we explain how transactions
are processed. The platform is used to gather data from connected objects, and then the
BC acts to secure the exchange to deliver services to the smart devices of students.

3.1 Internet of Things-Based Smart Learning Environments

We present different modules of the proposed IoT-based SLE. The main part of our
architecture is the management of transactions among objects in each network node.
Hence, the system, as shown in Fig. 1, contains connected objects, sensors, and smart
devices. Each of them reads a particular aspect of the smart space and sends the data to
the cloud platform, which is attached to the system. The collected data are allowed to
pass via several stages, depending on several requirements. The network and BC-based
cloud platform is deployed to process, collect, and control information. In this work,
we eliminate the central authority since we use the distributed model, so the collector is
replaced by the gateway in the case of the decentralised architecture. Likewise, the
transfer of data from the different entities of the distributed architecture is performed
securely to be sent to the platform for analysis and processing. The BC records all
transactions of the network, which are determined and verified by all authorised users.
Moreover, all transactions are transparent, and any modification can be monitored and
traced. The improvement of security and reliability in our system is approved by
deploying the BC in the communication among the connected objects and IoT devices.
The SLE includes IoT devices and a BC-based cloud platform. This platform monitors
all incoming and outgoing transactions. Local IoT devices connected to smart envi-
ronments generate transactions to share, request, and store information. We implement
the BC network using the IBM Bluemix service to run an IoT application developed by
the IBM Watson team.

Fig. 1. Blockchain-based architecture for smart learning environment (SLE).
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In this study, we use a distributed architecture to ensure the validity and security of
the received transactions and even the blocks. It works as follows:

• To validate a transaction, the user requests a transaction to the defined ledger. The
comparison of the current and next transaction is verified by the hash.

• Every computer in the BC network validates the transaction using the validation
rules defined by the BC application. Once, it is validated, this transaction will be
stored in the block and hashed.

• The user signature is proved using the hash of each transaction. Then, the verifi-
cation enables control so that only one of the outputs of the existing transaction can
confirm it. The number of successful or rejected transactions is only augmented one
by one. If the steps are validated successfully, the transaction is confirmed. The
transaction becomes part of the BC and cannot be modified.

3.2 Blockchain-Based Architecture

In this subsection, we explain the functions of the BC used in this study. The BC is
known as a distributed ledger technology (DLT) [23] that provides advanced processes
by creating new levels of trust and transparency for innovative generation of transac-
tional applications. We use the IBM BC in view of the fundamental exchanges and
applications. It reduces the complexity and cost of transactions via an efficient secure
network where objects and sensors can be tracked without dependence on a centralised
point of control. In a BC network, the records of transactions are detained on a col-
lective ledger that is replicated across peers, so if a peer is not subscribed to a BC
channel, the peer will not have access to the channel transactions. All records of
collected transactions, whether valid or not, are stored in blocks and then added to the
hashchain for each appropriate channel. The verified transactions update the state of
the database, while an unconfirmed transaction will not. The smart contracts, also
known as chaincodes, are a set of functions enabling the mode of read/write on the
ledger using the getstate and putstate functions.

4 Experimentation and Results

Based on the design, analysis, and implementation of the proposed architecture, we
reach a number of experiment results based on data values from the sensors of the SLE.
We test the system with a BC application that enables the creation of new blocks and
the control of some transactions to check for any issue. In this experimental section, we
explain the aim of this work that defines the creation of new levels of security and
reliability based on DLT [24]. In our case, the shared key among the miner and IoT
objects is kept in the transaction. Furthermore, miners validate and record new trans-
actions on the global ledger. Thus, it solves a complex mathematical problem based on
a cryptographic hash algorithm used to secure transactions. When a block is solved, the
transaction is considered confirmed. The miner in our context is the IBM BC platform
that offers several services, such as collecting data from connected devices, creating
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new blocks, validating transactions, etc. The BC-based service used in this experi-
mentation contains four peers or users for testing by default.

4.1 Transaction Management

The process of recording and verifying transactions is instantaneous and permanent. The
ledger is distributed among different nodes, then data are replicated and stored imme-
diately on each node in our system. Once a transaction is recorded in the BC, the details
of this transaction are verified in all nodes. A change is checked on any ledger and is
registered on all copies of the ledger [25]. The transaction is transparently confirmed
among all ledgers and is open for any peer to see. Consequently, there is no need for
third-party verification. Our BC network is based on transactions that are detained on a
shared ledger, and if a peer is not subscribed to a network, the peer did not have access
the channel transactions. In fact, IoT objects in the designed platform can transfer
information directly with each other or with student devices. The achievement of user
control via the SLE is verified via a shared key that is allocated by the BC-based system
to devices. The system validates the owner and distributes a shared key across IoT
objects. If the shared key is validated, different devices can communicate without any
trusted intermediary since we eliminate the centralised model. Likewise, to validate
access and permissions, the component (miner) indicates that the shared key is invalid.
The significance of these methods is checked as follows: the miner can identify the IoT
object that has the shared data, and then the connection among IoT devices is secured
and protected with a shared key. Indeed, the transactor (known as a network connected
to the BC via different nodes) is in charge of submitting the transaction from a client
using the API of Bluemix. It ensures the request to perform some functions on the BC
network. All transactions are either deployed or invoked as a query, which are executed
via the chaincode functions. In this study, we use the chaincode application deployed on
the network. As user, we invoke the chaincode via the offered client-side application that
interfaces with the BC network peer or node. The smart contracts or chaincode executes
the network transactions, which is already validated, and then appends to the common
ledger and consequently modifies the state.

In Fig. 2, we show that, after the confirmation of the ledger, the reliable and trusted
transaction is invoked and submitted to the BC network successfully. The Invoke()
function is usually called to do the verification in the BC network. The update of the
ledger is accomplished only by the invocation of the chaincode. It is a software that
includes a set of functions that enable the reads and writes to be made against the
ledger. The client-side application is used to initially interface with peers and finally the
call functions on a specific chaincode.

Fig. 2. Transaction validation
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4.2 Block Activity

As shown in Fig. 3, we present the activity of blocks that specifies several pieces of
information, such as the number of invoked transactions, number of new blocks
appended in the hashchain, and the new message. A block in the BC is a page of a
ledger that is checked and verified to allow the system to move to the next block in the
BC channel.

In Fig. 4, we observe the deployment of the chaincode that aims to verify the peer
node. The message has a unique ID in the chaincode of the BC network.

The complete block is composed of a record of all previous transactions and the
new invoked transactions that should be stored in the present record. Thereby, blocks
have the records and the history of all transactions. We use this program in Fig. 5 to
test the addition of new blocks, which has the related payload. The BC is a list of
different records that are assembled into blocks and preserved in a distributed way.
Each block in our network includes a cryptographic hash of the previous block, which
avoids changes to the current blocks. In conjunction with some protocols for distributed
consensus, the BC is presently used as a platform that supports various transactions.
This experimental study presents how the consensus protocol can verify the sequencing

Fig. 3. Block invocation

Fig. 4. Block activity
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of invoked transactions on the BC network. Therefore, the consensus network contains
several nodes known as validating and non-validating nodes. In Fig. 5, the practical
Byzantine fault tolerance (PBFT) [26] that is one of the main entities of the consensus
method until it preserves the sequence of transactions. The IoT objects in the proposed
SLE use PBFT to confirm the validity of information nodes. All the validated infor-
mation is appended to the BC, and a consensus protocol guarantees that nodes agree on
a unique sequence or order in which entries are added. The consensus protocol is
coupled with cryptographic tools to ensure the success of this process. Thus, BC
network consists of N nodes that support the number of B byzantine nodes. This
number is calculated as B = (N – 1)/3 to guarantee that a minimum of 2*B+1 nodes
achieve consensus on the order of the various transactions before appending different
nodes to the common ledger [27].

Obviously, the principal role of PBFT is to maintain the integrity of data. In the BC
network, nodes use the consensus method to approve ledger content. The cryptographic
signatures and hashes are similarly deployed to settle the reliability of secure trans-
actions. The system saves the accurate order of transactions coupled with all deployed
nodes to ensure the validity of the current transactions. Indeed, the result of this
experimentation shows that transactions in the IoT-based SLE are strongly irreversible
and approved by all peers in the BC network.

5 Discussion

In this experimental study, the use of the BC and distributed architecture in the context
of an IoT-based SLE reduces the cost and complexity of transaction management via
the implementation of a reliable and highly secure network, where IoT objects can be
traced without any central intermediary called a gateway. Moreover, the distributed
architecture improves the handling of the secure data channel gathered from connected
devices and then delivers educational applications. The distributed IoT network faces
several problems related to the centralised communication model. In this work, the
authors recommend the use of a decentralised platform based on the BC to prevent any
central authority control of the entire system. Furthermore, the consensus method
reveals numerous advantages, such as the consistency of exchanged data with reduced

Fig. 5. Consensus protocol
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errors, prevention of attacks, and flexibility for peers to modify the description of their
assets. The security and trust across all elements of SLEs are the most important
criteria. Recently, technology is made up of many of these tools, like the BC to solve
some problems. Further, according to our researchers, the distributed platform based on
the BC and IoT devices enhances the reliability regarding the security challenges by
tracing sensor information and avoiding duplicated data. The combination of the IoT
and BC seems very complex. Nonetheless, the use of the chaincode and distributed
ledger that are provided by IBM applications improves device security. Instead of using
a decentralised model, all devices can exchange and transfer data securely via the
deployed BC channel. The BC-based SLE allows the autonomy of the objects via smart
contracts that ensure self-verifying tracking performance and bring tremendous cost
savings. Consequently, the deployment and costs of all elements of the smart work-
space are reduced via the BC since there is no central intermediary. All connected
sensors are directly interrelated to the BC platform to make the delivery of educational
services more secure. Based on the results, the reliability and security investigations are
improved using security requirements known as integrity, confidentiality, and avail-
ability. First, the test of integrity was proved since it ensures the handling of the whole
transaction without any alteration. The criterion of confidentiality is demonstrated
regarding the authorised peer who can access the encrypted message. Finally, the
availability is confirmed via making services and data available at the request of users.
In summary, the BC-based decentralised architecture enforces reliability and security
properties via handling several transactions. This communication model is based on
critical success factors for facing numerous expectations of this technology to change
many aspects of smart education.

6 Conclusion

The BC is a new technology with potential power. It deals with security and reliability
issues. Moreover, applying the BC in SLEs is very complex due to the numerous
associated challenges, such as the high resource consumption of connected devices,
scalability, and data processing time. In this paper, we proposed a BC-based SLE that
ensures the trust and security of the data collected by smart devices. The discussed idea
of using the BC application as a demonstrative use case enhances the exchange of
secure transactions using the consensus method. The results demonstrate that data can
be securely managed using transactions and methods to handle IoT devices in the SLE.
Future work will determine the evaluation of the effect of the BC on the privacy and
security of all components of the proposed architecture.
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Abstract. Currently, we are on the brink of a period of fundamental
change for the healthcare expertise of specialists, i.e., existing know-
how becomes less available to patients. One of the main reasons is an
economic problem: most people and organisations cannot afford the ser-
vices of first-rate professionals; and most economies are struggling to
sustain their professional services, including schools, court systems, and
health services. Another reason for the change in healthcare is the rapid
growth of evidence-based medical knowledge, where a new research paper
is published, on average, every forty-one seconds. Thus, evidence-based
medicine is malfunctioning, and delayed, missed, and incorrect diagnoses
occur in 10 to 20% of the time. Innovative IT technologies can solve the
critical challenges in the healthcare domain. One of such technologies
is smart contracts that manage and enforce contracts (business rules)
without the interference of a third party. Smart contracts improve inter-
operability and privacy in cross-organisational processes. In this paper,
we define problematic processes in healthcare and then provide a smart
contract-based mapping for improving these processes. This paper pro-
poses the way to overcome inequality in services accessibility, inefficient
use of services and shortcomings in service quality, using smart contracts
and blockchain technology.

Keywords: Know-how distribution · Knowledge overload ·
Smart contracts · Blockchain · eHealth

1 Introduction

The development of healthcare information systems can improve medical qual-
ity and reduce costs [13]. The existing problems result in low accessibility of
healthcare due to high costs. At the same time, the amount of medical knowl-
edge has rapidly grown [2,25] and thus, the cognitive overload of healthcare
professionals has increased. Delivering healthcare knowledge and know-how to
c© Springer Nature Switzerland AG 2019
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a patient with the help of information technologies can increase the accessibil-
ity of healthcare services for people with lower income. Patient-centric systems
require information technologies that support information security, trust and
transparency between different stakeholders [14].

This paper proposes to use information-technological means as a way to
overcome the inefficiency and inequalities in health-services utilisation. The core
of the proposal is the use of blockchain technology [12] to create a protected
way to establish a meaningful connection between a patient’s medical data and
good medical practice guidelines, i.e., know-how. Briefly, a blockchain [18] is a
growing list of blocks that are linked comprising a cryptographic hash to the
previous block, a timestamp, and recorded transaction data. The blockchain
records are immutable and resistant to modification. A smart contract [5] is a
machine-readable programming code to digitally facilitate, verify, or enforce the
negotiation, or performance of a contract. Smart contracts extend blockchains to
establish well-defined protocols for governing peer-to-peer (P2P) collaboration.
Similar methods are also instrumental for releasing the cognitive overload of
healthcare professionals. Understanding the current state of healthcare problems
and smart-contracting practical usage is a focal point of this paper [22]. Much
progress has been made in developing technologies that support smart contracts
[16] while little research exists to understand the practical usage possibilities to
solve healthcare problems and propose solutions to address the significance of
blockchain.

This paper fills the gap by answering the primary research question of how to
use smart contract-based systems to reduce the costs of healthcare services and
increase their accessibility. The answer to this question helps to build patient-
centred processes effectively. We deduce the following sub-questions from the
primary research questions to establish a separation of concerns. What are the
processes that result for the problems of healthcare? Understanding the reasons
helps to focus on the practical technical solutions. What are the solutions for
implementation with information technologies? Describing identified processes
in details helps to focus on specific tasks that are possible to improve with
information technologies. What are the blockchain technologies that support
the defined solutions? When blockchain technologies are specified, we map them
with tasks identified in the previous step.

The remainder of the paper is structured as follows. Section 2 provides litera-
ture review and Sect. 2.1 identifies problematic processes. Section 3 presents iden-
tified processes in details and Sect. 4 describes a proposed solution. Section 4.1
provides the definition of identifying top health-issue process. Next, Sect. 4.2
describes smart-contract based solution for booking- and consultation processes.
Section 4.3 describes the medical knowledge-update process and Sect. 5 provides
a mapping to technologies with healthcare functions. Section 6 compares the
results with similar researches, describes the limitations and sets directions for
future research. Section 7 concludes by giving research results and a discussion
of future work.
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2 State of the Art

The authors [25] explore two significant problems faced by healthcare systems.
First, most people, organisations, and economies cannot afford the services of
first-rate professionals. Only the rich and robustly insured can have access to top-
level medical specialists. On the other hand, there exists a lack of experts, not the
knowledge. System limitations are due to the way the professional work is cur-
rently organised, often requiring face-to-face interaction. Second, there exists a
rapidly growing body of new medical literature. Authors estimate that remain-
ing aware of relevant medical literature containing evidence-based knowledge,
would take a doctor at least twenty-one hours of reading every day. This task is
beyond human capabilities and the aim is to have computer systems scan these
volumes, connecting existing knowledge with practical know-how.

In research [9], an equitable system of health care delivery remains a core
objective in most of the Organisation for Economic Co-operation and Devel-
opment (OECD) member states with comprehensive and universal coverage.
Research analyses inequity in the utilisation of general practitioner (GP) and
healthcare specialist services in 10 European Union (EU) member states. The
paper proposes the existence of a significant pro-rich inequity in specialist ser-
vices for all countries. Concerning GP services, the pro-rich inequity exists in
7 countries out of 10. Another study [8] has demonstrated the same results: in
10 EU countries wealthier people are expected to seek and use more specialist
services. Furthermore, in three states – Austria, Portugal, and Finland, stronger
socioeconomic gradients towards specialists’ services utilisation are found by
education rather than by income.

Research [7] analyses the data from national health surveys of 18 OECD
countries and demonstrates that among people, having the same needs for spe-
cialist, or dentist services, those who have higher income visit specialists, or
dentists, significantly more than these having lower income. Additionally, the
author discover that inequities and inequalities in service utilisation remain the
same when they compare data from two studies, 2006–2009 vs. 2000. In [3],
the authors describe the dynamics of the income-distribution degree of income-
related health inequality (IRHI) in China, where rapid economic progress has
occurred during the last decades. The authors conclude that over 50% of raise
in IRHI occurs in a population group (female 50+) having a weak replacement-
income system for when reaching retirement age.

Another challenge the healthcare systems are struggling with is the amount,
relevance and availability of medical literature containing evidence-based new
knowledge that should be taken into account by the everyday practice of physi-
cians. Research [2] estimates that 7287 articles relevant only to primary care
practice are published monthly, and for specially trained physicians in epidemi-
ology, it takes by authors’ estimation 627,5 hours per month to be aware of newly
published findings, i.e., ca 3,7 full-time work hours. In citation [25], the authors
estimate that it would take a human 21 hours a day to read newly published
medical literature relevant to one’s medical specialty. In review article [23], the
authors study the use of evidence-based literature in nursing practices, conclude
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that the main barriers are time restrictions, searching skills, access requirements,
computer literacy, interface characteristics, quality of information, a users’ per-
sonal preferences and organisational settings.

Another side of knowledge distribution is the level of health literacy among
consumers. Research [15] concludes that health literacy is one of the first com-
munication issues relevant to the practical use of eHealth. The author finds that
many eHealth applications are demanding for audiences to utilise because they
provide health information that is not easy for many consumers to understand
and apply. Therefore, eHealth-application developers have to design and imple-
ment applications to meet health literacy levels of different audiences.

2.1 Problem Identification

In this research, we use a literature review to identify problematic health-
provision related processes. According to the performed literature review, we
define high costs for healthcare services as the main problem in the healthcare
domain. High prices are due to the lack of healthcare specialists and patient
demand. Some researches define booking- [4,17,26] and consultation [27,28]
processes as key processes in healthcare systems and provide their improve-
ments. We consider these processes as an entry point for every healthcare ser-
vice. Smart-contract technology is required to increase the healthcare-system
efficiency. Currently, healthcare providers are overloaded with consultation and
booking requests and the usage of smart contracts helps to ensure an even distri-
bution of healthcare needs among healthcare providers. We use smart contracts
in the consultation process to eliminate the need to visit doctors in common
cases.

3 Booking and Consultation Processes

We consider booking- and consultation processes in detail with the Business
Process Model and Notation (BPMN) [1] and define specific tasks that require
improvements with information technologies. The described processes are based
on the common practices used in Estonian healthcare organisations, such as
Medicum AS1 and are validated by medical experts in Estonia.

The booking process starts as per Fig. 1 with a patient’s intention to visit a
doctor, or if one doctor recognises the need to consult the patient with another
doctor. When the patient has found an available healthcare provider, he can
either contact a provider’s booking department, or use a booking service in a
web portal, if such an option is available. After contacting the booking depart-
ment, the patient’s personal information is collected by the booking department’s
employee and the patient is provided with available time slots. If the time slot
suits the patient then the booking is created. Otherwise, the patient can either
continue searching for available time slots with other healthcare providers, or

1 https://www.medicum.ee/.

https://www.medicum.ee/
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Fig. 1. The BPMN diagram of the booking process.

stop searching. The booking process via the web portal includes searching avail-
able time and creating booking tasks. After a booking is created, a notification
is sent to the patient.

Still, there are projects such as MedicalBooking2 that provide booking ser-
vices for different healthcare providers in one place as mostly the booking pro-
cess is specific to the healthcare provider. Interoperability problems result from
long search times as the patient needs to contact different healthcare providers.
Another consequence of the interoperability issue is an uneven distribution of
the healthcare providers’ resources, e.g., when the patient does not have infor-
mation about available time slots of all healthcare providers. In this case, he can
book a first available time slot even when the waiting time is not the shortest
one. Increasing the accessibility of available time slots from different healthcare
providers, reduces the time needed for registration, as well as the visit waiting
time.

As shown in Fig. 2, the consultation process starts when a patient enters
the doctor’s room. The patient describes his medical history and if a patient
requires immediate treatment, then the doctor asks additional information about
a patient’s complaints and defines the final diagnosis. Otherwise, the doctor
defines an initial diagnosis, required examinations, initial treatment and books
the next visit. To define the final diagnosis, the doctor defines medications
and a treatment regime, if needed. Finally, the doctor closes the medical case.

2 https://medicalbooking.nl.

https://medicalbooking.nl
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Fig. 2. The BPMN diagram of the consultation process.

The doctor uses his knowledge when examining a patient and defining diagnosis,
examinations and treatment.

During the consultation, the doctor uses a limited amount of medical knowl-
edge as new knowledge is not easily accessible and trustable. The tasks in the
consultation process connected to the medical knowledge pool are related to
the clinical decision making and influence the quality of consultation. Adding
new medical knowledge to the pool increases the quality of consultation and
therefore, reduces costs for the patient.

4 Improving Healthcare Processes with Blockchain
Technologies

In order to design a system that improve the healthcare processes to address
the issues identified, the goal model [24] in Fig. 3 shows our proposed solutions
in improving the efficiency of processes that support healthcare. Briefly, paral-
lelograms denote functional goals have a value proposition as a root. The latter
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is further refined by lower-level functional goals to form a tree. Assigned to the
functional goals are so-called quality goals that are synonymous to non-functional
system requirements. Note that quality goals are inherited down the refinement
hierarchy of functional goals. Stick men are either human agents or artificial
software agents that are equally assigned to functional goals and inherited down
the refinement hierarchy of the latter.

Fig. 3. Healthcare-processes improvement goal model.

The main functional goal and value proposition in Fig. 3 is to reduce the cost
of healthcare by making the healthcare booking and consultation processes more
efficient. To improve the consultation process, we need to reduce the number of
visits to medical doctor. This is achieved by providing patients with treatment
information for common health issues as in such cases, they do not need to visit
the doctor. To identify common health issues, we use a WebCrawler agent as
shown in Sect. 4.1 in detail. We also need to assure that treatment information
provided to patients stems from trusted source and is up-to-date as shown in
the goal model diagram in Fig. 3. We use blockchain enabled smart-contracts to
achieve trust by ensuring that only information provided by trusted sources is
used for treatment.

For the booking part, the sub-goal is to make sure that all healthcare booking
systems are interoperable. This ensures that no lost time in the booking process
and few hospitals are not overloaded with booking requests as shown in Fig. 3.
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To achieve interoperability, our proposed solution uses blockchain network to
store booking information of healthcare providers.

4.1 Common Health Problem Identification

The first step in our proposed solution of improving a patient’s consultation
process is to identify top health issues that a blockchain enabled smart-contract
application addresses. To identify top health issues that require medical consul-
tation, the system uses health information collected by automated web crawlers.
Next, the information is further filtered to obtain top common health issues with
standard treatments and information about the body location where the health
problem is an issue. The typical health-issue-identification process is shown in
Fig. 4 below. A web crawler is the primary function of any search engine in
the World Wide Web and a powerful technique that passes through web pages,
indexes, saves web content and updates the websites’ pages [10].

Fig. 4. Identifying top health issues.

As shown in Fig. 4, the identification of the top health-issues process starts
with the task of customising the automated crawler using the user portal. The
second task is for the crawler to search websites with typical health issues that
require medical consultation, analyse the collected content to get the top com-
mon health issues, then discard the top common health issues without common
treatment to remain with top common health issues with standard treatment,
and also save their location information.

The crawlers traverse the web pages belonging to sound health-service
providers, organisations that publish health reports and statics, among others [10].
Web pages with health reports provide reliable health data with information about
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methods and measurement issues [6]. Web pages with peer-reviewed healthcare
publicationsmay contain information about top commonhealth issues that require
medical consultation.

4.2 Smart-Contract Base Booking and Consultation

In the second step, we provide the integration of the smart-contract application
to existing booking- and consultation processes to solve the accessibility and
quality issues. New medical knowledge accessible by smart contracts is used to
improve the patient logistics in a booking process. First, the patient’s data is
analysed according to existing knowledge patterns, followed by agreeing on a
clinical decision. If a patient requires a doctor visit, then a search is performed
for available time slots for doctors of specific expertise. If time slots are available
and suitable for the patient, then he can perform a booking. If the patient does
not use the smart-contract application, then he uses the booking process as
described in Fig. 1. As a result, the patient is directed to the correct specialist
with the shortest waiting time (Fig. 5).

The consultation process with integrated smart-contract application starts
with the description of the patient’s complaints, problems, and medical history.
The patient’s input data is mapped with available medical knowledge by a smart-
contract application and if needed, the additional information can be asked from
the patient. If the system decides that the current patient’s case is common,
then the mapping results are analysed and if the clinical decision is available,
recommendations are provided to the patient. In case there is no clinical decision
available and the patient’s case is not typical, then the consultation process
continues with a doctor, as shown in Fig. 2 (Fig. 6).

4.3 Smart-Contract Based Medical Knowledge-Update Process

The third step of our solution involves updating the smart contract with a new
set of knowledge when they become available as per Fig. 7. Since we already
identified the top issues why people want to visit the doctor, when a new body
of knowledge from an approved source is available to this field, the system is
updated with this new set of information. Although the information entered in
a blockchain is immutable, our system adopts best practices in smart-contract
management lifecycles and updates the obtainable information from the patients
via the smart contract as described in [11,19–21].

5 Mapping Blockchain Technologies to the Specific
Functions

After specifying blockchain technologies that support the defined solutions, we
map them as shown in Table 1 to specific process functions identified in the pre-
vious steps. We use blockchain technology for storing information about health-
care data for the booking process and medical-knowledge data is used in the
consultation process.
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Fig. 5. Booking process with integrated smart-contract application.

Smart contracts are used to enable interoperability of a booking process and
provide patients with time slots of different healthcare providers in one system.
Furthermore, smart contracts support the decision making processes during the
booking process that reduces the workload of healthcare providers. During the
consultation process, when a doctor is not involved, smart-contract technol-
ogy provides the decision making functionality supporting a patient with avail-
able medical knowledge. Finally, we use smart-contract lifecycle management to
update the medical knowledge base.
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Fig. 6. Consultation process with a smart-contract application.

Table 1. Mapping blockchain technologies to the specific functions

Blockchain node To store booking information of healthcare data

Blockchain node To store medical knowledge data

Smart contract To enable interoperability of a booking process

Smart contract To enable decision making in the consultation
process without doctor

Smart contract To decide if a patient needs to visit a doctor

Smart contract lifecycle
management

To update the medical knowledge base

6 Discussion

Earlier research work proposes blockchain-based solutions [29,30] that are
focused on the security issues of patient medical data. Citation [29] provides
an architecture for storing and sharing a patient’s medical data using blockchain
technology. In paper [30], the authors provide software patterns for access control
to patient data.

Our solution focuses on improving the efficiency of specific healthcare pro-
cesses such as booking and consultation by implementing interoperability in
healthcare information systems while [30] is focused more on the interoperabil-
ity of patient healthcare data to avoid duplication. Also, citation [29] focuses on
patient healthcare-data privacy and sharing while our study considers blockchain
technology for the secure sharing of medical knowledge to eliminate the need for
hospital visits for common healthcare issues.
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Fig. 7. The BPMN diagram of the smart-contract medical-knowledge update process.

7 Conclusion

In this paper, we define a problematic healthcare processes and propose the use
of blockchain technology to improve them. We first conduct a literature review
to define the reasons for current healthcare problems. These reasons include
high costs and low accessibility of medical services. Additionally, booking- and
consultation processes are problematic in healthcare and we model the identified
processes in detail.

The paper also proposes a smart-contract based system that is integrated
into booking- and consultation processes and specified with business-process
diagrams. The updated-booking process provides patients with time slots from
different healthcare providers and thus, reduces the waiting time. The improve-
ments for the consultation process yield a medical knowledge sharing system
employing blockchain technology that enables a patient to use consultation ser-
vices without a doctor. These improvements increase the accessibility of health-
care services and reduce their costs.

Mapping blockchain technologies to the specific booking- and consultation-
process functions shows that smart contracts are used to solve interoperability
issues, to support decision making without a doctor and to optimise the logistics
of patients. Blockchain nodes are used to store booking information and medical
knowledge. At the same time, smart contract management is required when
updating the medical knowledge base.
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There are some limitations in the current paper. First, the provided improve-
ments are described on the process level without actual implementation. Addi-
tionally, our proposed solution involves updating new medical knowledge on the
blockchain, which requires proper smart-contract lifecycle management that is
still an open research issue. Future work comprises the formal design and eval-
uation of our work. Additionally, the design of smart-contract lifecycle manage-
ment is required to successfully integrate new medical knowledge into healthcare-
decision processes.

References

1. Allweyer, T.: BPMN 2.0: Introduction to the Standard for Business Process Mod-
eling. BoD-Books on Demand, Norderstedt (2016)

2. Alper, B.S., et al.: How much effort is needed to keep up with the literature relevant
for primary care? J. Med. Libr. Assoc. 92(4), 429 (2004)

3. Baeten, S., Van Ourti, T., Van Doorslaer, E.: Rising inequalities in income and
health in China: who is left behind? J. Health Econ. 32(6), 1214–1229 (2013)

4. Baldassarre, F.F., Ricciardi, F., Campo, R.: Waiting too long: bottlenecks and
improvements-a case study of a surgery department. TQM J. 30(2), 116–132 (2018)

5. Buterin, V., et al.: A next-generation smart contract and decentralized application
platform. White paper (2014)

6. Chew, K.: Publications and Information Products from the National Center for
Health Statistics (2018). https://hsl.lib.umn.edu/biomed/help/health-statistics-
and-data-sources

7. Devaux, M.: Income-related inequalities and inequities in health care services util-
isation in 18 selected OECD countries. Eur. J. Health Econ. 16(1), 21–33 (2015)

8. d’Uva, T.B., Jones, A.M.: Health care utilisation in Europe: new evidence from
the ECHP. J. Health Econ. 28(2), 265–279 (2009)

9. d’Uva, T.B., Jones, A.M., Van Doorslaer, E.: Measurement of horizontal inequity in
health care utilisation using European panel data. J. Health Econ. 28(2), 280–289
(2009)

10. Elyasir, A.M.H., Anbananthen, K.: Web crawling methodology, vol. 47 (2012)
11. Eshuis, R., Norta, A., Roulaux, R.: Evolving process views. Inf. Softw. Technol.

80, 20–35 (2016)
12. Hawlitschek, F., Notheisen, B., Teubner, T.: The limits of trust-free systems: a

literature review on blockchain technology and trust in the sharing economy. Elec-
tron. Commer. Res. Appl. 29, 50–63 (2018)

13. Hoyt, R.E., Yoshihashi, A.K.: Health Informatics: Practical Guide for Healthcare
and Information Technology Professionals. Lulu.com, Morrisville (2014)

14. Kormiltsyn, A., Norta, A.: Dynamically integrating electronic - with personal
health records for ad-hoc healthcare quality improvements. In: Alexandrov, D.A.,
Boukhanovsky, A.V., Chugunov, A.V., Kabanov, Y., Koltsova, O. (eds.) DTGS
2017. CCIS, vol. 745, pp. 385–399. Springer, Cham (2017). https://doi.org/10.
1007/978-3-319-69784-0 33

15. Kreps, G.L.: The relevance of health literacy to mHealth. Inf. Serv. Use 37(2),
123–130 (2017)

16. Lu, Y.: Blockchain: a survey on functions, applications and open issues. J. Ind.
Integr. Manage. 3(04), 1850015 (2018)

https://hsl.lib.umn.edu/biomed/help/health-statistics-and-data-sources
https://hsl.lib.umn.edu/biomed/help/health-statistics-and-data-sources
https://doi.org/10.1007/978-3-319-69784-0_33
https://doi.org/10.1007/978-3-319-69784-0_33


Improving Healthcare Processes with Smart Contracts 513

17. Mans, R.S., van der Aalst, W.M.P., Vanwersch, R.J.B.: Process Mining in
Healthcare: Evaluating and Exploiting Operational Healthcare Processes. SBPM.
Springer, Cham (2015). https://doi.org/10.1007/978-3-319-16071-9

18. Nakamoto, S., et al.: Bitcoin: a peer-to-peer electronic cash system (2008)
19. Narendra, N.C., Norta, A., Mahunnah, M., Ma, L., Maggi, F.M.: Sound con-

flict management and resolution for virtual-enterprise collaborations. SOCA 10(3),
233–251 (2016)

20. Norta, A.: Establishing distributed governance infrastructures for enacting cross-
organization collaborations. In: Norta, A., Gaaloul, W., Gangadharan, G.R., Dam,
H.K. (eds.) ICSOC 2015. LNCS, vol. 9586, pp. 24–35. Springer, Heidelberg (2016).
https://doi.org/10.1007/978-3-662-50539-7 3

21. Norta, A., Othman, A.B., Taveter, K.: Conflict-resolution lifecycles for governed
decentralized autonomous organization collaboration. In: Proceedings of the 2015
2nd International Conference on Electronic Governance and Open Society: Chal-
lenges in Eurasia, pp. 244–257. ACM (2015)

22. Pham, H., Tran, T., Nakashima, Y.: A secure remote healthcare system for hos-
pital using blockchain smart contract. In: 2018 IEEE Globecom Workshops (GC
Wkshps), pp. 1–6. IEEE (2018)

23. Sadoughi, F., Azadi, T., Azadi, T.: Barriers to using electronic evidence based
literature in nursing practice: a systematised review. Health Inf. Libr. J. 34(3),
187–199 (2017)

24. Sterling, L., Taveter, K.: The Art of Agent-Oriented Modeling. MIT Press, Cam-
bridge (2009)

25. Susskind, R.E., Susskind, D.: The Future of the Professions: How Technology will
Transform the Work of Human Experts. Oxford University Press, Cary (2015)

26. Tavakol, O.D.K., Massoumi, C.E.: Data synchronization for booking of healthcare
appointments across practice groups. US Patent 8,688,466, 1 April 2014

27. Tozzo, P., Mazzi, A., Aprile, A., Rodriguez, D., Caenazzo, L.: Certification ISO
9001 in clinical ethics consultation for improving quality and safety in healthcare.
Int. J. Qual. Health Care 30(6), 486–491 (2018)

28. Wilson, A., Childs, S.: The relationship between consultation length, process and
outcomes in general practice: a systematic review. Br. J. Gen. Pract. 52(485),
1012–1020 (2002)

29. Yue, X., Wang, H., Jin, D., Li, M., Jiang, W.: Healthcare data gateways: found
healthcare intelligence on blockchain with novel privacy risk control. J. Med. Syst.
40(10), 218 (2016)

30. Zhang, P., White, J., Schmidt, D.C., Lenz, G.: Applying software patterns
to address interoperability in blockchain-based healthcare apps. arXiv preprint
arXiv:1706.03700 (2017)

https://doi.org/10.1007/978-3-319-16071-9
https://doi.org/10.1007/978-3-662-50539-7_3
http://arxiv.org/abs/1706.03700


Energy Efficient Cloud Data Center
Using Dynamic Virtual Machine

Consolidation Algorithm

Cheikhou Thiam1 and Fatoumata Thiam2(B)
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Abstract. In Cloud Data centers, virtual machine consolidation on min-
imizing energy consumed aims at reducing the number of active physical
servers. Dynamic consolidation of virtual machines (VMs) and switch-
ing idle nodes off allow Cloud providers to optimize resource usage and
reduce energy consumption. One aspect of dynamic VM consolidation
that directly influences Quality of Service (QoS) delivered by the system
is to determine the best moment to reallocate VMs from an overloaded
or undeloaded host. In this article we focus on energy-efficiency of Cloud
datacenter using Dynamic Virtual Machine Consolidation Algorithms by
planetLab workload traces, which consists of a thousand PlanetLab VMs
with large-scale simulation environments. Experiments are done in a sim-
ulated cloud environment by the CloudSim simulation tool. The obtained
results show that consolidation reduces the number of migrations and
the power consumption of the servers. Also application performances are
improved.

Keywords: Cloud · Consolidation · Energy · Scheduling ·
Virtualization

1 Introduction

Until recently, high performance has been the sole concern in data center deploy-
ments, and this demand has been fulfilled without paying much attention to
energy consumption. To address this problem of minimizing energy and drive
Green Cloud computing, data center resources need to be managed in an energy-
efficient manner.

In recent years, there is increasing concern that Cloud’s high energy con-
sumption issues are a disadvantage for various institutions. However, until now,
little attention has been given to the various methods to reduce energy con-
sumption in cloud environments while ensuring performance. The obligation of
providing good quality of service (QoS) to customers leads to the necessity in
dealing with the energy-efficiency trade-off, as aggressive consolidation may lead
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to performance degradation. There are many algorithms on how to reduce the
total power consumption, one of the most efficient being to turn off a maximum
number of nodes without impacting jobs running on the system.

Furthermore the increasing demand of computation resources has led to new
types of cooperative distributed systems for cloud computing. Cloud manage-
ment tools have standalone controllers that handle the VM-to-PM mapping.
This standalone management of the virtual machine involves both the initial
placement of the virtual machine and adaptation to changes in the cloud envi-
ronment through dynamic reallocation (consolidation) of the virtual machines.
The initial placement of the virtual machine does not react to changes in the
cloud environment through the live migration of virtual machines. Dynamic con-
solidation of virtual machines is essential to efficiently utilize the resources of a
data center by reacting or proactively acting on changes to the cloud data cen-
ter. Dynamic consolidation of virtual machines can be based on reservation or
on demand. In reservation-based placement, the placement decision of the VM
depends on the amount of reserved resources defined by the size of the VM in
terms of processor capacity, memory, and bandwidth rather than actual demand.
Dynamic VMs consolidation generally requires the detection of overloaded and
underloaded hosts in the Cloud datacenter. Beloglazov and Buyya [3] presented
an algorithm which sets an under load threshold and an overload threshold to
control all hosts’ load between the two thresholds.

One of main contributions in this article is to propose an efficient algo-
rithm that migrate VMs to reduce energy-consumption while preserving per-
formance and preventing hot spots. Khan in [6] proposed a review of Dynamic
Virtual Machine Consolidation Algorithms for Energy-Efficient Cloud Resource
Management.

Our contribution is to design, implement, and evaluate a novel cloud manage-
ment system which provides a holistic energy-efficient VM management solution
by integrating advanced VM management mechanisms such as underload mitiga-
tion, VM consolidation, and power management. This article is structured as fol-
lows. Section 1 introduces the design principles. Section 2 presents some research
in the domain. Section 3 describes the model and objectives. Section 4 intro-
duces a new approach of Dynamic Consolidation of Virtual Machines. Section 5
presents results. Finally, Sect. 6 summarizes the contributions.

2 Related Work

Some works addressed optimization of energy consumption in data through VM
consolidation [6,8]. In such cases, for a node load (Ci,j) two thresholds were
used: under-loaded threshold (γ) and overloaded threshold (ε). These thresholds
determines whether a host is overloaded or underutilized, respectively.

Recently, many energy-aware scheduling algorithms have been developed pri-
marily using the dynamic voltage-frequency scaling (DVFS) capability which
has been incorporated into recent commodity processors. Studies by [5] provide
a better understanding of the approaches and algorithms that have been pro-
duced to ensure better allocation policies for virtual machines in the context
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of cloud data center and to identify future directions. A better understanding
of existing approaches and algorithms that ensure better VM placement in the
context of cloud computing and to identify future directions is provided by [13].
In [11], Shirvani et al. give a review which is conducted to serve as a roadmap for
further research toward improvement in VM migration, server consolidation and
DVFS approaches which are utilized in modern Data Centers. In [2], authors
present a Dvfs-aware dynamic consolidation of virtual machines for energy effi-
cient cloud data centers. Their approach produces relevant contributions on the
optimization of Cloud data centers from a proactive perspective. They present
a Frequency-Aware Optimization that combines a novel reactive DVFS policy
with a proactive Frequency-aware Consolidation technique. They have achieved
competitive energy savings of up to 41.62% at the data center level maintaining
QoS, even improving slightly the SLA violations of around 0.01%.

However, these techniques are unsatisfied with optimizing both schedule
length and energy consumption. In [7], using dynamic voltage frequency scal-
ing with VM migration helps in reducing the energy consumption. However,
they note that the model can lead to more SLA violations. A critical problem
for these ideas is that in order to turn lightly loaded machines off or to assign
workload to newly turned-on machines, the task needs to be transferred from
one machine to another. But almost all the operating systems used in the real
clusters, e.g. Windows, Unix and Linux, cannot support such kind of operations.
So in their research specific OS features have to be developed and applied, which
in turn limits the practicability of their approaches. A number of good methods
and ideas in these studies could be introduced to the energy saving schemes in
cluster systems. [9] proposes an algorithm which is executed during the virtual
machine consolidation process to estimate the long-term utilization of multiple
resource types based on the local history of the considered servers. The mixed
use of current and predicted resource utilization allows for a good characteriza-
tion of overloaded and underloaded servers, thereby reducing both the load and
the power consumption after consolidation.

To guarantee the demand for computer resources, VMs need to be migrated
from over utilized host. However performance requirements must be accom-
plished. Besides, VMs need to be migrated from underutilized host for saving
power consumption. In order to solve the problem of energy and performance,
efficient dynamic VM consolidation approach is introduced in literature. [12] pro-
posed multiple redesigned VM allocation algorithms and introduced a technique
by clustering VMs to migrate by taking into account both CPU utilization and
allocated RAM. Alsadie et al. in [1] proposed an approach, named the ‘dynamic
threshold-based fuzzy approach’ (DTFA). It is a fuzzy threshold-based approach
used for adjusting the threshold values of PMs in a cloud environment. Authors
present an approach for the dynamic adjustment of threshold values that aims
to minimize the number of migrations invarying workload environments.
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In all these studies the objective is to minimize the energy consumption of the
servers, while satisfying given performance-related bounds on the period. Pro-
posed work considers the Dynamic Virtual Machine Consolidation Algorithms
to improve tasks management, taking into account the cost of migrations.

3 Model and Objectives

In this section, we discuss the model, hypotheses, constraints and objectives.
This section presents the system model of energy used for an energy-efficient
IaaS cloud management for private clouds. First, the distributed system model
is introduced. Then, objectives are presented.

3.1 Model

In the following, the terms work, task and virtual machine are the same. Nodes
are physical machines that host virtual machines.

We consider a cloud data center environment consisting of H =
∑N

i=1 Hi

heterogeneous physical nodes. Each site i has Hi nodes. There are N sites. Each
node is characterized by the CPU performance defined in Millions Instructions
Per Second (MIPS). We consider Ti tasks associated to V Mi VMs, that run on
the site i.

– Ri: load of the site i. This load depends on the number of VM (V Mi) executed
by the site and their load (li,j,k is the requested load of VM k in site i on
node j). ri,j is the aggregated requested load of all VM on node j in site i.
Note that if VM k is not running on node j in site i, then li,j,k = 0.
Ri =

∑Hi

j=1(ri,j), ri,j =
∑Ti

k=1(li,j,k)
– Load Ci and speed Vi of site i

Ci =
∑Hi

j=1(ci,j), Vi =
∑Hi

j=1(vi,j)
ci,j Actual load of node j in site i, vi,j Maximum speed of node j in site i
in Mips

– Job satisfaction Si of site i (same for si,j , job satisfaction of node j in site i)
Si = Ci

Ri
si,j = ci,j

ri,j

– V Mpe
i,j,k: number of processing elements (PEs) requested by a VM k in node

j (CPUs) on site i. “Note: It will be assumed in experiment part that this
value is 1”.

– V MRAM
i,j,k is constant across the node and only depends on k. j and i are kept

for coherence of notations.
– Di,j,k: the estimated execution duration of VM V Mi,j,k

– wi,j,k = V Mpe
i,j,k.Di,j,k: represent the weight of VM V Mi,j,k

– The load of V Mi,j,k depends on the speed estimation V Mmip
i,j,k of the V Mi,j,k

in node j of site i, its estimated execution duration: li,j,k = wi,j,k.V Mmips
i,j,k .
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3.2 Hypothesis

– Communications are modeled by a linear model of latency and bandwidth.
– For each scenario there is at least one VM.
– Migration cost. To migrate a VM, only RAM has to be copied to another

node. The migration time depends on the size of RAM of V Mi,j,k in node j
of site i and the available network bandwidth.
VM migration delay = V MRAM

i,j,k /bandwidth + C (C is a constant).
Bandwidth is considered as constant.

– Nodes have two different power states: Switched on and switched off. While
switched on, power consumption is linear in function of load between Pmin

i,j

and Pmax
i,j .

We will use the classical linear model of power consumption in function of load:
∀i, j Pi,j = Pmin

i,j + ci,j(Pmax
i,j − Pmin

i,j ) if node j is switched on, Pi,j = 0
otherwise. Therefore the total power consumption of the system is:

P =
∑N

i=1

∑Hi

j=1
Pi,j

To obtain energy consumed during a time slice, instantaneous power is inte-
grated over time

∫ t2

t1
P(t) dt. Total energy is then obtained by adding all the

energy of those time slices.

3.3 Objectives

The main objective of our approach is to improve cloud’s total energy efficiency
by controlling cloud applications’ overall energy consumption while ensuring
cloud applications’ service level agreement. Therefore our work aims to satisfy
several objectives:

– Ease of task management: we design a system which is flexible enough to
allow for dynamic addition and removal of nodes.

– Energy Efficiency: One of our goals is to propose task placements management
algorithms which are capable of creating idle times on nodes, transitioning
idle nodes in a power saving state and waking them up once required (e.g.
when load increases).

4 Dynamic Consolidation of Virtual Machines in Cloud
Data Centers

The proposed algorithm works by associating a credit value with each node.
For a node, the credit depends on the affinity it has for its VMs, its current
workload, and VM communications. Energy savings are achieved by continuous
consolidation of VMs according to current utilization of resources, virtual net-
work topologies established between VMs and thermal state of computing nodes.
The rest of the section is organized as follows. Subsection 4.1 discusses related
Credit based Anti load-balancing model, followed by the algorithm description
presented in Subsect. 4.2.
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4.1 Credit of Node

The algorithm proposed aims at maximizing Credit which is a value used when
calculating the energy-efficiency of the system behavior.

The proposed algorithm in this section works by associating a credit value
with each node. The credit of a node depends on the node, its current workload,
its communications behavior and history of task execution. When a node is
under-loaded (ci,j < γ), all its VMs are migrated to a comparatively more loaded
node. In dynamic load unbalancing schemes, the two most important policies
are selection policy and location policy. Selection policy concerns the choice of
the node to unload. Location policy chooses the destination node of the moved
VMs. An important characteristic of selection policy is to prevent the destination
node to become overloaded. Also, migration costs must be compensated by the
performance improvement. Each node has its own Credit, which is a float value.
The higher a node Credits, the higher the chance its VMs to stay at the same
node. It is equivalent to say that chances of its VMs to be migrated is lower.
The credit of a node increases if:

– Its workload or the number of VMs in the node increases
– Communication between its VMs and other nodes increases
– Its load increases while staying between the under-loaded threshold γ and the

over-loaded threshold ε

On the contrary, the credit of a node decreases in the cases below:

– Its workload or its number of VMs decrease
– It has just sent or received a message from the scheduler which indicates that

the node will probably become empty in a short while.

The Credit of a node will be used in the selection policy: the node which credit
is the lower is selected for VMs migration.

The location policy identifies the remote node with the highest credit which
is able to receive the VMs selected by the selection policy without being over-
loaded.

However, as shown in Fig. 1, such consolidation is not trivial, as it can result
in overloading a node. Also keeping one particular node heavily loaded for a
large period of time can lead to a heating point. It has a negative effect on the
cooling system compared to several colder points.

In Fig. 1 we have two nodes N1 and N2. Node N2 is under-loaded because its
load is below the underload threshold (γ = 50%). In this situation the load N2

migrates to the node N1. Then N2 is switched to sleep mode.
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Fig. 1. Different contexts for a migration. Both cases are possible but the first one
creates a hot spot on N3

4.2 Algorithm

We work with VMs which migrate depending on the load of the node. We apply
the Credit concept to the migration of VMs. (σi,j) of each node j (in site i).
With our algorithm, the following formula is used:

σi,j = ci,j − ti,jsi,j + ε − γ

ti,j = (100 ∗ (ε − ci,j) ∗ (ci,j − γ) ∗ (λ ∗ ci,j + δ))/si,j

Where ci,j is the actual load of node j in site i, ri,j is its requested computa-
tion load, si,j is its VM satisfaction, and γ and ε are respectively under-load and
over-load threshold. ti,j is the attractivity of the node, λ and δ are two constants
respectively 10 and 20.

Fig. 2. Credit of node. γ = 50% and ε = 80%
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The values 10 and 20 were chosen in order to favor the avoidance of hotspots
(overload) compared to avoiding underload nodes. Indeed, the σi,j value is used
for sorting the nodes to consider in the following Algorithm1. A smaller value
of σi,j leads a node j in site i to be considered first, and actions are firstly held
on this one. On Fig. 2, one can see that overloads leads to smaller values than
underloads. Other values than 10 and 20 would lead to different behaviour of
the algorithm: It could favor underload versus overload nodes first, for instance.
In the experiment part, we only considered the previous scenario. The algorithm
provides task scheduling strategy, which dynamically migrate tasks among com-
puting nodes, transferring tasks from underloaded nodes to loaded but not over-
loaded nodes. It balances load of computing nodes as far as possible in order to
reduce program running time.

Algorithm 1. Dynamic Consolidation of Virtual Machines (DCVM) in Cloud
Data Centers for each node Hi,j

1: Calculate ci,j , σi,j // Load, credit of node j in site i
2: Sort in ascending order other nodes (∀(i, j) �= (i′, j′)) according to the value of their

credit (all, but Hi,j)
3: if (ci,j < γ) then
4: for (all nodes j′ in all sites i′ sorted by their credits) do
5: if (Hi,j �= Hi′,j′) and (ci′,j′ ≥ γ) and (ci,j + ci′,j′ < ε) then
6: Add Hi′,j′ to potential destination set Potential
7: end if
8: Migrate all V Mi,j from Hi,j to the element with lower credits weighted by

migration cost in Potential )
9: end for

10: else
11: while (ci,j > ε) do
12: // ci,j and σi,j have changed after migration of V Mi,j,k

13: Calculate ci,j
14: Calculate σi,j

15: Calculate lmin
i,j // load of the lightest task

16: Let V Mi,j,k the task with lmin
i,j,k = li,j,k

17: for ( all nodes j′ in all sites i′ sorted by their credits) do
18: if (( Hi,j �= Hi′,j′) and (ci′,j′ + lmin

i,j < ε)) then
19: Migrate V Mi,j,k from Hi,j to Hi′,j′ .
20: end if
21: end for
22: end while
23: end if

The decision making algorithm behaves globally as follows: if σi,j < 0, the
node j of site i is over-loaded or under-loaded; if σi < rk,z? the node i has affinity
of node k; if ci,j > ε, the node j of site i is over-loaded; if ci,j < γ, the node j of
site i is under-loaded. This algorithm is described in Algorithm1. For the sake of
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simplicity, corner cases such as all nodes over-loaded are not included. Selection
policies take into account credits and migration cost. The selected node (node
j′ in site i′) is the one with the minimum σi′,j′ weighed by the migration cost
between the current position of the VM and the potential node. If τi,j,i′,j′ is the
migration cost between the node j in site i and the node j′ in site i′. the selected
node is the one that minimize:

σi′,j′ .
τi,j,i′,j′

Maxi′′,j′′(τi,j,i′′,j′′)
. (1)

To reduce the load of an overloaded node, it begins to migrate the lightest
task. Selection policy will choose the task that will stay the longest on the node.
Policy of localization will then identify the node that will receive the task without
exceeding its capacities (i.e. its load after migration will still be under ε). So this
node will be the new destination of the task.

5 Experiments and Results

In order to evaluate the gains of the algorithm we implemented this algorithm
using CloudSim [3].

5.1 Simulation Environment

Experiments are done in a simulated cloud environment by the CloudSim sim-
ulation tool. We conduct experiments using PlanetLab workload traces [10].
In the following we compare DCVM with a dynamic Anton Beloglazov et al.’s
algorithm [4] (belgo) where host are sorted according to their maximum power
consumption.

5.2 Experimental Results

In this subsection, we describe the simulation study performed to evaluate the
performance of our algorithms in terms of energy minimization as well as the
execution time and the number of migrations.

The first observation is that DCVMB consumes less energy than the algo-
rithm described in [4] (see Fig. 3). The second observation is that DCVM algo-
rithm is able to reduce the energy consumption by 5% to 20% when jobs increase.
f switched on host as a function of task number. When jobs increase then the
number of nodes switched on also increase, leading to a higher power consump-
tion. This is particularly true if there is no migration after the initial placement
of tasks. Hence, the gain of our algorithm increases power-wise with the number
of tasks because migration is activated. Computing resources are fully used in
both cases at the start of the experiment. In the case of the consolidation, less
hosts are switched-on because we can adapt to the workload dynamism (Fig. 4).
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Fig. 3. Energy of algorithms compared
to Anton Beloglazov et al.’s algorithm
[4] with unsorted hosts. Lower is better

Fig. 4. Energy of algorithms by time
slice.

Fig. 5. Host switched on DCVM vs
belgo

Fig. 6. Job mean load with DCVM

Figure 5 shows the number o The observed gain increases with the number
of VMs and becomes constant when hosts are saturated. The best results of
DCVM comes from the fact that with the increase of the number of VMs, it has
more possibilities to migrate tasks. It can then better allocate VMs on comput-
ing resources, reducing the number of switched-on hosts. Due to the thresholds
of DCVM, it would be possible to reduce further the number of switched on
hosts but it would overload remaining hosts. Those hosts would become hot
points and would have a negative impact on cooling. Figure 7 shows that our
algorithm is better than classical Dynamic First Fit regardless of the makespan
when the number of tasks is important. For small number of tasks, energy con-
sumption increases because of the many migrations. To choose this value it is
important to consider the dynamism of the tasks. As said previously, increasing
γ, reduce energy consumption at the cost of consolidating more and more the
tasks. DCVM has the shortest execution time when the number of jobs increases.
The result implicates that the scheduling algorithm such as DCVM can leverage
interconnects with migrations to achieve high performance and energy efficiency
(Fig. 6).
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Fig. 7. Number of migrations

6 Conclusion

In this paper, we presented and evaluated our dynamic consolidation of virtual
machines algorithm for clouds. It provides energy-efficiency improvement com-
pared to Anton Beloglazov et al.’s algorithm in [4] We have compared DCVM to
the algorithm in [4] over a range of problem instances using simulation. DCVM
parameters lead to a family of heuristics that perform well in terms of energy
savings while still leading to good task performance. DCVM consolidate tasks on
a subset of the cluster hosts judiciously chosen depending on the characteristics
and state of resources. Overall, the proposed DCVM algorithm can compute allo-
cations effectively with an important energy gain. Experiments showed that with
our algorithm we obtained a 20% gain over standard algorithms. However, it is
important to investigate further how to improve the quality of service, but also
the optimization algorithm. Future version of DCVM will also take int account
other measures to compute Credit such as network communication patterns.
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Abstract. As wearable technologies are gaining increased attention in con-
struction, we present an integrated solution for their adoption in occupational
health and safety (OHS). Research methods include a structured literature
review of 37 articles and a year-long design science research project in a con-
struction group. The main results are (1) the identification of new wearable
solutions made available by industry 4.0 to prevent hazards, and (2) a wearable
model for voluntary regulations compliance. For theory, our research identifies
key application areas for integrated smart OHS in construction and highlights
the importance of continuous monitoring and alerts to complement the tradi-
tional sampling techniques. For practice, we offer recommendations for man-
agers wishing to implement continuous compliance checking and risk
prevention using wearable technology. Our findings help improve health and
safety audits supported by digital evidence in the sector with most risks of
accidents in the European Union.

Keywords: Occupational health and safety � Industry 4.0 � Construction �
Internet-of-Things � Wearables � Regulatory compliance

1 Introduction

Occupational health and safety (OHS) is a priority for the construction sector and one
of the areas with more potential for improvements with the technological transfor-
mation of industry 4.0 (I4.0) [1]. This claim is confirmed by the positive impact of
sensors in construction equipment and wearable devices available to construction
workers, allowing real-time alerts to prevent accidents [1–5]. Nevertheless, there are
also barriers to the adoption of smart devices in construction, including privacy issues
and the perceived usefulness and ease of use of each device [6]. Despite the extensive
research in augmented reality, wearables, and sensors for construction safety man-
agement [2, 7–9], most studies focus on specific applications for preventing accidents
(e.g. collision alert), safety training [10], or monitoring specific parameters of work
conditions using biosensors [7]. Other authors address the reduction of consequences in
accidents via internet-of-things (IoT), detecting falls and ensuring the earliest possible
assistance [11]. More recently, [12] explores continuous monitoring of environmental
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factors such as carbon monoxide and noise in factories. Interestingly, we could not find
any studies that integrate these important sources of data for compliance, as it happens
in audits required by OHSAS 18001 safety standards and legal regulations.

Our project started with a European co-funded research project involving a Por-
tuguese construction group. Two companies in the consortium (C1: consulting, train-
ing, safety inspections; C2: construction equipment supplier) had industry 4.0 in their
agendas. They were aware of experiments in academic projects, such as the use of
sensors to avoid collisions between vehicles and workers in construction sites [1]. Yet,
according to them, such an application only scratches the surface of what’s possible for
OHS. For example, the same system used to identify the worker in collision detection
could be important to avoid falls – using the same wearable to detect proximity to
danger areas or to prevent unauthorized access to the construction site. Accordingly, we
formulated two main research questions:

• RQ1. What are the opportunities for using wearable technologies in industry 4.0 for
occupational health and safety in construction?

• RQ2. How do we design an information system for OHS in construction, for real-
time integrated prevention (e.g. user alerts), correction (e.g. minimize accident
consequences), and compliance (e.g. ensuring the correct adoption of regulations)?

The remainder of our paper is presented as follows. Section 2 describes the research
approach. Subsequently, we present the literature survey, and, in Sect. 4, we detail the
different phases of our project. Section 5 discusses the findings and the implications for
theory and practice. The paper closes with opportunities for future research.

2 Research Approach

To address the two research questions we have selected a design-science research
(DSR) approach [13], having its foundations in the work of [14]. DSR enables the
creation and evaluation of artifacts to solve specific organizational problems, which can
“be in the form of a construct, a model, a method, or an instantiation” [13], integrating
informational, technological, and social aspects [15]. Figure 1 outlines our DSR.

(1) Problem identification 
and motivation

OHS is critical in construction. Existing studies 
addressed only siloed aspects of OHS

(2) Definition of the 
objectives for a solution

Design an integrated IoT-based solution to 
improve safety in construction

(3) Design and development Literature review | Prototypes

(4) Demonstration Integrated smart OHS model

(5) Evaluation Potential areas for industry 4.0 in OHS | Tests 
and interviews

(6) Communication Scientific publications | Contacts with 
construction and safety associations

Fig. 1. Design science research approach (adapted from [16]).
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The sequence of DSR activities is particularly suitable for our research and the
reasons are fourfold. First, the necessity to conduct a comprehensive literature review
to identify wearable industry 4.0 solutions for OHS, which contributes to RQ1 and
guides the field activities in RQ2. Second, the development of artifacts justified by
business needs and tests in a real environments [13]. Third, new wearable solutions for
OHS should be supported by theory and practice (RQ2). Fourth, the examples obtained
through the field work, contributing to demonstrate and communicate industry 4.0
opportunities to construction practitioners. Having identified the problem and the
objectives for a solution, in the next section, we review key contributions from the
literature.

3 Literature Review: What Are the Opportunities?

We have followed the recommendations made by [17] to guide the steps of the liter-
ature review and used a concept-centric approach to summarize the results [18]. First,
we made searches in Google Scholar using different combinations of keywords, for
example, “safety management” + “industry 4.0” + construction, returning 278 results
(excluding patents and citations) and wearable + “occupational health and
safety” + construction yielding 611 results. Then, we screened the title and abstract to
identify studies about wearable industry 4.0 technologies applied to construction.
Afterwards, we made searches in other databases such as IEEEXplore (e.g. 16 results
using “construction safety iot”) and EBSCOhost (e.g. 2 results with construc-
tion + “internet of things” + safety). A total of 37 papers were classified in three main
concepts presented below.

3.1 Site Oriented OHS

Significant research has been conducted to improve safety in the relation between
humans and the environment in construction. For example, the work of [11] to detect
falls using wearable technologies and reduce response time. Other authors focus on
prevention. Examples include the creation of safety barriers [19], the detection and alert
of unsafe conditions of moving objects [20], and monitoring the inclination of retaining
walls to anticipate structural failures [21]. Proximity detection is another popular area
of research. The work of [1, 22–24] uses IoT, mobile, and wearable technologies to
sense and alert users of danger zones (e.g. equipment operations). Computer vision has
also been tested in the forms of (1) scene-based; (2) location-based; and (3) action-
based risk identification [8], while other studies mix multiple technologies, for example
[2], taking advantage of building information modeling, augmented reality, wearables,
and sensors to assist safety planning, training, and control.

An important gap is the monitoring of environmental parameters and its correlation
with OHS. We found a recent example, in factory settings, using low cost sensors to
monitor particles, noise, or carbon monoxide [12]. This research is inspiring for pro-
posals that combine different environmental factors, with the potential of continuous
monitoring and correlation with biometric parameters and logging of risk alerts.
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3.2 User Oriented OHS

The interest of monitoring health parameters in construction is increasing, as revealed
by [25] for stress recognition, [26] for psychological status based on heart rate, energy
expenditure, metabolic equivalents, and sleep efficiency, or [27] using biosensors. It is
now clear that continuously collected data can be used, for example, using a photo-
plethysmography (PPG) sensor embedded in a wristband-type activity tracker [7].

Personal protective equipment (PPE) is key in OHS activities and the risks increase
when the staff does not comply with its use [28]. Taking advantage of cloud, wireless,
and wearable technologies, [29] presents a proof of concept to ensure the use of PPE. The
results were positive, although privacy (e.g. using technology to monitor performance,
number of steps taken, and heart rate) was pointed as a major concern of the workers.
Other barriers include “employee compliance, sensor durability, the cost/benefit ratio of
using wearables, and good manufacturing practice requirements” [30]. Perceived use-
fulness, social influence, and perceived privacy risk are key aspects that influence the
intention to use equipment, such as smart vests and wristbands [6]. Therefore, additional
sociotechnical research is necessary in business information systems.

A group of studies aim at human health improvements, including ergonomics [31],
stress control [32], and the prevention of construction workers’ musculoskeletal dis-
orders [33]. An example specifically developed to identify the exposure of the worker to
hazardous vibrations is presented by [34]. Yet, these solutions are not yet currently
implemented by construction companies. In a recent review about OHS in the industry
4.0 era, the authors of [35] argue that “emotion sensors need to be developed to monitor
workers and ensure their safety continuously”. The work of [4] reinforces the need to
monitor physical demands of construction workers because it is highly variable
depending on the tasks. Monitoring of physiological status can be conducted at work but
also off-duty, as presented in [26], opening opportunities for OHS improvements and
uncovering new risks for privacy [36]. If taken in isolation, biometric measurements are
also challenging, because the correlation between work and fatigue varies with each
person and, to be valid, fatigue based on heart rate requires context information [37].

3.3 Integration of Smart OHS in Construction

Nine literature reviews were included in our survey (4 done in 2018, 4 done in 2017, and
1 done in 2015). One of the studies highlights that the number of papers addressing
innovative technologies is increasing since 2012, but most of them remain in the aca-
demic field [38]. According to these authors, researchers and practitioners should work
together in “the effective path of innovative technology transition from construction
safety research into construction safety practice”. Two recent works expressly mention
“industry 4.0” in the title: [35], who anticipates significant changes in OHS practices due
to the closer connection between humans and machines, including risk management in
real time; and [39] mentioning the importance of wearables for worker safety.

Wearable technologies were the focus of different literature reviews. The work of
[3] presents a comprehensive list of technologies applicable to physiological and
environmental monitoring, proximity detection, and location tracking. The authors
conclude that it is necessary to “derive meaning from multiple sensors” [3]. The authors

Safety Is the New Black 529



of [40] also suggest involving researchers and practitioners in wearables adoption for
monitoring, augmenting, assisting, delivering, and tracking in construction. These
authors have previously detailed the application of wearables in the workplace [41].

On one hand, user oriented OHS reviews can be found in [5], that collected data via
smart watch and showed the correlation between psychological status and physical
indicators. On the other hand, [42] reviews earthmoving equipment automation.
Examples of technologies used to improve safety with these types of equipment include
artificial vision, GPS, and RFID, but the authors state that “advanced sensing tech-
nologies (e.g. computer vision) for tracking and safety, are still in experimental stage
and yet have to prove their efficiency in practice”. IoT is also important to implement
visualization techniques for safety management [43]. Yet, we could not find a proposal
that integrates the user physical indicators with the environmental conditions. The
combination of human, machines, and context data is determinant for compliance.

4 Hands-On Experiment: Integrated Smart OHS

The design and development of our prototypes involved two researchers and a student
of informatics, responsible for the coding. This phase was conducted in close collab-
oration with the practitioners designated by the construction group, namely, two OHS
assessors, the top managers of the construction equipment company and of the con-
sulting company, and two construction technicians designated to assist in the field tests.
There were two major steps. First, a preliminary research with sensors, wristbands, and
mobile devices, described in Sect. 4.1. Second, the design of an integrated smart OHS
information system, described in Sect. 4.2.

4.1 Testing Opportunities and Integrating Technologies

In this step we tested proposals found in the literature (e.g. RFID for proximity warning
system). Figure 2 presents the example for the worker oriented OHS.

Our purpose with the experiments presented in Fig. 2 was to test low cost equipment:
Arduino UNO and RC522 RFID sensor presented on the left of Fig. 2; environmental
sensors for temperature and humidity (DHT11), noise (SEN-12642 sound detector), and
air quality (MQ135) in the middle; and a simple visualization tool to display data and

Fig. 2. Smart OHS – worker oriented preliminary (non-integrated) experiments.
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compare to real values – rightmost image. It was important for three reasons. First, it
facilitated the discussion with the practitioners about the potential of wearables and
technologies emerging from industry 4.0. Second, it confirmed previous research
pointing to the applicability of using low cost IoT material in real applications [12].
Third, it identified synergies in the systems described in the literature. For example, the
RFID system for collision detection can also be used for site access (identification of
workers in the site) and control if PPE is in use. Each of these examples have already been
studied independently (e.g. [22] or [29]), missing an integrated solution.

These cases were selected on the basis of the (1) need to protect the worker from
collisions and falls, (2) legal requirements of OHS (e.g. noise and air quality), and
(3) potential to contrast biometric and environmental parameters to alert the user. We
were also looking for synergies when using different technologies. For example, RFID
to protect the worker from collisions and also (1) avoid unauthorized access to the site
and (2) prevent equipment use by non-qualified staff (block the engine of the equip-
ment). Other examples are the continuous monitoring of environmental conditions for
OHS audits and the combination with biometric parameters (e.g. heart rate) and
improvement of work conditions.

An integrated OHS system should be aware of the workers but also their context.
Yet, according to the company managers, most of the prototypes found in the literature
are difficult to deploy in practice: “it is already difficult to ensure the proper use of PPE;
the wearable will also need some sensor to ensure that it is being used (…) the best way
is to create a unique wearable such as wristband that integrates RFID, GPS, biometric
monitoring, and other functionalities (…) which is available in the market but not yet
adopted in OHS and not fully explored for compliance checking”.

4.2 Proposing the Integrated Smart OHS Model in Construction

Table 1 presents the candidate technologies for integrated smart OHS that we found in
the literature and discussed in our meetings.

The list of technologies includes Virtual Reality (VR), Augmented Reality (AR),
IoT, Cloud, Mobile (M), Autonomous Robots (ARO), Big Data and Analytics (BDA),
Building Information Modeling (BIM), and Blockchain (BC). The list is not exhaustive,

Table 1. Summary of Industry 4.0 opportunities for integrated smart OHS.

VR AR IoT Cloud M ARO BDA BIM BC
Site oriented + + + + +/- - - + -

User oriented +/- +/- + + + - - +/- -

Audit oriented - + +/- +/- +/- +/- + - + 

Legend: light grey – short-term priority for development; dark grey – medium-term; white: long-term 
project. 
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for example, we did not include 3D printing and additive manufacturing, which raise
issues for safety while using them, but they are not tools for OHS. We also did not
include fog computing [44] because it was considered too technical for the discussion
with construction experts (although important for implementation purposes).

The possible applications vary according to each technology. For example, VR,
AR, and BIM (dark grey background) are important to digitalize the construction
information, which can assist in the users training and guidance while executing tasks.
AR seems promising for inspection and auditing, contrasting the real with the virtual
scenario (e.g. evaluate if specific safety equipment is on site). IoT (includes related
technologies such as RFID, wireless, and location systems), cloud, and mobile can
assist OHS efforts in all aspects of construction. However, when combined with big
data and analytics and blockchain, the potential increases for inspection and auditing
(light grey background in the table). One important conclusion is that full industry 4.0
potential requires a combination of technologies for specific purposes.

The interest in blockchain emerged during our discussions about the relation with
external entities, such as government and insurance companies. The experts that we
interviewed confirm the importance of wearables for improvement actions or standards
audits (voluntary regulations). Yet, if lacking evidence of data quality and reliability,
the use for insurance communications or legal compliance is limited. It is necessary to
prove to third parties that the company implemented all the measures for prevention
and that the OHS data was in fact collected on the specific site, user, or context. The
proposal for our companies is presented in Fig. 3.

Fig. 3. Integrated smart OHS – conceptual model.
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The proposed model is inspired in the architecture proposed by [44] for IoT, which
considers a fog layer between the cloud and the edge devices. In this proposal we have
integrated the platforms and sensors in the lower layer, considering four different
elements in the cyber-physical IoT infrastructure (on the bottom): the environment
sensors (nowadays unpractical to embed in the worker wearables) including light
conditions, temperature and humidity, noise, and air quality (requires GPS tracking);
the objects sensors including RFID antennas (collision detection or fall protection),
personal protection (e.g. identify helmet presence), and site access; the biometric
sensors including worker monitoring and alert system based on a smart wristband –

biometric information, RFID, and GPS; and the mobile devices for communication with
the OHS.

There are advantages in this design. First, minimizes the wearable burden while
making it essential to enter the site. Second, concentrates the environmental parameters
in a portable, low cost toolkit (<200€ each in our prototypes), making it affordable to
use in different areas of the site. Third, ensure wearable use – if the wearable is not in
use, the worker may not enter the site or use specific equipment. The arrows connecting
the OHS stakeholders (on the right) represent the value obtained from data analysis in
the OHS (training, alerts, and inspections), and the purpose of data collected via IoT
(monitoring and compliance). On the top is represented the OHS cloud supported by a
private blockchain and, bellow, the fog layer to support for IoT infrastructure [44].

5 Discussion

Few studies have addressed occupational health and safety in the industry 4.0, and
those that do have identified challenges [35]. Most of the research in I4.0 technologies
for safety in construction is diverse but also disperse. But integration is key, as stated
by [35] “if the technologies driving Industry 4.0 develop in silos and the OHS ini-
tiatives of manufacturers are fragmentary, hazards will multiply and some of the gains
made in accident prevention will be lost”.

According to the company managers in our project consortium, a comprehensive
model for wearable technologies in construction needs to support (1) training,
(2) monitoring worker critical parameters, (3) user alerts (collision, fall, environment
parameters), and (4) voluntary regulatory compliance (OHS standards audit and
improvement evidences). Future research is needed to address requirements of insur-
ance companies and government authorities for legal compliance checking.

Only the combination of technologies can turn industry 4.0 into a reality in OHS.
According to the companies participating in our work, they were interested in investing
only if (1) the solution is integrated, and (2) the data collected is not merely for
monitoring and alert, but also valuable for improvement and compliance checking.
According to our case companies “sometimes the problem is not in the existence of
solutions for OHS; it is in convincing the users of the need to use it, in a daily basis”.
One of the OHS experts also told us that “we can monitor all the parameters in the
world but for regulatory compliance, it is also crucial to prove that the data is reliable
and not easily manipulated (…) that is essential to demonstrate our commitment to
safety when dealing with insurance companies and assessors”. She presents an example
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“if the environmental conditions are continuously monitored in ‘friendly’ locations –
the term used to designate a location of the site that is far away from specific machinery
– the data will be irrelevant for prevention and warning systems”. Moreover, “if the
collected data is not reliable” – she gave the examples of a worker that gives the
wristband to another colleague or if the large amounts of historical data about warnings
and environmental conditions can be changed by the organization – “then, the benefits
will be limited”.

The insights gathered in our literature review and the practitioners’ feedback
allowed us to identify critical elements of integrated smart OHS:

• Continuous monitoring is complementary to traditional sampling. We confirmed
previous findings that used low cost sensors, however, at this moment, there are
risks in trusting solely in this type of systems. For example, the error of mea-
surements and obtaining data in wrong locations;

• Non-integrated developments may lead to duplicated investments and the prolif-
eration of tools and may demotivate the workers from using a plethora of systems;

• Industry 4.0 opportunities are critical to improve health and safety, but the users
must use it. Wearables must be friendly and useful, but the possibility of making
them mandatory (e.g. if PPE is not identified, the worker is not allowed to enter the
site; worker recognition for equipment start; site access), is interesting;

• Data quality should be a priority for integrated smart OHS. Trusting in single
systems for health and safety is a risk too high. For example, there are risks of over
confidence by the workers (e.g. collision detection) that may decrease the surveil-
lance level. These aspects have not yet been addressed in the BIS literature.

6 Conclusions

We reviewed key literature for wearable implementation in OHS and proposed an
integrated smart OHS system design for construction. Our findings emerged from a
year-long design science research [13] project with two construction companies.
Industry 4.0 opens the opportunity to adopt wearables for continuous monitoring and
innovative regulatory compliance systems in OHS. Private blockchains [45] can be a
viable solution to test in construction compliance and audit, when third party entities
are involved, for example, insurance companies. To our knowledge, this is the first
proposal taking advantage of wearables connected to site IoT-based solutions, and
context information.

The system was designed in collaboration with practitioners, thus enabling testing
and evaluation of current academic proposals. According to the construction group
experts, independent single purpose solutions, such as collision detection, are inter-
esting for specific stakeholders but it is difficult to equip workers with multiple
wearables.

Continuous monitoring via wearables is complementary to the sampling techniques
normally used for OHS, with the benefit of providing real-time alerts and valuable data
for improvement and compliance checking. The prototypes that we have developed
showed positive results for compliance with OHS standards, namely evidence of
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prevention efforts, but are not suitable for insurance and legal purposes. To that effect,
additional requirements are mandatory, such as data source traceability (e.g. GPS
location, timestamp, user); contextual data; and protection of the digital traces. Another
important implication for practice is to ensure that the wearables are effectively used –

one possibility is to ensure that the technology is friendly and necessary to use specific
equipment or access the site, thus becoming a working tool.

Our research has limitations that need to be stated. First, is the selection of papers
for our literature review. Industry 4.0 is a vibrant field of research and other studies
could be included. Second, our research considers two different companies with
important roles in OHS for construction, but belonging to the same group. Other
companies may have different priorities for OHS investments. Third, despite including
certified OHS auditors and senior consultants, the data collected with interviews with
the experts did not involve external assessors and legal advisors.

Future research is necessary to test the part of the model that involves third party
entities using a private blockchain. In addition, there are opportunities for comparative
studies of different models, for example, mobile systems for diagnostics procedures
[46] and solutions for ambient intelligence in OHS [47]. Our preliminary contacts with
an integrated management system consulting company and two associations of con-
struction in Portugal already provided results. A quantitative survey will be deployed
with the support of the associations that represent hundreds of companies to understand
their perspective about wearable investments for OHS and identify potential actions by
their associations (e.g. ask government to enforce collision detection systems or con-
tinuous monitoring of critical parameters, with benefits in insurance policies).

We hope that our work may inspire other researchers to empirically evaluate the
vast amount of academic proposals for industry 4.0 in traditional sectors of the
economy. It is important to identify combinations of technologies to fully explore the
potential in the fourth industrial revolution to improve business information systems.
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